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Abstract

In Chapter 1, we first review several literature and relevant results that lead to the ideas of the main problems discussed within the thesis. The subsequent parts provide the basic notations and definitions for basic concepts regarding to the main classes of cones we consider in the thesis, including positive semi-definite (PSD) cones, symmetric cones and second-order cones (SOCs). Especially, for the class of symmetric cones, beside defining the symmetric cone via using the concept of homogeneous cone, we also introduce the closely related concepts like Euclidean Jordan algebra, Jordan frame, Pierce decomposition, etc. In the last section of this chapter, we take a glance over the main contributions, discussed in Chapters 2 and Chapter 3.

We start Chapter 2 by recalling several concepts about differentiability, semismoothness and strong semismoothness. In the next section, we revise the method of verifying the strong semismoothness of projection onto the closed convex cone $\tilde{K}$ in the vector space $X$ given in the article “On the Semismoothness of Projection Mappings and Maximum Eigenvalues Function” by M. Goh and F. Meng, and divide the method into four steps. The next parts of Chapter 2 discuss the application of the method for adjusting the strong semismoothness of projection onto second-order cones, then give a couple of counter examples to see the important things we need to notice when doing this method.

Chapter 3 mentions the smoothing Newton continuation algorithm firstly given in the article “A combined smoothing and regularization method for monotone second-order cone complementarity problems” by S. Hayashi, N. Yamashita and M. Fukushima (Algorithm 2) to solve the SOC complementarity problems. C.B. Chua and L. T. K. Hien, in their article “A superlinearly convergent smoothing Newton continuation algorithm for variational inequalities over definable set”, give the criterion for this algorithm to converge superlinearly when being applied to solve the smoothing natural map equation. The follow up sections of Chapter 3 give the proof for a lemma that ensure the sufficient
condition for one of the criterion, applied for the case of PSD cones, then generalize to symmetric cones (in the paper of Chua and Hien, the lemma is applied for the epigraph of nuclear norm). The method used for the proofs is based on the explicit formular for the smoothing approximations and application of Lowner’s operator for the spectral decomposition.

Chapter 4 sums up the works of Chapter 2 and Chapter 3. It also points out the difficulties we may encounter for doing the method discussed in Chapter 2. Finally, we consider the possible way of generalize the lemma in Chapter 3 to the case of homogeneous cones, when we cannot get the implicit formula for the smoothing approximation, by using the graphical convergence of monotone mappings.
Notation

| $|a|$ | the absolute value of a scalar $a$ |
| --- | --- |
| $\mathbb{R}$ | set of real numbers |

$\mathbb{R}^n$ the $n$-dimensional real vector space

$\mathbb{C}$ set of complex numbers

$\mathbb{C}^n$ the $n$-dimensional complex vector space

$\mathbb{R}^{m \times n}$ the space of $m \times n$ real matrices

$S^n$ the space of $n \times n$ symmetric matrices.

$S^n_+$ the cone of $n \times n$ symmetric positive semidefinite matrices

$O^n$ set of orthogonal matrices in $S^n$

$\text{Diag}(\lambda_1, \ldots, \lambda_n)$ the $n \times n$ diagonal matrix with $(\text{Diag}(\lambda_1, \ldots, \lambda_n))_{ii} = \lambda_i, i \in \{1, \ldots, n\}$

$I$ identity matrix of appropriate order

$\text{tr}(A)$ trace of a matrix $A$

$A^{-1}$ the inverse of an operator or a matrix $A$
\( A^T \) the transpose of a matrix \( A \)
\( \det A \) the determinant of a matrix \( A \)
\( L_A \) the Cholesky factor of a matrix \( A \), if \( A \) is positive semidefinite
\( A \succeq B \) means \( A - B \) is positive semidefinite, i.e., \( x^T(A - B)x \geq 0 \ \forall x \),
or all eigenvalues of \( A - B \) are non-negative
\( A \succ B \) means \( A - B \) is positive definite, i.e., \( x^T(A - B)x > 0 \ \forall x \neq 0 \),
or all eigenvalues of \( A - B \) are positive
\( X^\dagger \) the dual set of a set \( X \)
\( X^- \) the polar set of a set \( X \)
\( \text{int}(X) \) the interior of a set \( X \)
\( \bar{\bar{X}} \) the closure of a set \( X \)
\( \text{bd}(X) \) the boundary of a set \( X \), i.e., \( \text{bd}(X) = \bar{\bar{X}} \setminus \text{int}(X) \)
\( \Pi_X \) the Euclidean projector onto a set \( X \)
\( \nabla f \) the \( \mathcal{F} \)-derivative of a function \( f \)
\( JF_x(x, y) \) the partial derivative of \( F \) with respect to variable \( x \)
\(- \ln \det(X) \) the barrier function defined on \( S^n_{++} \), given by \(- \ln \det(X) := - \ln(\det(X)) \)
1.1 Motivation

The initial studies for the complementarity problems (CPs) can be dated back to the 60s decade of the twentieth century, for instance, when Lemke and Howson, in their paper \cite{19}, gave the linear complementarity problem (LCP) form for calculating a Nash equilibrium point. In the same year (1964), Richard W. Cottle introduced the classical nonlinear complementary problem (NCP) in his thesis. These are also the first problems relating to the general problem of variational inequalities problem (VIP), until Hartman and Stampacchia gave the concept of VIP in 1966. One of the noticeable materials regarding to VIPs and CPs is the book \cite{12} where we can find a great deal of formulations for those problems and related algorithms.

1.1.1 Motivation for the strong semismoothness of projection onto homogeneous cones

Among the problems that can be written in the form of CP, a problem of finding the projection onto homogeneous cones can be justified under many aspects. One aspect that we mentioned in Chapter 2 is considering the strong semismoothness of that projection. It is already proved for a class of symmetric cones, which is a subclass of homogeneous cones, that the projections onto those cones are strongly semismooth. The result given in \cite{2} that a function that is locally Lipschitz and definable is also a semismooth one brings a great help in considering the semismooth. Since the projections onto classes
of cones like homogeneous cones or power cones can be proved to be locally Lipschitz definable, they are semismooth. However, the strong semismoothness of projection onto homogeneous cone in general is still a challenge. Wang and Xiu, in their paper [25], showed that the projection onto any slice of SOC is strong semismooth. However, the strong semismoothness of projection onto other nonpolyhedral symmetric cones, especially PSD cones, remains an unsolved question. That question draws our careful attention because of the fact mentioned in [8] that each homogeneous is actually isomorphic to a slice of a PSD cone. Motivated by those results, in this thesis, we will discuss one of the methods that possibly helps us carry out deeper study into the strong semismoothness of the projection onto homogeneous cones.

1.1.2 Motivation for the superlinear convergence of Newton’s method solving complementarity problems

The Newton’s approximation method for solving equations was invented and used from 17-th century. Several developments of the classical Newton’s method can be listed. Pang [20] extended the classical Newton’s method used to solve the continuously differentiable systems of nonlinear equations to the systems which is $B$-differentiable, which opened up a fundamental for nonlinear programming problems, complementarity problems, etc. Later on, a nonsmooth version of this method was created by Qi and Sun in [21], which is applied for locally Lipschitz and semismooth functions. One of the applications of Newton’s method is solving complementarity problems via solving the corresponding natural map equations, which is essentially related to Euclidean projectors. To avoid the difficulty of using typical Newton-based method caused by the general nonsmoothness of the Euclidean projector, the Newton’s method can be considered to be applied for the smoothing approximation of Euclidean projector. An example of this method is in [17], where the combined and smoothing regularization method was built to solve complementarity problems for second-order cones. Within the context of this thesis, we will consider one of the features that makes up the superlinear convergence of one algorithm mentioned in [17].
1.2 Concepts and notations for the space of symmetric matrices

In this thesis, we will let $I_m$ denote the identity matrix of size $m \times m$ for some positive integer $m$. Besides, for simplicity, the notation $I$ will also be used to denote the identity matrix if the size is already clearly determined and no confusion would happen (the general case that we consider is the space of $n \times n$ symmetric matrices, hence, $I$ would always denote the corresponding matrix $I_n$). At the same time, we always let $O$ denote the zero matrix.

Let $S^n$ denote the space of real symmetric $n \times n$ matrices. $S^n_+$ and $S^n_{++}$ will be used to denote the subsets of $S^n$, which are the cone of positive semi-definite matrices (from now on, this cone will be mentioned as the PSD cone) and the cone of positive definite matrices respectively, which are:

\[
S^n_+ = \{ X \in S^n : X \succeq 0 \},
\]
\[
S^n_{++} = \{ X \in S^n : X \succ 0 \}.
\]

Let $\Pi_{S^n_+}$ denote the Euclidean projector onto $S^n_+$, i.e.,

\[
\Pi_{S^n_+}(Z) = \arg \min_{X \in S^n_+} \frac{1}{2} \|X - Z\|^2,
\]

where $\| \cdot \|$ is the norm induced by the trace inner product $\langle \cdot, \cdot \rangle$ of $S^n$ given by

\[
\langle A, B \rangle = \text{tr}(AB) \text{ for all } A, B \in S^n.
\]

During this thesis, the Euclidean projectors onto other cones in other spaces are also defined similarly.

Let $E$ and $E'$ denote two finite-dimensional vector spaces each equipped with an inner product and its corresponding induced norm. A smoothing approximation of a continuous map $G : E \to E'$ is a continuous map $H : E \times \mathbb{R}$ such that $H(\cdot, \mu) = G$ when $\mu \leq 0$, and for each $\mu > 0$, $H(\cdot, \mu)$ is differentiable.

Let $p(Z, \mu)$ denote the smoothing approximation of the corresponding Euclidean projector. For the case we consider the cone $K$ being $S^n_+$, $p$ is corresponding to the barrier function.
defined on $\mathbb{S}^n_{++}$, given by $f(X) = -\ln \det(X) := -\ln(\det X)$.

For this thesis, we also use the formula $\text{Diag}(\lambda_1, \lambda_2, \ldots, \lambda_n)$ to denote the diagonal matrix with the main diagonal containing $\lambda_1, \lambda_2, \ldots, \lambda_n$ respectively. For a matrix $Z \in \mathbb{S}^n$, with $\lambda_1(Z) \geq \lambda_2(Z) \geq \cdots \geq \lambda_n(Z)$ being its eigenvalues with multiplicity, we let $\lambda_f(Z) := (\lambda_1(Z), \ldots, \lambda_n(Z))^T$; and we use $\mathcal{O}^n(Z)$ to denote the set of orthogonal matrices such that $\text{Diag}(\lambda_f(Z)) = QZQ^T$.

We would also use the concept of Cholesky factor of a PSD matrix, which is given in [7]. For a matrix $A$ which is positive semidefinite, we let $L_A$ denote a unique lower triangular matrix satisfying $L_AL_A^T = A$ and if any entry on its main diagonal satisfies $(L_A)_{ii} = 0$, then all the entries on the corresponding $i$-th column equal zero. Such matrix $L_A$ is called the Cholesky factor of $A$.

1.3 Concepts and notations for Euclidean Jordan algebras and corresponding Symmetric Cones

The concepts and notations we use in this part are mainly taken from the book [13], which is a cornerstone in symmetric cones study.

A homogeneous cone $K$ is a full-dimensional convex pointed cone in a finite-dimensional space such that the group of linear automorphism of $K$ acts transitively on it. A symmetric cone is a self-dual homogeneous cone. It is proved in [13] that any real symmetric cone is the interior of the cone of all squares of some real Euclidean Jordan algebra. Therefore, within the context of this thesis, we always consider the symmetric cone determined in this way from some Euclidean Jordan algebra. Now we take a closer look into the concept of Euclidean Jordan algebra.

A vector space $V$ over $\mathbb{R}$ is an algebra if there exists a product on $V$, which is a bilinear mapping from $V \times V$ to $V$, denoted by $(x, y) \mapsto xy$. For $x \in V$, we have the linear mapping $L(x)$ defined by $L(x)y := xy$. The algebra $V$ is called Jordan algebra if any $x, y \in V$ satisfy the following conditions:

$$xy = yx \quad (J1)$$

$$x(x^2y) = x^2(xy). \quad (J2)$$
A Jordan algebra $V$ is said to be Euclidean if there exists an inner product $\langle \cdot, \cdot \rangle$ on $V$, which is a positive definite symmetric bilinear form from $V \times V$ to $\mathbb{R}$ satisfying $\langle L(x)u, v \rangle = \langle u, L(x)v \rangle$ for all $x, u, v$ in $V$.

For an Euclidean Jordan algebra $V$, $c \in V$ is said to be idempotent if $c^2 = c$. Two idempotents $c$ and $d$ in $V$ is said to be orthogonal if $cd = 0$. An element $c$ in $V$ is called a primitive idempotent if it is a non-zero idempotent and we are not able to represent $c$ as the sum of the other two non-zero idempotents. We say that the idempotents $c_1, \ldots, c_m$ in $V$ make up a Jordan frame, if each $c_j$ is a primitive one and if

$$c_j c_k = 0, \ j \neq k,$$

$$\sum_{j=1}^{m} c_j = e.$$ 

Let $V$ be a real Euclidean Jordan algebra. It is pointed out in Theorem III.1.2 of [13] that for any $x \in V$, there exists a Jordan frame $c_1, \ldots, c_r$ and the scalars $\lambda_1, \ldots, \lambda_r \in \mathbb{R}$ such that

$$x = \sum_{j=1}^{r} \lambda_j c_j.$$ 

The scalars $\lambda_i$ (with their multiplicities) are uniquely determined by $x$ and called the eigenvalues of $x$. Besides, we use $\det x$ and $\text{tr} x$ to denote the determinant and trace of $x$ respectively, which are given by\footnote{Actually, in [13], the determinant and trace of $x$ is defined via the minimal polynomial of $x$. However, within the context of this thesis, we just need to determine those concepts via the eigenvalues of $x$.}

$$\det x := \prod_{j=1}^{r} \lambda_j, \ \text{tr} x := \sum_{j=1}^{r} \lambda_j.$$ 

It is also pointed out in [13] that for $x, y \in V$, the bilinear form given by $(x, y) \mapsto \text{tr}(xy)$ is an inner product of $V$.

Let $V$ be a real Euclidean Jordan algebra with an identity element $e$ and the inner product $\langle \cdot, \cdot \rangle$ defined by $\langle x, y \rangle = \text{tr}(xy)$. Now we consider the set $K := \{x^2 \mid x \in V\}$. $K$
is the closed cone and therefore its closed dual

\[ K^\# = \{ y \in V \mid \forall x \in V, \langle y, x^2 \rangle \geq 0 \} \]
\[ = \{ y \in V \mid \forall x \in V, \langle L(y)x, x \rangle \geq 0 \} \]
\[ = \{ y \in V \mid L(y) \text{ is positive semi-definite} \} \]

is a closed convex cone. It is also proved in [13] that \( K = K^\# \) and as a consequence, \( K \) is self-dual and a closed convex cone itself. As we already pointed out before, the interior \( \Omega \) of \( K \) is a symmetric cone, the closure \( \bar{\Omega} \) of \( \Omega \) is exactly \( K \) itself and we also know that \( \Omega \) is the connected component of \( e \) in the set \( \mathcal{J} \) of invertible elements in \( V \).

Now we give the brief introduction to the Pierce decomposition. Let \( c \) be an idempotent element in an Euclidean Jordan algebra \( V \). By Proposition III.1.3 of [13], \( L(c) \) has only three possible values: 0, 1 and \( \frac{1}{2} \). Therefore, \( V \) can be represented as the direct sum of the subspaces generated by those eigenvalues, which we denoted by \( V(0, c) \), \( V(1, c) \) and \( V(\frac{1}{2}, c) \). The decomposition

\[ V = V(0, c) + V(1, c) + V(\frac{1}{2}, c) \]

is called the Pierce decomposition of \( V \) with respect to the idempotent \( c \).

Let \( V \) be a real Euclidean Jordan algebra and \( c_1, \ldots, c_r \) be a Jordan frame in \( V \). By the Theorem IV.2.1 in [13], \( V \) decomposes in the following orthogonal direct sum:

\[ V = \bigoplus_{1 \leq i \leq j \leq r} V_{ij}, \]

where,

\[ V_{ii} = V(1, c_i) = \mathbb{R}c_i, \]

\[ V_{ij} = V(\frac{1}{2}, c_i) \cap V(\frac{1}{2}, c_j) \quad \text{when} \; i \neq j. \]

The orthogonal projection onto \( V_{ij} \) is then denoted by \( \Pi_{ij} \) and given by

\[ \Pi_{ii} = L(c_i)(2L(c_i) - I), \]
\[ \Pi_{ij} = 4L(c_i)L(c_j). \]
where $I$ is an identity mapping in $V$. For an element $h \in V$, the representation of $h$ as the direct sum:

$$h = \sum_{1 \leq i \leq j \leq r} h_{ij} \quad \text{for } h_{ij} \in V_{ij},$$

is called the Pierce decomposition of $h$.

### 1.4 Concepts and notations for second-order cone

Let $\mathcal{K}^n$ denote the second-order cone (SOC), or Lorentz cone in $\mathbb{R}^n$, which is defined as

$$\mathcal{K}^n = \{(x_1, x_2) \in \mathbb{R} \times \mathbb{R}^{n-1} \mid x_1 \geq \|x_2\|\}.$$ 

Actually, SOC belongs to the category of symmetric cones. Thus, a SOC $\mathcal{K}^n$ is a cone of squares of an Euclidean Jordan algebra. For any $x = (x_1, x_2) \in \mathbb{R} \times \mathbb{R}^{n-1}$ and $y = (y_1, y_2) \in \mathbb{R} \times \mathbb{R}^{n-1}$ their Jordan product is defined by

$$x \circ y = ((x, y), y_1 x_2 + x_1 y_2).$$

As being mentioned in [4], for each $x = (x_1, x_2) \in \mathbb{R} \times \mathbb{R}^{n-1}$, $x$ has the spectral decomposition associated with $\mathcal{K}^n$ which has the form

$$x = \lambda_1(x)u_x^{(1)} + \lambda_2(x)u_x^{(2)} \quad (1.1)$$

where $\lambda_1(x)$, $\lambda_2(x)$ and $u_x^{(1)}$, $u_x^{(2)}$ are the spectral values and the corresponding spectral vectors of $x$, respectively, given by

$$\lambda_i(x) := x_1 + (-1)^i\|x_2\| \quad \text{and} \quad u_x^{(i)} = \left( \begin{array}{c} 1 \\ (-1)^i \bar{x}_2 \end{array} \right), \quad i = 1, 2, \quad (1.2)$$

where $\bar{x}_2 = x_2/\|x_2\|$ if $x_2 \neq 0$, and otherwise $\bar{x}_2$ being any vector in $\mathbb{R}^{n-1}$ with $\|\bar{x}_2\| = 1$. 


1.5 Overview of contributions

In Chapter 2, we discuss the method containing four steps, given by Goh and Meng in their paper [15], to justify the strong semismoothness of projection onto homogeneous cones and its application to the case of SOC cones, as well as the difficulties that may arise from this method.

In Chapter 3, the problem that we consider gives us the overview of the sufficient condition for one of the criteria to consider the superlinear convergence of an algorithm given in [17] by Hayashi, Yamashita and Fukushima. We then consider the superlinear convergence of this algorithm when being applied to case of symmetric cones, which is the subcase of a category of homogeneous cones. We will prove the lemma that provides a sufficient condition for one of the criteria to ensure the superlinear convergence.
Chapter 2

On the strong semismoothness of the projection onto homogeneous cones

We consider the problem of finding the Euclidean projector. For a closed convex subset $K$ of a finite dimensional Euclidean vector space $E$, the problem of finding the (Euclidean) projector $\Pi_K(y)$ of a vector $y \in E$ is to find the unique solution of the following convex minimization problem:

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2}(y - x)^T(y - x) \\
\text{subject to} & \quad x \in K.
\end{align*}$$

According to [12], this problem is in the form of the variational inequality, thus, it can be rewritten in the equivalent form of a complementarity problem. In this section, we will discuss the problem of considering the strong semismoothness of the projection onto homogeneous cones, which is not yet fully solved. Within the context of the thesis, we will consider one of the possible approaches towards the problem and observe the application of that approach to a couple of subclasses of the class of homogeneous cones. Through this point of view, we have the initial view on the advantage and drawback of the method.

2.1 Differentiability and semismoothness of mappings

We begin with recalling several concepts that would be used later on.
**Definition 2.1.1.** Consider two finite-dimensional vector spaces $X$ and $Y$ which are equipped with the inner products $\langle \cdot, \cdot \rangle_X$, $\langle \cdot, \cdot \rangle_Y$ and their induced norms $\| \cdot \|_X$, $\| \cdot \|_Y$ respectively (from now on, for simplicity, we can use the common notation $\| \cdot \|$ for both $\| \cdot \|_X$ and $\| \cdot \|_Y$. Similarly, we use $\langle \cdot, \cdot \rangle$ to replace $\langle \cdot, \cdot \rangle_X$ and $\langle \cdot, \cdot \rangle_Y$). Let $f : X \to Y$ be a single-valued mapping and let $x, h \in X$. If $\nabla f(x) : X \to Y$ is a linear mapping that satisfied

$$\lim_{h \to 0} \frac{\|f(x + h) - f(x) - \nabla f(x)h\|}{\|h\|} = 0,$$

then $f$ is said to be Fréchet differentiable ($\mathcal{F}$-differentiable) and $\nabla f(x)$ is a $\mathcal{F}$-derivative of $f$ at $x$.

We also give the definition of directional derivative.

**Definition 2.1.2.** Let $f : X \to Y$, $x, h \in X$ and $\tau$ be a positive real number. The directional derivative of $f$ at $x$ along $h$ is the following limit (if it exists)

$$f'(x, h) = \lim_{\tau \downarrow 0} \frac{f(x + \tau h) - f(x)}{\tau}.$$

$f$ is said to be directionally differentiable at $x$ if $f'(x, h)$ exists for all $h$.

Certainly, we have the following relation between $\mathcal{F}$-differentiability and directional differentiability.

**Theorem 2.1.1.** If $f$ is $\mathcal{F}$-differentiable at $x$, then it is directionally differentiable at $x$ and for every $h \in X$,

$$f'(x, h) = \nabla f(x)h.$$

We also need the concept of the Clarke generalized derivative, which plays an important role in stating the concept of semismoothness.

**Definition 2.1.3.** Let $f : X \to Y$ be a locally Lipschitzian mapping. Let $D_f$ denote the set of points at which $f$ is $\mathcal{F}$-differentiable$^1$. We let $\partial f(x)$ denote the generalized derivative of $f$ at $x$, which is the set defined by

$$\partial f(x) := \text{co} \left\{ \lim_{k \to \infty} \nabla f(z_k) \mid \{z_k\} \subseteq D_f, z_k \to x \right\}.$$

$^1$By Rademacher’s theorem, a locally Lipschitzian mapping on $X$ is $\mathcal{F}$-differentiable almost everywhere on $X$. 

---
Notice that we use \( \text{co}(C) \) to denote the convex hull of a set \( C \).

Now we give the definition of semismooth mapping. Though there are various ways of stating this concept, here we will use the similar definition with the one for semismooth matrix valued function given in [24].

**Definition 2.1.4.** Let \( f : X \to Y \) be a locally Lipschitzian mapping. \( f \) is said to be **semismooth** at \( x \in X \) if \( f \) is directionally differentiable at \( x \) and for any \( V \in \partial f(x + h) \) and \( h \to 0 \),

\[
 f(x + h) - f(x) - Vh = o(\|h\|).
\]

\( f \) is said to be \( p \)-order semismooth \((0 < p < \infty)\) if \( f \) is semismooth at \( x \) and

\[
 f(x + h) - f(x) - Vh = O(\|h\|^{1+p}).
\]

In particular, for the case \( p = 1 \), \( f \) is said to be **strongly semismooth**.

### 2.2 One approach to consider the strong semismoothness of the projection onto homogeneous cones

Now we consider the method of proving the strong semismoothness for the projection mapping which is mention in [13]. We first state that problem. Let \( X \) and \( Y \) be two finite-dimensional vector spaces, each of them has an inner product \( \langle \cdot, \cdot \rangle \) and its induced norm \( \|\cdot\| \). \( K \subseteq Y \) is a closed convex set. Let \( G : X \to Y \) be a singled-valued continuously differentiable mapping. Consider the parametric optimization problem, parameterized by \( y \in X \)

\[
\min \frac{1}{2}\|x - y\|^2, \quad \text{subject to } G(x) \in K. \tag{2.1}
\]

Let \( G^{-1}(K) \) be the set

\[
G^{-1}(K) = \{ x \in X \mid G(x) \in K \}. \tag{2.2}
\]
The solution mapping of (2.1) can be represented as the following mapping
\[ \Pi_{G^{-1}(K)}(y) := \arg\min \left\{ \frac{1}{2} \| x - y \|^2 \mid G(x) \in K \right\}. \] (2.3)
which is the projection onto \( G^{-1}(K) \).

For any vector \( s \in Y \), we let \( T_K(s) \) denote the tangent cone of \( K \) at \( s \). For an arbitrary closed convex cone \( C \), we use \( \text{lin}(C) \) to denote the lineality space of \( C \), i.e., \( \text{lin}(C) = C \cap (-C) \). Now we bring out the concept of nondegeneracy, which always plays an important role in the approach that we will consider later on.

**Definition 2.2.1.** \( \bar{x} \in G^{-1}(K) \) is said to be nondegenerate, with respect to the mapping \( G \) and the set \( K \), if
\[ \nabla G(\bar{x}) X + \text{lin}(T_K(G(\bar{x}))) = Y. \] (2.4)

Next, we have the Lagrangian function of problem (2.1) to be
\[ L(x, \Lambda, y) = \frac{1}{2} \langle x - y, x - y \rangle_X + \langle \Lambda, (-G(x)) \rangle_Y, \] (2.5)
where \((y, \Lambda, x) \in X \times Y \times X\). According to [15], the first order necessary condition of (2.1) can be written in the form
\[ \mathcal{H}(x, \Lambda; y) = 0, \] (2.6)
where \( \mathcal{H}(x, \Lambda; y) \) is the vector-valued function given by
\[ \mathcal{H}(x, \Lambda; y) = \begin{bmatrix} x - \nabla G(x)^* \Lambda - y \\ \Lambda - \Pi_{K^\circ}[\Lambda - G(x)] \end{bmatrix}, \]
with \( \nabla G(x)^* : Y \rightarrow X \) is the adjoint of \( \nabla G(x) \).
The solution of equation (2.6) is also called the Karush-Kuhn-Tucker solution, or KKT solution for simplicity.

In [15], it is pointed out that under the nondegeneracy condition (2.4), for any given \( \bar{y} \in X \), equation (2.6) always has the unique corresponding solution \((\bar{x}, \bar{\Lambda})\). We also have the following assumption, which is considered under the condition that \( \bar{x} \) is nondegenerate.
Assumption 2.2.1. If $$(I - V)(H) = 0$$ for $$V \in \partial \Pi_K(\tilde{\Lambda} - G(\tilde{x}))$$ and $$H \in Y$$, then $$H \in [\text{lin}(T_K(G(\tilde{x})))]^\perp$$, where $$I$$ denotes the identity mapping from $$Y$$ to $$Y$$.

Now, we recall the Theorem 3.1 in [15] that we would use as a main approach for the method that we consider to prove the strong semismoothness of the projection onto homogeneous cones.

**Theorem 2.2.1.** Given $$\bar{y} \in X$$, let $$(\bar{x}, \bar{\Lambda})$$ be the corresponding KKT solution of (2.6). Suppose (i) $$\bar{x}$$ is nondegenerate with respect to the mapping $$G$$ and set $$\tilde{K}$$; (ii) The mapping $$G : X \to Y$$ is affine; (iii) Assumption 2.2.1 holds. Then,

(i) there exists an open neighborhood $$N$$ of $$\bar{y}$$ and a Lipschitz continuous function $$(x(\cdot), \Lambda(\cdot))$$ defined on $$N$$ such that $$\mathcal{H}(x(y), \Lambda(y); y) = 0$$ for every $$y \in N$$;

(ii) if $$\Pi_K$$ is semismooth (strongly semismooth) around $$\bar{\Lambda} - G(\bar{x})$$, then $$(x(\cdot), \Lambda(\cdot))$$ is semismooth (strongly semismooth) around $$\bar{y}$$.

The above theorem gives us the idea of how to prove that the projection into a closed convex cone $$\tilde{K} \subseteq X$$ is strongly semismooth at some point $$\bar{y} \in X$$. The following are general steps of the process.

- **Step 1:** First, we need to find a closed convex cone $$K$$ in the vector space $$Y$$ that we already know the projection onto $$K$$ is strongly semismooth.
- **Step 2:** The next step is to find a mapping $$G : X \to Y$$ that is affine and also satisfies $$G^{-1}(K) = \tilde{K}$$.
- **Step 3:** For a KKT solution $$(\bar{x}, \tilde{\Lambda}) = (x(\bar{y}), \Lambda(\bar{y}))$$ corresponding to $$\bar{y}$$, we are able to verify that $$\bar{x}$$ is nondegenerate and Assumption 2.2.1 holds with $$\bar{x}$$ and $$\bar{\Lambda}$$.
- **Step 4:** Using Theorem 2.2.1, we conclude that $$\Pi_{\tilde{K}}$$ is strongly semismooth at $$\bar{y}$$.

The cone $$K$$ that we put into consideration could be $$\mathbb{S}_n^+$$, the positive semi-definite cone. The reason for this choice is that the projection onto PSD cone is strongly semismooth, which is a result shown in Theorem 4.13 of [24]. Besides, it is already proved in Section 5 of [15] that under the nondegeneracy condition, Assumption 2.2.1 always holds if $$K$$ is a cone of positive semi-definite matrices. Consequently, this way of choosing the cone $$K$$ may reduce the works we need to carry out for the four steps mentioned above since we do not need to justify the validity of Assumption 2.2.1.

There is one more reason for us to draw our attention in using $$K$$ as a PSD cone to prove the strong semismoothness of the projection onto homogeneous cones. It is proved
in Corollary 4.3 of [8] that for any homogeneous cone \( \tilde{K} \), there always exists an injective linear mapping \( M \) that maps \( \tilde{K} \) into a slice of a PSD cone. This mapping \( M \) is obviously an affine one, hence, it could be a mapping \( G \) that we look for in Step 2. The cone \( K \) we may use here is certainly a PSD cone.

The notice in the relation between homogeneous cones and PSD cones could be the direction for the further study on proving the strong semismoothness of projection onto homogenous cones. However, within the context of this thesis, we only consider two simpler classes of homogeneous cones, that will be presented in the following parts.

### 2.3 Application on second-order cones

Now we proceed to use the method with four steps that we stated previously to verify the strong semismoothness of the projection onto second-order cones. It is convenient for us to choose the cone \( K \) in Step 1 as a PSD cone. Now we consider the linear mapping \( G : \mathbb{R} \times \mathbb{R}^{n-1} \to \mathbb{S}^n \) given by \( G(x) = L_x \), where \( x = (x_1, x_2) \in \mathbb{R} \times \mathbb{R}^{n-1} \) and \( L_x \) is defined as

\[
L_x := \begin{bmatrix}
x_1 & x_2^T \\
x_2 & x_1 I_{n-1}
\end{bmatrix},
\]

\( L_x \) is an arrow-shaped matrix, which is sometimes called an arrow matrix and denoted by \( \text{Arw}(x) \). The mapping \( G \) in this case is obviously a linear mapping and hence an affine one. We use this mapping \( G \) because there is a close relation between elements in \( K^n \) and positive semi-definite arrow matrices. We can see that

\[
x \in K^n \iff L_x = \begin{bmatrix}
x_1 & x_2^T \\
x_2 & x_1 I_{n-1}
\end{bmatrix} \succeq O,
\]

Actually, this fact is verified in [1] with a very short argument. We have \( L_x \) is PSD if and only if either \( x_1 = 0, x_2 = 0 \) or \( x_1 > 0 \) and the Schur complement \( x_1 - x_2^T (x_1 I_{n-1})^{-1} x_2 = \frac{1}{x_1} (x_1^2 - \|x_2\|^2) \geq 0 \). Therefore, we easily see that \( G(K^n) \subset \mathbb{S}_+^n \) and actually, \( G^{-1}(\mathbb{S}_+^n) = K^n \).

According to [1], there are some known relations between the SOC and the PSD cone, for instance,
(a) \( x \in \text{int} K^n \Leftrightarrow L_x \in \text{int} S^n_+; \)
(b) \( x = 0 \Leftrightarrow L_x = O; \)
(c) \( x \in \text{bd} K^n \setminus \{0\} \Leftrightarrow L_x \in \text{bd} S^n_+ \setminus \{O\}. \)

Before moving on, we need to mention the following spectral decomposition for \( L_x \).

**Lemma 2.3.1.** Let \( x = (x_1, x_2) \in \mathbb{R} \times \mathbb{R}^{n-1} \) have the spectral decomposition as being given in (1.1)-(1.2). Then \( L_x \) has the spectral decomposition:

\[
L_x = P \text{Diag}(\lambda_1(x), \lambda_2(x), x_1, \ldots, x_1) P^T \tag{2.7}
\]

where

\[
P = \begin{bmatrix}
\sqrt{2}u^{(1)}_x \\
\sqrt{2}u^{(2)}_x \\
u^{(3)}_x \\
\vdots \\
u^{(n)}_x
\end{bmatrix} \in \mathbb{R}^{n \times n} \tag{2.8}
\]

is an orthogonal matrix, and \( u^{(i)}_x \), for \( i = 3, \ldots, n \), have the form of \((0, \bar{u}_i)\) with \( \bar{u}_3, \ldots, \bar{u}_n \) forming an orthonomal basis for the linear subspace orthogonal to \( x_2 \). Needless to say, any matrix \( P \) of this form belongs to \( O^n(L_x) \).

The proof for Lemma 2.3.1 can be found in [6].

At this stage, we already find the cone \( K \) and a mapping \( G \) for **Step 1** and **Step 2** of the method. What left is only to verify the nondegeneracy property. Recall from previous arguments that to prove the strong semismoothness of a projection at a point \( y \in \mathbb{R} \times \mathbb{R}^{n-1} \), it is sufficient for us to justify the nondegeneracy at \( x = x(y) \in K^n \), where \((x(y), \Lambda(y))\) is the solution of equation (2.6) corresponding to \( y \). That means,

\[
\nabla G(x)(\mathbb{R} \times \mathbb{R}^{n-1}) + \text{lin}(T_{S^n_+}(G(x))) = S^n. \tag{2.9}
\]

However, since \( G \) is a linear mapping, \( \nabla G(x) = G \) for every \( x \in K^n \). By that fact together with \( G(x) = L_x \), we can rewrite (2.7) to be

\[
G(\mathbb{R} \times \mathbb{R}^{n-1}) + \text{lin}(T_{S^n_+}(L_x)) = S^n. \tag{2.10}
\]

Subsequently, we will consider the following cases of \( x \).

**Case 1.** \( x \in \text{int} K^n \), corresponding to \( y = x \in \text{int} K^n \).
As we mentioned above, \( x \in \text{int} K^n \Leftrightarrow L_x \in \text{int} S^n_+ \). Thus, we see that \( L_x \in \text{int} S^n_+ \) in this
case. We have \( T_{S^n_+}(L_x) \) is the set of all matrices \( T \) in \( S^n \) such that there exist a sequence of matrix \( \{T_\nu\} \subset S^n_+ \) and a sequence of positive scalars \( \{\tau_\nu\} \in \) such that

\[
\lim_{\nu \to \infty} T_\nu = L_x, \quad \lim_{\nu \to \infty} \tau_\nu = 0, \quad \text{and} \quad \lim_{\nu \to \infty} \frac{T_\nu - L_x}{\tau_\nu} = T.
\]

By the assumption, \( L_x \in \text{int} S^n_+ \), then for every \( T \in S^n \), there exists a sequence \( \{\tau_\nu\} \) of small enough positive scalars converging to 0 that satisfies: for a sequence \( \{T_\nu\} \) which is defined by \( T_\nu := L_x + \tau_\nu T \), we have \( T_\nu \in S^n_+ \) for every \( \nu \). It then follows that

\[
\lim_{\nu \to \infty} \frac{T_\nu - L_x}{\tau_\nu} = \lim_{\nu \to \infty} \frac{(L_x + \tau_\nu T) - L_x}{\tau_\nu} = T.
\]

Consequently, for every \( T \in S^n \), we also have \( T \in T_{S^n_+}(L_x) \). It shows that \( T_{S^n_+}(L_x) = S^n \) and obviously \( \text{lin}(T_{S^n_+}(L_x)) = S^n \). This fact helps us see that the nondegeneracy condition \( 2.8 \) holds at \( x \).

**Case 2.** \( x \in \text{bd} K_n \setminus \{0\} \), corresponding to \( y \in \mathbb{R} \times \mathbb{R}^n \setminus (\text{int} K_n \cup (K_n)^-) \), where \( (K_n)^- \) is a polar cone of \( K_n \).

In this case, we will use the result from \([3]\) that

\[
T_{S^n_+}(L_x) = \{A \in S^n \mid (u_x^{(1)})^T A u_x^{(1)} \geq 0\}.
\]

Therefore, we have,

\[
\text{lin}(T_{S^n_+}(L_x)) = \{A \in S^n \mid (u_x^{(1)})^T A u_x^{(1)} = 0\}.
\]  

(2.12)

For a matrix \( P \in O^n(L_x) \) of the form \( P = \begin{bmatrix} \sqrt{2}u_x^{(1)} & \sqrt{2}u_x^{(2)} & u_x^{(3)} & \cdots & u_x^{(n)} \end{bmatrix} \) given in \( 2.8 \), from \( 2.12 \) we see that

\[
(P^T A P)_{11} = 0 \quad \text{for any} \quad A \in \text{lin}(T_{S^n_+}(L_x)),
\]

(2.13)

where we use \((P^T A P)_{ij}\) to denote the entry at \( i \)-th row and \( j \)-th column of the matrix \((P^T A P)\). This time, instead of proving the condition \( 2.8 \) directly, we will verify its following equivalent form:

\[
(G(\mathbb{R} \times \mathbb{R}^{n-1}))^\perp \cap (\text{lin}(T_{S^n_+}(L_x)))^\perp = \{O\}.
\]  

(2.14)
Suppose that \( H \in (G(\mathbb{R} \times \mathbb{R}^{n-1}))^\perp \cap (\text{lin}(T_{S^+_n}(L_x)))^\perp \), then for any \( A \in \text{lin}(T_{S^+_n}(L_x)) \), we have:

\[
\langle H, A \rangle = \text{tr}(HA) = 0. \tag{2.15}
\]

Since \( P \) is an orthogonal matrix, it is easy to derive that

\[
\langle H, A \rangle = \langle P^T HP, P^T AP \rangle = 0 \quad \text{for every } A \in \text{lin}(T_{S^+_n}(L_x)). \tag{2.16}
\]

With the form of \( A \) shown in (2.12)-(2.13), in the equality (2.16) we can choose \( P^T AP \) to be the symmetric matrix of the form \( O(i,j) \) for any \( i, j = 1, \ldots, n \) and \( (i, j) \neq (1, 1) \), where \( O(i,j) \) is a symmetric matrix in \( \mathbb{S}^n \), defined as

\[
O(i,j)_{kl} = O(i,j)_{lk} = \begin{cases} 
1 & \text{if } (k,l) = (i,j) \text{ or } (l,k) = (i,j) \\
0 & \text{if } (k,l) \neq (i,j) \text{ and } (l,k) \neq (i,j)
\end{cases}
\]

Substituting \( P^T AP = O(i,j) \) into the latter equality in (2.16), we can easily get that

\[
(P^T HP)_{ij} = 0 \quad \text{for every } (i, j) \neq (1, 1). \tag{2.17}
\]

On the other hand, we also have \( H \in (G(\mathbb{R} \times \mathbb{R}^{n-1}))^\perp \) while

\[
G(\mathbb{R} \times \mathbb{R}^{n-1}) = \{L_z \mid z \in \mathbb{R} \times \mathbb{R}^{n-1}\}.
\]

Therefore, we have

\[
\langle H, L_z \rangle = \langle P^T HP, P^T L_z P \rangle = 0 \quad \text{for every } z \in \mathbb{R} \times \mathbb{R}^{n-1}. \tag{2.18}
\]

Due to (2.17), we can rewrite (2.18) as

\[
\langle P^T HP, P^T L_z P \rangle = (P^T HP)_{11}(P^T L_z P)_{11} = 0 \quad \text{for every } z \in \mathbb{R} \times \mathbb{R}^{n-1}. \tag{2.19}
\]

We can simply let \( z = (1, 0, \cdots, 0) \in \mathbb{R} \times \mathbb{R}^{n-1} \). With that choice, we have \( L_z = I_n \).
Substituting $L_z = I_n$ into (2.19), we have

$$(P^T H P)_{11} (P^T I_n P)_{11} = (P^T H P)_{11} (I_n)_{11} = (P^T H P)_{11} = 0. \quad (2.20)$$

From (2.17) and (2.20), we see that

$$P^T H P = 0,$$

$$\Leftrightarrow P (P^T H P) P^T = 0,$$

$$\Leftrightarrow H = 0.$$

And we can conclude that the condition (2.14) holds.

• Case 3. $x = 0$, corresponding to $y$ belonging to the polar cone of $K^n$.

We will leave this case for the discussion in the subsequent part.

2.4 The importance of choosing the cone $K$ and the mapping $G$

Now we will give some counter examples where we cannot use the method, to see the necessity of choosing the appropriate cone $K$ and the mapping $G$ in Step 1 and Step 2 of the method.

2.4.1 Projection onto the cone of positive semi-definite Hermitian matrices

Consider the vector spaces $H^n$ containing all Hermitian matrices of the form $M = A + iB$ where $A \in S^n$ and $B$ is an $n \times n$ real skew-symmetric matrix, which means $B^T = -B$. Each Hermitian matrix $M$ has the spectral decomposition

$$M = P^H \text{Diag}(\lambda_1, \lambda_2, \ldots, \lambda_n) P$$

where $P$ is an $n \times n$ complex unitary matrix and $P^H$ is its Hermitian conjugate. We also let $\lambda_1, \ldots, \lambda_n$ denote the eigenvalues of $M$. Notice that all the eigenvalues of Hermitian matrices are real numbers.
Now we consider the cone $\mathcal{H}_+^n$ of positive semi-definite Hermitian matrices, which is determined by

$$\mathcal{H}_+^n = \{ M = P^\dagger \text{Diag}(\lambda_1, \lambda_2, \ldots, \lambda_n) P \in \mathcal{H}^n \mid \lambda_1, \lambda_2, \ldots, \lambda_n \geq 0 \},$$

and we try applying our method to justify the strong semismoothness of the projection onto $\mathcal{H}_+^n$. First, we can observe that if $M = A + iB$ belongs to $\mathcal{H}_+^n$ if and only if for any complex vector $u + iv \in \mathbb{C}^n$ ($u, v \in \mathbb{R}^n$), we must have:

$$(u + iv)^\dagger (A + iB)(u + iv) \geq 0 \iff (u^T - iv^T)(A + iB)(u + iv) \geq 0 \iff u^T Au + v^T Av - u^T Bv - v^T B^T u \geq 0 \iff (u^T \quad v^T) \begin{bmatrix} A & -B \\ -B^T & A \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} \geq 0.$$  \hspace{1cm} (2.21)

The inequality (2.21) gives us the idea of taking the cone $K$ as $\mathbb{S}_{++}^n$ and the linear mapping $G : \mathcal{H}^n \to \mathbb{S}_{++}^n$ given by:

$$G(A + iB) = \begin{bmatrix} A & -B \\ -B^T & A \end{bmatrix}.$$

However, now we will bring out a counter example to show that under this kind of choosing a cone $K$ and a mapping $G$, our method does not work. More exactly, for that specific case, the nondegeneracy condition (equivalent form)

$$(\nabla G(A + iB)\mathcal{H}^n)^\perp \cap \left( \text{lin}(T_{\mathbb{S}_{++}^n}(G(A + iB))) \right)^\perp = \{ O \}$$  \hspace{1cm} (2.22)

does not hold.

We consider the space $\mathcal{H}^2$. The matrix $M = A + iB \in \mathcal{H}^2$ in this case will simply be the real symmetric matrix, with $B = 0$ and $A$ given by,

$$A = P \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} P^T,$$
where,

\[
P = \begin{bmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\end{bmatrix}.
\]

We consider \( H \in \langle \nabla G(A + iB) \mathcal{H}^2 \rangle^\perp \). At first, since \( G \) is a linear mapping, then the fact that \( H \in \langle \nabla G(A + iB) \mathcal{H}^2 \rangle^\perp \) is actually the same with \( H \in \langle G(\mathcal{H}^2) \rangle^\perp \). That means, for any matrices \( C \in \mathbb{S}^n \) and \( 2 \times 2 \) real skew-symmetric matrix \( D \), we always have:

\[
\langle H, G(C + iD) \rangle = 0 \\
\iff \text{tr} \left( H \begin{bmatrix}
C & -D \\
-D^T & C
\end{bmatrix} \right) = 0.
\]

From this inequality, it is not difficult for us to verify the fact that \( H \in \langle \nabla G(A + iB) \mathcal{H}^2 \rangle^\perp \) if and only if it is of the following form

\[
H = \begin{bmatrix}
O & S \\
S & O
\end{bmatrix}
\]

where \( O \) is the \( 2 \times 2 \) zero matrix and \( S \) is some \( 2 \times 2 \) real symmetric matrix.

Now we turn our attention to the tangent cone \( T_{\mathbb{S}_+^4}(G(A + iB)) \) and its corresponding lineality space. With our choice of \( A \) and \( B \), \( G(A + iB) \) has the form \( G(A + iB) = Q \text{Diag}(1, 1, 0, 0) Q^T \), where,

\[
Q = \begin{bmatrix}
\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} & 0 \\
0 & \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\
-\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} & 0 \\
0 & \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\
\end{bmatrix},
\]

which is an orthogonal matrix. Actually, \( Q \) is easily built up from the matrix \( P \) in the spectral decomposition of \( A \).
We take the notice that the following matrix

\[
W = \begin{bmatrix}
\frac{1}{\sqrt{2}} & 0 \\
\frac{1}{\sqrt{2}} & 0 \\
0 & \frac{1}{\sqrt{2}} \\
0 & \frac{1}{\sqrt{2}}
\end{bmatrix},
\]

is the one containing two columns of \( Q \) which correspond to the eigenvalue 0 in the eigenvalue decomposition of \( G(A + iB) \). Therefore, the tangent cone \( T_{\mathbb{S}^4_+}(G(A + iB)) \) is determined by

\[
T_{\mathbb{S}^4_+}(G(A + iB)) = \{ M \in \mathbb{S}^4 \mid W^T MW \succeq O \}.
\]

And certainly, its lineality space has the form

\[
\text{lin}(T_{\mathbb{S}^4_+}(G(A + iB))) = \{ M \in \mathbb{S}^4 \mid W^T MW = O \}. \tag{2.24}
\]

We let \( a_{ij}, i, j = 1, \ldots, 4 \) denote the entries of a matrix \( M \), with a notice that \( a_{ij} = a_{ji} \) for every \( i, j = 1, \ldots, 4 \). Then after a several basic computations, we see that the equality (2.24) is equivalent to the fact that

\[
a_{11} + 2a_{12} + a_{22} = 0, \\
a_{33} + 2a_{34} + a_{44} = 0, \tag{2.25} \\
a_{13} + a_{23} + a_{14} + a_{24} = 0.
\]

Next, we only need to take the matrix \( H_0 \), where

\[
H_0 = \begin{bmatrix}
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0
\end{bmatrix},
\]
then we can easily compute the inner product between $H$ and any matrix $M = [a_{ij}]_{4 \times 4} \in \text{lin}(T_{S^2_+}(G(A + iB)))$ to get
\[
\langle H_0, M \rangle = 2(a_{13} + a_{23} + a_{14} + a_{24}) = 0.
\]
By this result, this matrix $H_0$ belongs to $\left(\text{lin}(T_{S^2_+}(G(A + iB)))\right)^\perp$. At the same time, by (2.23), $H_0$ also belongs to $\left(\nabla G(A + iB)H^2\right)^\perp$, consequently, we can conclude that
\[
\left(\nabla G(A + iB)H^2\right)^\perp \cap \left(\text{lin}(T_{S^2_+}(G(A + iB)))\right)^\perp \neq \{O\}.
\]
Therefore, the nondegeneracy does not hold for all the matrices in $H^2_+$, and we cannot use our method in this case.

\subsection{Projection onto the SOC}

Now we are back to the case 3 that remains unconsidered from the usage of the method for the projection onto second order cones. When $x = 0$, according to the result from [3], we have
\[
T_{S^2_+}(L_x) = S^n_+,
\]
and the corresponding lineality space $\text{lin}(T_{S^2_+}(L_x))$ is certainly $S^n_+ \cap (-S^n_+) = \{O\}$. Therefore, we have
\[
G(\mathbb{R} \times \mathbb{R}^{n-1}) + \text{lin}(T_{S^2_+}(L_x)) = G(\mathbb{R} \times \mathbb{R}^{n-1}) \neq S^n.
\]
The reason for the inequality here is that $G(\mathbb{R} \times \mathbb{R}^{n-1})$ contains only arrow-shaped matrices hence cannot cover all the matrices in $S^n$. Thus, unfortunately, we also cannot apply our method in this case.
Chapter 3

On the superlinear convergence of smoothing Newton continuation algorithm

During this chapter, we will consider one criterion for the superlinear convergence of the Algorithm 4.2 of [9]. This algorithm is initially stated in [17] (Algorithm 2).

3.1 Stating the problem

We consider the finite-dimensional vector space $\mathbb{E}$ which has $\langle \cdot, \cdot \rangle$ as it inner product. Let $X \subseteq \mathbb{E}$ be closed convex such that $\text{int}(X) \neq \emptyset$. Let $\Omega$ be a subset of $\mathbb{E}$ that contains $X$. Let $F : \Omega \rightarrow \mathbb{E}$ be a continuous mapping which is differentiable in $\text{int}(\Omega)$. The variational inequality problem $VI(X,F)$ is the one requiring us to find $x \in X$ satisfying

$$\langle F(x), y - x \rangle \geq 0 \quad \text{for all } y \in X. \quad (3.1)$$

This problem can be solved, using the natural map equation: $G^{\text{nat}}(x, y) = 0$, where $G^{\text{nat}}$ is the natural map defined by

$$(x, y) \in \Omega \times \mathbb{E} \mapsto (x - \Pi_X(x - y), F(x) - y)^T.$$
The smoothing approximation $H_{nat}$ of $G_{nat}$ is defined by

$$(x, y, \mu, \epsilon) \in \mathbb{E}^2 \times \mathbb{R}^2 \mapsto (x - p(x - y, \mu), F(x) + \Pi_{\mathbb{R}_+} x - y)^T,$$

where $f : \text{int}(X) \rightarrow \mathbb{R}$ is a differentiable barrier function and $p$ the smoothing approximation of $\Pi_X$ corresponding to $f$.

From now on, for the finite-dimensional vector spaces $E, E', E''$ and a mapping $T : E \times E' \rightarrow E''$, we will use the notation $J_{F_x}(x, y)$ to denote the partial derivative of $F$ with respect to variable $x$ (if it exists). We consider the following algorithm which aims at approximating the solution of $VI(X, F)$.

**Algorithm 3.1.1.** (Algorithm 4.2 of [9])

**Inputs.** Initial data $w_0 = (x_0, y_0) \in E \times \mathbb{E}$ and parameters $\beta > 0$, $\alpha, \eta \in (0, 1)$, $\bar{\eta} \in (0, 1/2)$ and $\kappa > 0$. Set $k = 0$ and $\mu_0 = \epsilon_0 = \|G_{nat}(w_0)\|_2$ and we repeat the steps mentioned below until $\|G_{nat}(w_k)\|_2 = 0$.

**Step 1.** Set $j = 0$ and $v_{k0} = w_k$.

**Step 1a.** Find $d_{kj} \in \mathbb{E}^2$ such that

$$H_{nat}(v_{kj}, \mu_k, \epsilon_k) + J_{w}H_{nat}(v_{kj}, \mu_k, \epsilon_k)d_{kj} = 0.$$

**Step 1b.** If $\|H_{nat}(v_{kj} + d_{kj}, \mu_k, \epsilon_k)\|_2 \leq \beta \eta^k$, set $w_{k+1} = v_{kj} + d_{kj}$ and proceed to Step 2.

**Step 1c.** Otherwise, find the largest $\lambda_{kj} \in \{1, \alpha, \alpha^2, \ldots\}$ such that

$$\|H_{nat}(v_{kj} + \lambda_{kj} d_{kj}, \mu_k, \epsilon_k)\|_2 - \|H_{nat}(v_{kj} + d_{kj}, \mu_k, \epsilon_k)\|_2 \leq -2\sigma \lambda_{kj} \|H_{nat}(v_{kj} + d_{kj}, \mu_k, \epsilon_k)\|_2$$

and set $v_{kj+1} = v_{kj} + \lambda_{kj} d_{kj}$.

**Step 1d.** If $\|H_{nat}(v_{kj+1} + d_{kj}, \mu_k, \epsilon_k)\|_2 \leq \beta \eta^k$, set $w_{k+1} = v_{kj+1}$ and proceed to Step 2.

Otherwise, update $j = j + 1$ and return to Step 1a.

**Step 2.** Set $\mu_{k+1} = \min\{\kappa \|G_{nat}(w_{k+1})\|_2, \mu_0 \bar{\eta}^{k+1}\}$ and $\epsilon_{k+1} = \min\{\kappa \|G_{nat}(w_{k+1})\|_2, \epsilon_0 \bar{\eta}^{k+1}\}$ and update $k = k + 1$. $\square$

Theorem 4.3 of [9] proved that if $F$ is locally Lipschitz continuous and monotone, and the solution set of $VI(X, F)$ is non-empty and bounded, then Algorithm 3.1.1 generates
a bounded sequence \( \{ w_k = (x_k, y_k) \} \) with an accumulation point \( w^* = (x^*, y^*) \) that is a zero of \( G^{nat} \). This theorem also states the conditions under which the \( x \)-component of the sequence \( \{ x_k \} \) converges superlinearly to the solution \( x^* \) of \( VI(X, F) \). One of these conditions is that \( \{ J_{w_k} H^{nat}(w_k, \mu_k, \varepsilon_k) \} \) is uniformly nonsingular for any subsequence \( \{ w_k \} \) that converges to \( w^* \). Subsequently, in Theorem 4.4 of that paper, it is pointed out the sufficient condition for the sequence \( \{ J_{w_k} H^{nat}(w_k, \mu_k, \varepsilon_k) \} \) to be uniformly nonsingular is that for a sequence \( \{ (x_k, y_k, \mu_k, z_k) \} \) generated by Algorithm 3.1.1 that converges to \( \{ (x^*, y^*, 0, 0) \} \) and any limit point \( J \) of \( \{ J_{x_k} p(x_k - y_k, \mu_k) \} \), \( L^+ \cap (\text{nullspace}(J) \times \text{nullspace}(I - J)) = 0 \), where \( L = \{ (h, k) \mid J\!F(x^*)h = k \} \). Later on, when we let \( X \) to be a closed convex cone \( K \) of \( \mathbb{E} \), it is shown in section 6 of [9] that nondegeneracy implies this sufficient condition, and the cone considered in that situation is the epigraph of the nuclear norm. The key result for the proof is Lemma 6.1 of that paper. Within the context of this thesis, we will state and prove the same result for the cases of PSD cones and symmetric cones.

### 3.2 Proof for the case of PSD cones

Consider the Lemma 6.1 of [9]. In the paper, the statement of that lemma holds in the case of the cone \( K \) being the epigraph of nuclear norm. In this thesis, we will restate the lemma in the case of cone \( K \) being the PSD cone, prove it and generalize the proof for the case that \( K \) being the symmetric cone \( \mathbb{S}^n \).

To avoid any confusion, we will keep the notations from the original paper. Now let \( K \) be a PSD cone \( \mathbb{S}_+^n \), which is the closed convex one. Notice that since the PSD cone is self-dual, the dual cone \( K^\sharp \) of \( K \) is \( K \) itself, hence, we do not need to state the part of the lemma for the dual cone. The smoothing approximation \( p \) of the projection onto PSD cone mentioned in the lemma is defined by the barrier function \( f : \mathbb{S}_+^n \rightarrow \mathbb{R} \) given by \( f(X) = -\ln \det(X) \).

**Lemma 3.2.1. (Statement of lemma 6.1 of [9] for the PSD cone)**

If \( \{ Z_k \} \) is a convergent sequence in \( \mathbb{S}^n \) and \( \mu_k \) is a positive sequence converging to 0, then

\[ (\text{nullspace}(J) \times \text{nullspace}(I - J)) = 0, \]

where \( L = \{ (h, k) \mid J\!F(x^*)h = k \} \).
every limit point $J$ of the sequence $\{J \circ p(Z_k, \mu_k)\}$ satisfies

$$\text{nullspace}(J) \subseteq \text{span}(F^\Delta_{X^*}),$$

where $F_{X^*}$ is the smallest face of $S^n_+$ containing the limit point

$$X^* := \lim_{k \to \infty} p(Z_k, \mu_k)$$

and $F^\Delta_{X^*}$ is its complementary face.

**Proof.** First, we find the formula of the smoothing approximation $p(Z, \mu)$ for the given matrix $Z$ and the positive number $\mu$. We recall that $p$ is defined by the barrier function $f(X) = -\ln \det(X)$. Thus, for $Z \in S^n$ and $\mu > 0$, we have

$$p(Z, \mu) + \mu^2 \nabla f(p(Z, \mu)) = Z. \quad (3.2)$$

By the calculation given in [16], we have $\nabla f(X) = -X^{-1}$ and $\nabla f(X)(H) = -\text{tr}(X^{-1}H)$. Now we get back to the equation $(3.2)$. We make some transformation for this equation based on the $\nabla f(X)$ we calculated above.

$$p(Z, \mu) + \mu^2 \nabla f(p(Z)) = Z$$

$$\Leftrightarrow \ p(Z, \mu) - \mu^2 p(Z, \mu)^{-1} = Z. \quad (3.3)$$

We will consider the spectral decomposition

$$Z = Q^T D Q$$

for $Q \in O^n(Z)$ and $D = \text{Diag}(\lambda_f(Z))$.

By the result given in Example 3.2 of [10], the smoothing approximation $p(z, \mu)$ that satisfies equation $(3.3)$ has the form

$$p(Z, \mu) = \frac{1}{2}Q^T \lambda_f(Z)Q + \frac{1}{2}Q^T \left( \sqrt{\lambda_1(Z)^2 + 4\mu^2}, \ldots, \sqrt{\lambda_n(Z)^2 + 4\mu^2} \right) Q$$

$$= \frac{1}{2}Z + \frac{1}{2}Q^T \left( \sqrt{\lambda_1(Z)^2 + 4\mu^2}, \ldots, \sqrt{\lambda_n(Z)^2 + 4\mu^2} \right) Q. \quad (3.4)$$
For the next part of the proof, we need the concept of “spectral function” that is defined in [23]. Based on the formula for $p(Z, \mu)$ we just found, we consider the real function

$$f_\mu : u \in \mathbb{R} \mapsto f_\mu(u) = u + \sqrt{u^2 + \mu^2},$$

then $f'_\mu(u) = 1 + \frac{u}{\sqrt{u^2 + 4\mu^2}}$. Based on the formula given in [10], we now define the spectral function $f^{[1]}_\mu : \mathbb{R}^n \to \mathbb{S}^n$ given by

$$(f^{[1]}_\mu(d))_{ij} = 1 + \frac{d_i + d_j}{\sqrt{d_i^2 + 4\mu^2} + \sqrt{d_j^2 + 4\mu^2}}. \quad (3.5)$$

Then we have the formula $J_zp(Z, \mu)[H] = \frac{1}{2}Q^T [f^{[1]}_\mu(\lambda_f(Z)) \circ (HQQ^T)] Q$ for $Z, H \in \mathbb{S}^n$ and $Q \in \mathcal{O}(Z)$. The symbol $\circ$ stands for the Hadamard product.

Now we turn our attention to the main statement of the lemma. We consider the sequences $\{Z_k\}$ and $\{\mu_k\}$ that we already mentioned in the statement of the lemma. Let $Z^* \in \mathbb{S}^n$ be the limit of $\{Z_k\}$. Consider $J$ being a limit point of the sequence $J_zp(Z_k, \mu_k)$, then there exist a subsequence $\{Z_{k_l}\}$ such that $J_zp(Z_{k_l}, \mu_{k_l})$ converges to $J$.

For simplicity, we still use $\{Z_{k_l}\}$ in the place of that subsequence, without any loss of generality.

For each $k$, let $Z_k = Q_k^T \lambda_f(Z_k) Q_k$ being the spectral decomposition of $Z_k$. Obviously, $\{\lambda_f(Z_k)\}$ converges to $\lambda_f(Z^*)$. Since $\{Q_k\}$ is the sequence of orthogonal matrices, it is bounded. Thus, it has a converging subsequence $\{Q_{k_m}\}$. Let $Q^*$ be the limit of $\{Q_{k_m}\}$, we then have

$$Q_{k_m}^T \lambda_f(Z_{k_m}) Q_{k_m} \longrightarrow (Q^*)^T \lambda_f(Z^*) Q^*$$

$$\Leftrightarrow Z_{k_m} \longrightarrow (Q^*)^T \lambda_f(Z^*) Q^*.$$

However, since $\{Z_{k_m}\}$ converges to $Z^*$, we have $Z^* = (Q^*)^T \lambda_f(Z^*) Q^*$. It implies that $Q^* \in \mathcal{O}(Z^*)$. For the following steps of this proof, we can still use $\{Z_k\}$ in the place of $\{Z_{k_m}\}$ without changing its generality. Under that procedure, we see that

$$J[H] = \lim_{k \to \infty} \frac{1}{2} Q_k^T [f^{[1]}_{\mu_k}(\lambda_f(Z_k)) \circ (Q_k HQ_k^T)] Q_k \quad \forall H \in \mathbb{S}^n. \quad (3.6)$$
Because $Q_k \to Q^*$ and $\lambda_f(Z_k) \to \lambda_f(Z^*)$, we see that the right hand side of (3.6) equals to $\frac{1}{2}(Q^*)^T [f]\circ (Q^*H(Q^*)^T)] Q^*$ and so does $J[H]$. 

We now consider $X^* = \lim_{k \to \infty} p(Z_k, \mu_k)$. According to (3.4) we see that for each $k$, $p(Z_k, \mu_k)$ has the eigenvalues being

$$\frac{1}{2} \left( \lambda_1(Z_k) + \sqrt{\lambda_1(Z_k)^2 + 4\mu_k^2} \right), \ldots, \frac{1}{2} \left( \lambda_n(Z_k) + \sqrt{\lambda_n(Z_k)^2 + 4\mu_k^2} \right).$$

Hence, as $k$ tends to infinity, we see that the eigenvalues of $X^*$ will be $\frac{1}{2} (\lambda_1(Z^*) + |\lambda_1(Z^*)|), \ldots, \frac{1}{2} (\lambda_n(Z^*) + |\lambda_n(Z^*)|)$. Since $\lambda_1(Z^*) \geq \cdots \geq \lambda_n(Z^*)$, we easily see that $X^*$ has the spectral decomposition

$$X^* = (Q^*)^T \text{Diag} (\lambda_1(X^*), \ldots, \lambda_m(X^*), 0, \ldots, 0) Q^*$$

with $\lambda_i(X^*) = \lambda_i(Z^*)$ for $i = 1, 2, \ldots, m$. Here $\lambda_1(Z^*) \geq \cdots \geq \lambda_m(Z^*)$ are the first $m$ eigenvalues of $Z^*$ which are positive while the remaining $n-m$ ones are non-positive. This spectral decomposition of $X^*$ actually shows that $X^*$ is $\Pi_{S_n^+} (Z^*)$. This result agrees with the fact that $X^*$ is the limit of the sequence $\{p(Z_k, \mu_k)\}$ of smoothing approximations.

Now, according to formula (169) from [11], we see that the smallest face of $X^*$ in $S_n^+$ has the form

$$F_{X^*} = \{ Y \in S_n^+ \ | \ \langle (Q^*(I - \Lambda\Lambda^\dagger)(Q^*)^T, Y \rangle = 0 \}$$

$$= \{ Y \in S_n^+ \ | \ \text{tr} ((Q^*Y(Q^*)^T)(I - \Lambda\Lambda^\dagger)) = 0 \}$$

(3.7)

with $\Lambda$ being the diagonal matrix $\text{Diag}(\lambda_1(X^*), \ldots, \lambda_m(X^*), 0, \ldots, 0)$ in the spectral decomposition of $X^*$ and $\Lambda^\dagger$ stands for the Moore-Penrose pseudoinverse matrix of $\Lambda$. We see that

$$I - \Lambda\Lambda^\dagger = \begin{pmatrix} 0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 0 \end{pmatrix}.$$ 

We recall the result from Lemma A.2 of [18] that two PSD matrices $W_1$ and $W_2$ satisfy $\text{tr}(W_1, W_2) = 0$ if and only if their matrix product satisfies $W_1W_2 = O$. We combine that
fact with (3.7) and the formula of $I - \Lambda \Lambda^\dagger$ to see that

$$Y \in F_{X^*} \iff Y = \begin{pmatrix} B & A \\ A & O \end{pmatrix}, \quad B \in \mathbb{S}_+^m, A \in \mathbb{R}^{m \times (n-m)}.$$  

However, we notice that, for a PSD matrix $X$, if one of its entries on the main diagonal $X_{ii}$ equals 0, then all of the corresponding entries on the $i$-th row and $i$-th column all equal 0. This fact is easily seen by using the Cholesky factor of $X$. When $X_{ii} = 0$, then by the simple computation, we also have $(L_X)_{ii} = 0$. By the property of the Cholesky factor given in [7], all the entries in the $i$-th column of $L_X$ are equal 0. Consequently, by the direct computation of the entries in the $i$-th column and $i$-th row of $X$ via $X = L_X L_X^T$, we are able to confirm the above statement that $X_{ik} = X_{ki} = 0$ for every $k = 1, \ldots, n$.

With the notice we just give, all the matrix $Y$ belongs to $F_{X^*}$ if and only if

$$Q^*Y(Q^*)^T = \begin{pmatrix} B & O \\ O & O \end{pmatrix}.$$  

We then have $F_{X^*}$ to be:

$$F_{X^*} = \left\{ Y \in \mathbb{S}_+^m : Y = (Q^*)^T \begin{pmatrix} B & O \\ O & O \end{pmatrix} Q^*, \quad B \in \mathbb{S}_+^m \right\}.$$  

Thus, the complementary face $F_{X^*}$ has the form

$$F_{X^*} = \left\{ Y \in \mathbb{S}_+^m : \left\langle Y, (Q^*)^T \begin{pmatrix} B & O \\ O & O \end{pmatrix} Q^* \right\rangle = 0, \quad \forall B \in \mathbb{S}_+^m \right\}$$

or equivalently, using the Lemma A.2 of [18] once again, we have:

$$F_{X^*} = \left\{ Y \in \mathbb{S}_+^m : Q^*Y(Q^*)^T = \begin{pmatrix} O & O \\ O & C \end{pmatrix}, \quad C \in \mathbb{S}_+^{n-m} \right\}.$$  

Consequently, with the notice that the spanning space of $\mathbb{S}_+^{n-m}$ is $\mathbb{S}_+^{n-m}$, the spanning
space of $F^\triangle_X$, has the following form

$$\text{span}(F^\triangle_X) = \left\{ Y \in \mathbb{S}^n : Q^*Y(Q^*)^T = \begin{pmatrix} O & O \\ O & C \end{pmatrix}, \quad C \in \mathbb{S}^{n-m} \right\}. \quad (3.8)$$

On the other hand, assume that $H \in \text{nullspace}(J)$. As $J[H]$ is already calculated above, we have

$$J[H] = \frac{1}{2}(Q^*)^T [f^{|l|}_0(\lambda_f(Z^*))) \circ (Q^*H(Q^*)^T)]Q^* = 0. \quad (3.9)$$

From (3.5), for each $k$, we get

$$(f^{|l|}_0(\lambda_f(Z^*_k)))_{ij} = 1 + \frac{\lambda(Z_k)_i + \lambda(Z_k)_j}{\sqrt{\lambda(Z_k)_i^2 + 4\mu_k^2} + \sqrt{\lambda(Z_k)_j^2 + 4\mu_k^2}},$$

and when $k \to \infty$ we have

$$(f^{|l|}_0(\lambda_f(Z^*)))_{ij} = 1 + \frac{\lambda^*_i + \lambda^*_j}{|\lambda^*_i| + |\lambda^*_j|}. \quad (3.10)$$

Here, for simplicity in notation, we use $\lambda^*_i$ in the place of $\lambda(Z^*)_i$. Recall that the first $m$ eigenvalues of $Z^*$ are positive. Clearly, for every couple of indexes $1 \leq i, j \leq m$, from (3.10) we see that

$$(f^{|l|}_0(\lambda_f(Z^*)))_{ij} > 0.$$

For every couple of indexes $1 \leq i \leq m < j$, we have

$$(f^{|l|}_0(\lambda_f(Z^*)))_{ij} = 1 + \frac{\lambda^*_i + \lambda^*_j}{\lambda^*_i - \lambda^*_j} > 0 \quad \text{with } \lambda^*_i > 0, \lambda^*_j \leq 0.$$

By the same argument, we also see that $(f^{|l|}_0(\lambda_f(Z^*)))_{ij} > 0$ when $1 \leq j \leq m < i$ and therefore $(f^{|l|}_0(\lambda_f(Z^*)))_{ij} > 0$ when either $i \leq m$ or $j \leq m$.

For $H \in \text{nullspace}(J)$, from (3.9), we have

$$(f^{|l|}_0(\lambda_f(Z^*)))_{ij} (Q^*H(Q^*)^T)_{ij} = 0 \quad \forall i, j \text{ such that } 1 \leq \min\{i, j\} \leq m$$

$$\Rightarrow (Q^*H(Q^*)^T)_{ij} = 0 \quad \forall i, j \text{ such that } 1 \leq \min\{i, j\} \leq m. \quad (3.11)$$
From (3.11), we see that the matrix $Q^*H(Q^*)^T$ has the form

$$Q^*H(Q^*)^T = \begin{pmatrix} O & O \\ O & \hat{H} \end{pmatrix},$$

with $\hat{H} \in S^{n-m}$.

We combine (3.12) and (3.8) to see that $H \in \text{span}(F_{X^*})$ for every $H \in \text{nullspace}(J)$. Consequently, $\text{nullspace}(J) \subseteq \text{span}(F_{X^*})$ and we complete our proof. □

### 3.3 Proof for the case of symmetric cones

Now we will state and prove the similar lemma for the case that $K$ is the symmetric cone, which is the generalized case of the one in the previous part on PSD cones. First, we need the barrier function $f : \Omega \to \mathbb{R}$ given by $f(x) = -\ln \det x := -\ln(\det x)$. The smoothing approximation of the Euclidean projector that is generated from $f$ is still denoted by $p(z, \mu)$ for $z \in V$ and $\mu \in \mathbb{R}$. Now we give the lemma, which is actually the generalized one for the case of PSD cone, because the PSD cone is a subcase of a symmetric cone.

**Lemma 3.3.1.** Let $V$ be an Euclidean Jordan algebra of rank $r$. $K$ is the set of all squares in $V$ and $\Omega = \text{Int}(K)$ is the corresponding symmetric cone. If $\{z_k\}$ is a convergent sequence in $V$ and $\mu_k$ is a positive sequence converging to 0, then every limit point $J$ of the sequence $\{J_zp(z_k, \mu_k)\}$ satisfies

$$\text{nullspace}(J) \subseteq \text{span}(F_{x^*}^\Delta),$$

where $F_{x^*}$ is the smallest face of $K$ containing the limit point

$$x^* := \lim_{k \to \infty} p(Z_k, \mu_k)$$

and $F_{x^*}^\Delta$ is its complementary face.

**Proof.** By the result given in Example 3.3 of [10], we get the formula for $\nabla f$ as
\( \nabla f : x \mapsto -x^{-1} \) for every \( x \in \Omega \) and the formula for \( p \) as

\[
p(z, \mu) = \frac{z + \sqrt{z^2 + 4\mu^2 e}}{2}.
\]

where we use \( \sqrt{z^2 + 4\mu^2 e} \) to denote the element of \( V \) which has the spectral decomposition as

\[
\sqrt{z^2 + 4\mu^2 e} = \sum_{j=1}^{r} \sqrt{\lambda(z)_j^2 + 4\mu^2 c_j}.
\]

The following concepts are taken from [23]. For \( \phi : \mathbb{R} \to \mathbb{R} \) be a scalar valued function, we define a vector valued function \( \phi_V \) associated with \( V \). For \( z \in V \) which has the spectral decomposition \( z = \sum_{j=1}^{r} \lambda(z)_j c_j \), we have

\[
\phi_V(z) = \sum_{j=1}^{r} \phi(\lambda(z)_j) c_j.
\]

\( \phi_V \) is called the Löwner’s operator. When \( \phi(t) = t_+ := \max(t, 0), t \in \mathbb{R} \), Löwner’s operator becomes the metric projection operator

\[
\phi_V(z) = z_+ = (\lambda(z)_1)_+ c_1 + \cdots + (\lambda(z)_r)_+ c_r.
\]

Next, we consider the scalar function

\[
\phi_\mu(t) := \frac{t + \sqrt{t^2 + 4\mu^2}}{2},
\]

which is corresponding to the formula of \( p(z, \mu) \) that we just found. Similar to the proof
for the case of PSD cone, we also define the map \( \phi^{(1)}_\mu: \mathbb{R}^r \to \mathbb{S}^r \) given by

\[
(\phi^{(1)}_\mu(\tau))_{ij} = \begin{cases} 
\frac{\phi_\mu(\tau_i) - \phi_\mu(\tau_j)}{\tau_i - \tau_j} & \text{if } \tau_i \neq \tau_j \\
\phi_\mu'(\tau_i) & \text{if } \tau_i = \tau_j
\end{cases}
\]

\[
= \begin{cases} 
1 + \frac{\sqrt{\tau_i^2 + 4\mu^2} - \sqrt{\tau_j^2 + 4\mu^2}}{\tau_i - \tau_j} & \text{if } \tau_i \neq \tau_j \\
1 + \frac{\tau_i}{\sqrt{\tau_i^2 + 4\mu^2}} & \text{if } \tau_i = \tau_j
\end{cases}
\]

\[
= 1 + \frac{\tau_i + \tau_j}{\sqrt{\tau_i^2 + 4\mu^2} + \sqrt{\tau_j^2 + 4\mu^2}}.
\]  

(3.13)

By the formula (33) from [23], any \( h \in V \) is able to be represented as the Pierce decomposition

\[
h = \sum_{j=1}^{r} \langle c_j, h \rangle c_j + \sum_{1 \leq j < l \leq r} 4c_j(c_jh)
\]

and also from Lemma 3.1 of [23], we have

\[
((\phi_\mu)_V)'(z)h = \sum_{j=1}^{r} (\phi^{(1)}_\mu(\lambda(z)))_{jj} \langle c_j, h \rangle c_j + \sum_{1 \leq j < l \leq r} 4(\phi^{(1)}_\mu(\lambda(z)))_{jl} c_j c_l h
\]  

(3.14)

with \( \lambda(z) = (\lambda_1(z), \cdots, \lambda_r(z)) \) and \( \lambda_1(z) \geq \cdots \geq \lambda_r(z) \) are the eigenvalues of \( z \).

Now we get back to the context of the lemma. For each \( k \), we have \( z_k = \sum_{j=1}^{r} \lambda(z_k) c_j^k \) being the spectral decomposition of \( z_k \). For the limit \( z^* \) of \( \{z_k\} \), we have the spectral decomposition \( z^* = \sum_{j=1}^{r} \lambda(z^*) c_j \). It is obvious that \( \lambda(z_k)_j \to \lambda(z^*)_j \) for each \( j = 1, \ldots, r \). Besides, similar to the PSD cone case, without loss of generality, using the subsequence if necessary, we can assume that \( c_j^k \to c_j \) for each \( j \). We take \( m \leq r \) such that \( \lambda(z^*)_1 \geq \lambda(z^*)_2 \geq \cdots \geq \lambda(z^*)_m > 0 \) and \( 0 \geq \lambda(z^*)_{m+1} \geq \cdots \geq \lambda(z^*_r) \).

Next, for \( x^* \) taken from the lemma, by the same argument with the case of PSD cone, we easily find that

\[
x^* = z^*_+ = \sum_{j=1}^{r} (\lambda(z^*)_j)_+ c_j
\]

\[
= \sum_{j=1}^{m} \lambda(z^*)_j c_j.
\]
We can easily see that $c_1, \ldots, c_r$ is a Jordan frame.

Now we consider the following cases.

• **Case 1:** $x^* \in \bar{\Omega} \setminus \text{Int} \bar{\Omega}$.

According to Theorem 2 of [14], the face $F_{x^*}$ is

$$F_{x^*} = \bar{\Omega} \cap V(1, c_1 + \cdots + c_m),$$

so its complementary face is

$$F_{x^*}^\Delta = \{ y \in \bar{\Omega} \mid \langle y, z \rangle = 0 \ \forall z \in \bar{\Omega} \cap V(1, c_1 + \cdots + c_m) \}.$$ 

And we then imply that

$$F_{x^*}^\Delta \supseteq \{ y \in \bar{\Omega} \mid \langle y, z \rangle = 0 \ \forall z \in V(1, c_1 + \cdots + c_m) \}. \quad (3.15)$$

Therefore, from (3.15), we may imply that

$$\text{span}(F_{x^*}^\Delta) \supseteq \text{span}(\{ y \in \bar{\Omega} \mid \langle y, z \rangle = 0 \ \forall z \in V(1, c_1 + \cdots + c_m) \}). \quad (3.16)$$

As being pointed out in Section 1.3, we know that $V$ has the following orthogonal decomposition corresponding to the Jordan frame $c_1, \ldots, c_r$

$$V = \bigoplus_{1 \leq i \leq j \leq r} V_{ij},$$

where $V_{jj} = V(1, c_j) = \mathbb{R}c_j$ and $V_{ij} = V(\frac{1}{2}, c_i) \cap V(\frac{1}{2}, c_j)$.

Now we consider one arbitrary limit point $J$ of the sequence $\{ Jzp(z_k, \mu_k) \}$. Using the
subsequence if necessary, for \( h \in V \) we may consider \( J(h) \) as the following limit

\[
J(h) = \lim_{k \to \infty} J_{zp}(z_k, \mu_k)(h)
\]

\[
= \lim_{k \to \infty} ((\phi_{\mu_k})'v)(z_k)h
\]

\[
= \lim_{k \to \infty} \sum_{j=1}^{r} (\phi_{\mu_k}^{(1)}(\lambda(z_k)))_{jj} \langle c_j^k, h \rangle c_j^k + \lim_{k \to \infty} \sum_{1 \leq j < l \leq r} 4(\phi_{\mu_k}^{(1)}(\lambda(z_k)))_{jl} c_j^k(c_l^k h)
\]

\[
= \sum_{j=1}^{r} (\phi_{0}^{(1)}(\lambda(z^*)))_{jj} \langle c_j, h \rangle c_j + \sum_{1 \leq j < l \leq r} 4(\phi_{0}^{(1)}(\lambda(z^*)))_{jl} c_j(c_l h) \quad (3.17)
\]

The equality in (3.17) gives us the representation of \( J(h) \) as the direct sum of elements in the subspaces \( V_{ij} \) for \( 1 \leq i \leq j \leq r \). Recall that this representation is called the Pierce decomposition of \( J(h) \). From formula (3.17), we see that for any \( h \in \text{nullspace}(J) \) and each \( j \) such that \( 1 \leq j \leq m \), the projection of \( J(h) \) into the subspaces \( V_{jj} \) must equal zero. Recall that we let \( \Pi_{V_{jj}} \) denote that projection, then

\[
\Pi_{V_{jj}}(J(h)) = (\phi_{0}^{(1)}(\lambda(z^*)))_{jj} \langle c_j, h \rangle c_j = 0. \quad (3.18)
\]

Therefore, for each \( j \) such that \( 1 \leq j \leq m \), we have

\[
\phi_{0}^{(1)}(\lambda(z^*))_{jj} = \lim_{k \to \infty} \phi_{\mu_k}^{(1)}(\lambda(z_k))_{jj}
\]

\[
= \lim_{k \to \infty} \left( 1 + \frac{\lambda(z_k)_{jj}}{\sqrt{\lambda(z_k)_{j}^2 + 4\mu_k^2}} \right) = 2 > 0, \quad (3.19)
\]

here we already used formula (3.13) for the second equality. From (3.18) and (3.19) we imply that \( \langle c_j, h \rangle = 0 \) for every \( j = 1, \ldots, m \).

On the other hand, for each couple \( i < j \) such that \( i \leq m \), we have

\[
\Pi_{V_{ij}}(J(h)) = \phi_{0}^{(1)}(\lambda(z^*))_{ij} c_i(c_j h) = 0. \quad (3.20)
\]
And we also see that

\[
\phi^{(1)}_0(\lambda(z^*))_{ij} = \lim_{k \to \infty} \phi^{(1)}_{\mu_k}(\lambda(z_k))_{ij} = \lim_{k \to \infty} \left( 1 + \frac{\lambda(z_k)_i + \lambda(z_k)_j}{\sqrt{\lambda(z_k)^2_i + 4\mu_k^2} + \sqrt{\lambda(z_k)^2_j + 4\mu_k^2}} \right) = 1 + \frac{\lambda(z^*_i) + \lambda(z^*_j)}{|\lambda(z^*)_i| + |\lambda(z^*)_j|} > 0. \tag{3.21}
\]

Where we get the last inequality in (3.21) by the same argument we did in the proof for the case of PSD cone. From (3.20) and (3.21), we see that \( c_i(c_j h) = 0 \) for every couple \( i < j \) such that \( i \leq m \).

Now, based on the Pierce decomposition of \( V \), we have the following Pierce decomposition of \( h \):

\[
h = \sum_{1 \leq i \leq j} h_{ij} \quad \text{for } h_{ij} \in V_{ij}.
\]

We observe that \( h_{ij} = \Pi_{V_{ij}}(h) \). For each couple \( i < j \) such that \( i \leq m \), according to Theorem IV.2.1 of [13], we have \( \Pi_{V_{ij}} = 4L(c_i)L(c_j) \). Therefore, we see that

\[
h_{ij} = 4L(c_i)L(c_j)(h) = 4c_i(c_j h) = 0.
\]

Now, for each \( j \) such that \( 1 \leq j \leq m \), since \( V_{jj} = \mathbb{R}c_j \), we let \( h_{jj} = \alpha_{jj}c_j \) where \( \alpha_{jj} \) is some scalar. From Theorem IV.2.1 of [13], if \( \{i,s\} \cap \{k,l\} = \emptyset \), then \( V_{is} \cdot V_{kl} = \{0\} \). Therefore, for every couple \( k,l \) such that \( k \neq j \) and \( l \neq j \), we have

\[
\langle c_j, h_{kl} \rangle = \langle c_j c_j, h_{kl} \rangle = \langle c_j, c_j h_{kl} \rangle = 0,
\]

since \( c_j \in V_{jj} \) and \( h_{kl} \in V_{kl} \). We combine that result with the fact that \( h_{jk} = 0 \) for every \( k \neq j \), we can transform \( \langle c_j, h \rangle = 0 \) as

\[
\langle c_j, \sum_{1 \leq i \leq j} h_{ij} \rangle = \sum_{1 \leq i \leq j} \langle c_j, h_{ij} \rangle = 0
\]

\[\Leftrightarrow \langle c_j, h_{jj} \rangle = \langle c_j, \alpha_{jj} c_j \rangle = 0
\]

\[\Leftrightarrow \alpha_{jj} = 0.
\]
Consequently, $h_{jj} = 0$ for each $j$ such that $1 \leq j \leq m$. The Pierce decomposition of $h$ then becomes

$$h = \sum_{m < i \leq k} h_{ik} \quad \text{for } h_{ik} \in V_{ik}.$$  

Now we will show that $h \in V(0, c_1 + \cdots + c_m)$. For each $j = 1, \ldots, m$ we have $c_j \in V_{jj}$ and each $i, k$ such that $m < i \leq k$, we have $h_{ik} \in V_{ik}$. Since $\{j, j\} \cap \{i, k\} = \emptyset$ and so $V_{jj} \cup V_{ik} = 0$, we see that

$$c_j h_{ik} = 0 \quad \forall j \leq m, \forall m < i \leq k.$$  

Therefore,

$$c_j h = c_j \sum_{m < i \leq k} h_{ik} = \sum_{m < i \leq k} c_j h_{ik} = 0 \quad \forall j \leq m.$$  

Consequently,

$$L(c_1 + \cdots + c_m)h = (c_1 + \cdots + c_m)h = c_1 h + \cdots + c_m h = 0.$$  

Thus, we have $h \in V(0, c_1 + \cdots + c_m)$. Because $c_1 + \cdots + c_m$ is an idempotent of $V$, as it is pointed out in [14], $V(0, c_1 + \cdots + c_m)$ is a subalgebra of $V$ and therefore an Euclidean Jordan algebra itself. For that reason, we can represent $h_{ik}$ as a linear combination of the idempotents in $V(0, c_1 + \cdots + c_m)$. Assume that $\tilde{c}$ is one of those idempotents. Let $z$ be one arbitrary element in $V(1, c_1 + \cdots + c_m)$, we see that

$$\langle z, \tilde{c} \rangle = \langle (c_1 + \cdots + c_m)z, \tilde{c} \rangle$$  

$$= \langle z, (c_1 + \cdots + c_m)\tilde{c} \rangle$$  

$$= \langle z, 0 \rangle = 0.$$  

And we also notice that $\tilde{c} \in \bar{\Omega}$. All in all, we finally see that $h$ can be represented as the linear combination of the elements in $\bar{\Omega}$, each of them is orthogonal to every $z$ in $V(1, c_1 + \cdots + c_m)$. By that argument and (3.16), we imply that $h$ belongs to $\text{span} F_x^{\Delta}$. That helps us observe that $\text{nullspace}(J) \subseteq \text{span}(F_x^{\Delta})$.  

• **Case 2**: $x^* \in \text{Int} \, \bar{\Omega}$.

Assume that a convex subset $T \subseteq \bar{\Omega}$ is the face of $\bar{\Omega}$ which contains $x^*$. For any $z \in \bar{\Omega}$, since $x^* \in \text{Int} \, \bar{\Omega}$ there exist a scalar $\beta > 0$ such that $x^* + \beta z \in \bar{\Omega}$. Since $\bar{\Omega}$ is a convex cone and $1 + \beta > 0$, we have:

$$\frac{1}{1 + \beta} (x^* + \beta z) \in \bar{\Omega} \iff \frac{1}{1 + \beta} x^* + \frac{\beta}{1 + \beta} z \in \bar{\Omega}.$$  

The above relation and the fact that $\frac{1}{1 + \beta} + \frac{\beta}{1 + \beta} = 1$ imply that $z \in T$, since $T$ is a face of $\bar{\Omega}$. Then we see that $z \in T$ for any $z \in \bar{\Omega}$, hence $T = \bar{\Omega}$ for any face $T$ containing $x^*$. Since $F_{x^*}$ is the intersection of all the faces of $\bar{\Omega}$ containing $x^*$, $F_{x^*} = \bar{\Omega}$. Thus, its complementary face is

$$F_{x^*} = \{ y \in \bar{\Omega} : \langle y, z \rangle = 0 \quad \forall z \in \bar{\Omega} \} = \{ 0 \},$$

and certainly, $\text{span}(F_{x^*}) = \{ 0 \}$.

Now we consider an arbitrary element $h$ in the null space of $J$. According to the results from Chapter III of [13], the interior $\Omega$ of $\bar{\Omega}$ is the set of elements with positive eigenvalues. Since $x^* \in \Omega$, all of its eigenvalues $(\lambda(z^*)_1, \ldots, (\lambda(z^*)_r)_+$ are positive, or $\lambda(z^*)_1, \ldots, \lambda(z^*)_r$ are all positive. Hence, for every $i, j$ such that $1 \leq i \leq j \leq r$, by the same calculation that we did in Case 1, we see that

$$\phi_0^{(1)}(\lambda(z^*))_{ij} = \lim_{k \to \infty} \phi_{\mu_k}^{(1)}(\lambda(z_k)))_{ij} = 1 + \frac{\lambda(z^*)_i + \lambda(z^*)_j}{\lambda(z^*)_i + \lambda(z^*)_j} = 2 > 0.$$  

And by the same argument that we did in Case 1, we imply that $\langle c_j, h \rangle = 0$ for $j = 1, \ldots, r$ and for any $1 \leq i < j \leq r$, we have $c_i(c_j h) = 0$. Thus, when we represent $h$ in the form

$$h = \sum_{1 \leq i \leq j} h_{ij} \quad \text{for } h_{ij} \in V_{ij},$$

we can repeat the argument in Case 1 and show that $h_{ij} = 0$ for all $1 \leq i < j \leq r$, and
hence $h$ is zero element and obviously belongs to \( \text{span}(F_{x^*}^\triangle) \). It leads to the fact that 
\( \text{nullspace}(J) \subseteq \text{span}(F_{x^*}^\triangle) \).

To sum up, the statement of the lemma holds for both cases that we consider, and we complete our proof. \( \square \)
Chapter 4

Conclusion and future work

Throughout Chapter 2, we already consider the usage of one method to justify the strong semismoothness of projections onto some subclasses of the class of homogeneous cones. The method helps us prove that the projection onto the SOC is actually strongly semismooth in several cases. However, in the case that \( x(y) = 0 \), which corresponds to the fact that \( y \) is in the polar cone of \( K^n \), with the choice of \( K \) and \( G \) we presented, the nondegeneracy does not hold. The same result happens when we consider the cone of positive semidefinite Hermitian matrices. These facts reflect the importance of the Step 1 and Step 2 of the method, which is how we choose the cone \( K \) and an appropriate affine mapping \( G \). The good choice may help us prove the most important thing: the nondegeneracy property.

Indeed, the second order cones and the cone of positive semi-definite Hermitian matrices are the subcases of the category of symmetric cones. The projection onto symmetric cones is already proved to be strongly semismooth. What we did here is not something new. However, we got the initial insight into how we proceed one of the possible methods to consider the strong semismoothness of the projection onto homogeneous cone and the difficulties that we may encounter. We hope that in the future, this method would help to solve the problem.

In the paper [17], the Algorithm 2 was used to solve the second order cone complementarity problem (SOCCP). Chapter 3 of the thesis focuses on proving a lemma that allows us to build up the superlinear convergence for this Algorithm. However, the cone \( K \) in the lemma that we focus on in the context of this thesis is a symmetric cone, where the smoothing approximation can be calculated explicitly. Therefore, we will encounter many
obstacles when generalize the statement of the lemma for bigger classes, like homogeneous cones and even hyperbolic cones, since we are not able to find the exact formula for the smoothing approximation. One possible direction that we may follow in the future is to utilize the Theorem 12.32 in [22] about the graphical convergence of monotone mappings to consider the convergence of the sequence of Jacobians of the smoothing approximation without knowing the formula of the smoothing approximation.
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