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Programming is evolving because of the prevalence of the Web. Nowadays, it is a common activity that developers search the Web to find information in order to solve the problems they encounter while working on software development tasks. However, existing studies investigated the information needs of developers on the Web via qualitative analysis and questionnaire survey. Unfortunately, little is known about the developers’ micro-level information behaviors and needs on the Web during software development. For example, how often did the developers refine existing queries and/or create new queries? and how many web pages were opened after a search?

To fill this gap, we conducted an empirical study to investigate the strategies that how developers seek and use web resources at the micro-level. The empirical study revealed three key insights: First, developers might have an incomplete or even incorrect understanding of their needs; Second, there is a gap between the producers and consumers of software documentation; Third, many important pieces of information that developers need are explicitly undocumented in software documentation. These insights motivated further studies of supporting developers’ information needs. More specifically, the contributions of this thesis are:

(1) Understanding information needs of developers: We developed a video scraping tool to automatically extract developers’ behavioral data from the task videos. We conducted a micro-level quantitative analysis of the developers’ information, including patterns of keyword sources, keyword refinement, web pages visited, context switching, and information flow. The outcomes of this micro-level quantitative analysis provided three important insights for supporting information needs of developers.
(2) Discovering learning resources: To bridge the information gap in the first insight, we developed our LinkLive technique to recommend more correlated learning resources when developers know less. LinkLive uses multiple features, including hyperlink co-occurrences in web Q&A discussions, locations (e.g., question, answer, or comment) in which hyperlinks are referenced, and votes for posts/comments in which hyperlinks are referenced. A large-scale evaluation shows that our technique recommends correlated web resources with satisfactory precision and recall in an open setting.

(3) Answering programming questions: To bridge the information gap in the second insight, we proposed a novel deep-learning-to-answer framework, named QDLinker, for answering programming questions with software documentation. QDLinker leverages the large volume of discussions in Community-based Question Answering (CQA) to bridge the semantic gap between programmers’ questions and software documentation. Through extensive experiments, we show that QDLinker significantly outperforms the baselines based on traditional retrieval models and Web search services dedicated for software documentation.

(4) Distilling crowdsourced API negative caveats: To bridge the information gap in the third insight, we proposed DISCA, a novel approach to automatically distilling desirable Application Program Interface (API) negative caveats from unstructured web Q&A discussions. The quantitative and qualitative evaluations show that DISCA can greatly augment the official API documentation.
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Introduction

You never fail until you stop trying.

— Albert Einstein

The way software developers develop software has been changed because of the large amount of information available on the Web. Looking for knowledge from the Web to adapt to their information needs, is a key factor in improving developers’ effectiveness on software development and maintenance tasks. Understanding information needs of developers can motivate the design of current software development and maintenance tools. The whole line of research contained in this thesis was inspired by an empirical study, which concerns how developers seek and use Web resources in two software development tasks. In this Chapter, we first introduce research motivation and goals, then detail the challenges and thesis contributions.

1.1 Motivation and Objectives

Programming is evolving because of the prevalence of the Web [Brandt et al., 2010, Zagalsky et al., 2012, Nasehi et al., 2012]. Nowadays, it is a common activity that developers search the Web to find information in order to solve the problems they encounter while working on software development tasks. Some studies have investigated how developers seek, relate and collect relevant information during software maintenance tasks [Ko et al., 2006, Ko et al., 2007]. Btrandt et al. [Brandt et al., 2010] and Li et al. [Li et al., 2013] have investigated what online web resources developers seek, and when and how they seek and use web resources. These studies have confirmed that effectively improving developers’ effectiveness hinges on the ability to quickly and accurately find desired knowledge.
Searching on the Web is the most common activity for software engineers [Buse and Zimmermann, 2012, Begel and Zimmermann, 2013, Treude et al., 2011]. Thus, the web usage would be helpful to understand information needs and behaviors of developers. Existing studies investigated information needs of developers at a high-level process-oriented analysis [Li et al., 2013]. Meanwhile, most of them were based on qualitative analysis and questionnaire survey [Begel and Zimmermann, 2013, Buse and Zimmermann, 2012]. However, little is known about the developers’ micro-level information behaviors and needs during software development. For example, how often did the developers refine existing queries and/or create new queries? and how many web pages were opened after a search?

On the other hand, conducting micro-level analysis of information needs of developers is no simple task. Studies on developers’ information needs often analyze the task videos recorded using screen-capture software during the task. Such task videos provide rich information about the progression of the task, the application usage, and the data accessed and used by the developers. Performing a micro-level quantitative analysis of such task videos is prohibitively expensive, as this requires transcribing and coding unstructured video data. Studies on human behavior research report that the ratio of recoding time and analysis time can be 1:15-100 [Sanderson and Fisher, 1994], depending on the details and granularity of the information to be collected.

To fill this gap, we conducted an empirical study to investigate the strategies that how developers seek and use web resources.

Research Objective 1: Understanding information needs of developers.

*Develop a video scraping tool to automatically extract data and analyze developers’ information needs through web usage at the micro-level.*

To achieve this objective, we first will develop a video scraping tool for automatically transcribing and coding screen-captured task videos. We will investigate a micro-level quantitative analysis of 29-hours task videos collected in our previous study [Li et al., 2013]. We will analyze search queries, web pages visited and the patterns of seeking-using web information during software development.

The achievements of research objective 1 provide following three insights:
Insight 1: Need to find more when you know less: developers might have an incomplete or even incorrect understanding of their needs;

Insight 2: There is a gap between the producers and consumers of software documentation;

Insight 3: Many important pieces of information that developers need are explicitly undocumented in software documentation.

The three insights motivated further studies of supporting developers’ information needs.

**Research Objective 2: Discovering learning resources.**

*Design model to recommend learning resources from web Q&A discussions.*

Insight 1 suggests that developers might have an incomplete or even incorrect understanding of their needs. There are many situations in which developers only know partial topics they are looking for, but at the same time is willing to explore correlated web resources to extend their knowledge or to satisfy their curiosity. Stack Overflow \(^1\) has been providing question and answering service for 9 years. It has become a tremendous knowledge repository for developers’ thoughts and practices. The ultimate objective is to recommend the top-\(k\) most correlated learning resources when developers know less using Stack Overflow dataset.

**Research Objective 3: Answering programming questions.**

*Design model to bridge the gap between the content of software documentation and intent of developers.*

Insight 2 reveals that this is a gap between the producers and consumers of software documentation. These official documents provide comprehensive coverage but not aim for specific programming tasks or use cases. Programmers often face very specific issues which are not explicitly stated in software documentation. We observe from Stack Overflow that the best answers to programmers’ questions often contain links to formal documentation. Thus, we will design a model to answer programming questions with software documentation. The idea is to leverage the large volume of discussions in Community-based Question Answering (CQA) to bridge the semantic gap between programmers’ questions and software documentation.

\(^1\)https://stackoverflow.com/
Research Objective 4: Distilling crowdsourced API negative caveats.

*Design model to distill overlooked but important caveats to augment software documentation.*

Insight 3 reveals that many important pieces of information that developers need are explicitly undocumented in software documentation. Especially, negative caveats of API are about “how not to use an API”, which are often absent from the official API documentation. When these caveats are overlooked, programming errors may emerge from misusing APIs, leading to heavy discussions on Q&A websites like Stack Overflow. If the overlooked caveats could be mined from these discussions, they would be beneficial for programmers to avoid misuse of APIs. Thus, we will investigate the approach that automatically distills desirable API negative caveats from unstructured Q&A discussions.

In summary, Figure 1.1 shows the overview of thesis. The research objectives are divided into two parts: empirical study that aims to understand how developers seek and use web information, and three objectives that aim to support developers’ information needs.
1.2 Challenges and Contributions

These research objectives in Section 1.1 motivate the main work in this thesis. It is not-trivial to achieve the aforementioned objectives since these exist many technical challenges. We list the following challenges and contributions for each research objective, respectively.

(1) Challenges and contributions for research objective 1 (Understanding information needs of developers)

- **challenge 1.1: How to transcribe video data.** Performing a micro-level quantitative analysis of information needs of developers is prohibitively expensive, as this requires transcribing and coding screen-captured task videos.

- **contribution 1.1: Video scraping tool.** We developed a video scraping tool to automatically extract developers’ behavioral data from the task videos, including application usage (e.g., Eclipse, web browser) and application data (e.g., search query, URL, code, exception message).

- **contribution 1.2: Micro-level studies of understanding information needs of developers.** We conducted a micro-level quantitative analysis of the developers’ information, including patterns of keyword sources, keyword refinement, web pages visited, context switching, and information flow.

(2) Challenges and contributions for research objective 2 (Discovering learning resources):

- **challenge 2.1: Correlated learning resources may not have similar content.** Search-based methods often cannot help developers discover correlated and new web resources [Cooley et al., 1997], because search engines generally employ keyword matching or rely on certain content similarity of web resources. Correlated web resources, however, may not have similar content, for example, Singleton pattern⁡², Abstract Factory pattern³, and Double-checked locking⁴. Further-

---

³https://en.wikipedia.org/wiki/Abstract_factory_pattern
more, when developers have no or little knowledge about the correlated information they may be interested in, it is difficult for them to formulate an effective search query.

- **challenge 2.2: How to turn data into wisdom.** Wisdom on what web resources are highly-recognized by the community and are pertinent to the hyperlinks at hand is buried in the sea of discussion threads.

- **contribution 2.1: Web resource dissemination patterns.** We conducted a large-scale exploratory study of 5.5 millions hyperlinks referenced in Stack Overflow, to investigate its hyperlink dissemination patterns.

- **contribution 2.2: LinkLive technique.** We developed our LinkLive technique that uses multiple features, including hyperlink co-occurrences in Q&A discussions, locations (e.g., question, answer, or comment) in which hyperlinks are referenced, and votes for posts/comments in which hyperlinks are referenced. We implemented a proof-of-concept tool LinkLive, which is implemented as a web browser add-on, based on GreaseMonkey/TamperMonkey technique.

(3) Challenges and contributions for research objective 3 (Answering programming questions):

- **challenge 3.1: Lexical gap between software documentation producers and consumers.** These official documents provide comprehensive coverage but not aim for specific programming tasks or use cases. Often there is a mismatch between the documentation and questions encountered in specific programming tasks because of different wordings.

- **contribution 3.1: An effective answering system.** we proposed a novel deep learning to answer framework, named QDLinker, for answering programming questions with software documentation. QDLinker learns from the large volume of discussions in Community-based Question Answering (CQA) to bridge the semantic gap between programmers’ questions and software documentation.
(4) Challenges and contributions for research objective 4 (Distilling crowdsourced API negative caveats):

- **challenge 4.1: Q&A discussions are context-dependent and redundant.** Sentences in a discussion often reference to other part(s) of the discussion. The distilled API negative caveats should be context-independent, so that programmers know a negative caveat without having to refer to the original discussion. In a large volume of informal discussion, the same API negative caveat may be mentioned many times but in different wording. A good approach should avoid selecting other sentences which are semantically redundant.

- **contribution 4.1: DISCA model.** We proposed DISCA, a novel approach to automatically distilling desirable API negative caveats from unstructured Q&A discussions. Through sentence selection and prominent term clustering, DISCA ensures the distilled caveats are context-independent, prominent, semantically diverse and non-redundant.

### 1.3 Thesis Outline

Figure 1.2 shows the roadmap for this dissertation, which is organized as follows:
Chapter 1 has introduced the motivation and research objectives.

Chapter 2 surveys related work.

Chapter 3 conducts an empirical study towards understanding information needs of developers through web usage.

Chapter 4 proposes LinkLive technique to discover learning resources from web Q&A discussions.

Chapter 5 proposes QDLinker to answer programming questions with software documentation via web Q&A context embedding.

Chapter 6 proposes DISCA to distill crowdsourced API negative caveats from web Q&A discussions to augment software documentation.

Chapter 7 summarizes our work, points out its limitations, and draws a research agenda.
Related work for this thesis falls into three broad areas. First, researchers have long studied developers’ behaviors in software development. Program comprehension is a key developer activity during software development, evolution and maintenance. Developers always search and use the Web resources during software development. Understanding developers’ information needs is crucial for designing new tools to monitor, diagnose, and react to developers’ behavior in software development. Second, Web resources have become key information resources for software development. The Web is fundamentally changing programming. We then summarize the studies about role of the Web in software development. Last, despite steady advancement in the state of the art, software development remains a challenging and knowledge-intensive activity. Recommendation systems are now emerging to assist software developers in various activities. We summarized the studies on helping software developers with recommendation systems.

2.1 Information Needs of Developers

Today, the software systems are more and more complex. This brings the challenges that developers need to read and understand amount of source code. For years, researchers have been attempting to reveal that how developers comprehend programs during software development, maintenance and evolution.

Von et al. [Von Mayrhauser and Vans, 1995] surveyed the knowledge in this area by comparing six program comprehension models: the Letovskiy (1986) model; the
Shneiderman and Mayer (1979) model; the Brooks (1983) model; Soloway, Adelson and Ehrlich’s (1988) top-down model; Pennington’s (1987) bottom-up model; and the integrated metamodel of von Mayrhauser and Vans (1994). They found that these general models can foster a complete understanding of a piece of code, they may not always apply to specialized tasks that more efficiently employ strategies geared toward partial understanding.

Developers can more easily comprehend the source code entities if there are some short textual descriptions. Based on automated text summarization technology, Haiduc et al. [Haiduc et al., 2010] proposed a framework to automatically annotate such textual descriptions. In a large software development project, developers always need to make some changes or modifications of source code that they are unfamiliar with. DeLine et al. [DeLine et al., 2005] presented Team Tracks to assist developers in program comprehension. This system shows the source code navigation patterns of fellow development team members.

Wettel et al. [Wettel and Lanza, 2007] proposed a 3D visualization of software systems and claimed that a easily navigable, interactive and well-constructed 3D visualization is helpful for program comprehension. This 3D visualization can bring the feeling of being “at home” in a software system. Parnin et al. [Parnin and Gorg, 2006] proposed an approach to get the context from the developers’ interactions with the integrated development environment. Using this context, they demonstrated how to improve the ability of a programmer to recover the mental state associated with tasks and to facilitate the exploration of software through recommendation systems.

Ko et al. [Ko et al., 2005] performed a study to investigate the professional Java developers who used integrated development environment Eclipse. Their findings revealed some trends in process of development, as well as some opportunities and challenges for new tools that could save developers up to 35% of the time they currently spend on maintenance tasks. LaToza et al. [LaToza et al., 2006] conducted two surveys and eleven interviews to understand developers’ activities, practices and typical tools and their satisfaction with each. They found that many problems arose because developers were forced to invest great effort recovering implicit knowledge by exploring code and interrupting teammates and this knowledge was only saved
in their memory. Zhou et al. [Zhou and Mockus, 2011] investigated three open source projects to uncover the role of the project environment via the sociality measure at the time a developer joins, affects her future participation.

There are some studies investigated the questions programmers ask during software development, maintenance and evolution. Sillito et al. [Sillito et al., 2006, Sillito et al., 2008] conducted two qualitative studies to understand what information a programmer needs to know about a code base while performing a change task and also on how they go about discovering that information. LaToza et al. [LaToza and Myers, 2010] performed three studies on reachability questions. Their findings suggested that answering reachability questions is an important source of difficulty understanding large, complex codebases. Begel et al. [Begel and Zimmermann, 2014] conducted two survey related to data science applied to software engineering, and grouped a list of 145 questions into 12 categories. Their findings of categorization can help researchers more easily focus their efforts on topics that they are concerned.

Developers always seek and use online resources during software development. Finding the desired knowledge fast and accurately will save plenty of time for developers. Some studies have investigated developers’ information needs in software engineering.

Andrew et al. [Ko et al., 2006] conducted a study to investigate how developers seek, relate and collect relevant information during software maintenance tasks. The study found that developers spend 35% of their work time in navigation within and between code source files. Andrew et al. [Ko et al., 2007] performed a study about developers’ day-to-day information needs at a software company. They analyzed the sources developers used, the information that developers sought. In this study, they identified 21 information need types in collocated software development teams.

Lawrance et al. [Lawrance et al., 2008] presented a model and algorithm to investigate programmer navigation during software development tasks, named PFIS (Programm Flow by Information Scent). They conducted a study of Java developers, and found the model aggregating human decisions was significantly better than individual developers’ decisions. Lawrance et al. [Lawrance et al., 2013] investigated how developers debug and revisited from the perspective of information foraging in
a real-world software project. This study treated the developers as predators. They also proposed a more accurate model to predict developer navigation behavior taking into account information scent. Fleming et al. [Fleming et al., 2013] investigated three areas: debugging, refactoring, and reuse from the perspective of Information Foraging Theory (IFT). Their findings facilitated better understanding recurring design patterns and developers’ information needs.

Buse et al. [Buse and Zimmermann, 2012] conducted a survey of 110 professional developers to investigate developers’ information needs for artifacts and developers’ decision making process. Based on the finding of the survey, they provided some guidelines for analytics tools in software development.

Parnin et al. [Parnin and Rugaber, 2012] argued that recovering from an interruption requires extensive time and effort. They presented a conceptual framework to investigated human memory. The empirical evaluation suggested development tools that must satisfy developer information needs and memory aid tools that should be provided in programming task.

Existing studies help to understand what types of information the developers need, where they find this information, and what may facilitate them or prevent them from finding the information they need. These studies were mainly based on qualitative research methods, such as interviews with developers, developers’ survey, and observation of developers’ task videos. They provide little insights into how to automatically collect and analyze developers’ micro-level behavioral data. On the contrary, our study will investigate the micro-level information needs of developers during software development.

### 2.2 Role of The Web in Software Development

Nowadays, it is common activity that developers search the Web to find information in order to solve the problems they encounter while working on software development task [Brandt et al., 2010, Zagalsky et al., 2012, Nasehi et al., 2012]. Thus, the Web has become an important tool for overcoming programming barriers.

Perpich et al. [Perpich et al., 1997] investigated code inspections using the Web to remove inspection bottlenecks. Stylos and Myers [Stylos and Myers, 2006] observed
that software developers often use web search to overcome their learning barrier. They developed Mica, a prototype tool to assist developers more efficiently and effectively use web search to learn how to use APIs. Their work was motivated by the observations of developers using Web resources. Hoffmann et al. [Hoffmann et al., 2007] found that general search engines cannot meet the needs of developers which dispersed on many pages: documentation pages, forums and tutorials. They developed a Web search interface, named Assieme to support programming search tasks by combining information including software documentation, sample code and Java Archive (JAR) files.

Because of the prevalence of the Web, some studies focused on recovering traceability links between software artifacts. Dagenais and Robillard [Dagenais and Robillard, 2012] developed a technique to identify code-like terms in software documentation, and link these terms to specific code elements in an API. Jiang et al. [Jiang et al., 2017] offered the evidence that developers heavily rely on online API tutorials to facilitate software development. They developed an unsupervised approach to discover relevant web tutorial fragments for APIs, by applying both topic model and PageRank algorithm.

In addition, Stack Overflow has become popular destination where developers exchange knowledge related to computer programming. The Stack Overflow data has attracted much research interest [Anderson et al., 2012, Barua et al., 2014] in recent years. Some tools were developed for assisting software development. Bacchelli et al. [Bacchelli et al., 2012] developed Seahawk, an Eclipse plugin that can automatically integrate crowd knowledge of Stack Overflow into Integrated Development Environment (IDE). This tool brings the convenience for developers that they can directly access Stack Overflow data without switching their work context. Ponzanelli et al. [Ponzanelli et al., 2014a] presented Prompter, a self-confident recommender system that automatically searches and identifies relevant Stack Overflow discussions under the code context in the IDE. San Pedro et al. [San Pedro and Karatzoglou, 2014] proposed RankSLDA, recommending question for collaborative Q&A systems based on developers’ topics of expertise. Cordeiro et al. [Cordeiro et al., 2012] developed a tool, recommending question answering web resources in IDE based on the information of exception stack traces.
In addition, some researchers have contributed their efforts for program comprehension using Stack Overflow data. Ponzanelli et al. [Ponzanelli et al., 2013a] reveal that their tool and Stack Overflow data are capable of sometimes coming up with surprising insights that aid a developer both for program comprehension and software development. Treude et al. [Treude et al., 2011] investigated how do developers ask and answer questions on the web. Linares-Vásquez et al. [Linares-Vásquez et al., 2014] took an empirical study on how do API changes trigger stack overflow discussions. Recently, Nadi et al. [Nadi et al., 2016] performed an empirical investigation into the obstacles developers face while using the Java cryptography APIs based on 100 StackOverflow posts, 100 GitHub repositories, and survey input from 48 developers.

2.3 Recommendation Systems in Software Engineering

Recommendation systems specific to software engineering are emerging to assist developers in a wide range of activities. Robillard [Robillard et al., 2010, Robillard et al., 2014] defined a recommendation system for software engineering to be: “... a software application that provides information items estimated to be valuable for a software engineering task in a given context.”

One kind of information item is code example [Holmes et al., 2005, Klemmer et al., 2000]. XSnippet [Sahavechaphan and Claypool, 2006] was a context-sensitive code assistant framework that allows developers to query a sample repository for code snippets that are relevant to the programming task at hand. The evaluation showed that XSnippet had significant potential to assist developers in finding best-fit code snippets. Holmes et al. [Holmes and Murphy, 2005] presented an approach for locating relevant code in an example repository. This approach was based on matching the example code repository to the code under development. Bajracharya et al. [Bajracharya et al., 2010] developed Structural Semantic Indexing (SSI), a technique to associate words to source code entities based on similarities of API usage. The experimental evaluation demonstrated that SSI was effective in improving the retrieval of examples in code repositories.

Bacchelli et al. [Bacchelli et al., 2012] presented Seahawk, an Eclipse plugin to integrate Stack Overflow crowd knowledge in the IDE. Seahawk allows developers to
find solutions to their programming issues via accessing Stack Overflow data without switching the context. McMillan et al. [McMillan et al., 2011] introduced Portfolio, a code search system that retrieves and visualizes relevant functions and their usages. The evaluation showed that Portfolio can help developers find more relevant functions that Google Code Search and Koders. Zhong et al. [Zhong et al., 2009] developed a tool MAPO, to mining API usage patterns automatically. MAPO recommends the mined API usage patterns and associated code snippets to help developers locate useful code snippets. The empirical study demonstrated that developers produced code with fewer bugs when facing complex API usages using MAPO. Galenson et al. [Galenson et al., 2014] presented CodeHint, a novel technique of interactive and dynamic synthesis of code snippets. It can synthesize real-world Java code that involves native calls, reflection and other language features at runtime.

Another kind of information item is reusable source code. Jacobellis et al. [Jacobellis et al., 2014] developed Cookbook, a novel code completion technique. Cookbook allows developers to define custom edit recipe by specifying change examples. It can generate an abstract edit recipe that describes the most specific generalization of the demonstrated example program transformations. The evaluation of Cookbook demonstrated that it is potential to minimize developers’ errors and to speed up manual editing.

Nguyen et al. [Nguyen et al., 2012] introduced a context-sensitive code completion tool, called GraPacc. GraPacc extracted the context-sensitive features from the code under editing, then ranked the relevant API usage patterns and completed the current code using the chosen pattern. Mooty et al. [Mooty et al., 2010] presented a novel Eclipse plugin, called Calcite which instantiates a given class or interface by using code examples. Calcite used crowdsourcing to add to the minu instructions in the form of comments which help the developers perform functions that people have identified as missing from the API. The evaluation showed that Calcite improved developers’ success rate by 40%. Pletcher et al. [Pletcher and Hou, 2009] presented Better Code Completion BCC, an enhancing code completion that developers can use to control how specific API elements should be filtered, grouped and sorted. Foster et al. [Foster et al., 2012] developed WitchDoctor, a system that can detect, on the fly,
when a developer is hand-coding a refactoring. The system can then complete the refactoring in the background and propose it to the user long before the user can complete it.

Last but not least, social content in software engineering domain, such as Q&A discussions on Stack Overflow, has recently gained much research interest [Wang et al., 2013, Anderson et al., 2012]. Some work focuses on content recommendation in Q&A sites. For example, Pedro et al. [San Pedro and Karatzoglou, 2014] proposed Rank-SLDA, recommending question for collaborative Q&A systems. Wang et al. [Wang et al., 2014] presented a tag recommendation system to improve the quality of tags in software information sites. Stack Overflow can also recommend related posts based on topic similarity [Anderson et al., 2012]. Some work attempts to integrate social content into software development environments. For example, Ponzanelli et al. [Ponzanelli et al., 2014b] present Prompter, a self-confident recommender system, that automatically searches and identifies relevant Stack Overflow discussions, given the code context in IDE. Zagalsky et al. [Zagalsky et al., 2012] present a code search and recommendation tool which brings together social media and code recommendation systems. Others attempt to link information across different information sources. For example, Subramanian et al. [Subramanian et al., 2014] present a live API documentation tool, to link the official API documentation with user-generated content on Stack Overflow. Bagheri et al. [Bagheri and Ensan, 2014] propose a semantic linking technique to recommend content from Reddit for Stack Overflow questions.

2.4 Summary

This chapter has summarized work on information needs of developers, role of the Web in software development and recommendation systems in software engineering.

Compared with the line of existing work on information needs of developers, our work focuses on micro-level studies of understanding information of developers through web usage.

Compared with the line of existing work on role of the Web in software development, our work is to bridge the gap between developers’ intent in natural language queries and content of official software documentations harnessing Web Q&A data.
Compared with the line of existing work on recommendation systems in software engineering, our work is to answer programming questions through software documentation and push undocumented knowledge in software documentation.
Empirical Study: Understanding Information Needs of Developers Through Web Usage

The purpose of computing is insight, not numbers.

— Richard Hamming

Web resources have become key information resources for software development. This chapter reports a micro-level quantitative analysis of the developers’ information behavior in seeking and using web resources in software development tasks. The analysis was based on the 29 hours of screen-captured task videos of the 20 developers in two software development tasks. We developed a video scraping tool to automatically extract developers’ behavioral data from the task videos, including application usage (e.g., Eclipse, web browser) and application data (e.g., search query, URL, code, exception message). This data allows us to drill into the details of developers’ information behavior at a micro level, including patterns of keyword sources, keyword refinement, web pages visited, context switching, and information flow. Our findings reveal three key insights: (1) Need to find more when your know less: developers might have an incomplete or even incorrect understanding of their needs; (2) There is a gap between the producers and consumers of software documentation; (3) Many important pieces of information that developers need are explicitly undocumented in software documentation.

3.1 Background and Motivation

Several studies have investigated the information perspective of software engineering in terms of the ways in which developers seek and use information. Some studies have investigated information needs in software evolution tasks [Sillito et al., 2008] and information needs in collocated development teams [Ko et al., 2007]. Others have explained the developers’ information behavior using information foraging
theory [Lawrance et al., 2013, Fleming et al., 2013]. These studies have been focused on developers’ information needs within a software project, such as program elements, their change or bug history, and their dependencies.

Open source projects (e.g., github), online technical tutorials (e.g., Java Tutorials, codeproject.com), and technical Q&A platforms (e.g., StackOverflow) contribute a fast-growing body of online knowledge for software development, which software developers have perceived as their “key information resource”. Brandt et al. [Brandt et al., 2010] and Li et al. [Li et al., 2013] have investigated what online web resources developers seek, and when and how they seek and use web resources. These studies suggest that the ability to seek and use web resources is one of the key abilities affecting the developers’ efficiency and success.

Studies on the developers’ information behavior often analyze the task videos recorded using screen-capture software during the task. Such task videos provide rich information about the progression of the task, the application usage, and the data accessed and used by the developers. However, performing a micro-level quantitative analysis of such task videos is prohibitively expensive, as this requires transcribing and coding unstructured video data. Studies on human behavior research report that the ratio of recoding time and analysis time can be 1:15-100 [Sanderson and Fisher, 1994], depending on the details and granularity of the information to be collected.

For example, previous study on the developers’ online search in software maintenance tasks presented a high-level process-oriented analysis of the developers’ online search behavior based on the qualitative observation of the task videos collected in field study [Li et al., 2013]. However, that study provides no insights in the developers’ micro-level information behavior and needs in online search, for example, where are keywords from? How often did the developers refine existing queries and/or create new queries? Which web sites were frequently visited by developers? How often did the developers switch their working context? Were there latent types of search sessions? Understanding these information behavior and needs is crucial for designing tools to monitor, diagnose, and react to the developers’ web use during software development at a micro level.

In this chapter, we report a micro-level quantitative analysis of the 29-hours task videos collected in our previous study [Li et al., 2013]. We developed a video scraping
tool for automatically transcribing and coding screen-captured task videos. This video scraping tool uses computer vision techniques to recognize window-based applications in screen images, and to extract application-specific data (e.g., code fragments in file editor, error messages in console output, URLs in URL bar, keywords in search box) from the recognized application windows. We have investigated search queries, web pages visited and the patterns of seeking-using web information during software development.

Our study results reveal that: (1) Need to find more when you know less: developers might have an incomplete or even incorrect understanding of their needs; (2) There is a gap between the producers and consumers of software documentation; (3) Many important pieces of information that developers need are explicitly undocumented in software documentation.

3.2 Data Collection

This study is based on the 29-hours task videos of the 20 developers collected in our previous field study of the developers’ online search behavior [Li et al., 2013]. In this section, we briefly summarize experimental design of our previous study. We then describe the data extracted from the task videos.

3.2.1 Experimental Design

The study described in [Li et al., 2013] involved two software development tasks. The first task is to develop a new P2P chat software. This task requires the knowledge about multi-threads, socket APIs, and GUI framework (e.g., Eclipse SWT or Java Swing). The second task is to maintain an existing Eclipse editor plugin. This task includes two subtasks. The first subtask is to fix two bugs in the existing implementation. To fix these two bugs, developers need knowledge about Eclipse editor API, Java IllegalArgumentException, and plugin configuration. The second subtask asks developers to extend existing editor plugin with file open/save/close features and file content statistics (e.g., word count). This subtask requires developers to use proper Eclipse interfaces and extension points (e.g., EditorPart).
We recruited 11 graduate students in the first task, and 13 different graduate students in the second task from the School of Computer Science, Fudan University. The participants were asked to work on the development task individually in a 2-hour session. Participants can search online resources to obtain the knowledge necessary to complete the task. We informed the participants that the goal of the study was not to deliver a working software, but to elicit their genuine information behavior in seeking and using online resources in software development tasks.

The participants used their own computers in the development tasks. All the participants used Windows 7 or newer operating systems. Their development environments are Eclipse3.6 (or newer) or MyEclipse8.0 (or newer). The participants used Google Chrome, Mozilla Firefox, or Internet Explorer to browse the internet. The participants used Microsoft Word to read the task descriptions.

The participants were instructed to use a screen-capture software to record their task process once they started working on the assigned task. These screen-captured task videos are the primary input for this study.

3.2.2 Video Scraping

The task videos of 3 developers in the first task and the task video of 1 developer in the second task were corrupted. As such, this study analyzed the task videos of 8 developers in the first task and the task videos of 12 developers in the second task. In the first task the developers spent on average 94.43±16.21 (mean±standard deviation) minutes on the task. In the second task the developers spent on average 83.72±25.07 minutes on the task.

To reduce tedious and time-consuming manual effort, we developed a video scraping tool (scoRipper) to collect data from screen-captured task videos in our human studies. The tool assumes that window-based applications are composed of rows and columns of GUI widgets. It has been implemented using OpenCV, the popular open source computer vision library. The tool requires only the definition of application window layout and the samples of distinct visual elements (e.g., menu items, toolbar icons) to recognize application windows (e.g., Google Chrome) and their GUI components (e.g., URL bar of Chrome). The tool is insensitive to screen resolution, color
schema, and window theme. It is robust to handle overlapping, stacked, or side-by-side application windows.

The video scraping tool first converts a screen-captured video into a sequence of screen images. It then uses image differencing algorithm to filter out subsequent screen images with no or minor differences (for example due to mouse movement or small scrolling). This produces a sequence of distinct subsequent screen images, \( si_1, si_2, \ldots, si_{n-1}, si_n \) where any two consecutive images \( si_i \) and \( si_{i+1} \) are different enough, i.e., over a user-specified threshold (in this study 0.6). Note that the two non-consecutive images can still be the same in this sequence. The tool further identifies screen images with unique content, i.e., distinct content images.

Next, the tool processes one distinct content image at a time. It applies computer vision techniques to detect boundaries, corners and distinct visual elements in the image. It recognizes application windows and their GUI components in the image by composing the detected boundaries, corners and visual elements based on the definition of application window layout. Finally, it scraps user-specified content (e.g., URL bar of Chrome) from the image and uses Optical Character Recognition (OCR) tool (ABBYY FineReader in this study) to convert the scrapped image into text. Figure 3.1 illustrates the input and output of the scvRipper tool in this setting. The screen-casting software will record the developer’s working process as a sequence of screenshots as shown in the upper part of Figure 3.1. Given this task video, the scvRipper tool can automatically extract the time-series HCI data from the video as shown in the lower part of Figure 3.1.

### 3.3 Micro-level Study of Developers’ Information Needs

Based on the dataset scraped from the task videos, we performed micro-level quantitative analysis of the information behavior of the 20 developers in the two experimental tasks, focusing on search queries, web pages visited, and patterns of seeking and using information.
3.3.1 Analysis of Search Queries

Search query is an important source for understanding developers’ information needs. In this section, we present a fine-grained analysis of search queries developers issued in the two tasks.

(1) Where were the search keywords from?

Given a search query, we determined the sources of its keywords by searching code fragments and console outputs extracted from the distinct Eclipse IDE images before the screen image in which a keyword was used for the first time. If a keyword appears in code fragments, for example, the keyword “openEditor” in the query “java.lang.IllegalArgumentException openEditor” is an Eclipse API used in the source code, we considered its source as “FromCode”. If a keyword appears in console outputs, for example, the keyword “IllegalArgumentException” in the above query is an exception thrown in the console view, we considered its source as “FromConsole”. If a keyword appears in both code fragments and console outputs, we consider the keyword as “FromCode”. If a keyword appears in neither code fragments nor console outputs, we considered its source as self-phrasing, for example, the keywords “eclipse” and “rcp” in the query “eclipse rcp EditorPart EditorInput”.

Table 3.1 summarizes the number of distinct keywords the developers used in the two tasks and the sources of these keywords. In the first task the developers’ key-
### Table 3.1: Statistics of distinct keywords and keyword sources

<table>
<thead>
<tr>
<th>Developer ID</th>
<th>#DistinctKW</th>
<th>#FromCode</th>
<th>#FromConsole</th>
<th>#Self-phrasing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Task1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>D2</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>D3</td>
<td>13</td>
<td>2</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>D4</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>D5</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>D6</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>D7</td>
<td>9</td>
<td>2</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>D8</td>
<td>13</td>
<td>1</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td><strong>mean±standard deviation (D1-D8)</strong></td>
<td>9±4.15</td>
<td>0.87±0.78</td>
<td>0.37±0.69</td>
<td>7.75±4.11</td>
</tr>
<tr>
<td><strong>Task2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D9</td>
<td>10</td>
<td>2</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>D10</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>D11</td>
<td>32</td>
<td>14</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>D12</td>
<td>10</td>
<td>3</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>D13</td>
<td>9</td>
<td>1</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>D14</td>
<td>16</td>
<td>5</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>D15</td>
<td>13</td>
<td>1</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>D16</td>
<td>20</td>
<td>3</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>D17</td>
<td>18</td>
<td>5</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>D18</td>
<td>18</td>
<td>7</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>D19</td>
<td>9</td>
<td>5</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>D20</td>
<td>15</td>
<td>6</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td><strong>mean±standard deviation (D9-D20)</strong></td>
<td>14.33±7.5</td>
<td>4.41±3.49</td>
<td>1.33±2.05</td>
<td>8.58±3.61</td>
</tr>
</tbody>
</table>

Words were mainly self-phrased. In the second task the keywords were both self-phrased and from IDE context.

Table 3.2 presents the top 7 most-used keywords by at least two developers in the first task and the top 11 most-used keywords by at least four developers in the second task. In the first task, all the seven most-used keywords were considered as self-phrasing. 3 of these 7 keywords were from task descriptions (socket, TCP, chat) and 4 described programming language and techniques to be used (Java, SWT, button, event). Using these keywords the developers can find good online examples to complete the first task. They occasionally searched for unfamiliar APIs or errors (e.g., `IProgressMonitor` and `ConnectException`) while modifying reused code examples.
Table 3.2: Most-used keywords in the two tasks

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Frequency (times)</th>
<th>Who Used These Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Task1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>java</td>
<td>7</td>
<td>D1, D2, D3, D5, D6, D7, D8</td>
</tr>
<tr>
<td>socket</td>
<td>5</td>
<td>D1, D3, D4, D5, D7</td>
</tr>
<tr>
<td>TCP</td>
<td>4</td>
<td>D2, D3, D6, D8</td>
</tr>
<tr>
<td>SWT</td>
<td>3</td>
<td>D5, D6, D8</td>
</tr>
<tr>
<td>button</td>
<td>2</td>
<td>D3, D8</td>
</tr>
<tr>
<td>event</td>
<td>2</td>
<td>D5, D8</td>
</tr>
<tr>
<td>chat</td>
<td>2</td>
<td>D3, D6</td>
</tr>
<tr>
<td><strong>Task2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eclipse</td>
<td>10</td>
<td>D9, D11, D12, D13, D14, D15, D16, D17, D18, D20</td>
</tr>
<tr>
<td>plugin</td>
<td>8</td>
<td>D12, D13, D14, D15, D16, D17, D18, D19</td>
</tr>
<tr>
<td>EditorPart</td>
<td>6</td>
<td>D10, D11, D12, D17, D18, D19</td>
</tr>
<tr>
<td>openEditor</td>
<td>6</td>
<td>D12, D15, D16, D17, D18, D20</td>
</tr>
<tr>
<td>IEditorInput</td>
<td>5</td>
<td>D11, D13, D14, D19, D20</td>
</tr>
<tr>
<td>doSave</td>
<td>4</td>
<td>D11, D12, D18, D19</td>
</tr>
<tr>
<td>editor</td>
<td>4</td>
<td>D11, D12, D14, D16</td>
</tr>
<tr>
<td>IWorkbenchPage</td>
<td>4</td>
<td>D14, D17, D18, D20</td>
</tr>
<tr>
<td>SWT</td>
<td>4</td>
<td>D9, D11, D16, D17</td>
</tr>
<tr>
<td>savefile</td>
<td>4</td>
<td>D12, D13, D17, D20</td>
</tr>
<tr>
<td>view</td>
<td>4</td>
<td>D9, D11, D17, D20</td>
</tr>
</tbody>
</table>

In the second task, 6 out of the 11 most-used keywords were considered as self-phrasing, three of which described application platform and techniques to be used (Eclipse, plugin, SWT) and three were from task description (editor, view, savefile). The other 5 most-used keywords were from IDE context, which described Eclipse APIs required for the task (EditorPart, openEditor, IEditorInput, doSave, IWorkbenchPage). In the second task, developers had to fix bugs of using specific Eclipse APIs and extend specific Eclipse interface. However, using only specific Eclipse APIs often cannot find good online examples to accomplish the second task. Developers had to use application and task context to restrict the search.

(2) How often did the developers refine existing queries and/or create new queries?

Figure 3.2 shows the number of new queries and the number of query refinements in the two tasks. In the first task the developers issued in total 27 new queries (on average 3.37 ± 1.34 new queries per developer). The developers found satisfactory information in the search results of 7 of these 27 new queries and thus did not refine
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Figure 3.2: The statistics of new queries and query refinements

the queries. They refined 12 new queries 1-3 times, and 2 new queries more than 3 times. The rest 6 queries were too different from their preceding queries. In our analysis we considered these 6 queries as new queries instead of the refinements of preceding queries. In the second task the developers issued in total 57 new queries (on average $3.37 \pm 2.18$ new queries per developer). 9 of these 57 new queries were not refined because satisfactory information were found in the search results. 30 new queries were refined 1-3 times, and 9 new queries were refined more than 3 times. The rest 4 queries were considered as new queries because they were too different from their preceding queries.

3.3.2 Analysis of Web Pages Visited

The web pages developers visited directly convey information needs of developers. Thus, we conduct a micro-level analysis about these web pages.

(1) Which web sites were frequently visited by developers?

Our tool can extract web sites from the scraped URLs. We categorized the web sites that the developers visited during the two tasks into seven web categories: search engines (SE), technical tutorials (TT), document sharing sites (DS), topic forums (TF), code hosting sites (CH), Q&A sites (QA), and API specifications (API). Table 3.3 lists the top three most visited web sites of these seven categories in our study.
Table 3.3: The top three most-visited Web sites of 7 Web categories

<table>
<thead>
<tr>
<th>Web Category</th>
<th>Top 3 Most-Visited Web Sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technical tutorials (TT)</td>
<td><a href="http://www.newasp.cn">www.newasp.cn</a>, developer.51cto.com, topic.csdn.net</td>
</tr>
<tr>
<td>Topic forums (TF)</td>
<td>java.chinaitlab.com, <a href="http://www.newsmth.net">www.newsmth.net</a>, topic.csdn.net</td>
</tr>
<tr>
<td>Code hosting sites (CH)</td>
<td>download.csdn.net, code.google.com, github.com</td>
</tr>
<tr>
<td>Q&amp;A sites (QA)</td>
<td>zhidao.baidu.com, stackoverflow.com, task.sina.com.cn</td>
</tr>
<tr>
<td>API specification (API)</td>
<td>developers.google.com, <a href="http://www.aspose.com">www.aspose.com</a></td>
</tr>
</tbody>
</table>

(2) How many web pages were opened after a search?

Figure 3.3 presents the times that the developers opened a specific number of web pages after a search in the two tasks. In the first task the developers did not open any web pages from the search results of 12.5% of the searches. They opened 1-5 web pages for about 77.5% of the searches, and opened 6 or more web pages for 10% of the searches. In the second task the developers did not open any web pages from the search results of 7.14% of the searches. They opened 1-5 web pages for about 80.95% of the searches, and opened 6 or more web pages for 11.9% of the searches.

(3) How often did the developers switch from one web page to another?

Figure 3.4 shows the number of unique URLs (i.e., web pages) that the developers visited in the two tasks and the number of switchings between these web pages. In the first task 5 developers visited less than 9 web pages and made less than 9 web-page switchings. However, the other 3 developers visited on average 20 ± 4 web pages and
made on average $37.6 \pm 19.5$ times web-page switchings. In the second task only 2 developers visited less than 6 web pages and made less than 5 web-page switchings. The other 10 developers visited on average $31.4 \pm 13.1$ web pages and made on average $75.7 \pm 38.1$ times web-page switchings.

3.3.3 Patterns of Seeking-using Web Information

In this study, we assumed that web browsers were used to seek online information, and Eclipse IDE was used to use online information for accomplishing software development tasks. Based on application usage during the tasks, we studied patterns of seeking and using web information.

(1) How often did the developers switch their working context?

Figure 3.3 shows the number of IDE = Browser switchings, Within-Browser switchings, and Within-IDE switchings that the developers performed in every 10 minutes in the two tasks. The box plots label data with 5 attributes. The bottom and top of the box are the first (25%) and third (75%) quartiles ($Q_1$ and $Q_3$) of the switchings that the developers performed in a 10-minute time slot. The band inside the box is the second quartile ($Q_2$, i.e., the median). The gray boxes indicate the interquartile range.
(\textit{IQR} = Q3 − Q1). The lowest end of the whiskers represents minimal observation, and the highest end of whiskers represents maximal observation. The line shows the mean values of the number of switchings over time.

Overall, Within-Browser switchings and Within-IDE switchings occurred more frequently than IDE ↔ Browser switchings in the two tasks. In the first task the developers on average switched 31.87±27.66 times between IDE and web browser, switched 156.37±143.76 times between distinct web contents, switched 72.37±48.15 times between distinct IDE contents. In the second task the developers on average switched 113.12±50.22 times between IDE and web browser, switched 453.75±311.11 times between distinct web contents, and switched 114.08±52.05 times between distinct IDE contents.

The developers spent on average 64.15±42.84 seconds on a distinct web content in the first task, and spent on average 22.78±12.27 seconds on a distinct web content in the second task. This suggests that the developers had dynamic online search context in which they had to visit a large amount of web contents in a short period of time. The developers spent on average 71.97±57.45 seconds on a distinct IDE content in the first task, and spent on average 44.85±32.67 seconds on a distinct IDE content in the second task. This suggests that the developers’ working context in the IDE was dynamic, but was relative stable, compared with their online search context.
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Figure 3.5: Statistics of context switchings in every 10 minutes

We studied the relevance of the web contents and the IDE contents surrounding the IDE ➔ Browser switchings, Within-Browser switchings, and Within-IDE switchings. We identified only a small number of explicit content copy-paste (64 times in the IDE ➔ Browser switchings, 31 times in the Within-Browser switchings, and 42 times in the Within-IDE switchings). This means that information flow is implicit during most of the context switchings.

Context switching causes the loss of working memory. The developers often needed to switch back to the information source to refresh their memory and then go back to use the information. For example, the developer D8 performed 38 times of IDE ➔ Browser<1min ➔ IDE switchings, which means he frequently switched from the IDE to the web browser and switch back to the IDE within 1 minute. Similarly, the developer D10 performed 20 times such switchings, D12 performed 53 times, D19 performed 67 times.

To further study the implicit information flow within web browser and between IDE and web browser, we built Markov Models [Whittaker and Poore, 1993] for describing the developers’ information flow behavior in Within-Browser switchings and
in IDE ⇌ Browser switchings. The Markov Models consists of 8 states: the 7 web categories (see Table 3.3) and the Eclipse IDE. A transition between the two states represent the switching between the two web categories or the switching between a web category and the Eclipse IDE. The probability of a transition is computed based on the frequencies of the corresponding switchings, i.e., the number of switchings from one state to another state divided by the number of switchings from this state to all the states. Table 3.4 and 3.5 present the the transition probabilities of the Markov Model. The maximal probability of each row is highlighted in bold font.

The table shows that the developers had the highest probabilities to switch between the Eclipse IDE and the technical tutorials in the first task. The technical tutorials seem to be the most useful information source in the first task. In fact, the technical tutorials often contain downloadable code examples that the developers can directly reuse to complete the task. In addition, the developer also integrated the information

Table 3.4: Markov transition matrices in task 1

<table>
<thead>
<tr>
<th>Source States</th>
<th>Destination States</th>
<th>Eclipse</th>
<th>SE</th>
<th>TT</th>
<th>DS</th>
<th>TF</th>
<th>CH</th>
<th>QA</th>
<th>API</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eclipse</td>
<td>0</td>
<td>0.16</td>
<td>0.62</td>
<td>0.03</td>
<td>0.11</td>
<td>0.07</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>0.27</td>
<td>0</td>
<td>0.34</td>
<td>0.08</td>
<td>0.20</td>
<td>0.05</td>
<td>0.06</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>TT</td>
<td>0.73</td>
<td>0.20</td>
<td>0</td>
<td>0.06</td>
<td>0</td>
<td>0.01</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DS</td>
<td>0.38</td>
<td>0.50</td>
<td>0</td>
<td>0.13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF</td>
<td>0.38</td>
<td>0.45</td>
<td>0.07</td>
<td>0</td>
<td>0</td>
<td>0.07</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>0.33</td>
<td>0.67</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QA</td>
<td>0.42</td>
<td>0.42</td>
<td>0.08</td>
<td>0</td>
<td>0.08</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>API</td>
<td>0.50</td>
<td>0.50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.5: Markov transition matrices in task 2

<table>
<thead>
<tr>
<th>Source States</th>
<th>Destination States</th>
<th>Eclipse</th>
<th>SE</th>
<th>TT</th>
<th>DS</th>
<th>TF</th>
<th>CH</th>
<th>QA</th>
<th>API</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eclipse</td>
<td>0</td>
<td>0.12</td>
<td>0.26</td>
<td>0.28</td>
<td>0.15</td>
<td>0.02</td>
<td>0.01</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>0.19</td>
<td>0</td>
<td>0.26</td>
<td>0.06</td>
<td>0.14</td>
<td>0.03</td>
<td>0.05</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>TT</td>
<td>0.58</td>
<td>0.25</td>
<td>0</td>
<td>0.03</td>
<td>0.05</td>
<td>0</td>
<td>0.02</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>DS</td>
<td>0.81</td>
<td>0.09</td>
<td>0.04</td>
<td>0</td>
<td>0.02</td>
<td>0.02</td>
<td>0</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>TF</td>
<td>0.35</td>
<td>0.31</td>
<td>0.03</td>
<td>0.07</td>
<td>0.03</td>
<td>0</td>
<td>0.07</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>0.45</td>
<td>0.31</td>
<td>0.03</td>
<td>0.07</td>
<td>0.03</td>
<td>0</td>
<td>0.07</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>QA</td>
<td>0.20</td>
<td>0.33</td>
<td>0.10</td>
<td>0</td>
<td>0.10</td>
<td>0.13</td>
<td>0</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>API</td>
<td>0.53</td>
<td>0.27</td>
<td>0.10</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
<td>0.04</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>
found on Q&A sites and API specification sites in the IDE, as indicated by the high probabilities to switch from the Q&A or API specification categories to the Eclipse. In the first task, other than technical tutorials, the developers had the highest probabilities to switch from different web categories (document sharing, topic forum, code hosting, Q&A, and API specification) to the search engine. This suggests that the developers may collect hints from different web sites and then use the hints to search the Internet.

The developers in the second task exhibited different information flow behavior. First, the probabilities to switch from the Eclipse IDE to different web categories (i.e., technical tutorials, document sharing sites, topic forums, and API specifications) are more evenly distributed. Furthermore, unlike the first task, the developers had highest probabilities to switch from technical tutorials, document sharing, topic forums, code hosting sites, and API specifications to the IDE, instead of to the search engine. This suggests that the technical tutorials were not the dominant information sources in the second task. The developers need more diverse information from different sources. Furthermore, the developers were more likely to integrate the information found on these information sources, instead of using the information to further their search.

(2) Were there latent types of search sessions?

Based on Figure 3.1, an item identifies which software the developer uses at what time and with which content.

**Definition 3.1 (ITEM)** An item is an application with distinct content in the time-series HCI data.

It has two attributes: application type and a set of application content (can be empty). We denote an item as $Type(Content)$. As such, an item is associated with a list of time stamps that record the time of all the occurrence of the item in the time-series HCI data.

To study the developers’ online search behavior during software development, we can segment the time-series HCI data into search sessions based on the occurrence of distinct search queries (i.e., semantic markers) over time, as defined below. The search sessions identify the time periods in which developers search for different information.
Definition 3.2 (Search Session) A search session is a sequence of items between a search engine (SE) BrowserItem with query $Q_1$ and the subsequent search engine BrowserItem with a different query $Q_2$.

Figure 3.6 shows an example of two search sessions segmented by the three search engine BrowserItems with different queries, i.e., $BI(SE,Q_1)$ at $t_1$, $BI(SE,Q_2)$ at $t_{10}$, and $BI(SE,Q_3)$ at $t_{15}$.

To characterize search sessions, we can use a feature space based on a set of descriptive statistics of application usage and content usage in search sessions. In the proof-of-concept prototype, we can automatically extract 12 features from search sessions. Among these 12 features, 6 features represent content usage in a search session: $\text{NUMITEMS}$, $\text{NUMBROWSERITEMS}$, $\text{NUMWEBCATEGORIES}$, $\text{NUMKEYWORDS}$, $\text{NUMNEWURLS}$, $\text{NUMIDEITEMS}$. The other 6 features represent application usage and exploration behavior in a search session: $\text{NUMIDEBROWSERSWITCHES}$, $\text{DURATION}$, $\text{NUMCATEGORYSWITCHES}$, $\text{NUMWEBPAGESWITCHES}$, $\text{BROWSERDURATION}$, $\text{IDEDURATION}$.

The $\text{NUMITEMS}$, $\text{NUMBROWSERITEMS}$ and $\text{NUMIDEITEMS}$ counts the number of items, BrowserItems and IDEItems in a search session, respectively. The $\text{DURATION}$, $\text{BROWSERDURATION}$ and $\text{IDEDURATION}$ are the time duration (minutes) of a search session and the time spent on BrowserItems and IDEItems in a session. The $\text{NUMKEYWORDS}$ counts the number of keywords in the query of a search session. The $\text{NUMNEWURLS}$ counts the number of non-search-engine URLs in a search session.
Our approach identifies 168 search sessions in the extracted time-series HCI data. It clusters these 168 search sessions using EM algorithm [Dempster et al., 1977] implemented in Weka [Hall et al., 2009]. We first report our modeling and analysis of search session commonalities and differences.

Figure 3.7 shows the heat map of the normalized average feature values of the 12 features across the four clusters. That is, the sum of each row is equal to 1. Larger values were represented by darker colors, while smaller values were represented by brighter colors. Features in gray background are application usage features, while those in white background are content usage features. The heat map of feature values reveals three distinct meta-clusters: short (cluster1), medium (cluster2), and long (cluster3 and cluster4).

The duration of short sessions is very short (less than 1 minute). In these short sessions, the developers mainly used web browsers (6.02±5.86 BrowserItems, compared with 0.30±0.54 IDEItems). They spent on average 93% of total session time in the web
browser, but very little time in the IDE. There were a very small number of switchings (0.56±0.99) between IDE and web browser. The developers opened a small number of new URLs (1.62±0.12), and switched a small number of times between different web pages (2.18±0.47) and between different web categories (0.66±0.94).

The duration of long sessions ranges from 4.67 minutes to 104.16 minutes. In these long sessions, the participants frequently used both the web browser and the IDE. There were a large number of switchings (17.63±12.70 in Cluster3 and 30.21±35.46 in Cluster4) between IDE and web browser. Compared with short sessions, the developers opened a large number of new URLs (9.12±3.26 in Cluster3 and 7.26±5.92 in Cluster4), switched a large number of times between different web pages (18.13±4.26 in Cluster3 and 12.53±8.44 in Cluster4) and between different web categories (9.44±2.56 in Cluster3 and 3.26±2.38 in Cluster4).

The statistics of feature values of the medium sessions fall in between those of short sessions and long sessions.

An interesting observation is that search sessions of different clusters differ mainly in application usage features. The differences of content usage features (especially NUMWEBCATEGORIES and NUMKEYWORDS) are smaller across search sessions of different clusters.

Our results identify 4 types of search sessions: refine (cluster1), medium select (cluster2), long select (cluster3), and integrate (cluster4). Refine sessions are characterized by the least diverse transitions between different types of items, and the high probabilities to transit from the IDE or different categories of web sites to search engine. The model shows that the developers were highly likely to visit search engine after visiting topic forms (TF) and technical tutorials (TT). Select sessions are characterized by the most diverse transitions between different types of items with similar transition probabilities. That is, the developers explored many types of online resources in Select sessions. Integrate sessions are characterized by the transitions mainly between the IDE and different categories of web content. That is, the developers were likely to go back to the IDE after visiting certain online resources in Integrate sessions.

Different types of search sessions reflect distinct online search behaviors during software development. Refine sessions are short. The developers refine search based
on a quick exploration of the search results of previous search, for example when they find some hints in the search results or feel that the previous search was unsuccessful. Select sessions are medium or long. The developers explore, compare and select online resources to determine useful information in these search sessions. This exploration and selection process are very diverse and can be time-consuming. Integrate sessions are long. The developers find useful online resources in these sessions and integrate online resources in the IDE. The integration can take long time.

Figure 3.8 shows the timeline plot of the four types of search sessions in the working process of the 20 developers. Different colors represent different types of search sessions. Black lines represent the ending of the search sessions. Figure 3.8 shows that the developers in the first task (D1-D8) usually had less search sessions than the developers in the second task (D9-D20). The first-task developers had only refine, medium select and integrate sessions, but no long select sessions. The second-task developers had the search sessions of all the four types. The two second-task developers (D9 and D10) had Eclipse plugin development experience. They were able to quickly find and
integrate relevant online resources to complete the task in short time. Thus, their task processes were different from the rest 10 second-task developers.

We attributed these differences in the developers’ online search behavior to the differences of the two development tasks. The first task is to develop a new P2P chat software using Java socket. The participants can easily find many online code examples on Java socket programming or even code examples implementing similar features as required by the first task. Most participants can successfully modify online code examples without much need for further search. In contrast, the second task is to fix bugs in an Eclipse editor plugin and extend the plugin with new features. The participants in general lacked the knowledge of the Eclipse APIs involved in the task. Unfortunately, no single online resource can cover all the involved APIs. Furthermore, due to the unfamiliarity with these APIs, the developers often encountered unexpected issues while integrating online resources. Thus, they had to keep searching and learning throughout the task.

3.4 Key Insights

These insights were mainly derived from the micro-level study of developers’ information needs in Section 3.3.

3.4.1 Need to Find More When You Know Less: Developers Might Have An Incomplete or Even Incorrect Understanding of Their Needs

Based on our pre-study survey of the participants’ programming experience (e.g., lines of code they had developed) and their priori knowledge of specific library or framework required for the task, we rated these participants at three levels, A-level (D9, D10) being the most experienced, B-level (D1-D8, D12-D17) being average, and C-level (D18-D20) being the least experienced.

First, from Table 3.1 (the sources of these keywords), the developers’ keywords were mainly self-phrased. The queries developers formulated would have a direct impact on the search engine return pages. From Table 3.2, the most-used keywords
are related concepts. When the developers only know some of them, it is beneficial to help developers explore correlated concepts to extend their knowledge or to satisfy their curiosity.

Second, from Figure 3.2 and Figure 3.4, the B-level and C-level developers on average formulated more queries, used more keywords, performed more refinements of existing queries and opened more web pages. For experienced developers, they had less information needs and were able to formulate more precise queries. On the contrary, for the less experienced developers, they might have an incomplete or even incorrect understanding of their needs. They need repeatedly revise their queries and find more related resources to satisfy their needs. Thus, they spent much time in searching and selecting web resources as shown in Figure 3.8. For example, in order to figure out how to open an editor in Eclipse in the second task, the developer D14 first searched “eclipse editor”. Unfortunately, the top-6 search results were not relevant to Eclipse plugin development. He then refined the query to “eclipse plugin editor”. After browsing several web pages from the new search results, he changed the query to “eclipse open editor”. Subsequently, he refined the query as a question “eclipse how to open editor”. Finally, he obtained some hints from the search results and refined query to “eclipse plugin IEditorInput”.

Based on these observations, the Chapter 4 will address the problem that how to help developers to exploit the crowdsourced knowledge on the correlation of web resources that are highly recognized by programming community.

3.4.2 There Is A Gap Between The Producers And Consumers of Software Documentation

Figure 3.3 shows the number of web pages opened after a search. First, we observed that a small fraction of API documents were visited after developers issued queries. The developers visited API documents just to check information about functionality, structure and parameters. Most of search engine return pages are not very related to issued queries. Thus, the developers need continually refine search queries (Figure 3.2) and collect hints from different web sites (Within-Browser switchings in Figure 3.5) and then use the hints to search the Internet.
Second, from Table 3.4, there is no switch between state “SE” and “API” in task 1, which means that the content of API documentation cannot satisfy developers’ intent. In task 2 (Table 3.5), although some developers visited API documentation after they issued a query, they still need refine their queries to search more related API documentation.

The above observations suggest that this is a gap that exists between software documentation producers and consumers. Because software documentations are written to effectively capture information about functionality, structure and parameters, but lack insights about usage scenarios and restrictions. The Chapter 5 will address this problem on mismatch between the documentation and questions encountered in specific programming tasks because of different wordings.

### 3.4.3 Many Important Pieces of Information That Developers Need Are Explicitly Undocumented in Software Documentation

Table 3.4 reveals that the developer also integrated the information found on Q&A sites into the IDE, as indicated by the high probabilities to switch from the Q&A to the Eclipse. In task 2, the developers had highest probabilities to switch from technical tutorials, document sharing, topic forums, code hosting sites to the IDE. The developers need more diverse information from different sources rather than only software documentation.

This observation reveals that many important pieces of information that developers need are explicitly documented in software documentation. The undocumented information includes best practices, API usage constraints, typestates, invariants and so on. Especially, to program to an API, developers need to know not only “how to use the API”, but also “how not to use the API”. By providing important information about functionality, parameters and usage scenarios of an API, API documentation often does a good job at explaining “how to use an API”, but not “how not to use the API”. Thus, the Chapter 6 will address the problem on extracting crowdsourced API negative caveats to augment the software documentation. Such augmentation would raise developer’s caution to avoid misuse of APIs, or to help them fix errors caused by overlooking API negative caveats.
3.5 Summary

In this chapter, we presented a micro-level quantitative study of the 20 developers’ web use behavior in the two software development tasks. This study demonstrated the feasibility of using video scraping technique to automatically extract the developer’s micro-level behavioral data which would be very difficult or even impossible to gather manually. Our study analyzed search queries, web pages visited, and patterns of seeking-using web information to understand developers’ information needs. Three key insights were derived from the micro-level study: (1) Need to find more when your know less: developers might have an incomplete or even incorrect understanding of their needs; (2) This is a gap between the producers and consumers of software documentation; (3) Many important pieces of information that developers need are explicitly undocumented in software documentation.
Discovering Learning Resources from Web Q&A Discussions

Each problem that I solved became a rule which served afterwards to solve other problems.

— Rene Descartes

Software developers need access to correlated information (e.g., API documentation, Wikipedia pages, Stack Overflow questions and answers) which are often dispersed among different web resources. This study is concerned with the situation where a developer is visiting a web page, but at the same time is willing to explore correlated web resources to extend her knowledge or to satisfy his curiosity. Specifically, we present an item-based collaborative filtering technique, named LinkLive, for automatically recommending a list of correlated web resources for a particular web page. The recommendation is by exploiting hyperlink associations from the crowdsourced knowledge on Stack Overflow. We motivate our research using an exploratory study of hyperlink dissemination patterns on Stack Overflow. We then present our LinkLive technique that uses multiple features, including hyperlink co-occurrences in Q&A discussions, locations (e.g., question, answer, or comment) in which hyperlinks are referenced, and votes for posts/comments in which hyperlinks are referenced. Experiments using 7 years of Stack Overflow data show that, our technique recommends correlated web resources with promising accuracy in an open setting. A user study of 6 participants suggests that practitioners find the recommended web resources useful for web discovery.

4.1 Background and Motivation

Software developers perceive online programming resources as the “key information resource” in their learning and work [Brandt et al., 2009]. The ability to search, understand, and use online programming resources is one of the key abilities affecting
software developers’ efficiency and success [Tenopir and King, 2004]. In general, web users’ information needs can be categorized at a high level as informational, navigational, and transactional [Broder, 2002]. In informational search, there are many situations in which users know the topics they are looking for, and are willing to explore correlated web resources to extend their knowledge or to satisfy their curiosity [Miliaraki et al., 2015, White and Roth, 2009].

For example, when visiting a web page about Singleton design pattern, a developer may be willing to explore correlated web resources, such as other design patterns (e.g., Abstract Factory pattern), concepts related to Singleton pattern (e.g., double-checked locking and enum-based singleton), or Singleton pattern implementations. As another example, consider a developer who visits the JUnit website. The developer may appreciate recommendations of correlated web resources. Examples include alternatives to JUnit ¹ like TestNG, mocking framework for unit testing in Java like EasyMock ², testing frameworks for web development like Selenium, or code analysis tools like PMD.

Search-based methods often cannot help developers discover correlated and new web resources [Cooley et al., 1997], because search engines generally employ keyword matching or rely on certain content similarity of web resources. Correlated web resources, however, may not have similar content, for example, the web pages of Singleton pattern, Abstract Factory pattern, and double-checked locking. Furthermore, when developers have no or little knowledge about the correlated information they may be interested in, it is difficult for them to formulate an effective search query. Particularly, for a developer who just starts learning design patterns, it is unlikely that she knows double-checked locking is a concept related to Singleton pattern. Thus, an automatic technique that recommends correlated web resources when developers visit a particular web page can greatly assist them in discovering correlated web resources. Our study addresses this particular need by exploiting the crowdsourced knowledge on Stack Overflow.

**CHAPTER 4. DISCOVERING LEARNING RESOURCES FROM WEB Q&A DISCUSSIONS**

<table>
<thead>
<tr>
<th>Question Title</th>
<th>Singleton Pattern Interview</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question Body</td>
<td>I am recently asked about java related question in an interview with following code, since I am very new to java and barely code in Java so I really have no idea what the following code does.</td>
</tr>
</tbody>
</table>
| Answer 1       | This is a Singleton Pattern. Here’s an example of **Lazy Initialization**, thread-safe singleton pattern from Wikipedia:  
...  
Setting the instance variable to volatile tells Java to read it from memory and to not set it in cache.  
**Synchronized statements or methods** help with concurrency. Read more about **double checked locking** which is what happens for a “lazy initialization” singleton. |
| Comment 1      | **double-checked locking** |
| Answer 2       | Interviewer basically wants to check your knoweldge of Singleton pattern. Can the pattern be broken? Ans is Yes. Check [this](http://stackoverflow.com/questions/15425282/singleton-pattern-interview) or google - when singleton is not a singleton. Best course is to use [Enum based Singleton](http://stackoverflow.com/questions/15425282/singleton-pattern-interview) as suggested by Joshua Bloch. |
| Answer 3       | For singleton there are two standards that are being used: **Double Checked locking**, [Enum based singleton pattern](http://stackoverflow.com/questions/15425282/singleton-pattern-interview).  
**UPDATE**: Here is another great article which discusses the double checked locking. |

Figure 4.1: An example of web linked resources in Stack Overflow. Hyperlinks are underlined.

The idea of recommending correlated web resources for a particular web page is related to recommendation systems for e-commerce websites. In particular, item-based collaborative filtering approaches attempt to summarize product browsing or transaction history to recommend more products that are related to a particular product [Sarwar et al., 2001, Wang et al., 2006, Linden et al., 2003, Li et al., 2005]. Applied to Stack Overflow, the idea is to exploit the crowdsourced knowledge on the correlation of web resources that are highly recognized by the community.

Figure 4.1 shows an example Q&A on Singleton pattern. In the discussion, users reference 11 web resources related to Singleton pattern. Nine out of these 11 resources

are referenced more than 5 times on Stack Overflow. Among frequently referenced web resources on Stack Overflow, some are referenced hundreds or thousands of times. For example, the first web resource for “Singleton Pattern” is referenced 1204 times and the web resource for “Synchronized statements or methods” is referenced 313 times. More importantly, these frequently referenced web resources are often referenced together in the same discussion threads. We hypothesize that taken in aggregate, Stack Overflow discussions can be mined to recommend community-recognized, correlated web resources.

To validate our hypothesis, we conduct a large-scale exploratory study of 5.5 millions hyperlinks referenced in Stack Overflow, to investigate its hyperlink dissemination patterns. We observe that 1) Stack Overflow discussions contain a large number of hyperlinks, that cover a variety of online programming resources (e.g., official APIs, tutorials, code examples, forum discussions); 2) These hyperlinks are widely referenced in questions, answers and comments; 3) Millions of discussion threads contain two or more hyperlinks; 4) The presence of hyperlinks in posts correlates with the community votes on the posts.

Our exploratory study suggests the potential of Stack Overflow data for recommending correlated web resources. Based on our observations of hyperlink dissemination patterns, we design an item-based collaborative filtering approach for recommending correlated web resources. The recommendation uses as features the location in which hyperlinks are referenced (in question, answer, or comment), the co-occurrence frequency of hyperlinks, and the votes on the posts (or comments) in which hyperlinks are referenced. Given a set of Stack Overflow discussion threads, our approach produces a Hyperlink Associative Network (HAN) to model the community-recognized, correlated web resources. Based on this HAN, our approach recommends the top-\(k\) most correlated web resources.

To evaluate our approach, we mine a HAN using 6 years of Stack Overflow data (July 2008 - September 2014) and evaluate the accuracy of the recommendation using 9 months of Stack Overflow data (October 2014 - June 2015) as testing dataset. Our evaluation shows that our technique recommends correlated web resources with satisfactory precision and recall in an open setting. As part of this work, we implement
a proof-of-concept tool LinkLive\textsuperscript{4}. A user study with 6 participants suggests that our LinkLive tool can recommend helpful and diverse web resources.

### 4.2 An Exploratory Study of Hyperlinks in Stack Overflow

Our technique relies on the presence of hyperlinks in Stack Overflow discussions, and the presence of potential correlation patterns among these hyperlinks. Thus, an investigation is warranted if hyperlinks in Stack Overflow are a potential source for discovering correlated web resources. We investigate three research questions:

- What kinds of hyperlinks are referenced? Where are they referenced? (Section 4.2.2)
- How frequent a hyperlink is referenced? How frequent two or more hyperlinks are referenced together in the same discussion thread? (Section 4.2.3)
- Does the presence of hyperlinks in posts correlate with number of votes received? (Section 4.2.4)

\textsuperscript{4}The LinkLive tool is implemented as a web browser add-on, based on GreaseMonkey/TamperMonkey technique. It can be downloaded at http://128.199.241.136:9000/download/.
4.2.1 Dataset

We use Stack Overflow data dump (July 2008 to September 2014) in this exploratory study. The same dataset is also used as the training data for the evaluation of our technique. The dataset contains 7,990,787 questions, 13,684,117 answers, and 32,506,636 comments. We consider a question and all its answers and comments as a discussion thread. Thus, we have 7,990,787 discussion threads in the dataset, i.e., the same as the number of questions. We extract hyperlinks in questions, answers and comments from the href HTML tag. As many hyperlinks in comments are referenced as plain text, we also use regular expressions to parse plain text and to extract hyperlinks.

4.2.2 What and Where About “Referenced”

We extract 5,522,886 distinct hyperlinks from the dataset. These hyperlinks are from 234,815 distinct domains. Table 4.1 lists the top-20 most referenced domains in Stack Overflow discussions. Observe that the domains cover a variety of online programming resources, including official API documents, tutorial websites, code example sites, code repositories, Wikipedia, and forum discussions, etc. Our results are consistent with earlier studies on hyperlink sharing practices on Stack Overflow [Gomez et al., 2013].

Tables 4.2 and 4.3 summarize the statistics of hyperlinks that are referenced in questions, answers, and comments, respectively. We can observe that hyperlinks widely present in questions, answers, and comments. Stack Overflow encourages users including hyperlinks to relevant web resources in their discussions\(^5\). This explains the wide present of hyperlinks in Stack Overflow. Therefore, to analyze hyperlinks in Stack Overflow, we must consider all components that may contain hyperlinks in the discussion, e.g., questions, answers, and comments.

4.2.3 Hyperlink Reference and Co-occurrence Frequency

Figure 4.2 plots hyperlink citation distribution and domain citation distribution. The chart shows the percentage of hyperlinks (or domains) that have been referenced for a

\(^{5}\)http://stackoverflow.com/help/how-to-answer
Table 4.2: Statistics of questions/answers/comments having hyperlinks

<table>
<thead>
<tr>
<th></th>
<th>#Questions</th>
<th>#Answers</th>
<th>#Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number</td>
<td>7,990,787</td>
<td>13,684,117</td>
<td>32,506,636</td>
</tr>
<tr>
<td>Contain hyperlinks</td>
<td>1,315,053 (16.46%)</td>
<td>4,457,576 (32.57%)</td>
<td>5,788,648 (17.81%)</td>
</tr>
</tbody>
</table>

Table 4.3: Statistics of the sources of distinct hyperlinks

<table>
<thead>
<tr>
<th>Location of hyperlink</th>
<th>Questions</th>
<th>Answers</th>
<th>Comments</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Distinct hyperlinks</td>
<td>1,379,007</td>
<td>3,120,816</td>
<td>1,913,474</td>
<td>5,522,886</td>
</tr>
</tbody>
</table>

4.2.a: Hyperlink distribution

4.2.b: Domain distribution

Figure 4.2: The hyperlink and domain citation distribution

certain number of times. About 21.83% hyperlinks and about 50.14% domains are referenced at least twice in discussions. The power-law distribution of hyperlink citations indicates that the hyperlinks shared in Stack Overflow are largely stable, although the number of distinct hyperlinks keeps growing. That is, a small portion of frequently referenced hyperlinks attracts a large portion of developers’ attention. Therefore, the frequency of a hyperlink is an important indicator of the community’s preference.

Figure 4.3 shows distribution of hyperlinks per discussion thread. Observe that 28.65% of discussion threads (i.e., 2,289,360) contain two or more hyperlinks. This shows that millions of discussion threads can be a potential source for mining correlated web resources. Sharing in the same discussion thread indicates the relatedness among hyperlinks.
4.2.4 Hyperlink-Vote Correlation

Previous studies show that, the presence of hyperlinks in a post is a strong indicator of the post being more informative [Dou et al., 2009]. We want to further investigate the correlation between the presence of hyperlinks in a post and the number of votes it receives. To this end, we collect 4,596,855 accepted answers in our dataset. We then split these accepted answers into two groups: group1 (1,640,651 answers) where the accepted answers contain hyperlinks, and group2 (2,956,204 answers) where the accepted answers do not contain hyperlinks. We assume the null hypothesis H0: There is no statistically significant difference in the number of votes on the accepted answers from the two groups.

Examination of distribution of number of votes on answers shows that the distribution does not obey normal distribution. Therefore, we use non-parametric statistical tests to study the significance of the vote differences in the two groups. In particular, we use the Kolmogorov-Smirnov test (KS-test) [Lilliefors, 1967]. The KS-test has the advantage of making no assumption about the distribution of data. \textit{p-value} of the KS-test result is below 0.001. Therefore, we reject the null hypothesis. In other words, there is a statistically significant difference in the number of votes on the accepted answers with and without hyperlinks. This analysis suggests that number of votes is another important indicator of community’s preference of hyperlink.
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Table 4.4: The notations of this chapter

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>A discussion thread</td>
</tr>
<tr>
<td>$h_s$</td>
<td>A seed ROI</td>
</tr>
<tr>
<td>$h_t$</td>
<td>A candidate ROI</td>
</tr>
<tr>
<td>$H$</td>
<td>The set of distinct hyperlinks $H = h_s \cup h_t$</td>
</tr>
<tr>
<td>$\mathcal{G}_{h_s} = (V, E)$</td>
<td>Hyperlink Co-occurrence Graph for $h_s$, Vertex $V$, Edge $E$</td>
</tr>
<tr>
<td>$e_{s,t}$</td>
<td>The edge from node $h_s$ to node $h_t$</td>
</tr>
<tr>
<td>HAN = $(H, X)$</td>
<td>Hyperlink Associative Network. $HAN = \bigcup \mathcal{G}_{h_s}$</td>
</tr>
<tr>
<td>$\omega_{s,t}$</td>
<td>The weight of edge $e_{s,t}$ in HAN</td>
</tr>
<tr>
<td>$S_{e_{s,t}}$</td>
<td>The score of edge $e_{s,t}$ in $E$</td>
</tr>
<tr>
<td>$S'<em>{e</em>{s,t}}$</td>
<td>The normalized score of edge $e_{s,t}$ in $E$</td>
</tr>
<tr>
<td>$S_p$</td>
<td>The score vector of posts (question and answers) in the discussion thread $T$</td>
</tr>
<tr>
<td>$S_c$</td>
<td>The score vector of comments of a post in the discussion thread $T$</td>
</tr>
</tbody>
</table>

4.3 The LinkLive Approach

Our exploratory study shows that hyperlinks in Stack Overflow are a good source for mining correlated web resources. The analysis also leads to the design of our item-based collaborative filtering approach for mining correlated web resources. In this work, we consider a hyperlink as a Resource-of-Interest (ROI). Given a hyperlink (referred to as a seed hyperlink or seed ROI), our goal is to recommend top-k correlated web resources (referred to as recommended hyperlinks or recommended ROIs) that are highly recognized by the Stack Overflow community.

4.3.1 Hyperlink Associative Network

We construct a Hyperlink Associative Network (HAN) to model correlated hyperlinks in Stack Overflow as follows. The notations used in this chapter are listed in Table 4.4.

Definition 4.3 (Discussion Thread) A discussion thread consists of a question and all its answers in chronological order. Both questions and answers are also known as posts. A post may have zero or more comments.

Definition 4.4 (ROI Location and Location Type) The question, answer, or comment in which a ROI is referenced is the location of the ROI. Each of which is also known as the location type.
Definition 4.5 (ROI Cascade) A ROI cascade consists of all the discussion threads that reference a seed ROI in chronological order.

In our model, a discussion thread is the basic information unit. Figure 4.4 illustrates multiple discussion threads, from Thread1 to ThreadM, in chronological order. Let \( H \) be the set of distinct hyperlinks in all discussion threads. For seed ROI \( h_s \in H \), we construct a ROI cascade, as shown in Figure 4.4, where the seed ROI is highlighted in red. The seed ROI is referenced in multiple locations including questions \( q \) of Thread1 and ThreadM, answer \( A_2 \) in Thread3, and a comment to answer \( A_4 \) in Thread4. Note that, Thread2 does not contain the seed ROI, and thus is excluded in the ROI cascade.

Definition 4.6 (Hyperlink Co-occurrence Graph \( G_{h_s} \)) A \( G_{h_s} = (V, E) \) is a directed graph where vertex set \( V \) is the set of all distinct hyperlinks referenced in ROI cascade of seed ROI \( h_s \), and a co-occurrence edge \( e_{s,t} \in E \) represents the co-occurrence of the seed hyperlink \( h_s \) and the other hyperlink \( h_t \) in the same discussion thread. \( h_t \) is referred to as candidate hyperlink or candidate ROI. The edge \( e_{s,t} \in E \) is indexed by the locations of \( h_s \) and \( h_t \). The edge has a score indicating the number of votes on the post (i.e., question or answer) or comment in which \( h_t \) is referenced.

Figure 4.4: Hyperlink co-occurrence graph

![Figure 4.4: Hyperlink co-occurrence graph](image-url)
Given the ROI cascade of seed ROI $h_s$, the edge set $E$ of graph $G_{h_s}$ is constructed as follows. For each discussion thread $T$ in the ROI cascade,

- If the location of $h_s$ is a post (i.e., question or answer), then for each distinct hyperlink $h_t$ in the posts of the discussion thread $T$, a co-occurrence edge $e_{s,t}$ (node $h_s$ to node $h_t$) is added to $E$. The red edges in Thread1, Thread3, and ThreadM and the orange edge between the seed ROI and $url_6$ in question Q of Thread3 illustrate this scenario. The seed ROI $h_s$ and a candidate ROI $h_t$ may appear in the same post, e.g., $url_7$ in answer A2 of Thread3. If a candidate ROI $h_t$ appears in $n$ ($n \geq 2$) different posts, e.g., $url_{13}$ in answers A1 and A4 of ThreadM, then $n$ different edges will be added.

- If the location of $h_s$ is a post, then for each distinct hyperlink $h_t$ in the comments of the post, a co-occurrence edge $e_{s,t}$ (node $h_s$ to node $h_t$) is added to $E$. The purple edges between the seed ROI and $url_{11}$ and $url_{12}$ in comments of question $q$ of Thread1 illustrate this scenario. Note that we do not consider hyperlinks in comments of other posts (such as the one in a comment of A4 of Thread1) as candidate ROIs. The rationale is that the comments are usually related to only the post being commented.

- If the location of $h_s$ is a comment, then for each distinct hyperlink $h_t$ in the comments of the same post and in the post being commented, a co-occurrence edge $e_{s,t}$ (node $h_s$ to node $h_t$) is added to $E$. The orange and purple edges between the seed ROI and $url_{10}$ in answer A4 of Thread4 and $url_{11}$ and $url_{12}$ in comments of answer A4 illustrate this scenario. Again, we do not consider hyperlinks in other posts (such those in answers A1 and A2 of Thread4) as candidate ROIs of the seed ROI in a comment of a post.

**Definition 4.7 (Hyperlink Associative Network HAN)** A $HAN = (H, X)$ is a directed graph where vertex set $H$ is the set of hyperlinks in all discussion threads, and an associative edge $e_{s,t} \in X$ if there exist one or more co-occurrence edges $e_{s,t} \in E$ ($E$ is the edge set of $G_{h_s}$). That is, $HAN = \bigcup G_{h_s}$ for all $h_s$ and $H = h_t \cup h_s$.

Each associative edge $e_{s,t} \in X$ has a weight, to be described next. This weight measures the correlation similarity between seed ROI $h_s$ and a candidate ROI $h_t$. 
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4.3.2 Associative-Edge Weight Computation

The weight of associative edge $e_{s,t} \in X$ (denoted by $\omega_{s,t}$) is computed based on the score of the corresponding co-occurrence edges $e_{s,t} \in E$ (denoted by $S_{e_{s,t}}$) in $G_{hs}$. For a candidate ROI $h_t$ of seed ROI $h_s$ in a discussion thread, the score of posts (or comments) in which the $h_t$ is referenced reflects the competition among the candidate ROIs in the discussion thread. The intuition is that ROIs in high-score posts (or comments) would be more valuable to users than those in low-score posts (or comments). Thus, a naive method to compute $\omega_{s,t}$ is to sum up $S_{e_{s,t}}$ of all co-occurrence edges $e_{s,t} \in E$, i.e., $\omega_{s,t} = \sum_{e_{s,t} \in E} S_{e_{s,t}}$. We refer to this straightforward method as the baseline method in our evaluation.

We now design an enhanced weight computation method (referred to as the enhanced method in our evaluation) based on the following two intuitions. First, the correlation between a seed ROI $h_s$ and a candidate ROI $h_t$ is different when $h_s$ is referenced in different types of locations, i.e., question, answer, and comment. This intuition is based on the consideration that the asker is very likely to follow up all answers, but an answerer or a commenter may not pay much attention to answers or comments from others. Second, scores of posts or comments vary greatly from one discussion thread to another. Thus, it would be necessary to normalize the scores within each discussion thread so that the scores are comparable across different discussion threads.

Based on above two intuitions, we normalize the score of co-occurrence edge $e_{s,t} \in E$ for the three different types of locations of $h_s$ as follows. We denote the normalized score as $S'_{e_{s,t}}$.

$h_s$ is referenced in question. The seed ROI in question Q of Thread1 and ThreadM in Figure 4.4 illustrate this scenario. We only consider the competition among the candidate ROIs $h_t$ in comparable type of location, i.e., $h_t$ in posts or $h_t$ in comments, because the score of posts and comments can vary greatly in scale and most of comments have no score.

Let $S_p$ be the score vector of all posts (question and answers) of the discussion thread $T$. If $h_t$ is referenced in a post in $T$, then the normalized score of the edge $e_{s,t} \in E$ is:

$$S'_{e_{s,t}} = \frac{S_{e_{s,t}} - \min(S_p)}{\max(S_p) - \min(S_p)}$$  \hspace{1cm} (4.1)
That is, $S'_{es,t}$ is a value in [0, 1] that reflects the relative score of $h_t$ compared with that of other candidate ROIs of the $h_s$ in the posts of the discussion thread $T$. If \( \max(S_p) = \min(S_p) = 0 \), we set \( S'_{es,t} = 0.1 \). The score of the red edges in Thread1 and ThreadM in Figure 4.4 is normalized using Eq. 4.1.

Let $S_c$ be the score vector of all comments of question $q$ in which $h_s$ is referenced in discussion thread $T$. If $h_t$ is referenced in a comment of question $q$, then the normalized score of edge $S'_{es,t}$ is:

$$S'_{es,t} = \frac{S_{es,t} - \min(S_c)}{\max(S_c) - \min(S_c)}$$ \hspace{1cm} (4.2)

If \( \max(S_c) = \min(S_c) = 0 \), we set \( S'_{es,t} = 0.1 \). The score of the purple edges in Thread1 in Figure 4.4 is normalized using Eq. 4.2.

$h_s$ is referenced in answer. The seed ROI in answer A2 of Thread3 in Figure 4.4 illustrates this scenario. Let the answer be in discussion thread $T$. If $h_t$ is referenced in question $q$ of $T$ (e.g., the orange edge between the seed ROI and url6 in question Q of Thread3), we set $S'_{es,t} = 1$. This is based on the consideration that the information in an answer should be directly related to the information in the question. If $h_t$ is referenced in an answer of discussion thread $T$ (e.g., the red edges between seed ROI and url7, url8 and url9 in Thread3), we compute $S'_{es,t}$ using the Eq. 4.1. If $h_t$ is referenced in a comment of an answer in which $h_s$ is referenced, we compute $S'_{es,t}$ using the Eq. 4.2.

$h_s$ is referenced in comment. The seed ROI in a comment of answer A4 of Thread4 in Figure 4.4 illustrates this scenario. If $h_t$ is referenced in a post (A4 of Thread4) being commented (e.g., the orange between seed ROI and url19 in answer A4 in Thread4), we set $S'_{es,t} = 1$. This is based on the consideration that the information in a comment should be directly related to the information in the post being commented. If $h_t$ is referenced in the comments of the same post (e.g., the purple edges between seed ROI and url11 and url12 in the comments of answer A4 of Thread4), we compute $S'_{es,t}$ using Eq. 4.2.

Once we normalize the score of co-occurrence edge $e_{s,t} \in E$ for all discussion threads, we compute the normalized weight of associative edge $e_{s,t} \in X$ as $\omega_{s,t} = \sum_{e_{s,t} \in E} S'_{es,t}$.
4.3.3 ROI Recommendation

The HAN mined from a set of discussion threads serves as the underlying model for recommendation of correlated web resources. Given a ROI, if it appears in the HAN, we recommend the top-$k$ candidate ROIs in the HAN that have the highest associative edge weight (e.g., correlation similarity) with the given ROI as the recommended ROIs.

4.4 The LinkLive Tool

We implement a proof-of-concept tool of our LinkLive approach\(^6\). The backend hyperlink associative network (i.e., hyperlink correlation model) is mined from training data, which is the Stack Overflow data dump (July 2008 to September 2014) (see Section 4.2). When a user visits a web page or mouse hovers over a hyperlink in the web page, the LinkLive tool searches for hyperlinks from the backend model. If the hyperlink is found in the backend, and the hyperlink has been referenced 5 times or more in the training dataset, the tool recommends top-10 correlated web resources for the given hyperlink. We set a minimal reference frequency of the seed hyperlink for triggering the recommendation, because we observe that for seed hyperlinks that are referenced fewer than 5 times, the co-occurring hyperlinks are ad-hoc.

Figure 4.5 shows the LinkLive recommendation when mouse hovers over hyperlink (https://en.wikipedia.org/wiki/Singleton_pattern) in a Stack Overflow question\(^7\). In addition to the recommendation of correlated web resources, the LinkLive tool also shows a bar chart of citation history for the seed hyperlink and each recommended hyperlink.

4.5 Evaluation of the LinkLive Recommendation

We evaluate LinkLive from two perspectives: accuracy and reliability.

---


\(^7\) http://stackoverflow.com/questions/23360052
4.5.1 Experiment Setup

**Testing Dataset.** To answer the above research questions, we use Stack Overflow data dump (October 2014 to June 2015) as the testing dataset. The testing dataset contains 1,835,754 discussion threads and 1,384,063 distinct hyperlinks. Similar to the training dataset, 28.36% of discussion threads (or 520,619) in the test dataset have two or more hyperlinks.

We build the “ground truth” to answer the above research questions from these 28.36% discussion threads as follows. We collect the discussion threads in the testing
dataset that reference at least two hyperlinks and at least one of them can trigger LinkLive recommendation. 260, 141 discussion threads in the testing dataset satisfy this criteria, and 92,800 hyperlinks can trigger LinkLive recommendation. These 92,800 hyperlinks are referred to as seed hyperlinks in this evaluation. Given one of the 260, 141 discussion threads and a seed hyperlink in the discussion thread, we collect all the co-occurring hyperlinks for the seed hyperlink in the discussion thread in the same way as we build Hyperlink Co-occurrence Graph (see Section 4.3.1). We consider this set of co-occurring hyperlinks as the ground truth of correlated web resources for the given seed hyperlink in the test data. Hereafter, we refer to this ground truth as user-explicitly-referenced correlated web resources.

**Metrics.** We use two metrics to evaluate the accuracy of LinkLive recommendation: \( \text{Precision}@k \) and \( \text{Recall}@k \) (\( \text{Pr}@k \) and \( \text{Re}@k \) for short). \( k = \{1, 5, 10, 20, 30\} \) is the number of recommended web resources. Let \( R_h^k \) be the set of top-\( k \) recommended web resources for a seed hyperlink \( h_s \) using LinkLive. Let \( GT_h \) be the set of user-explicitly-referenced correlated web resources for \( h_s \) in a discussion thread. \( \text{Pr}@k \) for \( h_s \) is \( \frac{R_h^k \cap GT_h}{k} \). \( \text{Re}@k \) for \( h_s \) is \( \frac{R_h^k \cap GT_h}{GT_h} \). We average the precision and recall values over all the 260, 141 discussion threads.

### 4.5.2 The Accuracy of LinkLive Recommendation

Recall that we have a baseline method and an enhanced method to compute associative edge weight (the correlation similarity between hyperlinks) for the recommendation of correlated web resources (see Section 4.3.3). In this section, we compare the accuracy of the recommendation of the two methods using the \( \text{Precision}@K \) and \( \text{Recall}@K \) metrics.

**Overall Performance.** Fig 4.6 reports the \( \text{Pr}@k \) and \( \text{Re}@k \) of both baseline and enhanced methods. We observe that:

- The enhanced method outperforms the baseline method at all different \( k \) values for both precision and recall. This shows that taking into account the location where hyperlinks are referenced and normalizing scores in discussion threads improves the accuracy of LinkLive recommendation.
As expected, precision drops as the value of \( k \) increases, while the recall increases along \( k \) increases. The best precision is 9.34\% at \( k = 1 \) and the best recall is 15.61\% at \( k = 30 \). At \( k = 10 \), the precision is 3.03\% and the recall is 10.86\%.

Note that \( Pr@k \) is calculated by \( \frac{R^k_h \cap GT_h}{k} \). Most discussion threads only contain two hyperlinks. That is, \( R^k_h \cap GT_h = 1 \) in most case. Thus, the \( Pr@k \) is expected to be very small. On the other hand, in the testing dataset, 79\% of hyperlinks have not been referenced in the training dataset.

As discussed in Section 4.2.3, these hyperlinks do not represent web resources that the Stack Overflow community care the most about. However, the presence of such hyperlinks brings down the precision of the recommendation. Furthermore, there are only a small percentage (about 3.81\%) of discussion threads referencing 5 or more hyperlinks. That is, for over 96\% of the 260,141 discussion threads from which we collect the ground truth, the ground truth contains fewer than 5 user-explicitly-referenced web resources. Therefore, even the LinkLive top-\( k \) recommendations contain all the user-explicitly-referenced web resources, the precision is low when \( k \) is 5 or larger.

As the main goal of LinkLive recommendation is to help developers discover correlated web resources that they may be interested in, we deem recall to be more important than precision. The reference of hyperlinks in the test discussion threads can be affected by many factors, such as variation of question topics, the expertise of askers and answerers. In such an open-ended setting, our enhanced recommendation
method achieves satisfactory and acceptable recall (10.86% at top 10), on a par with the recall of the state-of-the-art recommendation systems for e-commerce or location-based services reported in the literature [Yuan et al., 2014, Grbovic et al., 2015b].

Impact of Number of Citations. As shown in Fig 4.2, the distribution of hyperlinks obeys a power-law distribution. It reveals that most hyperlinks are referenced by a small number of times and a small fraction of hyperlinks are referenced frequently. In this evaluation, we split the hyperlinks into four citation levels according to the number of their citations in Q&A discussions: “5 − 50”, “51 − 100”, “101 − 500” and “> 500”. In the testing dataset, the number of seed hyperlinks at these 4 citation levels are 82,190, 5,979, 4,171 and 460, respectively. These seed hyperlinks are referenced 233,707, 48,130, 79,396 and 59,125 times in the testing dataset, respectively.

Tables 4.6 and 4.7 show the precision and recall of LinkLive recommendation for seed hyperlinks at the 4 citation levels. From these two tables, we observe that:

- At all citation levels, the enhanced method outperforms the baseline method.

- Both precision and recall increase as the citation frequency of seed hyperlinks increases. For seed hyperlinks that are referenced “5 − 50” times, the precision and recall are worse than the overall performance. For seed hyperlinks that are referenced “> 500” times, the enhanced method achieves precision 4.81%@10 and recall 17.61%@10, which is better than the overall performance.

- Comparing the lowest and highest citation levels “5 − 50” versus “> 500”, the performance at citation level “> 500” is significantly better than that of level “5 − 50”. In most cases, the precision and recall values are doubled between the two levels.
This result suggests that for a seed hyperlink that is more frequently referenced in Q&A discussions, hyperlinks that previously co-occur with seed hyperlink are very likely to be referenced again, when the seed hyperlink is referenced again. As such, our approach makes more accurate recommendation for the seed hyperlinks that are more frequently referenced. This phenomenon can be explained by using preferential attachment theory [Bretherton, 1985], which is the key intuition underlying the design of our LinkLive approach.
4.5.3 The Reliability of LinkLive Recommendation

Stack Overflow receives thousands of questions and answers every day. As the data grows over time, the technology landscape also changes rapidly. LinkLive recommendation relies on hyperlink correlation patterns in Q&A discussions to make effective recommendation. The time elapsed after model training may invalidate the patterns learned from the past Q&A discussions. To study the impact of time elapsed on LinkLive recommendation, we split the testing dataset into three subsets, each of which contains 3-month data (October 2014 to December 2014, January 2015 to March 2015, and April 2015 to June 2015). We use the first 3-month data as the baseline to compare the accuracy of LinkLive recommendation with the second and the third 3-month data. For the three subsets, we collect 54,654, 51,076 and 47,722 seed hyperlinks, respectively, and LinkLive tool recommends 181,385, 169,511 and 158,381 correlated web resources, respectively. For each subset, we collect the ground truth and compute \( \text{Precision@}_k \) and \( \text{Recall@}_k \) in the same way as we process the full testing dataset.

Figure 4.7 shows \( \text{Precision@}_k \) and \( \text{Recall@}_k \) values \( (k = 1, 5, 10, 20, 30) \) for the three testing subsets. We observe that:

\( \text{The LinkLive recommendation is reasonably accurate in an open-ended setting, compared with user-explicitly-referenced correlated web resources.} \)
Both precision and recall deteriorate as the time gap between the training dataset and the testing dataset increases. However, neither precision nor recall degrade significantly even after six months of HAN training.

The time elapsed after model training has bigger impact on precision than on recall. Precision drops up to 15.4% after three months of model training, up to 20.9% after six months of model training. Recall drops 9.65% after three months of model training, 15.2% after six months of model training.

The LinkLive tool makes reliable recommendation for new data after three months of model training. Recall is more reliable than precision which is a desirable goal of the tool. Users can update the backend model every three months to avoid significant drop in recommendation accuracy.

4.6 User Study

We perform a user study to evaluate the helpfulness and diversity of LinkLive recommendation:

Can the LinkLive discover helpful and diverse web resources for developers in practice?

4.6.1 Study Design

Participants. We recruit 6 graduate students. All participants have either computer science or computer engineering background. Participants have 1-3 years of programming experience in popular programming languages and tools, such as Java, Python, C++, and MySQL.

Data Sampling. From the testing dataset, we randomly sample 45 seed hyperlinks that are referenced in 45 best answers (one seed hyperlink per answer) for each hyperlink citation level (“5 – 50”, “51 – 100”, “101 – 500” and “> 500”). We collect in total 180 (45x4) seed hyperlinks for this study. As the evaluation of the recommended web resources requires certain background, we sample hyperlinks that are referenced
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in the discussion threads that are tagged with programming techniques (i.e., Java, Python, C++, MySQL) that participants are familiar with. Each participant is randomly assigned 30 seed hyperlinks to rate the helpfulness and diversity of recommended web resources by the LinkLive tool.

**Evaluation Metrics.** For each sampled seed hyperlink, we use the LinkLive tool to recommend the top-10 correlated web resources. We implement a web application for the participants to evaluate the recommended web resources. For each seed hyperlink, the web application presents the seed hyperlink, the answer in which the seed hyperlink is referenced, and the top-10 recommended web resources for the seed hyperlink. Participants are asked to rate each recommended web resources in terms of helpfulness and category.

Helpfulness is a 7-point likert scale (1 being least helpful to 7 being most helpful). Participants are asked to read carefully the information in the seed hyperlink, the answer in which the seed hyperlink is referenced, and the recommended web resources to determine the level of helpfulness of the recommended web resources for understanding the answer and/or the content of the seed hyperlink.

We predefine 5 categories for the web resources, including official documentation (e.g., Java API documentation, jQuery library API), unofficial documentation (e.g., technical blogs, jsfiddle code examples), Q&A site (e.g., Stack Overflow, Quora), code repository (e.g., Github, Sourceforge), and encyclopedia (e.g., Wikipedia, Javapedia). Participants are asked to select one category for each recommended web resource. They can enter “others” if they believe none of the predefined categories fit the recommended web resources, for example dead links.

4.6.2 Perceived Helpfulness

Among the 1,800 recommended web resources (10 for each 180 seed hyperlinks), 71.8% are rated helpful (5=28.7%, 6=24.7%, or 7=18.3%), 12.05% are rated neutral (4), and 13.6% are rated as unhelpful (1=3.1%, 2=3.0% or 3=7.5%). Among the 13.6% unhelpful resources, 2.4% are dead links (e.g., due to changing URL), and most others are download links or home pages of API documentation or library, which offer little information.
For each seed hyperlink, we average the helpfulness score of the 10 recommended web resources. Figure 4.8 shows the box plot of the average recommendation helpfulness score for the 45 sampled seed hyperlinks at different levels of hyperlink citation. Observe that there is no significant difference in the mean perceived helpfulness score at different levels of hyperlink citation. The mean perceived helpfulness score is slightly above 5 (i.e., moderate helpful). There is one outlier seed hyperlink at level “> 500”, i.e., http://stackoverflow.com/help/on-topic which describes questions that can be asked on Stack Overflow. For this seed hyperlink, 7 of the 10 recommended resources are about the norms or good practices to ask or answer questions on Stack Overflow. Although the recommend web resources are very relevant to the seed hyperlink, the participant deems the recommendation as unhelpful, as they are not relevant to any specific programming issues.

Figure 4.9 presents the box plot of the average recommendation helpfulness score for the 30 sampled seed hyperlinks for each participant. We can see that Participant1 has the least variation in his/her ratings, while Participant6 has the most variation in his/her ratings. The other four participants have similar variations in their ratings. Five participants have similar mean perceived helpfulness score in their ratings (around 5, moderate helpful), while Participant1 have slight higher mean perceived helpfulness score (around 6). For Participant4, there is one outlier seed hyperlink, i.e., https://docs.python.org/2/library/struct.html. The hyperlink links to the Python module for conversions between Python values and C structs. Participant4 gives the score of 2 to 4 recommended web resources (about audio, abstract syntax
Figure 4.9: Average recommendation helpfulness score for different participants

Figure 4.10: Distribution of categories of recommended web resources

notation, and sqlite3 in Python, and the Wikipedia page for “Don’t Repeat Yourself”), which makes the average recommendation helpfulness score for this seed hyperlink an outlier.

4.6.3 Perceived Diversity

Figure 4.10 presents the percentage of different categories of the 1,800 recommended web resources for the 180 seed hyperlinks. Among the 1,800 recommended web resources, official documentation accounts are about 50.9%, and other types of docu-
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mentation (i.e., encyclopedia (13.6%), unofficial documentation (13.2%), and Q&A site (10.4%)) account for about 37.2%. Code repository accounts for a small portion (4.5%). Others, including 44 dead links and some downloading links, account for 7.39%. Participants all rate web resources in others category as unhelpful.

Among the 180 sampled seed hyperlinks, LinkLive recommends 1 category of web resources for only 12.7% (23/180) seed hyperlinks, and recommends 2 or more categories of web resources for 87.3% (157/180) seed hyperlinks. For 7 seed hyperlinks, the recommend web resources cover all the five categories. For example, one of these 7 seed hyperlinks http://scikit-learn.org/stable/index.html links to Python scikit-learn machine learning library. LinkLive recommends 5 categories of web resources, including the Wikipedia page for regression analysis, the countmotifs.py project on Github, Stack Overflow posts about machine learning, scikit-learn official documentation about feature extraction, and a professor home page for a list of hand-written, face, text and speech datasets.

The LinkLive tool helps discover helpful and diverse web resources that may assist developers in understanding Stack Overflow discussions and/or content of seed hyperlinks.

4.6.4 Threats to Validity

Participants indicate that it is straightforward to select category for a recommended web resource. However, participants (e.g., Participant1 versus Participant6) exhibit different rating behaviors for helpfulness of recommended web resources, because the evaluation of the helpfulness is based on subjective assessment, and is affected by priori knowledge (or absence of knowledge) of the participants. A general feedback from the participants is that it is sometimes difficult to determine the helpfulness of the recommended web resources because it depends on the information needs. For a developer looking for some basic knowledge, official documentation and encyclopedia-like information would be very helpful. But for a developer looking for a bug fix, a code example, a Stack Overflow post would be more helpful. That is, helpfulness is often context-sensitive. Due to these limitations, this study provides only initial evidence of the helpfulness of the LinkLive recommendation.
4.7 Discussion

In addition to hyperlinks, Stack Overflow discussions contain many other useful information, such as software-specific concepts like machine learning, Observer pattern, software tools and libraries like Eclipse, Django, and APIs like class names, method names. Several studies [Liu, 2009, Baeza-Yates et al., 2015, Subramanian et al., 2014], including recent work from our team [Ye et al., 2016c], propose software-specific named entity recognition techniques to recognize software-specific entities in Q&A discussions and other informal documentations. Once a rich set of software-specific entities has been recognized, our item-based collaborative filtering approach can be extended to make recommendation for a variety of entities that developer may be interested in.

An innovation of our approach is that we exploit crowdsourced knowledge in Stack Overflow (i.e., hyperlink correlation patterns in this work) to support recommendation tasks beyond Q&A. This is different from existing recommendation systems [Parnin et al., 2012, Ponzanelli et al., 2013b, Anderson et al., 2012, Treude et al., 2011, Li et al., 2015] which mainly focus on facilitating access to online programming resources or social content in software development. The crowdsourced knowledge underlying our LinkLive recommendation could be enhanced to deliver entity-centric search services for software developers, similar to SimilarTech8, AlternativeTo9, or SimilarWeb10. Entity-centric search systems, such as serendipitous search system [Marchionini, 2006, Sakai and Nogami, 2009], direct answers [Seebach, 2012, Bernstein et al., 2012], entity-centric recommendation [Lin et al., 2012, Blanco et al., 2013], have been actively researched in information retrieval community. Our work is an attempt along this line of research for software engineering data.

The LinkLive recommendation relies on frequent hyperlink co-occurrences in Q&A discussions. We are now investigating neural-network-based deep learning techniques (such as [Tang et al., 2014, Zhou et al., 2015]) to mine semantically related web resources from the discussion context that they are referenced. Neural-network-based

---

8https://www.similartech.com/
9http://alternativeto.net/
10http://www.similarweb.com/
techniques have been successfully applied in many natural language processing applications to learn semantic representation of words based on the assumption that word with similar meaning tend to present in similar contexts. We hypothesize that semantically related web resources could be referenced in similar discussion contexts, even though they may not be frequently referenced together in the same discussion threads. Co-occurrence based recommendation and neural-network based recommendation could be complementary. Furthermore, embedding hyperlinks with the discussion context could enable context-sensitive recommendation of relevant web resources.

4.8 Summary

In this chapter, we present an item-based collaborative filtering approach for recommending correlated web resources like the ones that developers are interested in. Our approach exploits the fact that correlated web resources have been frequently referenced in discussions on Stack Overflow. Taken in aggregation, hyperlink correlation patterns can be discovered from Stack Overflow discussions for recommendation of community-recognized, correlated web resources. We implement a proof-of-concept tool, named LinkLive, and evaluate its recommendation quality in two studies. Our evaluation shows that LinkLive recommends helpful and diverse correlated web resources with satisfactory accuracy. In the future, we will investigate deep learning techniques to discover semantically correlated web resources, and extend our approach to recommendation of a variety of software-specific entities.
Learning to Answer Programming Questions with Software Documentation via Web Q&A Context Embedding

For a successful technology, reality must take precedence over public relations, for Nature cannot be fooled.

— Richard Feynman

Programming languages and software packages are often well supported through formal documentation. Official software documentation provides a comprehensive overview of software usages, but not on specific programming tasks or use cases. Often there is a mismatch between the documentation and the question stating specific programming tasks because of different wordings. We observe from Stack Overflow that the best answers to programmers’ questions often contain links to formal documentation. In this Chapter, we propose a novel deep-learning-to-answer framework, named QDLinker, for answering programming questions with software documentation. QDLinker learns from the large volume of discussions in community-based question answering site to bridge the semantic gap between programmers’ questions and software documentation. Specifically, QDLinker learns question-documentation semantic representation from these question answering discussions with a four-layer neural network, and incorporates semantic and content features into a learning-to-rank schema. Our approach does not require manual feature engineering or external resources to infer the degree of relevance between questions and documentation. Through extensive experiments, results show that QDLinker effectively answers programming questions with direct links to software documentation. QDLinker significantly outperforms the baselines based on the traditional retrieval models and Web search services dedicated for software documentation retrieval. The user study shows that QDLinker effectively bridges the semantic gap between the intent of programming questions and the content of software documentation.
CHAPTER 5. LEARNING TO ANSWER PROGRAMMING QUESTIONS

5.1 Background and Motivation

For most programming languages and software packages, there exist comprehensive language specifications, Application Programming Interface (API) documentation, and tutorials. Such official documentation provides information about functionality, structure, and parameters, but not on specific issues or specific usage scenarios [Nadi et al., 2016, Robillard and Deline, 2011]. On the other hand, programmers often face very specific issues which are not explicitly stated in software documentation. For many such issues, the software documentation does serve as good reference for why the issues happen and how to address them. However, searching for software documentation using a question as a keyword query is challenging, because software documentation and questions are in different wording; one is for generic reference and the others are from specific usage scenarios.

With the emergence of Web 2.0 in modern software development, the behavior of developers is changed in relation to how they search for crowd-generated knowledge online to fulfill their needs [Ko et al., 2007, Ko et al., 2006]. The mismatch between the needs of documentation consumers and the knowledge provided, leads to the overwhelming discussions accumulated at various Community-based Question Answering (CQA) websites such as Quora² and Stack Overflow³. In these discussions, users often refer to software documentation when answering programming questions. From Stack Overflow, we collected 45,288 best answers each contain at least one link to Java official documentation. Figure 5.1 plots the distribution of the number of links to Java documentation per best answer. It shows that 72.6% of best answers have exactly one link to Java documentation and fewer than 10% have more than three links. This distribution suggests that for many Java programming questions, there exist a Java official document as good reference to address the question. The large volume of discussions also create the ‘semantic link’ between programmers’ questions and documentation, through the community of programmers, illustrated in Figure 5.2.

¹The term ‘software documentation’ refers to the collection of documents consisting of language specification, API documentation, and official tutorial.
²https://www.quora.com/
³http://stackoverflow.com/
Posting questions and waiting for answers from other programmers may take much time. The immediate question is: can we answer a programmer’s question by providing a link to the most relevant software documentation? In this research, we aim to build an answering system where the questions are from programmers in natural language and the answers are the links to official documentation, illustrated in Figure 5.2. This system will provide convenience not only for documentation consumers but also companies that provide technical support.

However, understanding programming questions to build an effective answering system is not a trivial matter for machines. First of all, mapping question-answer pairs into a discriminative feature space is a critical step. A widely adopted approach is to encode question-answer pairs using various features, e.g., lexical, linguistic, and syntactic features [Zou et al., 2015, Petrosyan et al., 2015, Toba et al., 2014, Yen et al., 2013, Palomera and Figueroa, 2017]. The hand-crafted features may heavily depend on external resources and are not easily generalizable. Besides, many existing knowledge bases are about lexical knowledge or about open domain facts. A typical example is WordNet [Miller, 1995], a lexical knowledge base for general English language, which may be not suitable to build answer systems for technical questions.
In this chapter, we propose a novel deep learning to answer framework named QDLinker, to answer programming questions with software documentation through social context embedding. Social context of a link to software documentation refers to the surrounding words of the link, when community users use it to answer questions in CQA. QDLinker embeds social contexts in a latent space, and uses a four-layer Deep Neural Network (DNN) to learn semantic representation of question-documentation pairs. The learned semantic representations and simple content features are then passed to a learning-to-rank schema to train a ranker. Compared with previous work on software text retrieval [Zou et al., 2015], our approach does not require feature engineering or hand-coded resources beyond the pre-trained word vectors. The architecture we proposed can benefit not only learning a ranker in training phase, but
also automatic feature extraction for newcomer query-documentation pairs in online phase. Moreover, our approach takes into account documentation content and social context simultaneously, for its effectiveness in bridging the semantic gap between programming questions and software documentation.

We conducted extensive experiments on Stack Overflow dataset to evaluate the effectiveness of QDLinker. Empirical results show that QDLinker outperforms three baseline methods which are based on traditional retrieval models. Through a user study with 25 natural language queries collected from test dataset, we show that QDLinker significantly outperforms a commercial search engine. In short, our empirical results show that QDLinker can effectively bridge the semantic gap between questions and software documentation. In this chapter, we make the following contributions:

- We propose QDLinker, a novel framework for answering programming questions with software documentation through social context embedding. It leverages the content in official sites and social context in CQA to learn semantic representation of question-documentation pairs and answers programming questions in natural language.

- We conduct a large-scale automatic evaluation, to evaluate the performance of QDLinker against three baseline methods. The empirical evaluation reveals that our approach can effectively answer Java technical questions against traditional retrieval models.

- We conduct a user study to compare the software documentation retrieval performance by QDLinker with Google search. QDLinker significantly outperforms Google search in the retrieval task.

5.2 Related Work

Question Retrieval. Question retrieval has attracted much attention in recent years [Cao et al., 2010, Duan et al., 2008, Jeon et al., 2005, Figueroa and Neumann, 2016]. Different retrieval models have been employed in the task, including the Okapi model [Jeon et al., 2005], the translation model [Zhou et al., 2011], the language model [Duan et al., 2008], and the vector space model [Jeon et al., 2005, Ji et al., 2012].
In addition, question category information has also been exploited for question retrieval [Cao et al., 2010]. Xue et al. [Xue et al., 2008] proposed a translation-based language model that combines the translation model and the language model for question retrieval. Yen et al. [Yen et al., 2013] developed a question classifier, which is trained to categorize the answer type of the given question and instructs the context-ranking model to re-rank the passages retrieved from the initial retrievers.

For the word mismatch problem among similar questions, existing solutions can be broadly grouped into three approaches to bridge the lexical gap. One approach is to use manual rules or templates. For example, Berger et al. [Berger et al., 2000] proposed a statistical lexicon correlation method to bridge the lexical chasm. The second approach is to use external knowledge databases such as Wikipedia and WordNet. The method by Zhou et al. [Zhou et al., 2013] using semantic relations extracted from Wikipedia for question retrieval is an example. Burke et al. [Burke et al., 1997] proposed a model to rank frequently asked questions using combined similarities. The similarities are computed by conventional vector space models with semantic similarities based on WordNet. The third approach is to use deep representation. Zhou et al. [Zhou et al., 2015, Zhou et al., 2016] proposed a neural network architecture to learn the semantic representation of question-answer pairs. Nassif et al. [Nassif et al., 2016] presented a neural-based model with stacked bidirectional Long Short-Term Memory (LSTM) and Multi-Layer Perceptron (MLP) for similar question retrieval. Different from the earlier studies, we aim to directly link questions with software documentation, rather than retrieving similar questions.

Answer Selection. Given a thread containing a question and a list of answers, many studies aim to automatically rank the answers according to their relevance to the question [Sun et al., 2005, Sakai et al., 2011, Surdeanu et al., 2008]. Sun et al. [Sun et al., 2005] used dependency relations between the matched question terms and the answer target as additional evidence to rank passages. Sakai et al. [Sakai et al., 2011] proposed an approach to build answer selection systems involving multiple answer assessors and graded-relevance information retrieval metrics. Yao et al. [Yao et al., 2015] proposed a family of algorithms to jointly detecting the high-quality questions and help users to identify a useful answer that would gain much positive feedback.
from site users. Hou et al. [Hou et al., 2015] and Nicosia et al. [Nicosia et al., 2015] proposed automatic answer selection algorithms based on the position of the answer in the thread and the context of an answer in a thread, respectively. Instead of selecting answers, in our task, we attempt to distill the software documentation in answers.

**CQA Semantic Representation.** Most relevant to our work is the study on semantic representation of CQA. In recent years, deep neural networks have been used to learn higher-level semantic representation of question answer pairs [Severyn and Moschitti, 2015, Nassif et al., 2016, Severyn and Moschitti, 2016, Er et al., 2016, Kokkinos and Margaritis, 2015]. Tan et al. [Tan et al., 2016] developed hybrid models to match passage answers to questions accommodating their complex semantic relations. Severyn et al. [Severyn and Moschitti, 2015] proposed a convolutional neural network architecture, which maps queries and documents to their distributional vectors, for reranking pairs of short texts. Yan et al. [Yan et al., 2016] proposed a deep neural network to learn how a query and its context are related to candidate reply. Nassif et al. [Nassif et al., 2016] presented a neural-based model with stacked bidirectional LSTMs and MLP to learn semantic relatedness between questions and answers. Singh et al. [Singh and Simperl, 2016] proposed a system using semantic keyword search in combination with traditional text search techniques to find similar questions with answers for unanswered questions.

In our proposed QDLinker, we learn the semantic representation of programming questions and the social context of software documentation. In our case, the social context, *i.e.*, how the APIs are used in different scenarios, cannot be obtained through the content of software documentation itself.

### 5.3 Deep Learning to Answer

In this section, we first give an overview of proposed framework QDLinker, and then detail the core modules in QDLinker in Sections 5.3.2 - 5.3.4. The input to the framework, *i.e.*, the word embedding, is presented in Section 5.3.1.

Shown in Figure 5.3, the QDLinker framework consists of three core modules: *candidate document generation, a four-layer neural network, and learning a ranker*. Given a
programming question in natural language, candidate document generation returns a small set of software documents which are considered relevant to the question. The DNN module learns the semantic representation of query-documentation pairs in a latent space, and generates features for the ranker module. The features by DNN are fully automatic without human intervention. Nevertheless, the network does allow handcrafted features to be inserted in the join layer, illustrated in Figure 5.3. The learned features are then fed to a learning-to-rank schema to train a ranker, to pick up the more relevant software documents among the candidates.

Note that our learning-to-rank takes lists (not pairs) as instances in learning and loss function of ranker is defined on input list. There are some reasons that we did not solve the end-to-end problem as minimizing directly a ranking cost function. (1) The multiple instances in input list will result in multiple channels in DNN architecture, which dramatically increases network complexity but there is no performance improvement based on our experiments. (2) If we treat our problem as an end-to-end problem in ranking cost function in offline phase, we cannot automatically extract features for newcoming candidates in online phase. Thus, the DNN only serves as extracting the final abstract representation of the query-documentation pair. This setup can benefit not only learning a ranker in offline phase, but also automatic feature extraction for new query-documentation pairs in online phase.
5.3.1 Social Context Embedding

As shown in Figure 5.3, QDLinker is built on pre-trained word vectors, or word embeddings. Traditionally, language models represent each word as a feature vector using one-hot representation, where a vector element is 1 if the word is observed and 0 otherwise [Grbovic et al., 2015a]. Recently, neural language models have been proposed to generate low-dimensional, distributed embedding of words [Collobert et al., 2011, Turian et al., 2010]. These models take advantage of word order in text documents and capture both syntactic and semantic relationships between words. Mikolov’s continuous bag-of-words and skip-gram language models [Mikolov et al., 2013a, Mikolov et al., 2013b] are among the most widely used models.

Stack Overflow is a destination with rich source of information about API usages and bug descriptions. Thus, in our implementation, we use the crowd-generated content in Stack Overflow to learn embeddings of the words and the links to software documentation.

As shown in Figure 5.4, a community user of Stack Overflow created a link to API documentation `java.util.Collections.sort()` in an answer. Figure 5.4 illustrates the training procedure with the skip-gram model when it reaches the link. This sentence creates a context for the link `java.util.Collections.sort()` through the surrounding words. We build two vocabularies: one for English words, and the other for the links to software documentation. In simple words, each link to software documentation is treated as an ordinary term in the word sequence, and a word vector is
learned for each link that is mentioned in Stack Overflow. Note that, we learn word embedding for each link as a term, and the words in the anchor text of the link are not used in our training.

We use $V_{wt}$ to denote the input of vector of the only word $w_t$ on the input layer. $N$ is the hidden layer size. $V$ is the vocabulary size. $C$ is the number of words in the context. The output of hidden layer can be written as

$$h = W^T x = V_{wt}^T$$

(5.1)

where $W$ is a $V \times N$ input→hidden weight matrix. $V_{wt}$ is the vector representation of the input word $w_t$.

On the output layer, each output is computed using the hidden→output matrix:

$$p \left( w_{c,j} = w_{O,c} \mid w_t \right) = \frac{\exp \left( u_{c,j} \right)}{\sum_{j' = 1}^{V} \exp \left( u_{j'} \right)}$$

(5.2)

where $w_t$ is the input word. $w_{c,j}$ is the $j$-th word on the $c$-th panel of the output layer. $w_{O,c}$ is the actual $c$-th word in the output context word. $u_{c,j}$ is the net input of the $j$-th unit on the $c$-th panel of the output layer,

$$u_{c,j} = V_{wj}^{T} h, \text{ for } c = 1, 2, \ldots, C$$

(5.3)

where $V_{wj}^{T}$ is the output vector of the $j$-th word in the vocabulary, $w_j$ and $V_{wj}^{T}$ is taken from a column of the hidden→output weight matrix, $W'$.

When training the skip-gram model to predict $C$ context words, the loss function is written as

$$E = - \log p \left( w_{O,1}, w_{O,2}, \ldots, w_{O,C} \mid w_t \right)$$

$$= - \log \prod_{c=1}^{C} \frac{\exp \left( u_{c,j_{c}^{*}} \right)}{\sum_{j' = 1}^{V} \exp \left( u_{j'} \right)}$$

(5.4)

where $j_{c}^{*}$ is the index of the actual $c$-th output context word in the vocabulary.

Figure 5.5 illustrates a 2-D projection of vectors of natural language terms and API documentation using principal component analysis (PCA). In the embedding space, the vectors of terms and API documentation with same intent have the shortest distance. For example, the term “arraylist” is close to API documentation `java.util.ArrayList`. API documentation `java.awt.Window.pack()` is close to `java.swing.JFrame`.
Figure 5.5: A 2D projection of embedding natural language terms and API documentation using PCA (API documentation in bold font and natural language terms in non-bold font)

### 5.3.2 Candidate Document Generation

Given a programming question as a query, candidate generation selects a subset of software documents that are relevant to the question. Considering there are three methods to select candidates, we thus select top-10 candidates for each method.

**Document Content.** The content of software document reflects its relevance to a given query. In our implementation, we build a search engine for software documentation using Apache Lucene. Specifically, stopword removal and stemming are performed as preprocessing, and for each query, the search engine returns top 10 most relevant results based on the BM25 scoring function.

**Local Context.** Stack Overflow is a popular CQA site where developers ask questions and share knowledge about software development and maintenance. The discussions in Stack Overflow provide enriching context to mine usage scenarios of software documentation. When a software document appears in a discussion thread, its surround texts reflect its relevance to the query question.
Definition 5.8 (Local Context) If a software document is mentioned in a best answer, the texts of the question (title and body) and the best answer are regarded as the local context of the software document.

Local context is defined based on the consideration that the quality of the best answer is better than other answers in the discussion thread, to avoid including too much noise. The body of the best answer is the immediate context where a software document is mentioned. On the other hand, question title and body often describe the programming issues and reflect the relevance between the problem and the software document mentioned in its best answer.

Note that, each mention of a software document has its own local context. If a software document is mentioned multiple times, multiple local contexts are extracted. We collect all local contexts of the mentioned software documents in our corpus. Given a query, we use Lucene to retrieve the most relevant local contexts, then pick the top 10 unique software documents as candidates.

Global Context. As aforementioned, a software document may be mentioned in multiple best answers and has multiple pieces of local context. For example, the API java.util.ArrayList was mentioned 906 times in our dataset.

Definition 5.9 (Global Context) The global context of a software document is the collection of all its local contexts.

We build up a corpus through collecting global context for all software documents. Then we obtain the vector of a software document by social context embedding described in Section 5.3.1. Following [Van Nguyen et al., 2016], we use bag-of-words model to average out the vectors of the individual words in a query. Given a query, we retrieve top 10 software documents based on the cosine similarity between the average vector and software documentation vector.

5.3.3 Four-layer Deep Neural Network

Deep neural networks with multiple layers have been demonstrated its effectiveness in capturing semantical and higher-level discriminative information from the input
data [LeCun et al., 2015]. As shown in Figure 5.3, our DNN has four layers: convolutional layer, join layer, hidden layer, and output layer.

(1) Convolutional Layer

For a natural language query with many words in a sentence, earlier studies [Yu et al., 2014, Kim, 2014] have shown that the simple bag-of-words model is unable to capture complex semantics of a sentence. Convolutional neural network can capture long-range dependencies and learn to correspond to the internal syntactic structure of sentences. Thus, we use one convolutional layer as the first layer in our approach.

**Convolution Operation.** Let \( X_d \) and \( X_q \) be the software documentation vector and query vector, respectively. Suppose that there are \( s \) words in the query and let \( X_q^i \in \mathbb{R}^k \) be the \( i \)-th \( k \)-dimensional word vector corresponding to the \( i \)-th word in the query. More formally, the convolution operation \( \ast \) between two vectors \( X_q \in \mathbb{R}^{sk} \) and \( f_q \in \mathbb{R}^{mk} \) (called a filter of size \( m \)) results in a vector \( c_q \in \mathbb{R}^{s-m+1} \) where each component is as follows:

\[
c^j_q = (X_q \ast f_q)_j = f_q^T \cdot X_q^{[j:j+m-1]} + b_{qc}
\]

where \( j = 1, ..., s - m + 1 \) and \( X_q^{[j:j+m-1]} \) represents the concatenation word vectors \( X_q^j, X_q^{j+1}, ..., X_q^{j+m-1} \), \( b_{qc} \in \mathbb{R} \) is a bias term. Thus, this filter \( f_q \) is applied to each possible window of words in the query to produce a feature map:

\[
c_q = [c^1_q, c^2_q, ..., c^{s-m+1}_q]
\]

where \( c_q \in \mathbb{R}^{s-m+1} \). Similarly, we can utilize filter \( f_d \) to produce documentation feature map \( c_d \).

So far we have described the convolution layer with a single filter. Our model applies a set of filters that work in parallel, and generates multiple feature maps. Let \( n \) be the number of filters. Given filters \( F^n_q \times mk \) and \( F^m_d \times mk \), the convolution operations produce two feature maps \( C_q \in \mathbb{R}^{n \times (s-m+1)} \) and \( C_d \in \mathbb{R}^{n \times (s-m+1)} \), respectively.

**Activation Function.** To allow the neural network to learn non-linear decision boundaries, each convolutional layer is followed by a non-linear activation function applied element-wise to the output of the convolution operations. Sigmoid, hyperbolic tangent \( \tanh \), and a rectified linear (ReLU) are among the most common choices for
activation functions. In particular, it is reported that rectified linear unit has significant benefits over sigmoid and tanh functions [Nair and Hinton, 2010]. Thus, in our implementation, we use ReLU as the activation function. The output of activation layer can be written as

\[ A_q = ReLU(C_q) = \max(0, C_q) \]  
\[ (5.7) \]
\[ A_d = ReLU(C_d) = \max(0, C_d) \]  
\[ (5.8) \]

where \( A_q \in \mathbb{R}^{n \times (s-m+1)} \) and \( A_d \in \mathbb{R}^{n \times (s-m+1)} \).

**Pooling.** The output from activation function is then passed to the pooling layer, whose goal is to aggregate the information and reduce the representation. As mentioned above, there are \( n \) filters. The pooling operation is applied on every filter. Taking the pooling of \( A_q \in \mathbb{R}^{n \times (s-m+1)} \) as an example, the output of pooling \( P_q \in \mathbb{R}^{n} \) can be written as

\[ P_q = \begin{bmatrix} pool(A_{q1}^1) & \cdots & pool(A_{qn}^i) \end{bmatrix} \]  
\[ (5.9) \]

The pooling operation maps the feature map to a single value, formally: \( pool(A_q^i) : \mathbb{R}^{1 \times (s-m+1)} \rightarrow P_q^i : \mathbb{R} \). There are a few common choices for the \( pool() \) operations: average, max and L2-norm. Average pooling was often used historically but has recently fallen out of favor compared to the max pooling operation, which has been shown to work better in practice. In our approach, we use 1-max pooling strategy, which extracts a scalar with the maximum value for each feature map.

**(2) Join Layer**

Inspired by [Yu et al., 2014, Severyn and Moschitti, 2015], we also add simple content features \( f_{cn} \) to our model. \( f_{cn} \) contains two word overlap features: word overlap count, and word overlap count weighted by IDF (inverse document frequency). Note that both features do not require any linguistic annotation or pre-processing. The output of join layer \( X_{join} \in \mathbb{R}^{2n+2} \) can be expressed as follows:

\[ X_{join} = [P_d; P_q; f_{cn}] \]  
\[ (5.10) \]
DNNs could use the intermediate layers to build up multiple layers of abstraction. These multiple layers of abstraction seem likely to give deep networks a compelling advantage in learning to solve complex pattern recognition problems [Schmidhuber, 2015]. In our architecture, the hidden layer is a fully-connected layer with parameters $W_h$ and $b$. The output of hidden layer can be represented as

$$X_{\text{hidden}} = \text{ReLU}(W_h \cdot X_{\text{join}} + b_h) \quad (5.11)$$

(4) Output Layer

The output of hidden layer $X_{\text{hidden}}$ is passed to a fully connected softmax layer. It computes the probability distribution over the class labels:

$$p(y = j | X_{\text{hidden}}; W_s, b_s) = \text{softmax}_j(W_s \cdot X_{\text{hidden}} + b_s) \quad (5.12)$$

where $W_s$ and $b_s$ are the weight vector and the bias of softmax classifier, respectively. Our model is trained to minimize the cross-entropy cost function:

$$L = -\log \prod_{i=1}^{N} p(y_i | X_q^i, X_d^i) + \lambda \|\theta\|_2^2 \quad (5.13)$$

where $\theta$ contains all parameters and we use $L2$-norm regularization.

In our problem setting, for a given question-documentation pair as an input instance, softmax layer outputs probabilities for two classification labels: positive and negative. Figure 5.6 shows an example question-documentation pair extracted from discussions in Stack Overflow. Together with the question, each link to documentation mentioned in the question’s best answer forms a positive question-documentation pair instance.

For training the DNN, we use links from the best answers of the training questions to form positive instances, and use randomly select links to form negative instances. We use backpropogation algorithm to compute the gradients and use Adam update rule [Kingma and Ba, 2014] to update the parameters of the network. To mitigate the overfitting issue we augment the cost function with $L2$-norm regularization for the parameters of the network.
5.3.4 Learning a Ranker

In particular, $X_{\text{hidden}}$ can be thought of as a final abstract representation of a query-documentation pair, obtained by a series of transformations from the input layer through a series of layers. In our approach, we consider $X_{\text{hidden}}$ as features to feed to a learning-to-rank schema. The learning-to-rank schema can leverage multiple features for ranking and automatically learn the optimal way of combining these features.

Our goal is to build a ranking model which facilitates each query $q$ and its candidate list $D = \{d_1, d_2, \ldots, d_n\}$ to generate the optimal ranking. More formally, the task is to learn a scoring function $F(q, d)$:

$$F(q, d) = \sum_{k=1}^{K} \omega_i \cdot \phi_i(q, d) \quad (5.15)$$

where each feature $\phi_i(q, d) \in X_{\text{hidden}}$ measures a specific relationship between the query and a candidate software document. $\omega_i$ is the weight of the $i$-th feature (among
5.3.5 Summary and Complexity Analysis

To summarize, we present a flow diagram of QDLinker in Figure 5.7 and the pseudocode in Algorithm 1 and Algorithm 2. Observe from Figure 5.7, our framework contains both offline phase and online phase. The offline phase first learns abstract representation of question-document pair and then learn a ranker based on the positive and negative instances. Here an instance is a question-document pair. The offline phase is listed in Algorithm 1. Given a new question, the online phase first generates the \( k \) candidate software documents based on Section 5.3.2. Then these documents are...
Algorithm 1: Pseudocode for offline phase of the proposed QDLinker

```plaintext
Input: N training instances of question-document pairs
Output: Feature vector function \( V_\theta(q, d) \) and ranking function \( F \)
// Phase 1: Learning abstract representation
1 Initialize all parameters \( \theta \);
2 foreach epoch in epochmax do  // iterate through epochs
3 Sample a minibatch from N pairs;
4 Clear gradients \( d\theta \leftarrow 0 \);
5 Computing \( L \) based on Equation (5.13);
6 Update \( \theta \leftarrow \theta - \frac{\partial L}{\partial \theta} \cdot lr \);
7 return \( V_\theta(q, d) \);  // return feature vector function for q-d pair
// Phase 2: Learning a ranker
8 Set number of trees \( M \), number of leaves per tree \( L \);
9 foreach m in M do  // iterate trees
10 foreach n in N do  // iterate through training pairs
11 Calculating feature vector for current n via \( V_\theta(q, d) \) in Phase 1;
12 Calculating the \( \lambda \)-gradients for each q-d pair;
13 Calculating the second-order derivative using the \( \lambda \)-gradients;
14 Building a regression tree with \( L \) terminal nodes;
15 Update \( F \) function;
16 return \( F \);  // Final ranking function \( F \)
```

Algorithm 2: Pseudocode for online phase of the proposed QDLinker

```plaintext
Input: A new question \( q_{\text{new}} \)
Output: top-k software documents
1 Retrieving candidate documents for \( q_{\text{new}} \) based on Section 3.2;
2 Extracting features for these question-document pairs using \( V_\theta(q, d) \) in Phase 1 of Algorithm 1;
3 Ranking these candidate documents using \( F \) in Phase 2 of Algorithm 1;
4 return top-k software documents ;  // Answers to the issued question
```

ranked by the learned models of offline phase. Accordingly, the online phase is listed in Algorithm 2.

We first detail the parameter size of our framework, then deduce the time and space complexity. Equations (5.14) and (5.15) show all parameters that QDLinker should learn. Now we consider one query-document pair as shown in Figure 5.3. For convolutional layer, QDLinker has \( 2n \times mk + 2n \) parameters, where \( n \) is the number of filters and \( m \) is the window size of each filter, \( k \) is the dimension of word embedding, and number 2 indicates query channel and document channel. For join layer, there is no parameter. For hidden layer, there are \( (2n + 2) \times h + h \) parameters, where \( h \) is the number of neurons in hidden layer. For output layer, there are \( h \times 2 + 2 \) parameters. For ranker layer, there are \( h \) weights because QDLinker uses the \( X_{\text{hidden}} \) as the final abstract representation.

Given a new question, we assume that QDLinker generates \( \kappa \) candidate documents. Now considering a question-document pair, the total time and space complexity of
convolutional layer are both $O(\alpha \cdot m^2 \cdot \beta)$ [Cheng et al., 2015, He and Sun, 2015], where $\alpha$ and $\beta$ are the number of input nodes and the number of output nodes respectively, $m$ is the window size of each filter. Hidden layer and output layer are fully connected layers. The time and space complexity of this linear projection are both $O(\alpha \beta)$. For the ranker, the time complexity is $O(\kappa^2)$ [Wu et al., 2010]. Thus, the time complexity of the QDLinker is $O(\kappa \alpha m^2 \beta + \kappa^2)$, and the space complexity is $O(\alpha m^2 \beta)$.

5.4 Empirical Evaluation

We now evaluate the effectiveness of QDLinker by measuring its accuracy on linking questions to software documentation in Stack Overflow. Our evaluation assumes that the software documentation mentioned in a question’s best answer is most relevant to the question.

5.4.1 Experimental Setting

Data Collection. In our evaluation, we focus on Java software documentation which consists of Java Standard Edition API documentation, Java tutorials, and language specifications. Usually, a programming question is expressed in natural language thus it is similar to the discussions in Stack Overflow. We therefore use data collected from Stack Overflow in our experiments.

We extract discussion threads from the datadump archive that satisfy the following criteria: (i) The score of question is greater than 0. This condition guarantees that at least one developer has voted the question to be a ‘useful question’. (ii) The question has an answer which is accepted as the best answer, and the score of the best answer is greater than 0, and (iii) The best answer must contain at least one link to the above listed Java documentation. Based on the above criteria, we collect 30,272 discussion threads from the data dump released on August 2015. We randomly select 24,217 discussion threads (account for 80%) as training data and the remaining 6,055 threads (account for 20%) as test data.

4https://archive.org/details/stackexchange
Model Training. We learn word embeddings from the training data, i.e., the 24,217 discussion threads. For each discussion thread, we extract text from question title, question body, and all answers whose scores are greater than 0. We use the skip-gram model implemented in word2vec. The context window size is set to 10 and the minimal word frequency is 5. Recall that each link to a software document is also treated as a word (or term, see Figure 5.4). Based on this condition, we have 1,520 distinct links to Java documentation in the training data.

Next is to train the DNN and the ranker. Note that some discussion threads cannot be used to extract query-documentation pairs for training DNN because the links to software documentation in best answers are filtered out when the minimal word frequency is set by 5. Finally, we have 10,649 discussion threads for training DNN and the ranker, 1,000 discussion threads used for development set, and 1,693 discussion threads used for test. Table 5.1 summarizes the dataset in our experiments.

We empirically set the hyperparameters based on the development set. The number of filters in convolutional layer is 64, and the size of filter is set to 2. The size of hidden layer is set to 64. The dimensionality of pre-trained word vectors is 200. L2-norm term is set to $1e^{-5}$ and the learning rate is $1e^{-3}$.

Performance Measures. We use the following five performance metrics in our evaluation:

- Precision at $k$, $P@k = \frac{|D_k \cap D_g|}{k}$, is the fraction of relevant documentation links to the query question among the top $k$ ranked results. $D_k$ denotes the set of top-$k$ ranked links to software documentation and $D_g$ is the set of ground-truth links (i.e., links to software documentation in the question’s best answer).
• Recall at $k$, $R@k = \frac{|D_k \cap D_g|}{|D_g|}$ is the fraction of ground-truth links in the top-$k$ results.

• Hit rate at $k$, denoted by $HR@k$, is 1 if $|D_k \cap D_g| > 0$ and 0 otherwise.

• Mean average precision, $MAP$, is the mean of average precision (AP) over a set of test queries.

• Mean reciprocal rank, $MRR(Q) = \frac{1}{|Q|} \sum_{j=1}^{Q} \frac{1}{\text{rank}_j}$, is the average reciprocal rank of the results over a set of test queries $Q$. In the equation, $\text{rank}_j$ denotes the rank position of the first relevant document for the $j$-th test query.

**Baseline Methods.** In order to validate the effectiveness of the proposed method, we evaluate the following three baseline methods in our experiments.

• **OfficialCn**: This is the baseline model which selects candidate software documentation by content (see Section 5.3.2). BM25 [Robertson et al., 1995] scoring function is used to rank the candidates.

• **LocalCx**: This baseline ranks candidates based on local context (see Section 5.3.2). This model indexes the local contexts in discussion threads and retrieves candidates using BM25 scoring.

• **GlobalCx**: This baseline ranks candidates based on global context (see Section 5.3.2). This model represents natural language words and software documentation as vectors in shared embedding space [Mikolov et al., 2013a].

**5.4.2 Performance Comparison**

Table 5.2 and Table 5.3 report the linking performance by different methods on all evaluation metrics. From the results, QDLinker significantly outperforms all baselines on all metrics. The improvement is statistically significant based on $t$-test with $p < 0.05$. Observe that $P@10$ is very small for all methods including QDLinker. In Stack Overflow, more than 70% of the best answers contain only one link to software documentation (reported in Section 5.1, Figure 5.1). As the result, $|D_{10} \cap D_g| = 1$ in
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Table 5.2: Performance ($P@k$, $R@k$, MAP and MRR) for different methods. The best performance is highlighted in bold face. † indicates that the differences between the result of QDLinker and other models are statistically significant with $p < 0.05$ under $t$-test.

<table>
<thead>
<tr>
<th>Method</th>
<th>P@1</th>
<th>P@2</th>
<th>P@5</th>
<th>P@10</th>
<th>R@1</th>
<th>R@2</th>
<th>R@5</th>
<th>R@10</th>
<th>MAP</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>OfficialCn</td>
<td>0.1347</td>
<td>0.1087</td>
<td>0.0749</td>
<td>0.0511</td>
<td>0.1147</td>
<td>0.1797</td>
<td>0.3053</td>
<td>0.4108</td>
<td>0.2234</td>
<td>0.2267</td>
</tr>
<tr>
<td>LocalCx</td>
<td>0.1630</td>
<td>0.1337</td>
<td>0.0932</td>
<td>0.0657</td>
<td>0.1401</td>
<td>0.2253</td>
<td>0.3876</td>
<td>0.5361</td>
<td>0.2896</td>
<td>0.2956</td>
</tr>
<tr>
<td>GlobalCx</td>
<td>0.1536</td>
<td>0.1234</td>
<td>0.0875</td>
<td>0.0628</td>
<td>0.1300</td>
<td>0.2002</td>
<td>0.3548</td>
<td>0.5005</td>
<td>0.2564</td>
<td>0.2614</td>
</tr>
<tr>
<td>QDLinker</td>
<td>0.1875†</td>
<td>0.1576†</td>
<td>0.1272†</td>
<td>0.0919†</td>
<td>0.1708†</td>
<td>0.2734†</td>
<td>0.5012†</td>
<td>0.6847†</td>
<td>0.3461†</td>
<td>0.3584†</td>
</tr>
</tbody>
</table>

Table 5.3: Performance ($HR@k$) for different methods

<table>
<thead>
<tr>
<th>Method</th>
<th>HR@1</th>
<th>HR@2</th>
<th>HR@5</th>
<th>HR@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>OfficialCn</td>
<td>0.1347</td>
<td>0.2069</td>
<td>0.3491</td>
<td>0.4663</td>
</tr>
<tr>
<td>LocalCx</td>
<td>0.1630</td>
<td>0.2631</td>
<td>0.4341</td>
<td>0.5914</td>
</tr>
<tr>
<td>GlobalCx</td>
<td>0.1536</td>
<td>0.2383</td>
<td>0.4109</td>
<td>0.5640</td>
</tr>
<tr>
<td>QDLinker</td>
<td>0.1875†</td>
<td>0.3057†</td>
<td>0.5828†</td>
<td>0.8128†</td>
</tr>
</tbody>
</table>

Most cases. Thus, the ideal value of $P@10$ is slightly above 0.1, QDLinker achieves a very good result of 0.0919 in this sense. On $R@k$ measure, QDLinker significantly outperforms the other baselines for all $k$ values ($k = 1, 2, 5, 10$). It is worth noting that QDLinker achieves the highest recall (0.6847) when $k = 10$. In terms of MAP measure, QDLinker outperforms the three baseline methods OfficialCn, LocalCx and GlobalCx by 34.98%, 19.51% and 54.93%, respectively. On MRR measure, QDLinker outperforms the three baselines by 37.11%, 21.24% and 58.09%, respectively. Similar observations hold on hit rate measure $HR@k$, reported in Table 5.3.

Observe from the results that the content-based method OfficialCn delivers the worst performance on all measures. This implies that content-based approach cannot bridge developers’ intent and content of software documentation. This observation is consistent with our description in Section 5.1 that the software documentation is prepared to give comprehensive coverage without targeting on specific problems, while the programming questions are encountered in specific programming tasks. Therefore, it is essential to utilize the social context available at Stack Overflow to bridge the semantic gap between programmers’ questions and software documentation.
Table 5.4: Results on additional content features

<table>
<thead>
<tr>
<th>Content features</th>
<th>MAP</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without (f_{cn}) features</td>
<td>0.3054</td>
<td>0.3102</td>
</tr>
<tr>
<td>With (f_{cn}) features</td>
<td>0.3461 (↑ 13.32%)</td>
<td>0.3584 (↑ 15.53%)</td>
</tr>
</tbody>
</table>

Figure 5.8: Impact of dimensionality of word embedding

5.4.3 Impacts of Factors on Performance

**Impact of content features.** In our approach, \(f_{cn}\) consists of word overlap count and word overlap count weighted by IDF value. Table 5.4 shows the performance and improvement of considering additional content features \(f_{cn}\). More specifically, considering \(f_{cn}\) improves \(MAP\) by 13.32%, and \(MRR\) by 15.53%.

There are two aspects resulting in the improvement. First, as described above, input of our approach are the pre-trained distributional word vectors. In fact, the word dictionary of our dataset may not cover all the words of English language. The overlap features can provide supplementary information in our approach. Additionally, one of the weaknesses of approaches relying on distributional word vectors is their inability to deal with numbers and proper nouns [Yu et al., 2014, Severyn and Moschitti, 2015]. But when developers issue natural language queries, most of the questions are of type what, when, who that are looking for answers containing numbers or proper nouns. Thus, the model with \(f_{cn}\) features outperforms the one without \(f_{cn}\) features on \(MAP\) and \(MRR\).
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Figure 5.9: Performance in MAP with different layer sizes

**Dimensionality of word embedding.** QDLinker takes in pre-trained word vectors in the input layer and feeds into the convolutional layer. We vary the dimensionality of word embedding and evaluate its impact on MAP and MRR. Figure 5.8 reports the performance of QDLinker using word embedding in different dimensions (50, 100, 200, 300, 400, 500, and 600). The results indicate that the dimensionality of word embedding has very marginal impact on the performance.

The possible reason is that the distributional word vectors varying different dimensions contain enough latent information for building a ranker in our dataset. Thus, when training a ranker, our approach is stable for dimensions of word embedding.

**Impact of layer sizes.** As shown in Figure 5.3, our architecture needs to set the number of neurons (i.e., layer size) in convolutional layer and hidden layer. Figure 5.9 shows the impact of setting different convolutional layer sizes and hidden layer sizes, on the test set. The comparison is based on 200 dimensions of word vectors.

We can observe that performance of ranker greatly depends on the combination of convolutional layer size and hidden layer size. In our dataset, we obtain the best performance when the convolutional layer size and hidden layer size are both 64.
When the combination layer sizes are small, the MAP is around 0.2 only, much lower than the best performance. Too few neurons in the convolutional and hidden layers will result in underfitting, as the neurons cannot capture enough signals to model complex data set. However, larger combination layer sizes does not lead to better ranker performance either, because of overfitting. In addition, a large number of neurons in the convolutional and hidden layers increases the training time.

In summary, dimensionality of word vectors has very marginal impact on the performance. However, the size of convolutional and hidden layers has significant impact on the performance of our model.

5.5 User Study

To the best of our knowledge, there is no existing work on answering programming questions in natural language. Commercial search engines, e.g., Google and Bing, are tools for daily use in software development. It naturally motivates us to compare the returned results with these search engines. If we can improve the performance of search results on the search engines, it will provide convenience not only for developers but also for the companies that provide documentation support.

In the previous set of experiments, we consider the software documentation mentioned in the best answers as the ground truth to questions. This assumption may ignore the other retrieved software documentation which is relevant to the question but is not mentioned in the best answers. That is, although limiting documentation mention in best answer is a good criterion to control the quality of ground truth, the criterion may exclude the relevant results from our evaluation. In this section, we perform a user study to manually evaluate performance of QDLinker against Web search services.

5.5.1 Evaluation Setup

From the test dataset, we randomly select 25 discussion threads and query QDLinker using the questions. The 25 questions are listed in Table 5.5. For each question, we also use Google search engine to retrieve a list of software documentation. Because
Table 5.5: Human evaluation for Google search and QDLinker (BA: the number of ground truth links in best answer. FR: the rank of the first relevant documentation. P@5 and P@10: precision of the first 5 and 10 results. “A_” indicates Java API documentation. “S_” indicates Java language specification. “T_” indicates Java tutorial. The boldface documentation indicate the ground truth documentation in best answers. † indicates the differences between QDLinker and Google are significant with p < 0.05 under t-test).

<table>
<thead>
<tr>
<th>Query</th>
<th>Google Search</th>
<th>QDLinker</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. java switch with simple code</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2. XML parsing in Java</td>
<td>1</td>
<td>0.4</td>
</tr>
<tr>
<td>3. PLAF can’t change button color</td>
<td>1</td>
<td>0.6</td>
</tr>
<tr>
<td>4. match generics with modes</td>
<td>1</td>
<td>0.6</td>
</tr>
<tr>
<td>5. minimise transient variable</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6. write and read multiple byte[] in file</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>7. equality of boxed boolean</td>
<td>1</td>
<td>0.4</td>
</tr>
<tr>
<td>8. resetting and copying two dimensional arrays</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>9. java standard on result of casting a double to an int</td>
<td>2</td>
<td>0.8</td>
</tr>
<tr>
<td>10. registering and using a custom protocol</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>11. why is the protected method not visible</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>12. java date formatting ParseException</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>13. java executor with no ability to queue tasks</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>14. how to replace a JPanel based on user clicks</td>
<td>1</td>
<td>0.6</td>
</tr>
<tr>
<td>15. ambiguous varargs method call compilation error</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>16. why is there no generic type information at run time</td>
<td>1</td>
<td>0.6</td>
</tr>
<tr>
<td>17. raster format exception (Y-height)</td>
<td>1</td>
<td>0.6</td>
</tr>
<tr>
<td>18. rendering corner of a table</td>
<td>1</td>
<td>0.6</td>
</tr>
<tr>
<td>19. java modifying a class directly, null reference</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20. windows azure date format to java date</td>
<td>1</td>
<td>0.4</td>
</tr>
<tr>
<td>21. reading arraylist from a .txt file</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>22. close connection and statement finally</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>23. when are java temporary files deleted</td>
<td>2</td>
<td>0.4</td>
</tr>
<tr>
<td>24. shutdown application gracefully upon</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>25. get single bytes from multi-byte variable</td>
<td>1</td>
<td>0.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Top 3 relevant documents by QDLinker</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 5.1.3. Narrowing Primitive Conversion;</td>
<td>A.java.lang.Number;</td>
</tr>
<tr>
<td>Chapter 5.1.2. Widening Primitive Conversion;</td>
<td>A.java.lang.Double</td>
</tr>
<tr>
<td>Chapter 5.1.1. Determining Accessibility;</td>
<td>A.java.lang.InvokeMethodHandle;</td>
</tr>
<tr>
<td>Chapter 6.6.1. Determining Method Signature;</td>
<td>A.java.lang.invoke.MethodHandle;</td>
</tr>
<tr>
<td>Chapter 15.12.2. Compile-Time Step 2: Determine Method Signature;</td>
<td>A.java.lang.invoke.MethodHandle;</td>
</tr>
<tr>
<td>Chapter 14.3.1. The switch Statement;</td>
<td>A.java.lang.NonNull;</td>
</tr>
<tr>
<td>Chapter 14.11. The switch Statement;</td>
<td>A.java.lang.System.arraycopy();</td>
</tr>
<tr>
<td>Chapter 16. Definite Assignment;</td>
<td>A.java.lang.ThreadPoolExecutor;</td>
</tr>
<tr>
<td>Chapter 8.3.2. Initialization of Fields;</td>
<td>A.java.lang.ThreadPoolExecutor;</td>
</tr>
<tr>
<td>Chapter 5.1.2. Widening Primitive Conversion;</td>
<td>A.java.lang.ThreadPoolExecutor;</td>
</tr>
<tr>
<td>Chapter 5.1.1. Determining Accessibility;</td>
<td>A.java.lang.ThreadPoolExecutor;</td>
</tr>
<tr>
<td>Chapter 5.1.3. Narrowing Primitive Conversion;</td>
<td>A.java.lang.ThreadPoolExecutor;</td>
</tr>
<tr>
<td>Chapter 4.1.3. The try-with-resources Statement;</td>
<td>A.java.lang.ThreadPoolExecutor;</td>
</tr>
<tr>
<td>Chapter 4.12.2. Compile-Time Step 2: Determine Method Signature;</td>
<td>A.java.lang.ThreadPoolExecutor;</td>
</tr>
<tr>
<td>Chapter 4.11. The switch Statement;</td>
<td>A.java.lang.ThreadPoolExecutor;</td>
</tr>
</tbody>
</table>

Average: 2.44 > 1.94 > 0.94 > 0.24 > 1.22 > 0.124 > 0.763 > 0.568

we focus on official documentation in this study, we restrict the retrieved results by Google by set the ‘site’ parameter in the search. For example, the second query in Table 5.5 to Google is “XML string parsing in Java site:docs.oracle.com/javase” using Google search engine in August, 2016. Note that, all the three types of Java documentation (language specification, API documentation, and tutorial) are under the same site: docs.oracle.com/javase.

To measure the performance of QDLinker and Google, we use three metrics [Gu et al., 2016; Raghothaman et al., 2016]. FR is the rank of the first relevant result, as most users scan the results from top to bottom. The smaller the number of FR, the better the performance. The P@5 denotes the precision of the top 5 ranked results. Note that, the relevance of the results are manually labeled by our annotators. Similarity, the P@10 is the precision of the top 10 ranked results.
We recruited two developers to manually annotate the two sets of results from Google and QDLinker, respectively. Each link to software documentation in result list was marked relevant or irrelevant, indicating whether the developer considered this software document is relevant to the query question. The annotation was done individually by the two developers and for inconsistent judgments, the two developers reached a consensus through discussion.

### 5.5.2 Evaluation Results

Table 5.5 shows the performance comparison of Google search and QDLinker. In particular, the symbol “-” in the second column indicates that there is no relevant software documentation returned by Google search in the query. The last row shows the average performance on the three metrics.

Compared with Google search, QDLinker achieves better performance on FR, P@5 and P@10. In most cases (20 out of the 25 queries), QDLinker is able to recommend relevant software documentation at the first position in the result list. The differences between these two approaches in terms of three metrics are statistically significant at $p < 0.05$. That is, QDLinker provides more relevant software documentation in top 10 results than Google search in our user study.

The last column shows web page titles of the top 3 ranked relevant documents by QDLinker, which consist of Java API documentation (marked by A_), Java language specifications (marked by S_) and Java tutorials (marked by T_). For example, in Queries 1 and 2, “S_Chapter 16. Definite Assignment”\(^6\), “A_{javax.xml.parsers. DocumentBuilder. parse()}”\(^7\), “T_Branching Statements”\(^8\) represent a document in language specification, API documentation, and tutorial, respectively. Compared with Google search, we make following observations:

- QDLinker can bridge the semantic gap between question and software documentation. For example, query 5 is “reinitialise transient variable”, and there is no any Java documentation which contains all the three keywords. Google search cannot return relevant results in this query. Likewise, the state-of-the-art API usage

---


\(^8\) [https://docs.oracle.com/javase/tutorial/java/nutsandbolts/branch.html](https://docs.oracle.com/javase/tutorial/java/nutsandbolts/branch.html)
miner [Gu et al., 2016] cannot return any API sequences based on code corpus from Github. It definitely alerts users with the prompt of “Note: your query may not be supported by Java SDK library”. We manually check our training dataset and find that some community users have implemented the task using the class “java.io.Serializable” and method “readObject” in Stack Overflow. Thus, QDLinker can effectively answer this question because it takes into account content and context of software documentation simultaneously.

- QDLinker can effectively answer complex and bug-like queries. For instance, query 17 “raster format exception (Y+height)” and query 19 “java modifying a class directly, null reference” are related to program exceptions. Poorer results were obtained from Google for such kind of queries. On the contrary, QDLinker provided high quality results for such kind of queries, and an example is the API documentation java.awt.image.BufferedImage for query 17.

- QDLinker can effectively answer programming questions which are in specific usage scenarios. For instance, query 18 “rendering combo boxes in a JTable” is about usage of combo boxes in the scenario of “JTable” and query 13 “java executor with no ability to queue tasks” is about of Java executor in the scenario of “queue tasks”. The official software documentation does not serve as good reference for these queries in specific usage scenarios, while QDLinker can provide high quality software documentation for these queries. For example, the API java.util.concurrent.ThreadPoolExecutor is a high-quality API document for query 13.

5.6 Summary

Developers often encounter questions in specific programming tasks. Although programming languages and software packages are well supported by formal documentation, the documentation aims at comprehensive coverage and not on specific tasks. The semantic gap between the developers’ questions and software documentation make it difficult for developers to search for the most relevant documentation. Utilizing the social context available at Stack Overflow, we built QDLinker to bridge the gap
between the questions and documentation. Given a programming question, QDLinker returns the links to the most relevant documentation. The semantic features between questions and software documentation in QDLinker are learned through a four-layer deep neural network. Together with content features, the learned features are fed to a learning-to-rank schema for ranking the most relevant software documentation. Using real questions from Stack Overflow, we show that QDLinker effectively locates the most relevant software documentation to questions, and its performance significantly outperforms baseline methods.

The proposed QDLinker framework may benefit other software engineering problems. First, considering the ability of bridging the semantic gap between programming questions and software documentation, QDLinker could improve official software documentation with the information in questions and answers. Second, current code search does not support natural language. QDLinker can be integrated in code search engines to improve code search performance. Third, this work opens several interesting directions for future work with regard to automatic conversation between humans and computers. In the future, we will explore the applications of QDLinker to these problems.
Distilling Crowdsourced API Negative Caveats from Web Q&A Discussions to Augment Software Documentation

All things are difficult before they are easy.

— Thomas Fuller

Negative caveats of API are about “how not to use an API”, which are often absent from the official API documentation. When these caveats are overlooked, programming errors may emerge from misusing APIs, leading to heavy discussions on Q&A websites like Stack Overflow. If the overlooked caveats could be mined from these discussions, they would be beneficial for programmers to avoid misuse of APIs. However, it is challenging because of the discussions are informal, redundant, and diverse. In this chapter, we propose DISCA, a novel approach to automatically Distilling desirable API negative caveats from unstructured Q&A discussions. Through sentence selection and prominent term clustering, DISCA ensures the distilled caveats are context-independent, prominent, semantically diverse and non-redundant. Quantitative evaluation in our experiments shows that the proposed DISCA significantly outperforms four text-summarization techniques. We also show that the distilled API negative caveats could greatly augment API documentation through qualitative analysis.

6.1 Background and Motivation

Application Programming Interfaces (APIs) are foundations of software development. To program to an API, developers need to know not only “how to use the API”, but also “how not to use the API”. Table 6.1 lists 7 examples of “how not to use an API” extracted from Stack Overflow, a Q&A website for topics in programming. We refer to such “how not to use an API” directives as API negative caveats.

API documentation is an important resource for developers to learn unfamiliar APIs [Kramer, 1999, Robillard and Deline, 2011, Dagenais and Robillard, 2012, Stylos
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Table 6.1: Example API negative caveats extracted from Stack Overflow

<table>
<thead>
<tr>
<th>API Types</th>
<th>API negative caveats</th>
<th>Post ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>java.util.HashMap</td>
<td>Don’t use a HashMap if you are going to have multiple threads, use a ConcurrentHashMap instead. HashMap doesn’t guarantee the order in which elements are returned.</td>
<td>15389917</td>
</tr>
<tr>
<td>java.awt.event.ActionListener</td>
<td>Inner classes, such as your ActionListener, cannot access non-final variables from the scope that contains it. Don’t use an ActionListener to check when the button is selected.</td>
<td>30689818</td>
</tr>
<tr>
<td>javax.swing.JTextArea</td>
<td>The JTextArea will not scroll down with the text. JTextArea is not a component designed for styled text.</td>
<td>630030</td>
</tr>
<tr>
<td>javax.swing.text.html.ListView</td>
<td>You cannot use a ListView inside a ScrollView (any two views that have same orientation scrolling).</td>
<td>8551849</td>
</tr>
</tbody>
</table>

et al., 2009]. By providing important information about functionality, parameters and usage scenarios of an API, API documentation often does a good job at explaining “how to use an API” [Robillard and Deline, 2011, Subramanian et al., 2014]. More often than not, API documentation does not mention any API negative caveats. Even when negative caveats are mentioned, they are often buried in the verbose descriptions of the API and can be barely noticed by developers. For example, Figure 6.1 shows the screenshots of three kinds of typical API documentation.

Not mentioning API negative caveats is not always because API designers are reluctant to document negative caveats. We will use the examples in Table 6.1 to further illustrate this point. First, an API negative caveat is sometimes related to a broader context in which an API is used. For example, java.awt.event.ActionListener is often implemented as an inner class. According to Java language specification, an inner class cannot access non-final variables from the scope that contains the inner class. Second, an API negative caveat may be rooted in the API’s design. For example, javax.swing.JTextArea is designed to display plain text only; as such, it does not support styled text. Third, API negative caveats may also emerge from practical usage scenarios, which API designers are unable to foresee. As an example, it is not expected that javax.swing.text.html.ListView to be used inside a ScrollView.

Nevertheless, once an API negative caveat has slipped programmer’s attention, it is very likely to result in unexpected programming errors. An effective way of seeking solution is to post a question on Stack Overflow, and wait for suggestions from
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Figure 6.1: Examples of three official API documents

other developers. Often, the answers explicitly point out the overlooked API negative caveats and suggest ways to avoid such errors as shown in Table 6.1.

Such Q&A discussions effectively document negative experiences emerging from overlooking API negative caveats in practice. They are also referred to as crowd documentation [Parnin et al., 2012], which generates a rich source of content that complements the official API documentation. If we could extract such crowdsourced API negative caveats like those in Table 6.1, we may highlight the hard-to-notice negative caveats in API documentation or augment the API documentation with the missing negative caveats. Such augmentation would raise developer’s caution to avoid misuse of APIs, or to help them fix errors caused by overlooking API negative caveats. However, these API negative caveats, present in crowdsourced Q&A discussions, are
informal, redundant, and are often related to different aspects of API usage. How to effectively distill API negative caveats from unstructured Q&A discussions is a challenging task.

In this chapter, we present DISCA, an approach to automatically distilling API negative caveats from large-scale unstructured Q&A discussions. To the best of our knowledge, our work is the first attempt to tackle the problem about negative usages of APIs. We formulate the problem as a text-summarization task and identify four desirable properties for the distilled API negative caveats: context-independence, prominence, semantic diversity, and semantic non-redundancy.

Given a set of programming-related sentences extracted from Stack Overflow discussions, DISCA first selects a set of candidate sentences, i.e., sentences mentioning a specific API with negative expressions. Then, DISCA selects context-independent sentences that identify issues about an API usage without referring to the discussion contexts. Next, DISCA selects semantically diverse and non-redundant sentences that cover prominent domain-specific terms through a combination of techniques including relative entropy, term co-occurrence analysis, and set cover.

We conduct both quantitative and qualitative evaluations to demonstrate the effectiveness of DISCA. For quantitative evaluation, we compare the performance of DISCA against four text-summarization techniques as baselines: eigenvector centrality of sentence graph (LexRank [Erkan and Radev, 2004]), topic modeling (LDA [Blei et al., 2003]), sentence clustering (KM [MacQueen et al., 1967]), and sentence diversification (MMR [Goldstein et al., 1999]). Following the common procedure of evaluating text-summarization techniques [Wang et al., 2012, Ganesan et al., 2010], we recruit three developers to generate gold standard summaries of API negative caveats for 10 Java APIs that have different mention frequencies on Stack Overflow. We evaluate the performance of DISCA and baselines with two commonly used metrics: Recall-Oriented Understudy for Gisting Evaluation (ROUGE) and Normalized Discounted Cumulative Gain (nDCG). Our results show that DISCA outperforms the four baselines by 10.60% to 22.47% for ROUGE and 17.63% to 42.87% for nDCG, respectively. Our qualitative evaluation compares the negative caveats that are documented in the API documentation of these 10 Java API types and the ones mined by DISCA. Results
show that official API documentations mention only 6 negative caveats, while **DISCA** distills 164 from Stack Overflow. These 164 negative caveats cover 4 out of the 6 negative caveats mentioned in API documentation (i.e., recall=67%). More importantly, **DISCA** greatly augments the official API documentations of the 10 Java APIs with 146 correct negative caveats (i.e., precision=89%).

### 6.2 Problem Definition

The raw input to our approach is a set of programming-related sentences extracted from online discussion. Such sentences can be easily obtained from Q&A websites such as Stack Overflow. Given an API type, e.g., a class or an interface declared in Java SDK like `java.util.HashMap`, our task is to distill a small set of sentences as negative caveats related to the concerned API. We formulate the problem of distilling desirable API negative caveats as a text-summarization task, through the following three definitions.

**Definition 6.10 (Candidate sentences)**  Let $S_{raw}$ be a set of programming-related sentences from online discussion, and let $x$ be an API type. A candidate sentence for API type $x$ is a sentence $s \in S_{raw}$ that mentions API $x$ and contains negative expression(s). We denote the set of candidate sentences for API $x$ as $S_x$.

**Definition 6.11 (Candidate API negative caveats)** Candidate API negative caveats is a set of sentences, denoted by $Cand_x \subseteq S_x$, after removing context-dependent sentences from candidate sentences.

**Definition 6.12 (Desirable API negative caveats)** Given an API type $x$, a set of desirable API negative caveats is a small subset of sentences, denoted by $A_x \subseteq Cand_x$. $A_x$ represents the semantically diverse and non-redundant sentences that cover the most prominent domain-specific terms related to the usage issues of API type $x$.

Next, we detail the four desired properties: context-independence, prominence, semantic diversity, and non-redundancy.
Context-independence. Sentences in a discussion often reference to other part(s) of the discussion, for example, “The following article addresses this question in some details about HashMap”. We consider such sentences context-dependent. The distilled API negative caveats should be context-independent, so that programmers know a negative caveat without having to refer to the original discussion. Having said that, the property of context-independence does not mean that programmers do not require any additional knowledge about the API to fully understand its negative caveats.

Prominence. Discussion about an API may cover many different aspects, not limited to negative caveats. Consider two sentences “HashMap essentially has $O(1)$ performance” and “HashMap is not synchronized”. The first sentence is about time complexity while the second sentence is our main focus. More specifically, an API negative caveat is usually concerned about some domain-specific terms related to the API usage, for instance multi-thread, synchronization, thread-safe, sort for java.util.HashMap. Identifying such prominent domain-specific terms is crucial for important API usage issues.

Semantic diversity. An API type often has negative caveats related to different ways of using the API. For example, java.util.HashMap does not support multi-thread and does not guarantee element order. The number of sentences on different aspects often varies greatly in discussion. This calls for a proper way of handling data imbalance to avoid getting sentences all for one aspect of an API type. Distilling semantically diverse sentences reveals a more complete picture of an API’s negative caveats.

Semantic non-redundancy. In a large volume of informal discussion, the same API negative caveat may be mentioned many times but in different wording. “A HashMap does not maintain an order” and “This is the property of HashMap where elements are not iterated in the same order in which they were inserted” express similar meaning but have low lexical similarity. In such cases, we would like to select sentences that convey richer information about the API usage, e.g., the second sentence in this example. At the same time, we should avoid selecting other sentences which are semantically redundant.
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6.3 The Disca Approach

To solve the text-summarization problem as defined above, we propose DISCA (for Distilling crowdsourced API negative CAveats), as shown in Figure 6.2.

6.3.1 Input Data

The input data to DISCA includes: a set of APIs identified by their full qualified names and a set of sentences from user discussions. In this work, we focus on classes and interfaces defined in Java SDK as the API types of interest. Sentences are extracted from Stack Overflow, considering its popularity among programmers and the volume of the data. More specifically, sentences are extracted from Stack Overflow posts that are tagged with Java. We preserve the textual content by removing HTML tags, and we remove long code snippets enclosed in `<pre>` `<code>` but keep short code elements in `<code>`. To help to determine the quality of the sentences, we attach votes to sentences based on the number of votes received by its original post.

Based on our observations on Stack Overflow, we remove three types of sentences that are unlikely to discuss API negative caveats. First, the sentences in question are removed, for example “`ListView adapter with HashMap isn’t displaying correctly`”, because these sentences are more likely to discuss programming problems rather than the cause of the problems. Second, the interrogative sentences are removed, for example “`Have you overridden the keySet() method in your HashMap?`”; these sentences pose questions rather than give solutions. Third, we remove opinion-based sentences with subjective opinions, such as “`I’m not sure ...`”, “`I do not think ...`”, etc.

Figure 6.2: Overview of the DISCA framework

---

1 https://docs.oracle.com/javase/8/docs/api/overview-summary.html
6.3.2 Selecting Candidate Sentences

Given an API type and a set of sentences, the first step of our approach is to select a set of negative sentences that mention the API type. The selected sentences are candidate sentences from which API negative caveats will be distilled.

Selecting sentences that mention an API. Because we want to distill API negative caveats of an API, the candidate sentences should mention the given API. This task is often referred to as named entity recognition [Tjong Kim Sang and De Meulder, 2003] and entity linking [Shen et al., 2015]. As entity recognition and linking are not the key focus of this work, we adopt a name-matching strategy to select sentences that mention a given API. More specifically, we use a software-specific tokenizer [Ye et al., 2016a] to tokenize the sentences. This tokenizer preserves the integrity of code-like tokens like `java.util.HashMap` and the sentence structure. If a token in a sentence matches the full or partial name of an API, the sentence is considered mentioning the API. Although this strategy is simple, it has shown effectiveness (precision 0.92 and recall 0.97) in several studies [Treude and Robillard, Ye et al., 2016b, Bacchelli et al., 2011, Rahman et al., 2016] for recognizing mentions of APIs with distinct orthographic features.

When selecting candidate sentences, variations of API mentions have to be taken into account. Informal discussions on social platforms (e.g., Stack Overflow) are contributed by millions of users with diverse technical and linguistic backgrounds [Ye et al., 2016b, Chen et al., 2017]. Such informal discussions are full of misspellings and synonyms [Beyer and Pinzger, 2016, Ye et al., 2016b, Chen et al., 2017]. Consequently, the same API is often mentioned in many different forms intentionally or accidentally. Example mentions of “HashMap” include “hash map”, “hashmaps” and “hash-map”. We resort to the software-specific synonym thesaurus [Chen et al., 2017] to match API-mention variations. This synonym thesaurus documents commonly seen misspellings and synonyms mined from Stack Overflow.

Selecting sentences with negative expressions. API negative caveats are usually expressed in negative sentences, i.e., sentences containing negative expressions. To this end, we use dependency parse tree to detect negative sentences. Dependency parse
Figure 6.3: Three examples of dependency parsing for sentences: “HashMap doesn’t define the order of iteration over the elements”, “Don’t use a HashMap with multiple threads” and “JSONObject does not have too much additional overhead on top of a HashMap”. Note that the two examples on the left hand side are selected as candidate sentences in this study.

It is a directed graph where nodes represent words and edges represent syntactic roles, e.g., nsubj: nominal subject, aux: auxiliary, det: determiner, etc. Among these syntactic roles, we can use negation modifier (i.e., neg) to detect negative expressions. Figure 6.3 illustrates two examples dependency parse trees produced by Stanford Parser. Syntactic roles of negation, i.e., neg(define, n’t) and neg(use, n’t) can be detected from these two examples (highlighted in orange in Figure 6.3).

To ensure the negative expressions are on APIs, we select only negative sentences whose subject or object is a given API. For example, both sentences “JSONObject does not have too much additional overhead on top of a HashMap” and “HashMap doesn’t define the order of iteration over the elements” are negative sentences and both mention HashMap. Only the second sentence is selected as a candidate sentence for HashMap because the negative expression is on the API. More specifically, a given API must exist in nsubj or dobj syntactic role in a sentence, as highlighted in blue in Figure 6.3.

6.3.3 Filtering Out Context-Dependent Sentences

Context-dependent sentences are less meaningful without referring to the original discussion where the sentences appear. We remove context-dependent sentences from the candidate sentences, based on a set of predefined sentence patterns. The patterns

---

2http://universaldependencies.org/en/dep/all.html
3http://nlp.stanford.edu/software/lex-parser.html
4See the full list of defined patterns at http://128.199.241.136/disca/appendix or A.2
are defined from our observation made on the data. The first category of patterns removes sentences that reference to code snippets in the discussion, such as “An equivalently synchronized HashMap can be obtained by ... some code ...”. The second category removes sentences that reference to demonstrative pronoun (e.g., “do this”, “like this”, “this won’t”, etc.), for example, “If you are trying to do this in a single thread, I would recommend HashMap”. The third category removes sentences that reference to another sentence in the discussion (e.g., “see the next step”, “the following”, etc.), for example, “The following article addresses this question in some detail: HashMap requires a better hashCode()”. We refer to the rest of context-independent sentences as candidate API negative caveats, denoted by \( \text{Cand}_x \).

### 6.3.4 Identifying Prominent Domain-specific Terms

An API negative caveat is usually concerned about domain-specific terms related to the particular API usage. Identifying prominent terms in candidate API negative caveats helps to distill frequently-overlooked but important API usage issues.

Inspired by Park et al. [Park et al., 2008] and Chen et al. [Chen et al., 2017], we identify prominent terms by contrasting term frequency of a term in candidate API negative caveats and its frequency in background corpus. Recall that \( \text{Cand}_x \) represents the set of candidate API negative caveats for API type \( x \). For the sentences in \( \text{Cand}_x \), we build a term (unigram) vocabulary \( V_x \) after removing stop words and performing word stemming. For a term \( t \in V_x \), we use relative entropy to weight its prominence: 

\[
w(t) = p(t) \log \frac{p(t)}{q(t)},
\]

where \( p(t) \) is the probability of observing \( t \) in \( \text{Cand}_x \) and \( q(t) \) is probability of observing \( t \) in all Stack Overflow posts that are tagged with the corresponding programming language, i.e., Java in our setting. Based on the term weight, we select the top-\( k \) (\( k=100 \) in this work) ranked terms as the prominent domain-specific terms in candidate API negative caveats. Note that, the setting of \( k \) may not significantly affect the results as the prominent terms will be grouped to semantic aspects, to be discussed next.

### 6.3.5 Discovering Semantically Diverse Aspects

A group of semantically-related terms together reveal a semantic aspect of API usages, for example, \( \text{(thread, synchronization, safe)} \) for the issue of using java.util.HashMap in
multi-thread settings, \((\text{key, hashcode, equal})\) for the element uniqueness issue of \texttt{java.util.HashMap}, and \((\text{order, insert, iterate})\) for the element ordering issue of \texttt{java.util.HashMap}. Clustering semantically-related prominent terms helps to discover semantic aspects of an API, which in turn help to distill semantically diverse API negative caveats.

Semantic relatedness between terms can be discovered from term co-occurrence in sentences [Hua et al., 2015, Lund and Burgess, 1996]. To capture semantic relatedness between all prominent terms, we construct a term co-occurrence graph, where nodes are prominent terms and edges reflect the frequencies of term co-occurrences in candidate API negative caveats. An edge is added between two terms if their co-occurrence frequency is above a threshold. To discovery the different aspects about an API, we cluster prominent terms in the graph into a set of disjoint term communities. In particular, we use Louvain method [Blondel et al., 2008]. It iteratively optimizes local communities until global modularity no longer improves. Figure 6.4 shows the community detection results for prominent terms of API \texttt{java.util.HashMap} in our evaluation. This graph is constructed from the top-100 prominent terms in the candidate API negative caveats, and the edge co-occurrence frequency threshold is set to 3. Observe that the detected term communities are semantically diverse (highlighted in different colors in Figure 6.4). Each term community represents one key semantic aspect of \texttt{java.util.HashMap}, including comparator implementation, element order, key/hashcode, and multiple threads.

6.3.6 Selecting API Negative Caveats

The final step of \textsc{Disca} is to select sentences to represent each term community discovered in the earlier step. We select sentences based on three intuitions: (1) prominence: the selected sentences should be as prominent as possible; (2) quality: sentences should be of high quality, preferred from highly voted answer posts; (3) redundancy: the selected sentences should minimize redundant information.

Based on the three intuitions, we formulate the selection of desirable API negative caveats as a weighted set cover problem. Given an API type \(x\), let \(T_x = \{t_1, t_2, ..., t_N\}\) be a set of \(N\) prominent terms in its term co-occurrence graph. Assume \(M\) term-communities are detected in the term co-occurrence graph, \(i.e., \Phi_x = \{C_1, C_2, ...C_M\}\)
(C_i \cap C_j = \emptyset). For a term-community \( C_m \in \Phi_x \), there are \( K \) prominent terms in this community, i.e., \( C_m = \{t_{1}^{m}, t_{2}^{m}, \ldots, t_{K}^{m}\} \), where the superscript \( m \) indicates the \( m \)-th community, \( t_{K}^{m} \in T_x \) and \( \bigcup C_m = T_x \). Recall that \( \text{Cand}_x \) is a set of candidate API negative caveats for API type \( x \). For each sentence \( s_i \in \text{Cand}_x \), we represent \( s_i \) as a set of prominent terms in the sentence, i.e., \( s_i = \{t_{i1}^{1}, t_{i2}^{1}, \ldots, t_{iW}^{i}\} \) where the superscript \( i \) indicates the \( i \)-th sentence and \( t_{iW}^{i} \in T_x \). The two sentences in \( \text{Cand}_x \) may have overlapping terms. Each sentence \( s_i \) has a \( \text{cost}(s_i) \). The goal is to find a set cover \( \mathcal{A}_x \subseteq \text{Cand}_x \) of minimal total sentence weight to cover all terms in \( T_x \), i.e.,
\[ \text{Minimize } \sum_{s_i \in A_x} \text{cost}(s_i) \]
\[ \text{Subject to } \bigcup_{s_i \in A_x} s_i = T_x \quad (6.1) \]

The \text{costs}(s_i) is computed from two parts: (i) average value of the prominence score of terms in sentence \( s_i \) by \( w(t) \) defined in Section 6.3.4, denoted by \( \text{prom}(s_i) \), and (ii) post score \( \text{post}(s_i) \), the user votes of the post that contains sentence \( s_i \). These two scores are normalized independently based on their corresponding maximum and minimal values. Then \( \text{costs}(s_i) \) is a linear combination of the two scores.

\[ \text{cost}(s_i) = -\alpha \cdot \text{prom}(s_i) - \beta \cdot \text{post}(s_i) \quad (6.2) \]

where \( \alpha \) and \( \beta \) are the coefficients and \( \alpha + \beta = 1 \). The intuitive interpretation of Equation 6.2 is that the selected sentences should be as prominent as possible and have been up-voted by many users. The two coefficients control the trade-off between prominence and quality of sentences (set equal in this work).

The weighted set cover problem in Equation 6.1 is NP-hard [Aho and Hopcroft, 1974]. But there is a polynomial time greedy approximate algorithm, which provides a \( O(\log n) \) approximate solution [Blondel et al., 2008]. Algorithm 3 shows the steps of this greedy approximate algorithm for selecting a set of representative sentences from candidate API negative caveats to satisfy Equation 6.1. Instead of selecting sentences to cover the term set \( T_x \) as a whole, we use a divide-and-conquer strategy that selects sentences for one randomly selected term community at a time (Lines 2-3). This divide-and-conquer strategy, together with non-redundant sentence selection mechanism (Line 7), ensures the semantic diversity of the selected sentences, even though the mentions of API negative caveats related to different semantic aspects of an API are imbalanced.

For a term community \( C_m \), the inner loop (Lines 4-10) continues until the union of prominent terms in the selected sentences \( \psi_m \) covers all terms in \( C_m \). The notation \( |s_i \setminus T(\psi_m)| \) (Line 7) denotes the number of terms in \( s_i \) but are not in the selected sentences \( \psi_m \). The notation \( p(s_i) \) is the production of \( \text{cost}(s_i) \) and the number of newly
Algorithm 3: Greedy Selection Algorithm

Input: candidate API negative caveats $Cand_x$; prominent terms $T_x$; term communities $\Phi_x$

Output: $A_x$: Map of API negative caveats for term communities

1. $A_x = \emptyset$
2. foreach $C_m$ in $\Phi_x$ do // iterate through communities
3.      $\psi_m = \emptyset$; // selected sentences for $C_m$
4.      while $\psi_m \neq C_m$ do
5.          foreach $s_i$ in $Cand_x$ and $s_i \cap C_m \neq \emptyset$ do
6.              Compute $\text{cost}(s_i)$ by Equation 6.2;
7.              Compute $p(s_i) = \text{cost}(s_i) \cdot |s_i \setminus \psi_m|$;
8.          Select $s_j \in Cand_x$ where $p(s_j)$ has the minimal value;
9.          $\psi_m \leftarrow \psi_m \cup \{s_j\}$;
10.         $Cand_x \leftarrow Cand_x \setminus \{s_j\}$; // remove $s_j$ from $Cand_x$
11.        $A_x \leftarrow A_x \cup \{\text{map}(C_m, \psi_m)\}$; // map(key, value)
12. return $A_x$

added terms if $s_i$ is selected (Line 7). The intuition is that the more new terms bring in
by selecting sentence $s_i$, the more likely the sentence will be selected. A sentence once
selected is removed from candidate negative caveats set $Cand_x$ (Line 10). The algo-
rithm returns the map of the selected sentences for each term community as desirable
API negative caveats for API $x$.

Consider the “multiple thread synchronized” term community for java.util.HashMap
(in orange color) in Figure 6.4. Figure 6.5 shows the API negative caveats selected by
Algorithm 3 for this term community. Observe that all three negative caveats are rela-
ted to multi thread and synchronization issues of HashMap, and there is no redundancy.
Instead, the selected sentences together provide complementary information for better
understanding the issues, compared to the sentence “this implementation is not synchro-
nized” in the official API documentation of HashMap. The second and third sentences
even provide alternative APIs that are not mentioned in the official documentation.

6.4 Evaluation

In this section, we first detail the experimental settings, then present quantitative and
qualitative evaluation.
CHAPTER 6. DISTILLING CROWDSOURCED NEGATIVE CAVEATS

Term community: {thread, multiple, safe, synchronized, access, difference, hashtable, concurrent, concurrenthashmap, performance}.

(i) HashMap is not thread safe for concurrent access.

(ii) The important difference between HashTable and HashMap is performance, since HashMap is not synchronized it perform better than HashTable.

(iii) Don’t use a HashMap if you are going to have multiple threads, use a ConcurrentHashMap instead.

Figure 6.5: Selected API negative caveats for the term community “multiple thread synchronized”

6.4.1 Experimental Settings

Data Collection. From the official Java 8.0 website, we obtained 4,240 Java API types. We collect all Stack Overflow posts tagged with Java from the March-2016 data dump as the general corpus. Among the posts, 1,081,439 sentences mention at least one Java API type. For the top 10 most frequently mentioned Java packages, we choose the top 1 frequently-mentioned API type in each package in our evaluation. Reported in Table 6.2 (the first three column), the 10 API types have a wide range of mention frequency (MF) and candidate API negative caveats (Cand_x) ranging from tens to hundreds of sentences.

Parameter setting for DISCA. The configuration of DISCA is based on the performance of a development set (java.util.HashMap). Accordingly, for each of the 10 API types, we use the top-100 prominent terms in its candidate API negative caveats to construct the term co-occurrence graph with term co-occurrence frequency set at 3. The resulting term co-occurrence graph has 3 to 6 term-communities. The $\alpha$ and $\beta$ parameters for cost($s_i$) are set to 0.5.

Baseline methods. We compare DISCA with four text-summarization methods. All methods take candidate API negative caveats for an API type as input, and independently select a subset of sentences as summaries.
Table 6.2: The statistics of Java API types used in evaluations. “Cand” and “DISCA” denote number of candidate API negative caveats and number of negative caveats mined by DISCA, respectively.

<table>
<thead>
<tr>
<th>API Types</th>
<th>Mention frequency</th>
<th>Cand</th>
<th># Term communities</th>
<th>DISCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>java.util.ArrayList</td>
<td>55,802</td>
<td>689</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>javax.swing.JFrame</td>
<td>27,468</td>
<td>302</td>
<td>6</td>
<td>17</td>
</tr>
<tr>
<td>java.lang.NullPointerException</td>
<td>20,079</td>
<td>133</td>
<td>4</td>
<td>24</td>
</tr>
<tr>
<td>javax.xml.bind.JAXB</td>
<td>14,445</td>
<td>191</td>
<td>6</td>
<td>16</td>
</tr>
<tr>
<td>java.io.IOException</td>
<td>7,223</td>
<td>97</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>java.awt.event.ActionListener</td>
<td>7,014</td>
<td>82</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td>java.sql.ResultSet</td>
<td>6,948</td>
<td>94</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>java.text.SimpleDateFormat</td>
<td>6,585</td>
<td>136</td>
<td>5</td>
<td>22</td>
</tr>
<tr>
<td>java.math.BigDecimal</td>
<td>6,568</td>
<td>78</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>java.nio.ByteBuffer</td>
<td>3,139</td>
<td>26</td>
<td>3</td>
<td>6</td>
</tr>
</tbody>
</table>

• **LexRank**: This method selects important sentences based on the concept of eigenvector centrality in a graph representation of sentences [Erkan and Radev, 2004]. Cosine similarity is used to calculate the similarity between two sentences.

• **LDA**: This method represents each sentence in a vector space using Latent Dirichlet Allocation (LDA) topic model [Blei et al., 2003]. For each topic, the sentence with the maximum probability is selected as an API negative caveat.

• **KM**: This method represents each sentence with a TF-IDF vector and performs k-means algorithm [MacQueen et al., 1967] to cluster the sentences, then chooses the centroids in clusters as API negative caveats.

• **MMR**: This method iteratively select API negative caveats with the maximal marginal relevance that measures novelty and diversity of the selected sentences [Goldstein et al., 1999].

**Evaluation Metrics.** We use two evaluation metrics, namely, ROUGE and nDCG.

• **ROUGE** measures the quality of a summary by counting the unit overlaps between a machine generated summary and a set of gold standard summaries.
ROUGE-N is the n-gram recall computed as follows:

\[
ROUGE - N = \frac{\sum_{S \in ref} \sum_{gram_n \in S} Count_{match}(gram_n)}{\sum_{S \in ref} \sum_{gram_n \in S} Count(gram_n)}
\]  

(6.3)

where \( n \) represents the length of the \( n \)-gram, \( ref \) is the set of the gold standard summaries.

In our evaluation, we used ROUGE toolkit [Lin, 2004] (version 1.5.5) with ROUGE-1 (unigram-based) and ROUGE-2 (bigram-based). We also use ROUGE-SU4 that measures unigram recall and skip-bigram recall with maximum skip distance of 4. These three ROUGE measures have been shown to be able to identify machine generated summary that is the most correlated with human summaries [Lin and Hovy, 2003, Ganesan et al., 2010].

- nDCG measures the performance of a ranked list based on graded relevance levels.

\[
nDCG@k = \frac{1}{IDCG} \sum_{i=1}^{k} \frac{2^{rel_i} - 1}{\log_2(i+1)}
\]

(6.4)

In this equation, \( IDCG \) is the discounted cumulative gain of ideal ordering for all instances, \( rel_i \) is the relevance score of the \( i \)-th element in the ranked list. LexRank and MMR output a ranked list of sentences. For LDA and KM, we rank the centroids based on cluster size. In DISCA, Algorithm 3 ranks the API negative caveats for a term community. A ranked list of API negative caveats across communities is then obtained by ranking all term-communities based on the highest degree centrality of the communities. For the relevance judgment, the relevance level of each negative caveat is defined as the number of annotators who select the sentence. For example, the relevance of a negative caveat is 3 if all three annotators select this sentence in their gold standard summary and the relevance is 0 if no annotator selects it.

**Gold standard generation.** To make a fair comparison, selecting the same number of words or sentences is commonly used in the comparison of text-summarization methods [Wang et al., 2012, Ganesan et al., 2010]. In our experiments, for each API type in Table 6.2, we use each of the four baseline methods to select the same number of
API negative caveats as DISCA selects. Then we mix the selected sentences of the five methods for human annotation. The annotators do not know which sentences are from which methods. We recruit three annotators who all have more than 4 years of programming experiences in Java and are familiar with the 10 Java types in Table 6.2. Because there are five methods, we ask each annotator to select 20% of sentences from the mixed sentences, based on the following criteria: (1) the selected sentences should cover prominent and diverse topics, and (2) the selected sentences should be informative and context-independent.

Overall, 25.9%, 19.2%, 14.5%, 20.3% and 20.1% of the selected sentences by annotators are from DISCA, LexRank, LDA, KM, and MMR, respectively. We consider the selected sentences by the three annotators as three independent gold standard summaries for an API type, because the evaluation metric ROUGE can handle multiple gold standard summaries.

**Inter-Annotator Agreement.** We use the Jackknifing procedure [Lin, 2004] to quantitatively assess the inter-annotator agreement. With this procedure, the ROUGE scores are computed over $K$ sets of $K - 1$ reference summaries. That is, each human summary is evaluated against the remaining $K - 1$ gold standard summaries, and the average ROUGE scores are computed as reported in Table 6.3. Observe from the table that the average scores of ROUGE-1, ROUGE-2 and ROUGE-SU4 are 0.7571, 0.6325 and 0.6363, respectively. The largest standard deviation is about 0.0136, which indicates that the ROUGE scores of different annotators are close to the mean. In short, we can see that the annotators have a good agreement amongst themselves.
Table 6.4: Performance of the five methods on ROUGE measures. The best performance is highlighted in bold face. † indicates that the improvements made by DISCA over the best baseline is statistically significant under paired \( t \)-test with \( p \leq 0.05 \).

<table>
<thead>
<tr>
<th>Method</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-SU4</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>0.5473</td>
<td>0.3202</td>
<td>0.3550</td>
</tr>
<tr>
<td>KM</td>
<td>0.6026</td>
<td>0.3498</td>
<td>0.3836</td>
</tr>
<tr>
<td>LexRank</td>
<td>0.6045</td>
<td>0.3555</td>
<td>0.3923</td>
</tr>
<tr>
<td>MMR</td>
<td>0.6097</td>
<td>0.3583</td>
<td>0.3868</td>
</tr>
<tr>
<td>DISCA</td>
<td>0.6269†</td>
<td>0.4152†</td>
<td>0.4374†</td>
</tr>
</tbody>
</table>

6.4.2 Quantitative Evaluation

Comparison against Gold Standard Summaries. We first report the ROUGE and nDCG scores for the negative caveats produced by each method against the gold standard summaries. Table 6.4 reports the ROUGE scores of the five methods, and Figure 6.6 plots nDCG values of these methods at different rank positions. We also list ROUGE-1, ROUGE-2 and ROUGE-SU4 for the 10 Java API types using DISCA in Table 6.5. From the results, we made the following observations.

First, DISCA achieves the best performance against the four baseline methods in terms of all ROUGE scores and all nDCG values. In terms of ROUGE scores, DISCA achieves 22.47%, 12.25%, 10.66% and 10.60% improvements over LDA, KM, LexRank, and MMR, respectively. For nDCG, DISCA achieves 42.87%, 17.65%, 20.01% and 17.63% improvements over the four methods. The improvements are statistically significant for the three kinds of ROUGE scores and nDCG under paired \( t \)-test with \( p \leq 0.05 \). We attribute this to the fact that DISCA takes context-independence, prominence, semantic diversity and semantic non-redundancy into account when selecting desirable API negative caveats.

Second, LDA yields the worst performance in terms of ROUGE scores and nDCG. A challenge in using LDA is to set an appropriate number of topics. In this evaluation, the number of topics is based on the number of API negative caveats that DISCA distills. From the results of LDA, we note that too many topics result in the extracted topics to be similar to each other. On the other hand, too few topics makes the extracted topics less meaningful or non-interpretable. Unfortunately, without prior
knowledge of the distribution of candidate API negative caveats, it is difficult to set the right topic number. According to ROUGE scores in Table 6.4, MMR outperforms KM. That is, the summaries of MMR is closer to gold standard summaries than KM without considering the relevance ranking of selected sentences. However, when considering the relevance ranking of the selected sentences, Figure 6.6 shows that KM outperforms MMR in nDCG values. This is because the sentences selected by KM are ranked by cluster size which reflects the prominence of the selected sentences. The performance of LexRank is comparable to that of MMR, because LexRank takes into account both relevance ranking and diversity. Recall that, LexRank first ranks candidate API negative caveats in a graph model based on sentence similarity. Then it uses a greedy algorithm to select diverse sentences. The main issue of LexRank and MMR is that both are based on sentence-level lexical similarity, which cannot distinguish lexically different but semantically redundant sentences.

Third, although the performance of DISCA varies for different API types in Table 6.5, DISCA outperforms all baseline methods for all API types.\(^5\) Among the 10

\(^5\)Detailed results not reported for the interests of page space.
Table 6.5: ROUGE scores obtained by DISCA on different Java API types

<table>
<thead>
<tr>
<th>API Types</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-SU4</th>
</tr>
</thead>
<tbody>
<tr>
<td>java.util.ArrayList</td>
<td>0.6618</td>
<td>0.4669</td>
<td>0.4855</td>
</tr>
<tr>
<td>javax.swing.JFrame</td>
<td>0.6658</td>
<td>0.4033</td>
<td>0.4311</td>
</tr>
<tr>
<td>java.lang.NullPointerException</td>
<td>0.6605</td>
<td>0.3761</td>
<td>0.4247</td>
</tr>
<tr>
<td>javax.xml.bind.JAXB</td>
<td>0.7296</td>
<td>0.5153</td>
<td>0.5304</td>
</tr>
<tr>
<td>java.io.IOException</td>
<td>0.4733</td>
<td>0.2639</td>
<td>0.2848</td>
</tr>
<tr>
<td>java.awt.event.ActionListener</td>
<td>0.6587</td>
<td>0.3985</td>
<td>0.4311</td>
</tr>
<tr>
<td>java.sql.ResultSet</td>
<td>0.6130</td>
<td>0.3933</td>
<td>0.4128</td>
</tr>
<tr>
<td>java.text.SimpleDateFormat</td>
<td>0.5072</td>
<td>0.3302</td>
<td>0.3465</td>
</tr>
<tr>
<td>java.math.BigDecimal</td>
<td>0.6188</td>
<td>0.4558</td>
<td>0.4709</td>
</tr>
<tr>
<td>java.nio.ByteBuffer</td>
<td>0.6831</td>
<td>0.5512</td>
<td>0.5580</td>
</tr>
<tr>
<td>Average</td>
<td>0.6269</td>
<td>0.4152</td>
<td>0.4374</td>
</tr>
</tbody>
</table>

Table 6.6: Results of inter-method comparison, based on ROUGE measures

<table>
<thead>
<tr>
<th>Method</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-SU4</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>0.5368</td>
<td>0.2617</td>
<td>0.3051</td>
</tr>
<tr>
<td>KM</td>
<td>0.5419</td>
<td>0.2718</td>
<td>0.3142</td>
</tr>
<tr>
<td>MMR</td>
<td>0.5724</td>
<td>0.3073</td>
<td>0.3537</td>
</tr>
<tr>
<td>LexRank</td>
<td>0.5859</td>
<td>0.31357</td>
<td>0.3569</td>
</tr>
<tr>
<td>DISCA</td>
<td>0.6098</td>
<td>0.3431</td>
<td>0.3839</td>
</tr>
</tbody>
</table>

API types, DISCA has the best performance for javax.xml.bind.JAXB and the worst performance for java.io.IOException. For javax.xml.bind.JAXB, most candidate API negative caveats discuss issues related to “XML document”, “unmarshal” and “marshal”. These repetitive discussions have more n-gram overlap, which leads to higher ROUGE scores. For java.io.IOException, it is a common IO exception class which can be thrown in many different scenarios. As such, the sentences that discuss IOException have the least level of overlap, which leads to lower ROUGE score.

Inter-Method Comparison. We now compare the relative performance between one method and the other four methods using the Jackknifing procedure [Lin, 2004]. That is, we treat the summary of one method as machine generated summary, and the summaries of the other four methods as reference summaries. Table 6.6 shows the results of inter-method comparison. The table shows that DISCA achieves the best performance in all ROUGE scores when the summaries of the other four baseline methods
are used as reference summaries. In contrast, the performance of the other four baseline methods are poorer when the summary of DISCA is used as a reference summary. These results indicate that none of the baseline methods can well cover API negative caveats that DISCA distills, but DISCA covers theirs.

6.4.3 Qualitative Analysis

Comparative Study. In this study, we compare the API negative caveats mentioned in official API documentation and those distilled by DISCA. We read the official documentation of the 10 Java API types to annotate the API negative caveats mentioned in these documents. If a distilled API negative caveat and a mentioned API negative caveat both discuss the same aspect of a given API type, we manually judge that they match each other. Table 6.7 reports the results of this comparative study. The three columns show the numbers of negative caveats that are mentioned in official documentation, distilled by DISCA, and the matched.

Observe that only 5 out of 10 official documentation mentions about negative caveats and total 6 negative caveats are mentioned. DISCA manages to identify 4 out of the 6 mentioned negative caveats. One missed negative caveat is about rounding behavior of java.math.BigDecimal class.\(^6\) The other missed negative caveat is from javax.swing.JFrame.\(^7\) By checking our dataset, we find that none of the candidate API negative caveats for BigDecimal mention “rounding mode” or relevant concepts; the same observation holds for JFrame. Searching Stack Overflow website using queries “BigDecimal rounding mode” and “JFrame serialized objects” results in 105 and 45 posts, respectively. We do not find any negative sentences discussing the two issues in the search results. The results suggest that the two missed API negative caveats have not been well discussed on Stack Overflow.

For the 10 API types, DISCA distills 164 negative caveats related to 46 semantic aspects of the 10 API types. Recall that each term-community is considered as a semantic aspect of an API, and it may have several complementary API negative caveats.

\(^6\)If no rounding mode is specified and the exact result cannot be represented, an exception is thrown. https://docs.oracle.com/javase/8/docs/api/java/math/BigDecimal.html

\(^7\)Serialized objects of this class will not be compatible with future Swing releases. https://docs.oracle.com/javase/8/docs/api/javax/swing/JFrame.html
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Table 6.7: The three columns show the numbers of negative caveats that are mentioned in official documentation, distilled by DISCA, and the matched between the two

<table>
<thead>
<tr>
<th>API Types</th>
<th>Mentioned</th>
<th>Matched</th>
<th>DISCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>java.util.ArrayList</td>
<td>1</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>javax.swing.JFrame</td>
<td>1</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>java.lang.NullPointerException</td>
<td>0</td>
<td>0</td>
<td>24</td>
</tr>
<tr>
<td>javax.xml.bind.JAXB</td>
<td>0</td>
<td>-</td>
<td>16</td>
</tr>
<tr>
<td>java.io.IOException</td>
<td>0</td>
<td>-</td>
<td>18</td>
</tr>
<tr>
<td>java.awt.event.ActionListener</td>
<td>0</td>
<td>-</td>
<td>17</td>
</tr>
<tr>
<td>java.sql.ResultSet</td>
<td>1</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>java.text.SimpleDateFormat</td>
<td>2</td>
<td>2</td>
<td>22</td>
</tr>
<tr>
<td>java.math.BigDecimal</td>
<td>1</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>java.nio.ByteBuffer</td>
<td>0</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td>Sum</td>
<td>6</td>
<td>4</td>
<td>164</td>
</tr>
</tbody>
</table>

(see Figure 6.5). We manually examine the 164 negative caveats and find that there are only 18 false positive instances. There are two main reasons for false positive instances. First, DISCA distills 7 programming exceptions as API negative caveats. For example, one of the false positive instances is “Exception: IOException is not compatible with throws clause in Plants.eat()”. This is an exception related to the implementation of a specific program Plants.eat(), but not the API IOException. Second, 11 false positive instances are context-dependent sentences that our sentence filtering patterns fail to filter out. For example, in the sentence “you cannot attach an ActionListener without having to rewrite the controller and the view”, “the controller” and “the view” refer to other parts of the discussion. As such, this sentence is hard to understand without additional context. Although there is a small percentage (about 11%) of false positive instances, DISCA distills 146 correct API negative caveats which can drastically augment the 10 official API documents.

Case Study. As a case study, we present the distilled API negative caveats of four Java API types. We select three API types in Table 6.2: javax.swing.JFrame, java.awt.event.ActionListener, and java.math.BigDecimal, which are mentioned frequently, moderately, and relatively infrequently. We also include java.util.HashMap which has been used to illustrate our approach throughout our discussion. For the four API types, DISCA detects 4, 6, 5 and 3 term-communities, respectively. For each term-community, we list the
Table 6.8: Examples of API negative caveats mined by DISCA

<table>
<thead>
<tr>
<th>Java Class</th>
<th>Negative Caveat</th>
</tr>
</thead>
<tbody>
<tr>
<td>java.util.HashMap</td>
<td>(1.1) HashMap <strong>does not</strong> provide any guarantees of order among its entries.</td>
</tr>
<tr>
<td></td>
<td>(1.2) HashMap <strong>is not</strong> thread safe for concurrent access.</td>
</tr>
<tr>
<td></td>
<td>(1.3) HashMap <strong>does not</strong> need keys to be Comparable but still implements Map interface.</td>
</tr>
<tr>
<td></td>
<td>(1.4) HashMap <strong>cannot</strong> store multiple values for the same key.</td>
</tr>
<tr>
<td>javax.swing.JFrame</td>
<td>(2.1) <strong>Don’t</strong> extend a JFrame, but instead create a local JFrame variable and use it.</td>
</tr>
<tr>
<td></td>
<td>(2.2) JFrame <strong>isn’t</strong> focusable JComponent, you would need to use focusable container e.g., JPanel.</td>
</tr>
<tr>
<td></td>
<td>(2.3) JFrame <strong>does not</strong> extend JComponent and <strong>does not</strong> have a paintComponent method.</td>
</tr>
<tr>
<td></td>
<td>(2.4) You <strong>shouldn’t</strong> set a JFrame visible until all the components have been added.</td>
</tr>
<tr>
<td></td>
<td>(2.5) Calling validate on a top-level component (JWindow, JDialog, JFrame) <strong>will not</strong> necessarily resize that component.</td>
</tr>
<tr>
<td></td>
<td>(2.6) <strong>Don’t</strong> call JFrame#setSize(..) on JFrame rather just call JFrame#pack() before setting JFrame visible.</td>
</tr>
<tr>
<td>java.awt.event.ActionListener</td>
<td>(3.1) You <strong>can’t</strong> add an ActionListener to a JFrame, it does not function like a button and so has no action listeners.</td>
</tr>
</tbody>
</table>
|                                  | (3.2) An ActionListener **can’t** be added to a JPanel, as a JPanel itself does not lend itself to create what is considered to be “actions”.
|                                  | (3.3) **Don’t** implement ActionListener in top classes, use anonymous classes or private classes instead. |
|                                  | (3.4) **Don’t** implement single ActionListener for multiple components.     |
|                                  | (3.5) An ActionListener **cannot** distinguish states on it’s own, it simply responds to a user input. |
| java.math.BigDecimal            | (4.1) BigDecimal **is not** a primitive type.                                 |
|                                  | (4.2) BigDecimal **cannot** support numbers that cannot be written as a fixed length decimal, e.g., 1/3. |
|                                  | (4.3) Unlike Integer and Double, BigDecimal **does not** participate in autoboxing. |

top-1 ranked API negative caveat as a representative caveat in Table 6.8.

For java.util.HashMap, its long official documentation mentions three negative caveats related to *element order, multiple threads synchronization* and *comparable element*. Only the sentence for *multiple threads* is in bold text. Compared with the lengthy official documentation, the API negative caveats (1.1), (1.2) and (1.3) in Table 6.8 show that DISCA helps to surface hard-to-notice API negative caveats. Furthermore, DISCA augments the official documentation with caveat (1.4) about *multiple values for the same key*. This may seem natural, but often overlooked. Making it explicit provides an im-
important reminder for novice developers.

For javax.swing.JFrame, all the mined API negative caveats by DISCA do not exist in its Javadoc. Caveats (2.1) and (2.2) caution users about not extending JFrame and JFrame being not focusable. Moreover, they give alternative solutions at the same time. Caveat (2.3) emphasizes that JFrame has no paintComponent method. Caveats (2.4), (2.5) and (2.6) are on the issues related to setting JFrame visible, validating JFrame, and setting JFrame size, respectively. These API negative caveats are difficult to be documented by API designers, because they mainly emerge from misuse in practice.

For java.awt.event.ActionListener, its Javadoc does not mention any API negative caveats. DISCA distills 5 negative caveats. Caveats (3.1) and (3.2) not only caution users that they cannot add ActionListener to JFrame or JPanel but also explain the reason behind. Caveats (3.2), (3.3) and (3.5) are good but implicit coding practices when implementing ActionListener. It is infeasible for API designers to take all these aspects into account when documenting API, because these API negative caveats can only be accumulated in practice.

For java.math.BigDecimal, although DISCA does not find API negative caveat regarding round mode of BigDecimal, it finds three other negative caveats. Caveat (4.1) warns developers that “BigDecimal is not a primitive type”. Similarly, caveats (4.2) and (4.3) provide two important usage cautions about “fixed length decimal” and “autoboxing”. These to-be-avoided usage contexts are hard to foresee.

6.5 Tool Implementation

To facilitate exploration of the discovered API caveats, we implemented a web interface\(^8\) with three interactive modes, using d3js\(^9\) toolkit and FoamTree\(^10\) framework. The main GUI consists of five components, as indicated on Figure 6.7.

(i) The query input panel is implemented with an API-aware auto-complete method, and the matched queries are displayed as user-friendly responsive drop-down menu.

---

\(^8\)http://138.197.118.157:8000/caveat/
\(^9\)https://d3js.org/
\(^10\)https://carrotsearch.com/foamtree/
(ii) *The interactive panel* provides three modes to explore the discovered API caveats: *FoamTree* mode, *Circles* mode and *Fisheye* model, to be detailed shortly.

(iii) *The term community* shows all prominent terms in a cluster. Each community represents one key semantic aspect of the API type.

(iv) *The link* to the original post on Stack Overflow, from which this caveat is extracted, for accessing the discussion thread.

(v) *The caveat* shows the sentence (i.e., API caveat) discovered by *DISCA*, which mentions the queried API and contains negative expressions.

*DISCA* implements three interactive modes. *FoamTree* mode provides an engaging user experience with animated transitions and zooming, as an effective way to explore the details of API caveats. Unlike FoamTree mode which needs zooming, *Circles* mode provides the whole picture of discovered API caveats within a highly-interactive multi-level pie chart. *Fisheye* mode uses an interactive graph to show the relationships among the terms of API caveats. The node size is proportional to the
degree centrality of the node in the graph. Different colors indicate different term communities. In short, the three interactive modes together facilitate users to explore and understand the discovered API caveats.

6.6 Threats to Validity

This section outlines potential threats to the validity of this study.

The Use of Data. All APIs investigated in our evaluation are Java JDK APIs, and our evaluation uses only Stack Overflow discussions. The framework of DISCA makes no specific assumptions about APIs and discussion data. Therefore, it is generally applicable for other programming languages or third-party libraries or other Q&A websites, which we leave as our future work. Our quantitative evaluation is based on gold standard summaries generated by human annotators. They could be biased. But our inter-annotator agreement analysis suggests that the gold standard summaries used in the evaluation are acceptable.

The Coverage of Candidate Sentences. First, DISCA currently uses a simple name matching strategy to select candidate sentences. Entity linking approaches [Ji et al., 2016, Ye et al., 2016b, Moro et al., 2014] based on machine learning could improve the performance of DISCA, because these approaches can better handle API-mention variations and thus provide more candidate sentences for selection.

Second, based on our observation, important information about a caveat mostly appears in a single sentence on Stack Overflow. DISCA may miss some multiple-sentences caveats because DISCA is designed at single sentence level. However, it is infeasible to get the number of multiple-sentence caveats without manual annotation of the data. We show one example here: “Iterator returned by HashMap are fail-fast while Enumeration returned by the HashTable are fail-safe. Fail-safe is relevant from the context of iterators. If an iterator has been created on a collection object and some other thread tries to modify the collection object “structurall”, a concurrent modification exception will be thrown.” These three sentences are about the caveat of “thread safe”. Although our approach will not extract these three sentences, it will extract “HashMap is not thread safe for concurrent access.” from many other single-sentence candidates for this caveat.
Third, the sentence selection process of DISCA may result in missing some caveats because of some strict restrictions (e.g., removing subjective opinions in Section 6.3.1, selecting explicitly negative sentences in Section 6.3.2, selecting prominent terms in Section 6.3.4). Given the thousands of sentences to be examined during the sentence selection process, annotating intermediate results and analyzing influence factors requires much human efforts, if even feasible. As many sentences are available for important caveats, our proposed approach is able to pick up the representative sentences even though some sentences are missed.

6.7 Related Work

Given the commonality of crowd-generated content, our related work section is divided into three parts: works on crowdsourced knowledge in software development, App review opinion mining, and automatic text summarization.

6.7.1 Crowdsourced knowledge in software development

Several studies have contributed effort on aiding developers in software development using crowdsourced knowledge. The crowdsourced knowledge generally derived from two types of sources: code snippet and textual content. For crowdsourced code snippets, there are studies [Sahavechaphan and Claypool, 2006, Thummalapenta and Xie, 2007] investigating the problem that how to integrate code snippets in Integrated Development Environment (IDE) to recommend code examples during software development. For example, XSnippet [Sahavechaphan and Claypool, 2006], a context-sensitive code assistant framework, allows developers to query a sample repository for code snippets that are relevant to the programming task on hand. Other studies [Brandt et al., 2010, Kim et al., 2009, Zagalsky et al., 2012] investigated the problem that how to build up a new code search by utilizing source snippets on the Web. In addition, a few studies focused on recovering the traceability of various software artefacts, such as the link between source code snippets and official API documentation [Kim et al., 2009, Subramanian et al., 2014] and the link between source code snippets and their learning resources [Dagenais and Robillard, 2012]. Such existing
studies on crowdsourced code snippet are based on code search engines and code static analysis. In contrast, Disca is designed to distill negative caveats which are expressed in natural language.

Another type of crowdsourced knowledge is textual content. Many studies developed tools to integrate Q&A resources into the IDE, such as Seahawk [Bacchelli et al., 2012], and Prompter [Ponzanelli et al., 2013a, Ponzanelli et al., 2014a]. Studies also developed question answering systems to answer programming questions by leveraging official content and social context of software documentation [Li et al., 2016, Li et al., 2018a, Li et al., 2018b]. In addition, researchers have contributed their efforts for program comprehension by using software textual content [Ponzanelli et al., 2013a, Treude et al., 2011]. These existing studies link or recommend crowdsourced knowledge from the point view of “how to use an API” at post level or document level. In contrast, our work distills insights at fine-grained sentence level from the point view of “how not to use an API”. Recently, Treude et al. [Treude and Robillard, 2016] presented SISE, which automatically augments API documentation with insight sentences from Stack Overflow. This work is the closest to our work. However, in [Treude and Robillard, 2016], the authors trained a binary classifier with hand-coded features in a supervised manner and the solution does not consider the factors of redundancy, diversity, and negative expression in summarization algorithm. In short, existing studies focus on general relevance of the recommended knowledge, while our work specifically focuses on negative insights related to API usages. To the best of our knowledge, no prior work has been done on negative usages of APIs.

6.7.2 App review opinion mining

Our work is to summarize the crowd-generated sentences with respect to APIs. It is similar to crowd-generated reviews for Apps. Miao et al. [Miao et al., 2010] exploited the domain knowledge to assist product feature extraction and sentiment orientation identification from unstructured reviews. Wisniewski et al. [Wisniewski et al., 2015] examined two prominent Facebook features that promote confidant disclosures: tagging and third-party applications. The results illustrate the complexity of the trade-off
between privacy concerns, engaging with friends through tagging and Apps, and Facebook usage. Gu et al. [Gu and Kim, 2015] presented SURMiner, which classifies reviews into five categories (i.e., aspect evaluation, bug reports, feature requests, praise and others) and extracts aspects in sentences using a pattern-based parser. Chen et al. [Chen et al., 2014] developed AR-Miner, which helps App developers extract the most valuable information from raw user review data. Vu et al. [Vu et al., 2015] proposed MARK, a keyword-based framework for semi-automated review summarization and visualization.

These existing work focuses on opinion-aspect phrase extraction [Vu et al., 2016] and conducts sentiment analysis of opinion words [Gu and Kim, 2015, Serva et al., 2015]. Although API negative caveats are expressed in negative sentences, they state a neutral fact about API usage rather than a polarity opinion. Thus, sentiment analysis followed by aspect extraction in the above work is generally not applicable for distilling API negative caveats from crowd-generated discussions.

### 6.7.3 Automatic text summarization

In recent years, there has been an explosion in the amount of text data, which needs to be effectively summarized to be useful. Those existing approaches in general fall into two categories: extractive summarization and abstractive summarization. Extractive summarization methods select a few relevant sentences from the original document as a summary. Summary sentence selection therefore is a critical step in the extractive summarization process. Most previous shallow models estimate the salience of a sentence using predefined features, such as lexical chains [Barzilay and Elhadad, 1999], word co-occurrence [Matsuo and Ishizuka, 2004] and centrality [Erkan and Radev, 2004]. Recently, many advanced models are developed to learn deep semantic features. For example, Cao et al. [Cao et al., 2015] developed PriorSum, which applies enhanced convolutional neural networks to capture the summary prior features derived from length-variable phrases. The learned prior features are concatenated with document-dependent features for sentence ranking. Ren et al. [Ren et al., 2017] proposed a neural extractive model, named contextual relation-based summarization, to take advantage
of contextual relations among sentences so as to improve the performance of sentence regression.

Abstractive summarization methods produce a new concise text which includes words and phrases different from the ones in the source document. Structure-based approaches have been studied extensively, such as rule-based [Genest and Lapalme, 2012], ontology-based [Lee et al., 2005], and template-based [Harabagiu and Laca-tusu, 2002] approaches. Recently, semantic-based approaches are widely investigated. Bing et al. [Bing et al., 2015] proposed an abstractive multi-document summarization framework that can construct new sentences by exploring more fine-grained syntactic units than sentences. Nallapati et al. [Nallapati et al., 2016] proposed an abstractive text summarization model using attentional encoder-decoder recurrent neural networks. Paulus et al. [Paulus et al., 2017] proposed a neural network model with a novel intra-attention that attends over the input and continuously generated output separately. This model combines standard supervised word prediction and reinforcement learning for abstractive summarization. Tan et al. [Tan et al., 2017] proposed a graph-based attention mechanism in the sequence-to-sequence framework. This framework introduced a new hierarchical decoding algorithm with a reference mechanism to generate the abstractive summaries.

Although these existing studies leverage advanced NLP techniques to generate summaries, they require a great amount of training data. For the research problem in this paper, there is no training data available. The advantage of our framework is that it is an unsupervised and a data-driven method.

6.8 Summary

This research identifies a new task of distilling crowdsourced API negative caveats from a large volume of programming-related discussion. We present an effective text-summarization approach to distilling context-independent, prominent, semantically diverse and non-redundant API negative caveats. Our approach significantly outperforms other text-summarization methods, including the methods that are based on eigenvector centrality of sentence graph, topic modeling, sentence clustering, and
sentence diversification. Furthermore, our approach greatly augments official API
documentation with crowdsourced API negative caveats and explanations, as well as
suggestions (e.g., alternative APIs) for solving API usage issues. We are developing
web applications that can push distilled API negative caveats when developers read
API documents. All APIs investigated in our evaluation are JDK APIs, and our evalu-
ation uses only Stack Overflow discussions. However, we argue that the framework
of DISCA makes no specific assumptions on the input data, e.g., APIs and discus-
sion. It is generic to other programming languages or other Q&A websites. DISCA
currently uses a simple name matching strategy to select candidate sentences. Entity
linking approaches [Ji et al., 2016, Ye et al., 2016b, Moro et al., 2014] based on machine
learning could improve the performance of DISCA, because these approaches better
handle API-mention variations which will lead to more candidate sentences for se-
lection. As a part of future study, we will mine programming errors related to API
negative caveats to develop semantic search systems that can provide direct answers
to such errors caused by overlooking API negative caveats.
Conclusion and Future Work

Prediction is very difficult, especially if it’s about the future.
— Biels Bohr

All dots are connected.
— Steve Jobs

In this chapter, we first summarize the work this thesis completed and then we outline some of research directions stemming from this thesis.

7.1 Conclusion

In this thesis, we have taken several steps to understand information needs of developers. We also formulated three tasks to address the problem on supporting information needs of developers.

First, we conducted an empirical study to understand information needs of developers based on 29 hours of screen-captured task videos of 20 developers. This work reveals three key insights on the information gap when developers seek and use web resources: (1) developers might have an incomplete or even incorrect understanding of their needs; (2) there is a gap between the producers and consumers of software documentation; (3) many important pieces of information that developers need are explicitly undocumented in software documentation. These findings inspire us to conduct the following work.

Second, we developed LinkLive technique to recommend more correlated learning resources when developers know less. LinkLive uses multiple features, including hyperlink co-occurrences in web Q&A discussions, locations (e.g., question, answer, or
comment) in which hyperlinks are referenced, and votes for posts/comments in which hyperlinks are referenced. A large-scale evaluation shows that our technique recommends correlated web resources with satisfactory precision and recall in an open setting.

Third, we proposed a novel deep-learning-to-answer framework, named QDLinker, for answering programming questions with software documentation. QDLinker leverages the large volume of discussions in Community-based Question Answering to bridge the semantic gap between programmers’ questions and software documentation. Through extensive experiments, we show that QDLinker significantly outperforms the baselines based on traditional retrieval models and Web search services dedicated for software documentation.

Fourth, we proposed DISCA, a novel approach to automatically distilling desirable API negative caveats from unstructured web Q&A discussions. The quantitative and qualitative evaluations show that DISCA can greatly augment the official API documentation.

7.2 Future Work

In this thesis, we have an understanding of information needs of developers towards Web use at the micro-level. We also conducted three studies to develop approaches to support developers’ information needs. However, there are still many issues we did not address. In future, we are going to investigate the following directions:

**Comparative APIs mining.** On Stack Overflow, developers always discuss features of different APIs. These discussions include some comparative sentences about API feature. For example, “Don’t use a HashMap if you are going to have multiple threads, use a ConcurrentHashMap instead.” and “Unlike Integer and Double, BigDecimal does not participate in autoboxing.” The crowdsourced data makes it possible to mine comparative relation of APIs. The relation can help developers quickly master unfamiliar APIs, because developers can distinguish the similarities and differences of two APIs with these comparative relations. Meanwhile, these comparative relations can be augmented in official documentation to call developers’ attentions.
Automatically finding fixes for API-usage-bug caused by API caveats. In Chapter 6, we have mined API negative caveats from web Q&A discussions. We also observe that some developers posted different programming questions which were caused by some API caveats. We call these questions as “API-usage-bugs”. Obviously, these API-usage-bugs are independent of the functional requirements. As shown in Chapter 6, API-usage-bugs are very likely to result in unexpected programming errors because of an incorrect usage of an API. These API-usage-bugs occur repeatedly in different contexts and they are independent of the application domain. This direction aims to automatically find fixes for these API-usage-bug caused by API caveats.

Deep API documentation reader. In Chapter 5, we have developed a model to automatically answer programming questions with software documentation. However, it is a coarse-grained approach at document level. Sometimes, the API documentation is very verbose so that developers must scan it carefully to identify the answer. The direction arms to provide a direct answer from the documentation through a machine reader. More specifically, given a document, a question and an answer, we want to train a reader which can capture the relations among them. For example, for question “what is the default layout in Dialog?” and a document “....The size of the frame includes any area designated for the border. The default layout for a frame is BorderLayout...”, the ultimate goal is to learn the answer BorderLayout from the document. Essentially, it is a reading comprehension task for API documentation.
A.1 Evaluation results of scvRipper

In Chapter 3, we used video scraping tool (scvRipper) to collect data from screen-captured task videos in our empirical studies. In the appendix, we summarize the effectiveness and runtime performance of our scvRipper.

Figure A.1: The screenshot of scvRipper

Figure A.1 shows the Graphical User Interface (GUI) of the scvRipper tool. The analyst can select a screen-captured video. The scvRipper tool parses the video and detect distinct-content screenshots. It lists the distinct-content screenshots in the left panel. The analyst can analyze one screenshot at a time or analyze all the screenshot in batch mode. The scvRipper tool visualizes the intermediate image processing results in the right panel, such as the detected horizontal and vertical lines, the detected visual
cues, and the detected window boundaries. The analyst can zoom-in and inspect these intermediate results to determine the quality of the video-scraped data.

**Runtime Performance.** We ran our `scvRipper` tool on a Windows 7 computer with 4GB RAM and Intel(R) Core(TM)2 Duo CPU. The 29 hours task videos were recorded at sample rate 5 screenshots per second. As such, the 29 hours task videos consists of in total over 520K screenshots. Our `scvRipper` tool took 43 hours to identify about 11K distinct-content screenshots from the 29 hours videos at the threshold $t_{diff} = 0.7$. One distinct-content screenshot on average represents about 10 seconds video. The `scvRipper` tool took about 122 hours to extract time-series interaction data from the 11K distinct-content screenshots, i.e., on average $38.41 \pm 16.94$ seconds to analyze one distinct-content screenshot. The OCR of the scraped image content took about 60 hours.

The current implementation of the `scvRipper`’s core algorithm processes one distinct-content screenshot at a time (i.e., sequential processing). The most time-consuming step of the core algorithm is the second step (i.e., detect individual visual cues). Our definition of the Eclipse IDE and Chrome window consists of about 30 and 20 visual cues respectively. The current implementation detects visual cues in a screenshot one at a time. This step consumes about 97% of the processing time of distinct-content screenshots. Since the processing of individual screenshots and the detection of individual visual cues are independent, the runtime performance of the `scvRipper` tool could be significantly improved by parallel computing [Quinn, 1994] and hardware-implementation of template-matching algorithm [Sinha et al., 2006]. Parallel computing and hardware acceleration \(^1\) could also reduce the time of detecting distinct-content screenshots and the OCR of scraped screen images.

**Effectiveness.** We randomly sampled 500 distinct-content screenshots from different developers’ task videos at different time periods. We qualitatively examined the screenshots that these sampled distinct-content screenshots represent. We found that the `scvRipper`’s image differencing technique (at $t_{diff} = 0.7$ in this study) can tolerate

\(^1\)http://docs.opencv.org/modules/gpu/doc/introduction.html
the reasonable differences between the screenshots caused by scrolling, mouse movement, and pop-up menus. Ignoring these screenshots should not cause significant information loss for data analysis.

We qualitatively examined the results of detected application windows in these sampled distinct-content screenshots. Our scvRipper tool sometimes may miss certain visual cues. As long as some visual cues were detected (over 80% of defined VisualCues in this study), scvRipper usually can still recognize the application window. However, missing some visual cues may result in the less accurate detection of window boundary. For example, the detected window boundary may miss the title bar due to the failure of detecting the corresponding title bar visual cue. Our scvRipper tool can accurately recognize side-by-side or stacked windows. But it cannot accurately detect several (≥ 3) overlapping windows, each of which is only partially visible. However, screenshots with several overlapping windows are rare in our dataset.

We evaluated the accuracy of the OCR results using the extracted query keywords. scvRipper identified 236 distinct-content screenshots that contain a search query. These queries contain 253 English words and 809 Chinese words in total. The OCR accuracy of the English words is about 88.5% (224/253), while the OCR accuracy of the Chinese words is about 74.9% (606/809). The screenshots had low DPI (Dots Per Inch, only 72-96 DPI in participants’ computer) which is lower than the 300 DPI that the OCR tool generally requires. The OCR tool (ABBYY FineReader) we used scaled the low DIP screenshots to 300 DPI and produced acceptable OCR results.

A.2 Predefined patterns for filtering out context-dependent sentences

- Sentences in question body
  Example: ListView adapter with HashMap isn’t displaying correctly.

- Interrogative sentences
  Example: Have you overridden the keySet() method in your HashMap?

- References to code:“: code”, “the above code”, etc.
  Example: An equivalently synchronised HashMap can be obtained by: code.
• References about "do this", "do that", "like this", "like that" "for this", "for that", etc.
Example: If you are trying to do this in a single thread, I would recommend HashMap.
You cannot delete from HashMap like that.
Also, maybe HashMap will be more useful for that task.

• References to another sentence: "see the next step", "the following", etc.
Example: See the next step if you need a mutable list.
The following article addresses this question in some detail: HashMap requires a better hashCode().

• References about "in this way", "in that way", "in this case", "in that case", etc.
Example: Note that I am creating multiple jdbcTemplates in this way and maintaining them in a HashMap.
The HashMap on Class won't work in that case because the Class won't be found.

• References starts with "This+verb", "That+verb", etc.
Example: That depends on what you want to do if the value is not contained in the HashMap.

• References about "as you're doing", "what you are doing", etc.
Example: Then, in the while loop, get the current inner ArrayList as you're doing.

• References about Stack Overflow users :"@user", another documents: "@document", etc.
Example: If it's not annotated with @XmlRootElement, then JAXB does not have sufficient information to marshal it.

• Sentences have no subjects
Example: Can't add to HashMap.

• Subjective opinion: "I'm not sure", "I don't think", "I don't understand", "I don't know", "in my opinion", "I think", etc.
Example: I don't think you should extend HashMap, you should manage an existing Map implementation from the outside.
I'm not sure about HashMap implementation but I think it uses open addressing too.
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