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Abstract

We study a network of Izhikevich neurons to explore what it means for a brain to be at criticality. We first constructed the phase diagram of a single Izhikevich excitatory neuron, and identified a small region of the parameter space where we find a large number of phases to serve as our edge of chaos. We then couple the outputs of these neurons directly to the parameters of other neurons, so that the neuron dynamics can drive transitions from one phase to another on an artificial energy landscape. We measure the statistical complexity of the parameter time series, while the network is tuned from a regular network to a random network using the Watts-Strogatz rewiring algorithm. We find that the statistical complexity of the parameter dynamics is maximized when the neuron network is most small-world-like. We also study the ability of Izhikevich neurons to synchronise and the conditions under which such synchronisation occurs. We then implored the robust hierarchical clustering technique with sliding window analysis based on interspike-intervals (ISI) distance to find the synchronization clusters of neurons their evolution through over time in the form of an alluvial diagram. We seek to gain insights into how a neuronal network processes information from this method.
Chapter 1

Introduction

1.1 Chasing the ever elusive brain research

Since I first began working on projects relating to this thesis back in August 2013, much has changed at the frontiers of artificial intelligence. The earliest prominent use of personal computers were much like the industrial revolutions in machines: to do dumb things but at an amazing speed. The game changed in the 1990s with the discovery of backpropagation algorithm [1] and popularisation of artificial neural networks (ANNs) [2–4] which is said to be inspired by the working principles of a biological neural network. While it may seem that with cognitive computer programs and the endless scaling potential of computing power known as the Moore’s law, we would quickly run out of problems to solve, but it turned out not to be the case. At least not without limits.

I had the honour of attending a talk from a scientist I revered as one of the giants of complexity science, John Henry Holland (February 2, 1929 - August 9, 2015) speaking at East-West Connections - “Cultural Circuits in the Human Brain” (15 - 16 September 2014, Singapore). In this talk, he said: “even with the technology of artificial intelligence today, a person, with a few days of practices, can easily defeat a computer opponent in a game of Go”. The seemingly infinite number of possibilities with the given set of rules in the game are just too vast for traditional
computer algorithms based on exhaustive search to process, yet the human brain is able to do using less time and at a lower cost (in terms of energy consumption). However, this is no longer the case today. AlphaGO, an AI computer program developed by DeepMind, plays the board game Go and shocked the world by beating a human professional Go player without handicaps on a full-sized $19 \times 19$ board in October 2015 [5, 6]. With a combination of machine learning and tree search techniques, together with extensive training from both human and computer play, AlphaGo’s algorithm popularised artificial neural networks again, but this time a different aspect of it: deep learning.

While we celebrate all these achievements, is deep learning the answer to the question of how the brain works? The answer to that is simply no. This is because the brain operates on a very different scale. Robert M. Metcalfe, the director of SiCortex scientific supercomputer firm, mentioned that the brain, working at around 20 watts, is $10^4$ times faster than that of SC5832 super computer working at 20 kilowatts [7]. Jeff Hawkins offers an explanation to the vast difference in computations speeds - memory. Jeff points out the fallacy of comparing a brain to a computer through his thought experiment called ‘one hundred-step rule’ where he argued that the time taken from the light entering the eye to the reaction of the person after recognizing the image involves “a chain no longer than one hundred neurons”, whereas “a digital computer attempting to solve the same problem would take billions of steps” [8].

That said, the debate today is still far from being done and dusted. We believe the thought experiment presented by Hawkins failed to capture the learning and training a human brain received to be able to perform highly complicated task(s). Given the right training and rewiring at the structural level, a computer, in principle, can shave away the millions or even billions of redundant repetitive steps because, after all, memory is not an exclusive technology of the brain.
1.2 Edge of Chaos, Criticality and the Brain

Switching perspective to the natural sciences may offer yet another insight to how the brain operates: the edge of chaos, a phenomenon observed in dynamical systems. Stuart A. Kauffman, another giant of complexity science, used this idea in the late 1980s to early 1990s to explain many biological-like systems that can be seen in many of his works tackling issues on self-organization and far-from-equilibrium dynamics explaining the complexity of biological systems [9–12]. Together with Christopher Langton and Norman Packard, Kauffman advocated that “life exist at the edge of chaos” [13–15]. This leads to the initial suspicion that the edge of chaos is the answer that we are looking for in the brain. However, present consensus among scientists have since moved from the notion of edge of chaos to the use of criticality and more specifically self-organised criticality [16–19]. That said, naturally, the next step is to ask the following three key questions: ① what does it mean for the brain to be at criticality? ② Why is the brain at criticality? And lastly ③ how does the brain get to criticality?

To answer these questions, let me start with logistic map:

$$x_{n+1} = rx_n(1 - x_n)$$  \hspace{1cm} (1.1)

and its bifurcation diagram as an example (Fig. 1.1). As the parameter \( r \) is increased, the logistic equation goes through the period-doubling approach to chaos, i.e. from one fixed point to the 2-cycle, and from the 2-cycle to the 4-cycle and so on until we reach a point \( r \approx 3.5699 \), the edge of chaos where any further beyond there is chaos. Between the ordered regime with few periodic cycles and the disordered regime with chaos, we have a very narrow range of \( r \) where we can have large finite number of periodic cycles. While this example is simple to illustrate and connections had been drawn that it exhibits behaviours that are universal to other systems at criticality: fractal geometry and power-law distributions [20–22], is it however, contested [18]. Nonetheless, we interpret that the brain is at criticality would meant that the brain exhibit properties that are power law distributed.
Secondly, we believe the reason why the brain is at criticality is so that it is the most effective computationally [23, 24]. Being at criticality clearly allows small changes to the control parameter to bring access to rich variation in the meaningful and observable ways that the brain goes about processing information and performing computation.

Lastly, the question on how the brain gets to criticality would lead us to the key research questions in this thesis research. We would like to know how is the encoding of information is done, and thereafter how information is transformed. Further possible research questions like what are the mechanisms and processes involved as the brain go through evolution (animal versus human), development (baby versus adults), and modulation (external effects like drugs).
1.3 Organisation of Thesis

The thesis is organized into five chapters with this being the first.

In Chapter 2, we review the existing literature relevant to the construction and understanding of neuron models, topology of neuron networks and synchronisation of neuronal activities. We will outline the frontier of the existing works and how our thesis builds upon them.

In Chapter 3, we study a network of Izhikevich neurons to explore what it means for a brain to be at criticality. To do so, we first constructed the phase diagram of a single Izhikevich excitatory neuron, and identified a small region of the parameter space where we find a large number of phases to serve as our edge of chaos. We then couple the outputs of these neurons directly to the parameters of other neurons, so that the neuron dynamics can drive transitions from one phase to another on an artificial energy landscape. Finally, we measure the statistical complexity of the parameter time series, while the network is tuned from a regular network to a random network using the Watts-Strogatz rewiring algorithm. We find that the statistical complexity of the parameter dynamics is maximized when the neuron network is most small-world-like.

In Chapter 4, we study the ability of Izhikevich neurons to synchronise and the conditions under which such synchronisation occurs using a sparse representation of the neuron’s voltage time series and a pairwise interspike-intervals distance measure. We then used the robust hierarchical clustering technique with sliding window analysis to extract the groups of neurons that are synchronised at different times. Lastly, we implemented a visualisation tool based on alluvial diagrams in MATLAB to observe the robust synchronised clusters and their evolutions through different time windows of the simulations.

In Chapter 5, we outline the contributions this thesis has made and conclude.
Chapter 2

Literature Review

2.1 A Short History of Computing

Interestingly, the earliest usage of the word ‘computer’ referred to an actual human person who performed calculations and not the electronic device that we are familiar with. That aside, according to the book *A Brief History of Computing* by Gerard O’Regan, analog computers were introduced around early nineteenth century by James Thompson and the first large-scale general-purpose mechanical analog computer was developed in the late 1920s by Vannevar Bush and others at the Massachusetts Institute of Technology [25, 26].

The digital computer came into existence only after the 1940s [25], with binary information being stored in vacuum-tube transistors. Vacuum-tube transistors were later replaced by solid-state transistors invented by Shockley and others in the 1950s [25, 27]. The difference in the information representation between analog and digital computers was the main reason that led to the dominance of the latter.
2.1.1 Representation, Transformation and Logical Operations

Representation of information in an analog computer, can be for example, a single capacitor storing one continuous variable based on the physical quantity such as the voltage, whereas a digital computer used several logical units (vacuum tubes in the early days and later transistors) and each storing only one binary value ‘0’ or ‘1’ [25]. The trade off is the accuracy of the data where analog computers are limited by analog noise while digital computers have quantization noise [25].

After understanding how information is represented, the next question we ask is how the information can be processed and transformed? Analog computers performed operations in parallel [25] while digital computer performed logical operations one bit at a time. The basic architecture for doing so has remained largely unchanged since the 1940s, following the van Neuman architecture [28].

Because digital computers are so common, we may be tempted to think of information representation in the brain in digital terms.

2.1.2 Long- and Short-Term Memory

Understanding long- and short-term memory in today’s computers is relatively simple: modern long-term memory are those data stored in hard disks drives (HDD), solid-state drives (SDD), etc. On the other hand, short-term memory are best understood referring to the random access memory (RAM).

However, this distinction of hardware-to-functionality was not as clear-cut when it comes to the brain in the beginning. The psychology discipline in the 1970s had very intensive debates over the modeling and definition of long-term-memory (LTM) and short-term-memory (STM) and their functionality in learning [29–31]. The debate later shifted focus to the processes involved in memory starting from encoding to sorting and recalling [32, 33]. Many years later, neuroscientists, using functional imaging of brain responses [34–36], mapped out the neuroanatomy
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of memory [36–38]. The general consensus is that the hippocampus is mainly responsible for LTM while the prefrontal cortex is responsible for STM. There is also another class of memory known as the skill memory, which keeps the automatic learned memories like riding a bicycle, and is processed in the cerebellum [39, 40].

The formation of LTM is better understood compared to STM because it involves the strengthening of certain synaptic connections and weakening of others. These changes are permanent, and can be captured through functional imaging techniques [41, 42]. The formation of STM however is more complicated as patterns observed are transient and imaging techniques are still incapable of resolving individual neurons. This raises the next question: apart from knowing where the brain stores memory, how can we find out more about the mechanisms involved?

This ignorance notwithstanding, we understand that, albeit having limited imaging resolution, the data showed the lighting up of a bunch of neurons around the prefrontal cortex whenever the subject is performing activities linked with STM. This suggested a certain level of synchronization at least within the region reported because of the persistent and yet non-permanent signals. Such phenomena of localized synchronization is also often observed in nonlinear systems by physicists.

2.2 Nonlinear Dynamics and Chaos

In the middle of the 20th century, the study of chaos and nonlinear dynamics blossomed. Details of how chaos arises from nonlinear dynamics will not be discussed here, but let us point out that the concept of controlling chaos emerged in the early 1990s and drew much attention from disciplines outside of physics [43, 44]. Methods to control chaos includes parameter variation, entrainment and migration controls, engineering control, and synchronization [44].

As mentioned earlier, in this thesis the synchronization of nonlinear (or perhaps even chaotic) systems are of particular interest. Mirollo and Strogatz reported
the synchronization of pulse-coupled biological oscillators [45] in 1990, where they used an integrate-and-fire model based on Peskin’s model of the cardiac pacemaker. They were successful in demonstrating the emergence of the synchrony both numerically and through some theoretical discussion. However, their direction of research focus shifted in the 1990s into the mathematical analysis of the bifurcation in coupled oscillators [46] which is of less relevance to this thesis. It was not until the early 2000s where we find further applications of nonlinear dynamics analysis in neuroscience related field [47–50]. This development came a puzzling half a century after the first major breakthrough in neuron modeling, by Hodgkin and Huxley in 1952. We will therefore detour a little to talk about neuron models in the next section before coming back to visit further works on synchronization and the brain in the last section of this chapter.

2.2.1 Neuron Model

2.2.2 Integrate-and-fire

One of the earliest known biological neuron model dates back to 1907 when Lapicque introduced the integrate-and-fire model even before the mechanisms responsible for the generation of neuronal action potentials were known [51]. The variant ‘leaky integrate-and-fire’ model was developed later and is vastly popular in the theoretical study of the dynamics in spiking neural networks for its computational efficiency [52–55]. Another variant known as the ‘exponential integrate-and-fire’ model was developed by Romain Brette and Wulfram Gerstner [56], and this showed promise in the prediction of spike timings.

2.2.3 Hodgkin-Huxley

The major breakthrough mentioned earlier was the model by Hodgkin and Huxley in 1952, where they were able to include the dynamics of the voltage-dependent membrane conductances responsible for the observed action potentials [57].
Mathematically, the voltage-current relationship flowing through the lipid bilayer is given by

\[ I_c = C_m \frac{dV_m}{dt}. \]  \hspace{1cm} (2.1)

The current through a given ion channel \((i = \{Na, K, l\})\) representing sodium, potassium, and leakages respectively) is governed by Ohm’s Law as

\[ I_i = g_i(V_m - V_i), \]  \hspace{1cm} (2.2)

where \(V_i\) is the reversal potential of the \(i\)-th ion channel. Hence, the total current through the membrane, \(I = I_c + I_i\), is given by

\[ I = C_m \frac{dV_m}{dt} + g_K(V_m - V_K) + g_{Na}(V_m - V_{Na}) + g_l(V_m - V_l). \]  \hspace{1cm} (2.3)

Since the first major breakthrough in development of neural model by Hodgkin
and Huxley in 1952, numerous biophysically detailed Hodgkin-Huxley-type neural models have been developed [58–62]. All of these models were created with two main aims, firstly be physically accurate and secondly be computationally efficient.

### 2.2.4 Izhikevich’s Simplified Neuron Model

Izhikevich demonstrated that his model was able to achieve both “biologically plausibility of Hodgkin-Huxley-type dynamics and the computational efficiency of integrate-and-fire neurons” [62]. He developed bifurcation methodologies [63] which enabled him to reduce the biophysically accurate Hodgkin-Huxley-type neuronal models to a two-dimensional (2-D) system of ordinary differential equations of the form

\[
\dot{v} = 0.04v^2 + 5v + 140 - u + I, \tag{2.4}
\]

\[
\dot{u} = a(bv - u), \tag{2.5}
\]

with the auxiliary after-spike resetting

\[
\text{if } v \geq 30\text{mV, then } \begin{cases} v \leftarrow c \\ u \leftarrow u + d. \end{cases} \tag{2.6}
\]

Here, \(a\), \(b\), \(c\), and \(d\) are dimensionless parameters, and the notation \(\dot{v} = dv/dt\), where \(t\) is the time. The variables \(v\) and \(u\) are dimensionless and represents the membrane potential of the neuron and membrane recovery variable respectively. The membrane recovery variable, \(u\), provides negative feedback to \(v\) and accounts for the activation of \(K^+\) ionic currents and inactivation of \(Na^+\) ionic currents. The auxiliary after-spike reset activates after the spike reaches its peak (+30 mV) and according to Eq. (2.6). Lastly, \(I\) represents the synaptic currents or injected dc-currents.

The numerical values in Eq. (2.4) were obtained by fitting the spike initiation dynamics of a cortical neuron to allow the membrane potential \(v\) having mV scale and the time \(t\) in ms scale [62]. The parameter \(a\) describes the time scale of the
Figure 2.2: Izhikevich’s simple model. Eq. (2.4) and Eq. (2.5) can reproduce firing patterns of neurons recorded from the rat’s motor cortex. Model parameters as in Fig. 2.3. (Figure obtained from Ref. [62])

recovery variable $u$, while $b$ describes the sensitivity of the recovery variable $u$ to the sub-threshold fluctuations of the membrane potential $v$. The parameter $c$ describes the after-spike reset value of the membrane potential $v$ caused by the fast high-threshold $K^+$ conductances while $d$ describes after-spike reset of the recovery variable $u$ caused by slow high-threshold $Na^+$ and $K^+$ conductances. Through variation of the parameters, various intrinsic firing patterns, including those exhibited by the known types of neocortical [64–66] and thalamic neurons are obtained (see Fig. 2.3). He was able to demonstrate collective behaviors and rhythms similar to that of the mammalian cortex with his pulse-coupled neural network [62].

One example of such application of complex network done by Izhikevich and Edelman extending the simple model to stimulate in large scale in Ref. [67], and they
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Figure 2.3: A summary of parameters used in Izhikevich’s model. Known types of neurons corresponding to different values of the parameters $a$, $b$, $c$, and $d$ in the model described by Eq. (2.4) to Eq. (2.6). RS, IB, and CH are cortical excitatory neurons. FS and LTS are cortical inhibitory interneurons. Each inset shows a voltage response of the model neuron to a step of dc-current $I = 10$ (bottom). Time resolution is 0.1 ms. (Figure and caption obtained from Ref. [62])

used macroscopic anatomy from diffusion tensor imaging (DTI) data derived from magnetic resonance imaging (MRI). The microcircuitry Izhikevich and Edelman used was data based on detailed reconstruction studies of the cat primary visual cortex by Binzegger et al. [68]. Given the success of this model, we decided to adopt the model in constructing the brain network to study the brain at the edge of chaos. Right now, there is still one more missing gap to fill, and that is how much do we actually know about our brain today?
2.3 Neuroscience and Complex Networks

To understand something in science, we have to observe the behavior of a subject, and if possible, perform experiments on it. Since the experiments on a living human is taboo, in neuroscience we are severely limited when it comes to direct observations of the brain. Indirect observation methods developed to overcome such limitations are known as functional imaging techniques. Such imaging techniques include functional magnetic resonance imaging (fMRI), positron emission tomography (PET), and electroencephalography / magnetoencephalography (EEG/MEG). A notable initiative in this field is the Human Connectome Project which “aims to characterize human brain connectivity and function in a population of 1200 healthy adults and to enable detailed comparisons between brain circuits, behavior, and genetics at the level of individual subjects” [69].

Going more in-depth, one would find the early foundations of mapping connectivity in resting-state human brain using fMRI were laid by Biswal et al. and Lowe et al. through finding consistent temporal correlations [70, 71] while Shulman et al. and Raichle et al. working with PET drew similar conclusions [72, 73]. These resting-state research have spurred great scientific interest searching for a baseline state in the human brain [74–85]. These series of research went from studying localized areas of interest to connectivity in large-scale networks.

Apart from advancements from the neuroimaging community, the complexity science community has also become increasingly interested in the high-resolution data coming from functional imaging [86–90]. One such research area is the topology of the connection in brain cells [91]. Much work has been done on describing the connection using small-world networks [91–96]. The emergent of small-world networks found by independent research groups cannot be coincidental. The pursue of using network theory, and particularly of small-world networks, to decipher and understand the functional groups in the brain network will be one of the main themes in this thesis.
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Last but not least, in vitro experiments were also performed. Notably, the work by John M. Beggs et al., on retinal tissue, cortical slices and cultures [97–99]. They developed an initial model to study critical branching [97], neuronal avalanche [98], and spatial and temporal correlations [99]. While this thesis do not work on empirical data, it would be interesting to work with an experimentalist who can construct similar neuronal system to verify our model’s findings.

2.4 Information Processing and Synchronisation

Apart from the topological aspects of the brain, comprehending the mechanism of information processing is also a hotly debated challenge, and therefore we would like to review the signals processing methodologies employed thus far in neuroscience. Early studies built around the idea where the encoding of information is done using the spiking rates of the neurons [100–102]. Bialek et al. identified the weaknesses of these early methods and formulated strategies for characterizing the neural code from the point of view of the organism, culminating in algorithms for real-time stimulus reconstruction based on a single sample of the spike train [102]. This is because a single spike event may be responsible for the discrimination between different stimuli [103, 104], and thus a pure spiking rates analysis is insufficient.

Two large classes of mathematical tools have been developed over the years to tackle this problem, and they are namely (1) phase comparison methods based on Hilbert transform or Fourier transform or any other variants [105, 106] while (2) are distance comparison methods based on time intervals between spikes [103, 107–109]. Both classes of methods provide means to detect and measure the degree of neuronal synchrony - an indication of neurons working together [45, 110–112].
2.5 The Flow of Information and Current Research Gap

To bridge the gap between many fields studying an old problem studying the flow of information in the brain, we need to look broad and deep. Fred Dretske, a philosopher, attempted this by crossing the idea of information theory by Claude Shannon to develop “a theory of knowledge and a philosophy of mind” [113], while neuroscientist generally adopted a more evidence-based approach to map the neural network and attempt to describe the flow of information [114–126]. Our approach is to investigate how information can be encoded in the Izhikevich neuron network in terms of synchronization clusters and demonstrate the flow of information by tracing how the synchronization clusters evolve in such a network over time. This can be seen as a extension to the work done by Diesmann M et al. [127] on how neuron synchrony propagates in a along a fully connected synfire chain.
Chapter 3

Statistical Complexity is Maximized in a Small-World Brain

3.1 Introduction

The brain, often compared to the central processing unit (CPU) of a digital computer, handles and processes information from all our sensory organs. We clearly benefit from its capability to hold thoughts and consciousness, even though the working principles of the brain is not yet fully understood. While neuron level dynamics has been thoroughly studied \[52\], and extensive work has been done to map the functional regions \[128\], we do not have an established theory connecting functional regions to information processing at the whole-brain level. Unlike a digital computer, the brain is complex, and its information processing capabilities might be an emergent property \[129\]. Indeed, the brain is suggested to be critical — with power laws found, first by Bak \textit{et al.} in their learning model \[130\], then by Beggs in neurons grown on petri dishes \[131\], and lastly by Kitzbichler \textit{et al.} in vivo in a functioning human brain \[132\]. These discoveries prompted science journalist to claim that “the human brain is on the edge of chaos” \[133, 134\].
Chialvo further argued that the emergent complex neural dynamics in brains are essential to navigate a complex, critical world [129]. The logic behind the argument is that critical systems can display long-range (power-law) correlations in space and time, and therefore it is very important to allow neural networks that process information from such systems to have neuron-neuron interactions that go beyond immediate neighbours. Indeed, computer scientists have shown that the computational capability of a neural network is maximised at the edge of chaos [135, 136], so that it is able to assign unique non-random outputs to the most number of inputs. Crutchfield and Young earlier developed a measure of statistical complexity based on his $\epsilon$-machines quantifying the information density of complex patterns [137, 138], and found that the complexity of a dynamical system is maximized at the edge of chaos. At the same time, others looking into brain-related networks discovered that they have small-world properties [91–93]. Is this network topology unrelated to the edge of chaos, or is it a consequence of the brain being at criticality? Our goal is to understand the brain more deeply by linking all these parallel concepts to ask broader questions as what it means for the brain to be at criticality? Why is it at criticality? How does it get to criticality? What can it do at criticality? Specifically in this Chapter, we check whether complexity is indeed maximized for a small-world brain.

We organised our Chapter into five sections. In Section 3.2, we explain the need to pick a biologically realistic neuron model. This is because we are interested in emergent phenomenon, therefore we should not use models at the functional or whole-brain level. In the literature, the Hodgkin-Huxley model [57] is the most realistic, but it is at the same time the most computationally expensive. On the other hand, integrate-and-fire models [51] are computationally cheap, but they are not realistic. We strike a compromise by using Izhikevich’s model [62], which balances realism with computational tractability. We then map out the detailed phase diagram of a single neuron which lead us to discover a narrow region of the phase diagram that is reminiscent of the edge of chaos. In Section 3.3, we test whether it is possible to have neurons ‘kick’ each other from one phase to another in this narrow region of the phase diagram, by parametrically coupling
neurons together in an artificial energy landscape. We found that the neurons eventually relaxed to a distribution consistent with equilibrium thermodynamics. In Section 3.4, we measure the transient dynamics of various small-world networks of neurons, and found that the measured statistical complexity of their dynamics peaks close to where the network is most small-world-like, as characterised by the gap between the average clustering coefficient and the average path length.

### 3.2 Izhikevich’s Simplified Neuron Model

Integrate-and-fire models [51] introduced as early as 1907 and their variants [54, 55] were the first ever models used to mimic the dynamics of a neuron. These models were highly popular at first as they capture the essence of neuron firing behaviour without detailed consideration of the biological mechanisms, and at a very low computational cost. On the other hand, the Hodgkin-Huxley model [57], introduced in 1952, was hailed as the first biologically-inspired model that captures not only the overall dynamics of the neuron but also detailed the internal mechanism. Several other biologically-inspired models were developed subsequently [139] aiming to reduce computational cost. We eventually chose the computationally lightweight Izhikevich’s model in which different neuron types corresponds to different parameters (see Fig. 3.1 or Ref. [62]).

![Figure 3.1: Featured parameters used to simulate seven different spiking types in Izhikevich’s model (redrawn from Fig. 2 of [62]).](image)
The summary of parameters used to simulate seven different spiking types in Izhikevich’s model can be seen in Fig. 3.1 or Ref. [62]. The excitatory neurons are divided into three classes: RS (regular spiking), IB (intrinsically bursting), and CH (chattering), while the inhibitory neurons are divided into two classes: FS (fast spiking) and LTS (low-threshold spiking). There are two other neuron types that fall outside of the above classification scheme, and they are TC (thalamo-cortical) neurons and RZ (resonator) neurons.

![Simulated time series of the Izhikevich's neuron model](image)

**Figure 3.2:** Simulated time series of the Izhikevich’s neuron model based on Eq. (2.4) to Eq. (2.6) and parameters provided in Fig. 3.1.

### 3.2.1 Phase Diagram

Even though Izhikevich developed his simplified model relying on the fact that the spiking behaviour changes abruptly when we go from one spiking type to another, he did not sketch a phase diagram for his model. Touboul performed a rigorous analysis on parameters $I$, $a$ and $b$ to identify the bifurcations separating
different spiking phases on the $a$-$b$ parameter space [140], but not on $c$ and $d$ which appears in the reset conditions, Eq. (2.6). Hence, our first order of business is to fully characterize the phase diagram of a single neuron. To do this, we adopted the 4th-order Runge-Kutta method (RK4) with step size $h = 10^{-3}$ to implement Eq. (2.4) and Eq. (2.5) following the steps:

\begin{align}
A_1 &= 0.04v_n^2 + 5v_n + 140 - u_n + I, \\
B_1 &= a(bv_n - u_n), \\
A_2 &= 0.04(v_n + hA_1/2)^2 + 5(v_n + hA_1/2) + 140 - (u_n + hB_1/2) + I, \\
B_2 &= a[b(v_n + hA_1/2) - (u_n + hB_1/2)], \\
A_3 &= 0.04(v_n + hA_2/2)^2 + 5(v_n + hA_2/2) + 140 - (u_n + hB_2/2) + I, \\
B_3 &= a[b(v_n + hA_2/2) - (u_n + hB_2/2)], \\
A_4 &= 0.04(v_n + hA_3)^2 + 5(v_n + hA_3) + 140 - (u_n + hB_3) + I, \\
B_4 &= a[b(v_n + hA_3) - (u_n + hB_3)], \\
v_{n+1} &= v_n + h(A_1 + 2A_2 + 2A_3 + A_4)/6, \\
u_{n+1} &= u_n + h(B_1 + 2B_2 + 2B_3 + B_4)/6.
\end{align}

The terms $A_1$, $A_2$, $A_3$, $A_4$ and $B_1$, $B_2$, $B_3$, $B_4$ are intermediates required to be computed for the variables $v_n$ and $u_n$ respectively. Here $v_n$ and $u_n$ are the membrane potential variable and the membrane recovery variable at time $t = nh$ respectively. Then, with the input of initial conditions $v_0$ and $u_0$, together with the parameters $h$, $I$, $a$, $b$, $c$ and $d$ we can compute from Eq. (3.1) the values of $v_n$ and $u_n$.
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After replicating the results from Izhikevich’s model, further exploration revealed distinct changes in the time series, seen in Fig. 3.3, as the spiking type goes from IB to CH as we vary the parameter in the $c$-$d$ plane. A systematic examination of Izhikevich’s model in the $c$-$d$ plane yields the phase diagram shown in Fig. 3.4. In particular, the “rainbow” CH regime is reminiscent of the period doubling route to chaos in the logistic map, and is thus a very promising area to explore for possible encoding of information, as each “shade” enclosed one distinct spiking time series. We can treat the small region in parameter space with a proliferation of regimes before the system enters the FS regime as the edge of chaos and these different spiking regimes as the basis to build a computational representation of information.
As we have explained in Chapter 1, we believe that the brain is at criticality in order to process complex information sensed from the environment. However, it is possible that the whole brain is at criticality, but none of its functional parts are. Alternatively, the brain can be at criticality at every scale. That is to say, even if we restrict ourselves to examining a small part of the brain, even this small part resides at criticality. We do not know which scenario is true, or whether the biological brain is somewhere between these two extremes. In fact, there is no literature on the frequency distribution of neuron types in a functional brain. In other words, if we imagine we can extract the Izhikevich parameters for each and every neuron in the brain, and plot them as points in the Izhikevich parameter space, we do not know whether these points are uniformly distributed (the whole
brain is at criticality, but not all its parts), or they are clustered (the brain is at criticality at multiple scales). Even though we do not have the answer to the above question, we felt we can still take a baby step forward to understanding the problem of information processing by a brain at criticality by studying a small network of CH neurons all of which are close to the edge of chaos \[141–143\] (and by extension, at criticality). If we can demonstrate that a small network of CH neurons can create a system at criticality to encode information, then a larger network using similar building blocks will then be able to do more.

### 3.3 Parametric Coupling

In the literature, neurons are mostly pulse-coupled \[144\]. Some papers even suggested that learning in the brain is accomplished through changing the synaptic connection strength alone \[41, 145–147\]. Neuron-type plasticity is currently an experimental idea, where we find papers suggesting possible alteration through external effects like viruses \[148\], optical stimulations \[149\], and chemicals \[150\]. In simulation studies of neuron-neuron interactions, plasticity in neurons types have not been thoroughly explored. It appears therefore that the neuroscience community is starting to explore this phenomenon more seriously, in particular to elucidate the mechanism(s) behind the change in excitability of neurons \[151, 152\]. Whatever the nature of non-synaptic neuron plasticity, at the level of Izhikevich’s model it must be mediated by terms where the output of a neuron is directly coupled to the parameters of another neuron, even if the mechanism involve synaptic processes. As we can see, the phase diagram in Fig. 3.4 suggests an alternative adaptation process that can have direct implications on information processing if neuron types can change. Therefore, in addition to pulse coupling, we also introduce parametric coupling, where the parameters of one neuron are affected by the outputs of the neurons it is connected to.

In principle, the spiking activities of the neighbors of a neuron change the local electrostatic and chemical environments it is in. This dynamic environment can
push the neuron from one spiking type to another, provided its parameters are close to the phase boundary between the two spiking types. Unfortunately, a simulation at this level of detail would be prohibitively expensive and complicated. Therefore, as a test of concept we adopt a design approach based on an artificial energy landscape. In this framework, we treat the neuron parameter $Q$ as a particle moving in a *phase-diagram-inspired energy landscape*, $E$, so that it will experience a force $F_e$ due to the potential gradient driving it to the nearest local minimum. The particle also experiences a friction force $F_r$ when moving within this artificial energy landscape. Finally, the particle is connected to other particles through springs, so that they will exert spring forces $F_s$ on each other. With the aid of Verlet integration, we can write these equations of motion mathematically as

$$Q_{n+1} = 2Q_n - Q_{n-1} + Ah^2, \quad (3.2)$$

$$A = A(Q_n) = (F_e + F_s + F_r)/m, \quad (3.3)$$

$$F_s = -K_s \sum_{i \neq j}^{\text{neighbours}} (Q^{(i)} - Q^{(j)}) \theta(v^{(j)}), \quad (3.4)$$

$$F_r = -K_r Q_n/Q_{n-1}/h, \quad (3.5)$$

$$F_e = \frac{dE(Q_n)}{dQ_n}. \quad (3.6)$$

In the above equations, $Q$ parametrizes the straight line going from $(c, d) = (-55, 4)$ to $(c, d) = (-50, 2)$. This effectively reduced the parameters values in Fig. 3.3 to $Q = -2$ for RS, $Q = 0$ for IB, and $Q = 1$ for CH. Here, $Q_n$ are the values of $Q$ at time step $t = n \cdot h$, while $h = 10^{-3}$ is the integration step size, $K_s = 25$ is the spring constant, and $K_r = 1$ is the friction coefficient. The choice of the spring and friction coefficients are such that the parametric interactions are preserved at a reasonable scale and the results do not vary drastically so long the parameters are kept at similar magnitudes. The superscripts in Eq. (3.4) refers to the index of the neuron node. The Heaviside step function $\theta(v^{(j)})$ term in Eq. (3.4) ensures the update of $Q^{(i)}$ occurs only when its neighbour neuron $j$ is spiking.
3.3.1 Phase-Diagram-Inspired Energy Landscape

To construct an artificial energy landscape with a ‘thermodynamic’ equilibrium that is consistent with the phase diagram, we determine the sharp regime boundaries from the various spiking types displayed in Fig. 3.3 and the counting of number of peaks per unit time in Fig. 3.5(*top*), and assign these as energy value of zero in the artificial energy landscape. We then assign a negative energy value whose magnitude is proportional to the width of the spiking regime at the middle of each spiking regime. Once these two sets of points on the artificial energy landscape have been identified, we fit a cubic spline through them to obtain the energy landscape as shown in Fig. 3.5(*bottom*).

While one may realized that it is also possible to simulate parametric dynamics over the full \((c,d)\) parameter space. This would be a lot more involved numerically compared to what we have done in this Chapter. More importantly, an energy landscape over the full \((c,d)\) parameter space would consists of multiple elongated flat directions. A neuron anywhere along a flat direction would be in the same \(\text{CH}n\) spiking phase, so the most important aspect of its parametric dynamics would be that normal to the phase boundary. Fortunately, when we chose to restrict our simulations to the straight line parametrized by \(Q\), this straight line is very close to being normal to the set of \(\text{CH}n\) phase boundaries. Ultimately, if we want to be strictly normal to all phase boundaries, we would need to restrict our simulations to be along a curve, which would again be more troublesome.
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Figure 3.5: Top: Boundaries of each of the various spiking regimes found by collecting long times series of each of the parameter values from $Q = 0$ to $Q = 2$ (showing only $Q = 0$ to $Q = 1.4$ because beyond this value of $Q$, the neuron is in the FS regime) in steps of $4 \times 10^{-5}$ and using peak analysing technique to segregate and count the various peak type observed. The vertical axis represents the number of peaks per unit time, and spiking types are labelled in Roman numbering as illustrated in Fig. 3.3. Bottom: Phase Diagram Inspired Energy Landscape obtained by performing a cubic spline of critical turning points of the boundaries and their midpoints. The absolute value of the energies is inconsequential to the dynamics, thus the energy at the boundaries is arbitrarily set to 0 while that of their midpoints is set to the difference of the parameter values at the boundary.
3.3.2 Quasi-Equilibrium Distribution of Parameters

To perform a computation, we need to first be able to represent different information. In a digital computer, this is done by using strings of ‘1’s and ‘0’s, representing the on and off states of logic gates. In principle, other forms of representation can also work. For example, the distinct spiking regimes in the Izhikevich neuron model can be used as a representation. To use such a basis, the spike type must be able to switch from one to another during the course of a computation. Indeed, when the parameters of our coupled neuron system were allowed to vary in the energy landscape, we achieved a quasi-equilibrium distribution of the parameters, as shown in Fig. 3.6.

In this quasi-equilibrium distribution, we can estimate the analogous of a temperature of the system using the ratio of probabilities of parameters in each energy well (known as the Boltzmann distribution) and the energy differences of the wells in the Boltzmann factor: \( \frac{P_1}{P_2} \propto \exp\left(-\frac{\Delta E}{T}\right) \). Starting with a ring network of neurons, we find that with increasing rewiring probability, the temperature of the system increases, as seen in Fig. 3.6(c). This means that the system can easily switch from one spike type to another spike type. However, an infinite temperature is not desirable here, as that would quickly randomize the information.

3.4 Complexity and Small-World Network

Like many other brain scientists, we believe that information encoding in the brain is not done at the level of single neurons, but over a network of neurons [86, 129]. Hence, the final missing ingredient to understanding information encoding in the brain is the topology of the neuron network. For this final part of the study, we chose to work with small-world networks. This network topology allows a neuron to trigger another neuron far away and is even capable of self-sustaining activity [94, 153–155]. Moreover, many papers have also found that the small-world property is a prominent common ingredient in the functional network of the
human brain [91–93]. In particularly, Sporns et al. found by generating a family of networks that the complexity of the static network topology is maximized in small-world-like networks, and even more so in network topologies derived from actual neuroanatomical data [156].

To set up our small-world network, we used the Watts-Strogatz [157] rewiring algorithm to generate networks with \( N = 200 \) nodes, each connected to \( 2k \) other nodes. This algorithm allows us to continuously tune the network from a regular ring network (with \( N \) nodes each connected to the nearest \( k \) neighbours) to a fully random network, by adjusting the probability, \( p \), of rewiring the connections.
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(see Fig. 3.7). Newman and Watts also proposed an alternative way to link distant nodes, by starting from the regular network, and adding shortcuts between randomly chosen pairs of nodes [158]. We call this the shortcut algorithm.

![Figure 3.7: Effects of rewiring probability. Three networks with $N = 200$ nodes each connected to the nearest $k = 3$ neighbours with increasing rewiring probabilities, (a) $p = 0$ (regular ring), (b) $p = 1/32$ (small-world), and (c) $p = 1/2$ (random).](a) (b) (c)

3.4.1 Complexity Measures

The hypothesis we would like to test in this section is that the brain is in a self-organized-critical state, within which it has a large complexity, and also a small-world network topology. Self-organised criticality (SOC), proposed by Per Bak in 1987 [159, 160], is a concept closely intertwined with complexity [161]. However, while the concept of SOC is well established and clearly defined [159, 160, 162], that of complexity is generally understood but lacks unanimous definition [163]. Many have offered methods to compute or estimate the complexities of dynamical systems [138, 164]. In particular, using the $\epsilon$-machine representation of a process, Crutchfield showed that complexity is maximised in dynamical systems as they approach the edge of chaos as well as other systems at criticality [18, 138].

With this in mind, we seek to find the parallel phenomenon of complexity peaking between order and disorder in our computational model of neuron dynamics. However, instead of measuring Crutchfield’s $\epsilon$-machine complexity, we measured the statistical complexity $C_{LMC}$ introduced by Lopez-Ruiz, Mancini, and Calbet [164]. This $C_{LMC}$ complexity measure is a good estimate of complexity based on a
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A probabilistic description of the dynamics, and is also computationally lightweight in comparison to Clutchfield’s $\epsilon$-machine. $C_{LMC}$ is also also rigorously studied [163, 165, 166] and choice of candidate for further improvisation [167] and generalisation [168].

For a system with $N$ accessible states $x_1, x_2, ..., x_N$ each with corresponding probabilities $p_1, p_2, ..., p_N$, the $C_{LMC}$ complexity is defined as

$$C_{LMC} = H \cdot D,$$  \hspace{1cm} (3.7)

where

$$H = -\sum_{i=1}^{N} p_i \log p_i$$  \hspace{1cm} (3.8)

is the Shannon entropy, a measure of disorderedness, and

$$D = \sum_{i=1}^{N} (p_i - 1/N)^2$$  \hspace{1cm} (3.9)

is named as the disequilibrium. With this definition we have the complexity $C_{LMC} = 0$ in both a fully ordered system where the entropy $H = 0$, and in a equilibrium system where the probabilities of the states are uniformly random $D = 0$ despite having high entropy $H$. For any other system the complexity $C_{LMC}$ will have a value higher than zero which represents that the system is neither completely ordered nor in equilibrium (see Fig. 3.8 Left for more details on the calculations of $C_{LMC}$). The relationship between $C_{LMC}$ and $H$ gets complicated quickly with larger systems ($N > 2$). Fig. 3.8 Right illustrate a $N = 3$ states system where multiple combinations of probabilities $p_i$ results in the same magnitude of entropy $H$ yet different complexities $C_{LMC}$. However the fact remains that $C_{LMC}$ does not grow indefinitely with entropy $H$. 
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3.4.2 Maximising of Complexity

The key network parameters to define a small-world network is the local clustering coefficient $C$ measuring the cliquishness of a typical neighbourhood and characteristic path length $L$ measuring the typical separation between two vertices in the graph [157]. More concretely, $C_i$ of a particular $i^{th}$-node is calculated by the proportion of links between the vertices within its neighbourhood divided by the number of links that could possibly exist between them, hence the network average clustering coefficient is $C(p) = \frac{1}{N} \sum_{i=1}^{N} C_i$ where $p$ is the rewiring probability tuning the network topology and $N$ is the total number of nodes. As for the characteristic path length we have $L(p) = \frac{1}{N(N-1)} \sum_{i\neq j} d(i,j)$ where $d(i,j)$ is the shortest distance between $i^{th}$ and $j^{th}$ node.

As we tune the $N = 200$ and $k = 3$ network by increasing the rewiring probability $p$, we find in Fig. 3.9 that the characteristic path length $L(p)$ decreases rapidly, whereas the average clustering coefficient $C(p)$ remains large and only starts its rapid decrease after $p$ becomes large enough. The network is close to being regular when $L(p)$ and $C(p)$ are both large, and is close to being random when $L(p)$.

**Figure 3.8**: Illustration on Statistical Complexity. Left: Plot of the statistical complexity $C_{LMC}$, entropy $H$ and disequilibrium $D$ versus the probability of obtaining a head outcome in a biased coin ($N = 2$ states) system. To calculating $C_{LMC}$ in a 2-state system we can simply rewrite Eq. (3.8) and Eq. (3.9) as $H = -[p(\text{head}) \log p(\text{head}) + p(\text{tail}) \log p(\text{tail})]$ and $D = \{[p(\text{head}) - 1/2]^2 + [p(\text{tail}) - 1/2]^2\}$. Since we have $p(\text{head}) = 1 - p(\text{tail})$, the graph is symmetrical about $p(\text{head}) = 0.5$. Right: Plot of the statistical complexity $C_{LMC}$ versus the normalised entropy $\tilde{H}$ for $N = 2$ and $N = 3$ states systems.
and $C(p)$ are both small. In between these two extremes, the network has small $L(p)$, but large $C(p)$, and is manifestly small-world. Therefore, the ratio $S_w(p) = C(p)/L(p)$ has a peak at intermediate rewiring probability $p$. When we apply the shortcut algorithm, $L(p)$ has the same behavior as the probability $p$ of adding a shortcut increases. However, $C(p)$ remains large even at large $p$, so there is no well-defined peak in $S_w(p)$.

Figure 3.9: Left axis: Plot of clustering coefficient $C(p)/C(0)$ and characteristic path length $L(p)/L(0)$ of the networks, both scaled so that their maxima are one, with varying rewiring probabilities, $p$. The ratio between these two properties, $S_w(p) = C(p)/L(p)$, is indicative of the transition to a small world network. In this figure, $S_w(p)$ is also scaled so that its maximum is one. Right axis: Plot of the statistical complexity $C_{LMC}$ versus the rewiring probability $p$, averaged over the parameter time series $Q(i)(t)$ of the $i = 1, \ldots, 200$ neurons. We do not show the clustering coefficient $C(p)$ versus varying probability $p$ to add a shortcut because the original $k$-nearest-neighbor network was not destroyed by adding shortcuts, even at very high $p$, and thus the resulting network is not fully random. Note: Connecting lines were added the data points only to enhance visibility of the trends.

The calculation of the $C_{LMC}$ statistical complexity is obtained first by reducing the dynamics of $Q(i)(t)$ to its symbolic dynamics of the nine CH regimes (indicated
by Roman numerals in Fig. 3.3. This is done by computing the averages of $Q(t)$ over non-overlapping time windows of 50 time steps each. Since one time step is equivalent to $1 \times 10^{-3}$ time unit, the size of each time window is equivalent to $\Delta t = 0.05$. Secondly, a scale of 4 is chosen to analyse as states of the system resulting in a total of $9^4$ possible states, which is comparable to using a scale of 12 for $x < \frac{1}{2}$ and $x > \frac{1}{2}$ in the logistic map, i.e. $2^{12}$ states [164]. Lastly, we collect the symbolic time series of all $N = 200$ neurons over the 10,000 time windows, and over 40 different initial conditions, to determine the probabilities of each of the $9^4$ symbolic state. With this probability distribution, we calculate the values of $H$, $D$ and $C$ using Eq. (3.7) to Eq. (3.9).

Moving from an ordered ring network to a random network, we demonstrated in Fig. 3.9 that the statistical complexity $C_{LMC}(p)$ of a network of parameter-coupled neurons evolving within a phase diagram inspired energy landscape peaks close to the peak of $S_p(p)$. In other words, the peak in statistical complexity coincides with the peak in small-world character of the neuron network. This result suggests that for the brain to maximize its statistical complexity at criticality for effective information processing, it should also have the strongest small-world character.

### 3.5 Chapter Conclusions

In this Chapter, we explored the plausibility of information processing in brains that are at criticality, and how this information processing is related to the empirically observed small-world topology of brain functional networks. We do this by selecting the CH region in the phase diagram of a Izhikevich neuron. This has the characteristics of being at the edge of chaos, i.e. many distinct CH regimes are accessible within a small parameter region. We then couple Izhikevich neurons such that the output of a neuron changes the parameters of neurons it is coupled to. We called this parametric coupling, and simulated the dynamics of the set of neuron parameters on a phase diagram inspired energy landscape.
Using the rewiring algorithm of Watts and Strogatz, we interpolate between regular neuron networks, small-world neuron networks, and random neuron networks, and find that the statistical complexity of the neuron dynamics peaks when the small-world character of the network also peaks. This suggests that the small-world character of brains is connected to the statistical complexity of brains sitting at criticality.

With this proof of concept, we now have the foundation to move the study forward to understanding how information can be actually encoded and processed within such neuron networks. We would then move on to identifying possible built-in logics gates in the network that can manipulate information. These should be small but over-represented dynamical motifs that appear in brain information processing. With these, we aim to better understand the computational capability of the brain at criticality. We believe that in science, it is not only important to obtain results, but also to ask the right questions that would frame the problem. What it means for the brain to be criticality? Why is it at criticality? How does it get to criticality? What can it do at criticality? The entire set of questions constitutes an ambitious research program that would take much time to be completed. The results we present in this Chapter partially answers some of these questions, and should be appreciated in this light.
Chapter 4

Robust Clustering Analysis of Synchronisation in Small-world Brain Networks

From Chapter 3, we understood that the neuronal network on a Small-World topology contains much potential for information processing in terms of statistical complexity. To build on this idea further, we would like to understand how the brain stores and processes information, and hopefully identify key mechanisms that demonstrate such capabilities.

Synchronisation in neuronal activation as covered in Chapter 2, is the key indicator of brain functional activity. Here our challenge is finding a good and reasonable measure of synchrony of the spiking times series for our project. Phase analysis method such as the Hilbert transform [105, 106] discussed earlier in Chapter 2 were tested but cannot be use in our study, because it is too expensive computationally to store high-resolution time series generated by our simulations, and the technical difficulty to perform such analysis ‘on-the-fly’ to avoid storing the full time series. Another issue we faced regarding the use of the phase analysis methods is the long ‘resting’ state of the neurons versus the short ‘spiking’ state. This results in poor
detection of the phase-lock when calculating the synchrony as the spike duration is heavily outweighed by the ‘resting’ state.

In this chapter, we demonstrate the viability of using spike times series distance measuring technique to better identify synchronisation activities. We then used hierarchical clustering to identify the synchronisation clusters, and visualized the flow of such synchronization activities in the form of alluvial diagrams.

4.1 Pairwise ISI-distance

Kreuz et al. developed the “interspike-intervals (ISI)” distance measure [107, 108] that is independent of rest time as it capture only the moments a neuron spikes. Other sophisticated distance measuring methodologies exist [103, 109], but we tested the ISI distance, and found that it was good enough for us to detect synchrony.

To measure the distance between a pair of neurons, Kreuz et al. first denoted the spike times as $t^n_i = t^n_1, ..., t^n_{M_n}$ where $M_n$ is the number of spikes for neuron $n$ with $n = 1, ..., N$. They then defined the current interspike interval for any time instant $t^n_1 < t < t^n_{M_n}$ to be

$$x^n_{ISI}(t) = \min(t^n_i | t^n_i > t) - \max(t^n_i | t^n_i < t) - 1$$

To achieve “a time-resolved, symmetric, and scale-invariant measure of the relative firing-rate pattern” [108], they defined the instantaneous ISI-ratio between any pair of neurons $i$ and $j$ to be

$$I_{ij}(t) = \begin{cases} 
\frac{x^n_{ISI}(t)}{x^j_{ISI}(t)} - 1 & \text{if } x^n_{ISI}(t) \leq x^j_{ISI}(t) \\
-\left(\frac{x^n_{ISI}(t)}{x^j_{ISI}(t)} - 1\right) & \text{otherwise}
\end{cases}$$

This definition allows ISI-ratio to be 0 for identical $x^n_{ISI}(t)$ and approaches $-1$ or 1 if either of the $x^n_{ISI}(t)$ is vastly different from the other. Since the sign (be
it positive or negative) does not matter for our purpose, the absolute value is considered when the ISI-distance is defined and integrated over time:

\[ D_{ij} = \frac{1}{T} \int_{t=0}^{T} dt |I_{ij}(t)|. \] (4.3)

4.1.1 Sparse Representation of Times Series

The greatest advantage this method affords for our study is that it only requires the spiking times. This allowed us to reduce the time series to binaries with ‘0’ representing the non-spiking state and ‘1’ representing the spiking state. Since spikes are sparse relative to the resting states, we can store the long time series of large networks using the sparse matrix data structure in MATLAB with small and manageable memory size (see Fig. 4.1).

**Figure 4.1:** Sparse Representation of Times Series. A sample of five time series over a period of \( t = 1000 \) ms were displayed in (a) as full is reduced to the symbolic fire time in (b). The integration step size used here is \( h = 0.01 \) ms and storing five of such full time series would occupy \( 8 \times 1000 \div 0.01 = 8 \) MB. When we actually simulate the neuronal system, the number of neurons and resolution used will be scaled up and the memory usage will quickly exhaust the computing resource available.
4.2 Robust Hierarchical Clustering

With the pairwise ISI-distances between times series, we can now perform hierarchical clustering to separate and identify groups of neurons participating in synchronous activity. Hierarchical clustering is a widely-used and well-known textbook method [169, 170], and has several algorithms such as the single linkage (SLHC) computing the shortest distance between elements of two clusters, the complete linkage computing the furthest distance between elements of two clusters, and lastly the average linkage (ALHC), computing the average distances between elements of two clusters. Quoting from MATLAB’s documentation on hierarchical clustering [171], these algorithms are used to “link pairs of objects that are in close proximity”, and as individual elements “are paired into binary clusters, the newly formed clusters are grouped into larger clusters until a hierarchical tree is formed”.

Hierarchical clustering give a fairly good picture of what synchronization clusters are present in a given time window after reordering the neurons in accordance their clusters. However, even after the reordered pairwise ISI-distance matrix is shown as a colormap (see Fig. 4.2), we see relatively strong cross correlations in the off diagonal blocks. This is a well known limitation of the hierarchical clustering algorithm [172–175]. We can be more certain that we are tracking the right groups of neurons when we perform sliding window analysis (see 4.3) by using an additional procedure developed by Teh et al. [175] to discover the robust clusters. The idea revolves around the fact that these strong off-diagonal correlations tells us how clusters interact with each other, and these interactions should be taken into account when we search for robust clusters. Teh et al. defines
a robust cluster as a cluster whose components remain unchanged over a wide range of depth in the dendrogram and the robust length of a cluster $l_{robust}$ as the linkage difference between the hierarchy level where it is first formed and the hierarchy level where it is merged with another cluster [175]. As shown in Fig. 4.3, this robustness length involving three clusters $cl_i$, $cl_j$, and $cl_k$ can be described mathematically as

$$l_{robust}(cl_i \cup cl_j) = d(cl_i \cup cl_j, cl_k) - d(cl_i, cl_j),$$ (4.4)

where $d(cl_i, cl_j)$ is the linkage distance when $cl_i$ merged with $cl_j$ to form $cl_i \cup cl_j$, and $d(cl_i \cup cl_j, cl_k)$ is the linkage distance when $cl_i \cup cl_j$ merged with another cluster $cl_k$ to form $cl_i \cup cl_j \cup cl_k$.

Figure 4.3: An illustration of how the robust length of a cluster $l_{robust}$ is calculated from a dendrogram.
Finally, we define a cluster to be robust if the following conditions are fulfilled:

\[
\begin{align*}
& I \quad l_{\text{robust}}(\text{cl}_i \cup \text{cl}_j) > \delta_{\text{Robust}}, \\
& II \quad d(\text{cl}_i, \text{cl}_j) \leq d_{\text{Max}}, \\
& III \quad d(\text{cl}_i, \text{cl}_j) \geq d_{\text{Min}}. 
\end{align*}
\]  

(4.5)

These conditions allow an additional control on the acceptable threshold $\delta_{\text{Robust}}$ for the robust length $l_{\text{robust}}$ to be considered robust, and $d_{\text{Min}}$ to control and prevent the fragmentation of close clusters while $d_{\text{Max}}$ allows automatic fragmentation of clusters far apart.

4.3 Sliding Windows Analysis

Sliding windows analysis has been in use for a long time [176] is sometimes also known as rolling window [177]. The actual implementation in this Chapter is to “chop” the time series into overlapping blocks as illustrated in Fig. 4.4. This approach allows us to control two features namely the window size and the sliding step size.
Figure 4.4: Illustration of the sliding windows approach used in this Chapter. The red dotted box depicts the window of the time series cropped for analysis and is slide along the time axis over a constant amount to crop the next time window. In this figure, the window size is $t = 300\text{ms}$ and the sliding step size is $t = 150\text{ms}$.

4.4 Information Flow Visualisation: Alluvial Diagram

By now we have identified the robust synchronised clusters in each time window. The next step is to observe how the clusters change with time, as the neuronal network processes information. However, working the lists of robust synchronised clusters (in Eq. (4.6)) over many time windows does not allow us to easily sieve out the most useful information. Mathematically, a robust synchronised clusters
list of multiple time windows (RBC-list) is written as:

\[
\text{RBC-list} = \{ \text{RBC}(t_1), \text{RBC}(t_2), \ldots, \text{RBC}(t_w) \}
\]

\[
\text{RBC}(t_1) = \left\{ \text{cl}_1^{(t_1)}, \text{cl}_2^{(t_1)}, \ldots, \text{cl}_n^{(t_1)} \right\}
\]

\[
\text{cl}_1^{(t_1)} = \{ \epsilon_1, \epsilon_2, \ldots, \epsilon_k \}
\]

where \( t_1, t_2, \ldots, t_w \) are labels for the time windows (described in Section 4.3), \( \text{RBC}(t_w) \) is the robust synchronised clusters list at \( t_w \) and each \( \text{cl}_n^{(t_w)} \) are the robust synchronised cluster containing the \( \epsilon_1, \epsilon_2, \ldots, \epsilon_k \) elements identified earlier in Section 4.2.

<table>
<thead>
<tr>
<th>( n ) ( \backslash ) ( t_w )</th>
<th>( t_1 )</th>
<th>( t_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{1, 2, 3, 4}</td>
<td>{1, 2, 6, 8, 9}</td>
</tr>
<tr>
<td>2</td>
<td>{5, 6, 7}</td>
<td>{3, 4, 5, 7}</td>
</tr>
<tr>
<td>3</td>
<td>{8, 9}</td>
<td></td>
</tr>
</tbody>
</table>

For illustration purposes, suppose we have only two time windows, \( t_1 \) with three clusters \( \text{cl}_1^{(t_1)} = \{1, 2, 3, 4\} \), \( \text{cl}_2^{(t_1)} = \{5, 6, 7\} \), \( \text{cl}_3^{(t_1)} = \{8, 9\} \) and \( t_2 \) with two clusters \( \text{cl}_1^{(t_2)} = \{1, 2, 6, 8, 9\} \), \( \text{cl}_2^{(t_2)} = \{3, 4, 5, 7\} \) (see Table 4.1). Then, the RBC-list in Eq. (4.6) will become

\[
\text{RBC-list} = \left\{ \begin{bmatrix} 1 & 5 & 8 \\ 2 & 6 & 9 \\ 3 & 7 & 0 \\ 4 & 0 & 0 \end{bmatrix}, \begin{bmatrix} 1 & 3 \\ 2 & 4 \\ 6 & 5 \\ 8 & 7 \\ 9 & 0 \end{bmatrix} \right\}.
\]

Note that clusters are of different sizes (i.e. the number of elements is not the same) therefore when placed in a matrix, the empty entries are padded with zeros. In the above illustration, there are only two time windows with a total of nine elements. In a typical simulation we would use at least 200 neurons (each represented as one element) and at least 10 time windows. It would be impractical to manually read through the list of elements and make a meaning observation.
Fortunately, visualising structural change in large complex networks can be done using a class of diagrams called the *alluvial diagrams*, where blocks represent clusters of nodes and connecting strips between the blocks represent flows of the composition of these clusters over time (see Fig. 4.5). The size of the block represents the size of the cluster and the thickness of the connecting strips represents the number of common components contained in both connected blocks. In particular, Rosvall and Bergstrom highlighted and summarized the significant structural changes in citation patterns with alluvial diagrams [178]. The alluvial diagrams capture important structural changes and can be further emphasised by colouring to ease the identification of major transitions.
Figure 4.5: Alluvial diagrams illustrating structural change in a system of clusters over two time windows. Three key structural changes shown here are (a) the splitting of a cluster into smaller clusters, (b) merger of smaller clusters into a bigger cluster, and lastly (c) a mixture of merger and separation which is called exchange in this case. Note that the number written in each cluster here denotes the cluster size (i.e. the number of elements within the cluster). These plots are done in MATLAB and the codes are translated from a Python source [179] and can be found in Appendix 4.7.

To construct an alluvial diagram, we need to extract two information from the RBC-list in Eq. (4.6). Firstly we need to get the size of the clusters by counting the number of elements in each cluster and for each time window. We call this the MS-list. Secondly we extract the relationship matrices $\mathbf{r}_{t_{w-1}\rightarrow t_{w}}$ that maps the number of elements from clusters in the previous time window to clusters in the next time window. Each relationship matrix is filled by going through
all the clusters in the next time window, and for each cluster there, count the
number of matches in the list of elements in the cluster $c_l^{(t_w)}$ to all the clusters in
the previous time window $\{c_l^{(t_w-1)}, c_l^{(t_w-1)}, \ldots, c_l^{(t_w-1)}\}$. To illustrate continuing
from the example in Eq. (4.7) we would have

$$\text{MS-list} = \left\{ \begin{bmatrix} 4 & 3 & 2 \end{bmatrix}, \begin{bmatrix} 5 & 4 \end{bmatrix} \right\}$$

$$\mathbf{rl}_{t_1 \rightarrow t_2} = \left\{ \begin{bmatrix} 2 & 2 \\ 1 & 2 \\ 2 & 0 \end{bmatrix} \right\}.$$  (4.8)

With the MS-list and all the $\mathbf{rl}_{t_{w-1} \rightarrow t_w}$, we then plot the boxes with sizes corre-
sponding to the MS-list, and use cubic Bézier curves of the form

$$B(t) = (1 - t)^3P_0 + 3(1 - t)^2tP_1 + 3(1 - t)t^2P_2 + t^3P_3, 0 \leq t \leq 1$$  (4.9)

to draw the connecting ribbons corresponding to $\mathbf{rl}_{t_{w-1} \rightarrow t_w}$ shown in Fig. 4.6. $P_0$, $P_1$, $P_2$, and $P_3$ are the four control points with $P_0$ and $P_3$ being the respective starting and ending points, and $P_1$, $P_2$ being the directional guide such that the distance between $P_1$ and $P_2$ determines how close the curve approaches $P_1$ before turning to $P_2$. The actual mathematical implementation of this Eq. (4.9) is not
critical to this Chapter but used to generate smooth graphical curve and is included
here for completeness. We have implemented this plot function in MATLAB and
the codes are translated from a Python source [179] and can be found in Appendix
4.7.
Figure 4.6: Example from Eq. (4.7) and Eq. (4.11) an as alluvial diagram. The texts included in the blocks of figure are descriptive labels of the members of the elements within each clusters and its size. The texts included in the beginning of each connecting ribbon are descriptive labels of the elements moving to the cluster in the next time window.

As seen in in Fig. 4.6, the alluvial diagram can also include the information on the elements contain within in the clusters and allows references to the participating neurons when needed. This way, tracing and identification of key prominent neurons participating in turning points of events or behaviours like logical gates is made possible.
4.4.1 Tracing a Stream of Robust Clusters

Figure 4.7: Alluvial diagram for a Izhikevich Neuron Network. This diagram is constructed based on the simulation results of a $N = 200$ neurons network with $K = 3$ nearest neighbour connections rewired at $p = 0.1$ over a total of $t = 770$ ms.

A raw plot of the alluvial diagram for our actual simulation results yielded a mess (see Fig. 4.7). Because of the sheer number of clusters and connecting ribbons, it is hard to identify key features in the cluster flows. To improve the visibility of the robust clusters and the exchanges of nodes between them sorting had to be done. We would like to keep the positions of the prominent robust clusters relatively unchanged across the time windows such that the major connecting paths remains visibly thick. When two clusters of adjacent time windows are far apart in the vertical axis, the connecting line appears thin regardless of size of exchange due to the visual artefact from the alluvial diagram algorithm.
To perform sorting, we first rearrange the positions of the clusters $\mathbf{cl}_{n}^{(t_w)}$ based on their sizes from the largest to smallest for the last time window. We then back-traced the list of the robust clusters that are the most strongly connected in the previous time windows, i.e. $\max(\mathbf{rl}_{t_{w-1}\rightarrow t_w})$, to each of the clusters at the last time window. We then sort the positions of the clusters $\mathbf{cl}_{n}^{(t_{w-1})}$ in the time window before the last time window giving descending priority with respect to the size of the connecting ribbon $\mathbf{rl}_{t_{w-1}\rightarrow t_w}$. Lastly, we traced the robust clusters path, once again based on the largest inter-connecting neurons $\max(\mathbf{rl}_{t_{w-1}\rightarrow t_w})$, but this time allowing up one split path if it shares the same size as the first largest path. This path is coloured in red and the first of such path is shown in Fig. 4.8 and the rest can be found in Appendix 4.8.

**Figure 4.8:** Sorted alluvial diagram for a Izhikevich Neuron Network. This diagram is sorted from Fig. 4.7 and the red coloured clusters are the first of the many traced robust clusters path based on the largest inter-connecting neurons. See Appendix 4.8 for more tracing of the prominent paths.
In our simulation of the brain network, we do see some strong clusters of neurons activity but not the converging or diverging phenomena that indicate probable logical operations. We believe this is because the system of neurons here are supplied with a constant ambient input potential that mimics a spontaneous resting state activity of a brain. Just like with a resting state fMRI data, we can map the functional architecture of the brain using methods covered in Chapter 2, we can do the same here. However, since we have a simulation model, we should be able to do better. In fact, we can introduce input signals to our neuron network, follow how information from the input signal propagate through the network, to identify logical operations that are possible in such neuron networks.

4.4.2 Input Signal

In this subsection, we describe how we can go beyond resting-state brain networks and work with input signals to the networks. Like a control in an experiment, we can compare the difference between the setup with input signal against the previous ambient rest state to isolate the effects of synchronization in the neural networks and how information propagates through them. In actual brain this would be a task-based study where the subject is assigned to perform certain tasks.

We would like to perform binary control of a certain number of neurons so that we have the ‘on’ state with input current, $I = 7$ or the ‘off’ state with $I = 4$. These values are use in accordance the initial study discussed early in Chapter 2 and the preliminary work in Chapter 3. The neurons can either be selected at random, or they can be groups of neurons in close proximity. With these ‘on’ and ‘off’ states we can examine three cases: ① an ‘on’ network is turned ‘off’; ② an ‘off’ network is turned ‘on’; and ③ the network is periodically turned ‘on’ and ‘off’. Even with these three simple cases, we need to run a large number of simulations to probe how different synchronization pathways are activated in our $N = 200$ neuron network. With the number of simulations we have run thus far, we are unfortunately unable to draw broad, statistically significant conclusions on
all three cases. Here we present preliminary results where we send input signals through two randomly selected control neurons. A control neuron is one in which $I(t)$ is set to the input signal, and this cannot be changed by feedback to the neuron. The results shown in Fig. 4.9 do not seem to show the propagation of the signal. We believe this might be due to the small number of control neurons, or the low frequency of the alternating ‘on’ and ‘off’ signal. In principle we would like to investigate the effect with larger number of control neurons and with groups of close proximity.

![Sorted Alluvial Diagram for a Controlled Izhikevich Neuron Network](image)

**Figure 4.9:** Sorted Alluvial Diagram for a Controlled Izhikevich Neuron Network. This diagram is constructed based on the simulation results of a $N = 200$ neurons network with $K = 3$ nearest neighbour connections rewired at $p = 0.075$ over a total of $t = 1900$ ms with 2 randomly selected neurons as control. The control signal used here is the alternating ‘on’ and ‘off’ at periods of 100 ms. The blocks coloured in blue are the clusters containing the 2 controlled neurons and when the 2 controlled neurons are in the same cluster, the block is coloured red. The green bars at the bottom are indicative of the averaged input signal levels over that particular time window. There are four levels with highest bar representing the time window when controlled neurons are ‘on’ the entire time (100%) and the subsequent levels represents 50%, 25%, and 0%.
4.5 A Quantitative Approach to Validate: Adjusted Rand Index

Apart from sieving through the various alluvial diagrams manually, we can filter out systems of interest by having a scoring system to capture how frequently the neurons are exchanged in the clusters identified. Here, we used a popular metric from the machine learning community, the adjusted Rand index.

The Rand Index computes a similarity measure between two clusterings originally developed to compare various results of different clusterings on the same data set [180]. Here, we used the Rand index to compare the similarity of the clusterings across different time windows. Using the same notation from earlier this Chapter, the Rand index, $RI$, is

$$RI(RBC(t_1), RBC(t_2)) = \frac{a + b}{a + b + c + d} = \frac{a + b}{\binom{N}{2}}$$

(4.10)

where

- $a$ is the number of pairs of elements remaining in the same cluster in $t_1$ and $t_2$,
- $b$ is the number of pairs of elements remaining in different clusters in $t_1$ and $t_2$,
- $c$ is the number of pairs of elements that were in the same cluster in $t_1$ but in different clusters in $t_2$, and
- $d$ is the number of pairs of elements that were in different clusters in $t_1$ but in the same cluster in $t_2$.

Since $a + b + c + d$ is the total number of pairs, it can be replaced by $\binom{N}{2}$ where $N$ is the total number of elements. Applying this measure to the example from Table 4.1 we have $a = 4$ pairs of elements that remain in the same cluster in $t_1$ and $t_2$:

$$(1, 2) \quad (3, 4) \quad (5, 7) \quad (8, 9)$$
and we have \( b = 14 \) pairs of elements that remain in different clusters in \( t_1 \) and \( t_2 \):

\[
(1, 5) \quad (2, 5) \quad (3, 6) \quad (4, 6) \quad (5, 8) \quad (7, 8) \\
(1, 7) \quad (2, 7) \quad (3, 8) \quad (4, 8) \quad (5, 9) \quad (7, 9) \\
(3, 9) \quad (4, 9)
\]

Therefore, with a total number of \( \binom{9}{2} = 36 \) pairs, we have \( RI = \frac{4 + 14}{36} = 0.5 \).

The adjusted Rand index \( ARI \) [181] improves the contrast of the index by discounting the expectation value of the Rand index \( E(RI) \) to have a value close to 0.0 for random labelling of clusters. Mathematically, we have:

\[
ARI = \frac{RI - E(RI)}{\max(RI) - E(RI)}, \quad (4.11)
\]

and this can be evaluated using the contingency table:

<table>
<thead>
<tr>
<th>( \text{RBC}(t_1) ) ( \setminus ) ( \text{RBC}(t_2) )</th>
<th>( cl_1^{(t_2)} )</th>
<th>( cl_2^{(t_2)} )</th>
<th>( \ldots )</th>
<th>( cl_m^{(t_2)} )</th>
<th>Sums</th>
</tr>
</thead>
<tbody>
<tr>
<td>( cl_1^{(t_1)} )</td>
<td>( s_{11} )</td>
<td>( s_{12} )</td>
<td>( \ldots )</td>
<td>( s_{1n} )</td>
<td>( R_1 )</td>
</tr>
<tr>
<td>( cl_2^{(t_1)} )</td>
<td>( s_{21} )</td>
<td>( s_{22} )</td>
<td>( \ldots )</td>
<td>( s_{2n} )</td>
<td>( R_2 )</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \ddots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>( cl_m^{(t_1)} )</td>
<td>( s_{m1} )</td>
<td>( s_{m2} )</td>
<td>( \ldots )</td>
<td>( s_{mn} )</td>
<td>( R_m )</td>
</tr>
<tr>
<td>Sums</td>
<td>( C_1 )</td>
<td>( C_2 )</td>
<td>( \ldots )</td>
<td>( C_n )</td>
<td></td>
</tr>
</tbody>
</table>

which summarises the overlap between \( \text{RBC}(t_1) \) and \( \text{RBC}(t_2) \), and where the entries \( s_{mn} \) are the number of same elements in \( cl_1^{(t_1)} \) and \( cl_m^{(t_2)} \). \( R_m \) and \( C_n \) are the sums of the respective rows and and columns of the table. With this, the adjusted Rand index can be expressed as the following:

\[
ARI(\text{RBC}(t_1), \text{RBC}(t_2)) = \frac{\sum_{nm} \binom{s_{nm}}{2} - \frac{1}{2} \left[ \sum_m \binom{R_m}{2} + \sum_n \binom{C_n}{2} \right]}{\frac{1}{2} \left[ \sum_m \binom{R_m}{2} + \sum_n \binom{C_n}{2} \right] - \frac{1}{2} \sum_m \binom{R_m}{2} \sum_n \binom{C_n}{2}}, \quad (4.13)
\]
Applying the the adjusted Rand index to the example from Table 4.1, we will get the following contingency table:

<table>
<thead>
<tr>
<th>( \text{RBC}<em>{(t_1)} \setminus \text{RBC}</em>{(t_2)} )</th>
<th>( \text{cl}_{(t_2)}^{(1)} )</th>
<th>( \text{cl}_{(t_2)}^{(2)} )</th>
<th>Sums</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{cl}_1^{(t_1)} )</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>( \text{cl}_2^{(t_1)} )</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>( \text{cl}_3^{(t_1)} )</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Sums</td>
<td>5</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

and the adjusted Rand index \( ARI = \frac{4 - 160/36}{13 - 160/36} = -0.0519 \) (3 s.f.). As the example we used here is indeed fairly random in nature, the \( ARI \) being close to 0 is a good indication.

Now going back to the two sets of data (resting and controlled state of the Izhikevich neuron network) presented in Section 4.4, we can apply the adjusted Rand index to get a measure of how consistent are the various clusters identified over the overlapping time windows. Similar to the observations in Fig. 4.8, we see that in Fig. 4.10 there is a gradual increase in the consistency of the robust clusters of the resting state neuronal network with the increase in \( ARI \) in the later time windows. As for the controlled state neuronal system, we are pleasantly surprised that the \( ARI \) (Fig. 4.11) was able to pick up the periodical fluctuations that was not very visible in the alluvial diagram (Fig. 4.9). Although the periodicity of fluctuations in the \( ARI \) is not exactly consistent with the averaged input signal level, the effect is definitely distinct from that of the resting state.

With the addition of this quantitative measure of how similar the clusters remained over time, we can quickly select the neuronal network with interesting property to study and to search for the key mechanisms underlying information processing in the brain.
Figure 4.10: Adjusted Rand Index of the Resting-State Izhikevich Neuron Network. Using method described in 4.5 applied on data from 4.4.1.

Figure 4.11: Adjusted Rand Index of Controlled-State Izhikevich Neuron Network. Using method described in 4.5 applied on data from 4.4.2 and the averaged input signal levels plotting similarly in Fig. 4.9.
4.6 Chapter Conclusions

In this Chapter, we have implemented a collection of methods to analyse the propagation and probable formation of information storage. But using time-resolved distance measure of the time series and a robust hierarchical clustering, these set of procedures can be used not only on simulated data but also on actual recording of brain activity. With high enough precision and resolution, the analytics we described in this chapter can used to identify how information is processed in the brain in the sense of robust, synchronous, and clustered activities. This chapter demonstrated the capability to trace and track the synchronous activity in an artificial setup. We foresee interesting collaborative work in the future with neuroscientists on experimental data obtained from in vivo or in vitro setup. This form of synchrony analysis is not restricted to the actual locality nor the phase of the neurons, thus enabling the algorithm to capture “action at a distance” or “long-range connections”, both of which are well studied in neurological activities [94].
4.7 MATLAB function for Alluvial Diagram

Note: These codes translated from a Python source [179] and modified for the purpose of this thesis.

```matlab
function ax = plot_alluvial2a_lc(RBC_list, label_flag, Ctrl)
    if ~exist('label_flag','var')
        label_flag = true;
    end
    R_list = cell(numel(RBC_list)-1,1);
    R_label = R_list;
    for R_id = 1:numel(R_list)
        A = RBC_list{R_id};
        B = RBC_list{R_id+1};
        R_AB = zeros(size(A,2),size(B,2));
        R_AB_label = cell(size(A,2),size(B,2));
        for i = 1:size(A,2)
            Amem = A(A(:,:i)~=0,i);
            for j = 1:size(B,2)
                Bmem = B(B(:,:j)~=0,j);
                Lia = ismember(Amem,Bmem);
                R_AB(i,j) = sum(Lia);
                R_AB_label{i,j}= Amem(Lia);
            end
        end
        R_label{R_id} = R_AB_label;
        R_list{R_id} = R_AB;
    end
    MS_list = cell(size(R_list));% module_sizes_list
    for i = 1:length(R_list)
        MS_list{i} = sum(R_list{i},2);
    end
    MS_list = [MS_list; sum(R_list{end},1) '];
    Scts = cell(size(MS_list)); % Special_color_targets
    accepted_targets = [];
    for R_id = 1:numel(R_list)
        for C_id = 1:numel(Ctrl)
            [~, jj] = ind2sub(size(RBC_list{R_id}), find(RBC_list{R_id}==Ctrl(C_id)));
            accepted_targets = [accepted_targets, jj];
        end
        Scts{R_id} = accepted_targets;
    end
    ax = gca;
    set(ax,'xlim',[0,2])
    set(ax,'ylim',[-.1,1.1])
    hold(ax,'on')
end
```

end

```matlab
MC_list = cell(size(MS_list)); % module_colors_list
mono_color = .3*[1,1,1];
Special_color = [0,0,1];
Special_color2 = [1,0,0];
for i = 1:length(MS_list)
    MC_list{i} = repmat(mono_color,size(MS_list{i},1),1);
    if range(Scts{i})==0
        MC_list{i}(Scts{i}(1),:) = Special_color2;
        continue
    end
    for j = 1:numel(Scts{i})
        MC_list{i}(Scts{i}(j),:) = Special_color;
    end
end
assert( length(MS_list) == length(MC_list) )
```
Chapter 4: Robust Clustering Analysis of Synchronisation

```matlab
RS_list = NaN(size(MC_list)); % ribbon_sizes_list
Max_MS = max(cellfun(@max,MS_list)); % max_modules_size
Sum_MS = max(cellfun(@sum,MS_list)); % sum_module_size
VP_btw = 0.01; % percent of vertical_pad_between_modules
VP_ub = 0.00; % vertical_pad_upper_and_below
HPlr = 0.0; % horizontal_pad_left_right
INS = (1-2*VP_ub)/(length(R_list)+1); % individual_node_size
mw = (1-2*HPlr)/(length(R_list)+1); % module_width
bw = (1-2*HPlr)/length(R_list); % blank_width
mwnsf = 0.1; % module_width_non_shaded_fraction
Mys_list = cell(size(MS_list)); % module_y_starts_list

for i = 1:length(MS_list)
    MSs = MS_list{i}; % Module_Sizes
    MCs = MC_list{i}; % Module_Colors
    RSs = RS_list{i}; % Ribbon_Sizes
    MYS = zeros(size(MSs)); % module_y_starts
    y_now = VP_ub; % Current_y
    xs = HPlr + (i-1) * (mw + bw); % rectangle_x_start
    Number_of_Gaps = length(MSs) -1;
    Gap_size = (1 - sum(MSs) * INS) / Number_of_Gaps;
    for j = 1:length(MSs)
        MS = MSs{j}; % module_size
        color = MCs{j,:};
        MYS(j) = y_now;
        MH = INS * MS; % module_height
        rect_pos = [xs, y_now, mw, MH];
        rectangle(’Position’, rect_pos,...
                ’FaceColor’, color,’EdgeColor’,.85*[1,1,1])
        if label_flag
            elements = RBC_list{i}(j,:);
            my_text = mat2str(elements(elements >0));
            my_text2 = strcat(’n=’,num2str(MS));
            text(xs+mw/2, y_now +MH*.75 ,2 ,...
                    ’FontSize’,20 ,...
                    ’VerticalAlignment’, ’middle’,...
                    ’HorizontalAlignment’, ’center’)
            text(xs+mw/2, y_now +MH*.25 ,2 ,...
                    ’FontSize’,20 ,...
                    ’VerticalAlignment’, ’middle’,...
                    ’HorizontalAlignment’, ’center’)
        end
        if isnan(RSs)
            rect_pos = ...
            [xs + mw*(i-1)*(1-mwnsf), y_now, mw*mwnsf, MH];
            rectangle(’Position’, rect_pos,...
                    ’FaceColor’, color,’EdgeColor’,.85*[1,1,1])
        end
        y_now = y_now + MH + Gap_size;
    end
    Mys_list{i}= MYS;
end
Mye_list = Mys_list; % module_y_ends_list
CP = 0.6; % curvature_parameter
for t = 1:size(R_list,1)
    for i = 1:size(R_list{t},1)
        for j = 1:size(R_list{t},2)
            RS = R_list{t}(i,j); % ribbon_size
            if RS == 0
                continue
            end
            y1 = Mys_list{t}(i); % y_start_1
            y2 = Mys_list{t}(i+1); % y_end_1
            y1 = y1 + RS + INS; % y_start_1
            y2 = y2 + RS + INS;
            Mys_list{t}(i) = y1;
            Mys_list{t}(i+1) = y2;
            xs1 = HPlr + (t-1) * (mw + bw) + mw;
        end
    end
end
```

Chapter 4: Robust Clustering Analysis of Synchronisation

\[
xs2 = HPlr + (t + 0) \cdot (mw + bw);
\]

\[
BV1 = [... % bezier_vertices 1
[xs1; ys1]..., % P0
[xs1 + CP * bw; ys1],... % P1
(xs2 - CP * bw; ys2],... % P2
(xs2; ys2],... % P3
];
\]

\[
BV2 = [... % bezier_vertices 2
[HPlr + (t - 1) \cdot (mw + bw) + mw; ye1],... % P0
[HPlr + (t - 1) \cdot (mw + bw) + mw + CP * bw; ye1],... % P1
[HPlr + (t + 0) \cdot (mw + bw) - CP * bw; ye2],... % P2
[HPlr + (t + 0) \cdot (mw + bw); ye2],... % P3
];
\]

points = [BV1, BV2];

if and (any(Scts{t}==i),...
any(Scts{t+1}==j))
color1 = [0,0,1];
else
color1 = .3*[1,1,1];
end

plot_ribbon_using_bezier(ax, color1, points)

if label_flag
    elements = R_label{t}{i,j};
    my_text = mat2str(elements(elements>0));
    my_text = strcat('>>, my_text);
    text(xs1, ys1+(ye1-ys1)/2,2,
        my_text,... % the text
        'FontSize',15,...
        'VerticalAlignment','middle',...
        'HorizontalAlignment','left')
end
end
end

function plot_ribbon_using_bezier(ax, color1, points)
color2 = .85*[1,1,1];
lw = 1;
tRange = linspace(0, 1, 50);
x_list = cell(2,1);
y_list = cell(2,1);
p = cell(4,1);
for point = 1:2
    for pid = 1:4
        p{pid} = points{point}(:,pid);
    end
    allPoints = p{1}*(1 - tRange).^3 +
        p{2}*(3*((1 - tRange).^2).* tRange) +
        p{3}*(3*(1 - tRange).*tRange.^2) +
        p{4}*tRange.^3;
    x_list(point) = allPoints(1,:);
    y_list(point) = allPoints(2,:);
    plot(ax, allPoints(1,:), allPoints(2,:), 'color', color1, 'linewidth', lw)
end
hf = fill([x_list{1}, fliplr(x_list{2})],...
[y_list{1}, fliplr(y_list{2})],color1);
set(hf,'EdgeColor',color2)
end
4.8 Other Sorted Alluvial Diagrams for a Izhikevich Neuron Network

Figure 4.12: In this other sorted alluvial diagram for the Izhikevich neuron network, we track the evolution of synchronies leading eventually to the 12th largest synchronized cluster. From this alluvial diagram, it is clear that this 12th largest synchronized cluster was formed from the merger between two predecessor synchronized clusters.
Figure 4.13: In this other sorted alluvial diagram for the Izhikevich neuron network, we track the evolution of synchronies leading eventually to the 9th largest synchronized cluster. From this alluvial diagram, it appears similarly that this 9th largest synchronized cluster was formed from the merger between two predecessor synchronized clusters albeit with noises.
Figure 4.14: In this other sorted alluvial diagram for the Izhikevich neuron network, we track the evolution of synchronies leading eventually to the 6th largest synchronized cluster. From this alluvial diagram, it appears that this 6th largest synchronized cluster was formed from the splitting of the first large synchronized clusters.
Chapter 5

Conclusion

In Chapter 1, we frame brain research by comparing the achievements of artificial intelligence (AI) with human cognition. Despite rapid advancement in the AI community, particularly the development of artificial neural network (ANN) based on theoretical neuroscience [182], fundamental research on human brains will continue to be important in shedding light on how the brain works at biological scales. We went on to introduce the idea of the brain operating at the edge of chaos as a hypothesis to explain why the brain can perform at such a biological scale and what it means for the brain to be at the edge of chaos.

In Chapter 2, we reviewed the short history of computing and how digital representation, transformation and logical operations were constructed. We also discussed the parallels of long- and short-term memory in digital computing and in literatures of human cognition. We then moved on to cover more technical topics on non-linear dynamics and how they were used to model the neuron’s dynamics. Starting from the earliest known integrate-and-fire model to the famed Hodgkin-Huxley model and lastly the Izhikevich’s simplified neuron model we covered the three big classes of neuron model. We then reviewed the advancement in neuroimaging leading to the discovery and application of small-world network and other network theory to study the topological aspects of brain functions. Finally, we reviewed the work done on information processing in the brain, which manifests itself in the form of synchronisation of neural activity.
In Chapter 3, we established the foundation necessary to build a model of the brain at the edge of chaos. We first replicated Izhikevich’s work on his simplified neuron model, verifying the spiking behaviours and implemented his model numerically using the 4th-order Runge-Kutta method (RK4). We were able to identify distinct CH-types spikes as we vary the parameter in the $c$-$d$ plane. With this information, we then mapped out the phase diagram for parameters $c$ and $d$ and identified the region of parameter space to use as our edge of chaos. We used parametric coupling to couple the outputs of these neurons directly to the parameters of other neurons, so that the neuron dynamics can drive transitions from one CH spike type to another on an artificial energy landscape. We also measured the distribution of parameters to verify that our system of neurons are indeed capable of allowing the neurons to dwell in each of the identified CH spike type. Lastly we found that the statistical complexity of the parameter time series is maximised when the neuron network is the most small-world-like, as we tune the network from a regular network to a random network using the Watts-Strogatz rewiring algorithm. Our results suggest that the small-world architecture of neuron connections in brains is not accidental, but may be related to the information processing that they do.

In Chapter 4, we demonstrate the ability to trace information flow in a neuronal network. We used a pairwise interspike-interval distance measure developed by Kreuz et al. on the sparse representation of the neuron’s voltage time series. From the pairwise distances, we then use the robust hierarchical clustering technique developed by Teh et al. to group the neurons. These analysis were done using a sliding window to capture the evolution through time. We then visualise the flow of robust clusters in the form of an alluvial diagram and used the adjusted Rand index to give a quantitative picture. We believe the synchrony analysis developed in this chapter can be used on experimental data obtained by neuroscientist and can further extend the work of existing static or aggregated network theory analyses in neuroscience.
Future work

Development and Evolution

Development is the process where the young brain grows in complexity into an adult brain. We suspect this process involves the brain’s network topology changing from an massive and simply connected hub in young baby’s brain to a more complex and multiple-hubs network. With the increasing availability of brain imaging data from baby to adults, if our model can demonstrate the same development process by rewiring the topology of the brain network, this would demonstrate programmed development. Further more, if we devised a method to capture the benefit for development and the competing forces between sensitivity and specificity, we would have achieve a dynamically driven development. Sensitivity and specificity in the context where being sensitive to external stimuli allows the brain to detect small environmental changes but too much sensitivity hinders specific operation such as concentrating on a task at hand.

The summary concept map of this thesis can be seen in Fig. 5.1 with the green items fully completed and the yellow items partially done. Finally we foresee the
future direction of this thesis in answering questions regarding development and possibly evolution or modulation of the brain.
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