PARALLEL AND DISTRIBUTED ALGORITHMS FOR COMPUTATIONAL FLUID FLOW SIMULATIONS

VU THANH TUNG

INTERDISCIPLINARY GRADUATE SCHOOL NANYANG ENVIRONMENT & WATER RESEARCH INSTITUTE (NEWRI)

2017
PARALLEL AND DISTRIBUTED ALGORITHMS FOR
COMPUTATIONAL FLUID FLOW SIMULATIONS

VU THANH TUNG

Interdisciplinary Graduate School
Nanyang Environment & Water Research Institute
(NEWRI)

A thesis submitted to the Nanyang Technological University in
partial fulfillment of the requirement for the degree of
Doctor of Philosophy

2017
Statement of Originality

I hereby certify that the work embodied in this thesis is the result of original research and has not been submitted for a higher degree to any other University or Institution.

21 August 2017             Vu Thanh Tung

. . . . . . . . . . . . . . . . .            . . . . . . . . . . . . . . . . . . . . . . . . . .

Date        Student Name
Acknowledgements

First of all, I would like to express my special appreciation and thanks to my supervisor Assoc. Prof. Law Wing-Keung Adrian, you have been a tremendous mentor for me. I would like to thank you for encouraging my research and for allowing me to grow as a research scientist. Your advices on both research and my career have been priceless. You are also a great friend to me, who not only always accompany me in this long rough journey but also truly understand my research life. I could not have imagined having a better advisor for my Ph.D study.

Besides my advisor, I would like to thank the rest of my thesis committee: Assoc. Prof. Irvine Kim Neil and Prof. Ng Wun Jern for their insightful comments and encouragement, but also for the hard question which helped me widen my research from various perspectives.

Dozens of people have helped and taught me immensely during my study. I especially wish to express my gratitude to Mr. Tien Nguyen Hoanh for sharing with me his knowledge and vision of parallel computing and Mr. Alvin Chew Wei Ze for guiding me through the physical part in my work. I would also like to express my appreciation and thanks to Assoc Prof. Chua Hock Chye Lloyd and Dr. Nguyen Khac Tien Phuoc for their willingness to educate, guide and supervise me when I first started my study in graduate school. Without them, things could have been much more difficult for me when I came into a completely new scientific field like computational fluid modelling.
I also wish to thank NTU, IGS and NEWRI (DHI-NTU/EPMC) for granting me the financial support and opportunity to study and carry out research in this excellent academic environment.

Finally, I would like to express my heartfelt gratitude to my family and friends, especially to my parents and to my partner Huong for their continuous and unconditional support and love. That was a great support for me, which enabled me to complete my study.
# Table of Contents

ACKNOWLEDGEMENTS                      I  
TABLE OF CONTENTS                     III  
SUMMARY                               VI  
LIST OF PUBLICATIONS                 VIII  
LIST OF TABLES                        X  
LIST OF FIGURES                      XII  
NOTATIONS                             XVI  
CHAPTER 1                             1  
INTRODUCTION                          1  
  1.1 Motivation                      1  
  1.2 Focus of the work                2  
  1.3 Contributions resulting from the research work  2  
  1.4 Organization of the thesis       3  
CHAPTER 2                             5  
TWO-DIMENSIONAL HYDRODYNAMIC MODELING OF FLOOD INUNDATION IN MEKONG RIVER WITH TELEMAC-2D  5  
  2.1 Introduction                    6  
    2.1.1 Model area                   8  
    2.1.2 TELEMAC-2D model              11
2.2 METHODOLOGY
   2.2.1 Model developments 12
   2.2.2 Validation of the simulation results 14

2.3 RESULTS AND DISCUSSIONS
   2.3.1 Simulation results 17
   2.3.2 Model verification with MODIS satellite images 19
   2.3.3 Model computing time with multi-core processor 24

CHAPTER 3
COMPUTATIONAL HYDRAULIC MODELLING WITH UPC
ARCHITECTURE FOR LARGE SCALE SIMULATIONS 26
   3.1 INTRODUCTION 27
   3.2 NUMERICAL METHOD 30
   3.2 UPC IMPLEMENTATION OF SWES 32
   3.4 MODEL VERIFICATION AND PERFORMANCE EVALUATION 36

CHAPTER 4
COMPUTATIONAL HYDRODYNAMICS WITH UPC ARCHITECTURE 49
   4.1 INTRODUCTION 50
   4.2 NUMERICAL DISCRETISATION 53
   4.3 DEVELOPMENT OF UPC-CHD 56
      4.3.1 Computational structure 56
      4.3.2 Domain decomposition algorithm 58
      4.3.3 Data storage algorithm 59
      4.3.4 Work-sharing function 59
   4.4 MODEL VERIFICATION AND PERFORMANCE EVALUATION OF UPC-CHD 60

CHAPTER 5
UPC ARCHITECTURE FOR LATTICE BOLTZMANN MODEL 71
   5.1 INTRODUCTION 72
   5.2 LATTICE BOLTZMANN METHOD 75
   5.3 UPC ARCHITECTURE 77
      5.3.1 Computational structure 78
      5.3.2 Work-sharing function 79
      5.3.3 Domain decomposition algorithm 81
5.3.4 Data storage algorithm 82
5.4 RESULTS AND DISCUSSION 84

CHAPTER 6  88
CONCLUSIONS AND OUTLOOK 88
  6.1 CONCLUSIONS 88
  6.2 FUTURE WORK 91

REFERENCES 93
APPENDIX A 105
APPENDIX B 108
Summary

Hydraulic and hydrodynamic numerical models have become critical tools in doing research, forecasting and management of fluid flows. Studies so far show that multiple-dimensional physically based models that utilize the fully dynamic solution of the Navier-Stokes equation are the most appropriate choice for the computational simulations with high accuracy, stability and reliability. The utilization of this type of model requires the handling of an enormous amount of information, which normally involves the hydrological (spatial-temporal) characteristics, regional geographical information as well as the characteristics of the drainage system. Therefore, when the volume of input data increases significantly (e.g. the topographic data have higher resolutions), the excessively long simulation time becomes a major obstacle. Thus, distributed computing architectures have been explored to parallelize the computation scheme to speed up the simulation time for modelling. At present, three parallel computing architectures, namely the Message Passing Interface (MPI), OpenMP and GPU CUDA are used extensively.

This work proposes a new parallel approach for fluid flow simulations using the Partitioned Global Address Space (PGAS) architecture with Unified Parallel C (UPC) as the implementation solution. The new UPC model combines the benefits of the locality in shared memory architecture of OpenMP and data layout control of MPI. It also maintains the relative ease of programming and implementation works for the possibility of hybrid CPU-GPU architecture development in the future. UPC utilizes the advantage of optimized privatization in the data memory management to accelerate the communication processes. The algorithms of UPC model derived in
this study, including domain discretisation and data distribution, are all designed to capitalize on this key concept. The application-customized parallel computational structure for each numerical scheme is also highlighted. Furthermore, a load-balancing concept, which is essential for massive parallel approaches, is analyzed and described in detail.

The new approach is then customized for different numerical schemes in three fluid flow simulation cases: (1) flood modelling using a second-order Godunov-type monotone upstream scheme with second-order accuracy; (2) computational fluid dynamic (CFD) modelling for laminar flows using the 2-step explicit numerical scheme from the Lax-Wendroff family of predictors and correctors and (3) Lattice Boltzmann method for laminar flows with two dimensions and nine possible directions for streaming processes.

In this thesis, after describing the mathematical formulation of an incompressible Newtonian fluid flow based on the Navier-Stokes equations, the standard numerical methods as well as alternative Lattice Boltzmann approaches are discussed. The verification for the models' accuracy verification is then presented, which show the excellent agreement of the simulation results and reference values for the simulation cases. The computational efficiency of the UPC models is demonstrated using a shared- and distributed-memory system. The results show that the speedup is significantly enhanced compared to MPI and OpenMP models in all cases.

This work highlights potentials to efficiently utilize methods from computer science – especially from the field of high-performance computing to improve solutions from engineering-based domains to facilitate the treatment of complex problems. The synergistic effects between the two disciplines are obvious and promising.
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Chapter 1

Introduction

1.1 Motivation

Computational fluid flows (CFF) models have garnered increasing significance for design, planning, management of water resources project, and assisting engineers to evaluate and optimize industrial-related applications. Examples included the hydraulic modelling for flood inundation (Gomes Pereira & Wicherson, 1999; Hervouet, 2000; Rabus et al., 2003; Hunter et al., 2007) and computational fluid dynamics simulations (Li et al., 2011; Jajcevic et al., 2013; Bucs et al., 2014; Sousa et al., 2014; Sobieski and Zhang, 2017). In these CFF models, various numerical schemes are implemented to discretize and resolve the Navier-Stokes (NS) or Shallow Water equations with the specific level of accuracy desired. Concurrently, the computation needs to be accomplished within a reasonable time frame. For large scale CFF simulations, optimization between the two factors is desired. Thus, the use of parallelization programming architectures is now common to accelerate the simulation time.

At present, the parallelization solutions available for CFF modelling are CPU-based message passing interface (MPI), CPU-based OpenMP and GPU-based CUDA architecture. Research efforts are still ongoing in attempts to develop an architecture which achieves an optimal balance between the accuracy of the numerical scheme
and the desired speedup with increasing number of cores, while not compromising on the relative ease in its programming and implementation works.

1.2 Focus of the work

In this study, we examine the overall design approach of a NS-based fluid flow model utilizing the Partitioned Global Address Space (PGAS) architecture with Unified Parallel C (UPC) as the implementation solution. The cornerstones are the application-customized set of algorithms, especially the dedicated UPC data structure which is capable of organizing the distributed data in an embedded locality manner for large scale simulation. Performance measurements as well as validations using standard benchmarks are shown.

The objective of the present work is not to introduce new numerical schemes for highly accurate flow computations, but rather to use standard computational kernels based on the incompressible Navier-Stokes equations with explicit time stepping scheme. In particular, three UPC fluid flow models are developed for the following specific numerical schemes:

- The second-order Godunov-type monotone upstream scheme for conservation law with second-order accuracy for flood modelling;
- The 2-step explicit numerical scheme from the Lax-Wendroff family of predictors and correctors for CFD simulations of laminar flows.
- The D2Q9 Lattice Boltzmann method for CFD simulations of laminar flows.

For each numerical scheme, the UPC architecture and its algorithms are introduced and explained in detail, which would also pave the way for future implementations of higher-order methods using the aforementioned highly efficient data management approach.

1.3 Contributions resulting from the research work

In this thesis, the following contributions are made:

- A study on the accuracy and performance of the existing flood model, namely
TELEMAC2D, has been made to access the necessity of an alternative parallel computing architecture for massive scale computational fluid flow simulations.

- A new parallel solution using PGAS architecture with UPC as the implementation solutions has been proposed to effectively accelerate the simulation processes of the massive scale computational fluid flows.

- A new flood inundation model, namely ParaFlood2D, has been developed using the second-order Godunov-type MUSCL with second-order accuracy and parallelized using the proposed PGAS-UPC architecture.

- A number of algorithms and techniques have been developed to customize the original proposed PGAS-UPC concept for a 2-step explicit scheme from Lax-Wendroff family of predictors-correctors to form a new computational hydrodynamics model, UPC-CHD.

- An efficient parallel architecture, namely UPC-LBM, has been designed to simulate the high resolution D2Q9 Lattice Boltzmann flow.

- Various combinations of algorithms and hardware settings for PGAS architecture have been examined to study the natural behavior of UPC language in general and the viability of applying it into the computational fluid flow simulation in particular.

### 1.4 Organization of the thesis

This report is organized into six chapters. Chapter 1 presents the background, objectives and the scope of the work done. The major contributions resulting from this research work are then presented in Chapters 2 to 5 as follow:

i) Chapter 2 introduces the development of the two-dimensional hydrodynamic model TELEMAC-2D for the flood simulation on the Mekong River. The focus of this work is to access the adequacy of the existing hydrodynamic model in flood simulations with a focus on the run time reduction through parallelization.

ii) Chapter 3 describes the development processes of ParaFlood2D, a new flood model using PGAS-UPC architecture. The UPC architecture of ParaFlood2D is designed for the second-order Godunov-type MUSCL scheme with second-order...
This chapter also presents the method for evaluating the computational efficiency of the new flood model by comparing the performance of UPC with OpenMP and MPI versions.

iii) Chapter 4 discusses the extensions of PGAS-UPC architecture into the new field of the large-scale computational hydrodynamics simulations. The UPC approach is coupled with the traditional 2-step explicit scheme from the Lax-Wendroff family of predictors-correctors to simulate various flow cases. The comparison between different combinations of UPC algorithms is also presented.

iv) Chapter 5 examines the viability of UPC in flow simulations using Lattice Boltzmann method. The UPC-LBM model is developed using D2Q9 setting and the accuracy of UPC-LBM is investigated using the incompressible, viscous Poiseuille's flow.

The overview structure of the main chapters in this thesis is outlined in Figure 1.1.

Finally, Chapter 6 summarizes the major findings and accomplishments during the course of this study together with a recommendation for future works. Some theoretical derivations and examination of classification scheme are included in the Appendices.
Figure 1.1. The thesis structures

Chapter 2
- The first parallelization work in CFD
- Common issue of the MPI-based CFD software demonstrated

Chapter 3
First introduction of the UPC-PGAS architecture in hydraulic simulations

Chapter 4
The viability and flexibility of UPC architecture were examined in the new area with different type of numerical scheme.

Chapter 5
UPC was further investigated in the combination with LBM simulations.
Chapter 2

Two-dimensional hydrodynamic modeling of flood inundation in Mekong River with TELEMAC-2D

The content of this chapter is extracted from a research article*, which presents a study on the development of a 2-dimensional (2D) hydrodynamic model based on TELEMAC-2D for the flood simulation of the river from Kratie to Kampong Cham in Cambodia, a part of the Mekong River. The motivation behind the research was to study the feasibility of TELEMAC-2D in flood forecasting, and specifically to determine its adequacy in flood simulations with a focus on the reduction in model run-time through parallelization. An actual flood event that occurred between June to November in 2001 for the stretch of the Mekong River from Kratie to Kampong Cham, was simulated. The model simulations were compared with MODIS satellite Images for specific days in the pre-, peak- and post-flood period. It was found that the 2D simulation results were consistent with observations from satellite imaging, especially during the peak-flood period, there was high percentage (> 90%) match between the simulation results and observation obtained from satellite images while the match was below 50% for the pre- and post- flood periods. The discrepancy at pre- and post-flood may be due to the fact that (i) the model takes into account only hydrodynamic processes of flows in the river and flood plain, it does not consider

* The material presented in this chapter has been published in British Journal of Environment and Climate Change, doi: 10.9734/BJECC/2015/12885
other hydrological processes such as infiltration or evaporation which may be important during the pre- and post- flood periods, and (ii) the resolution of MODIS satellite image at 500m x 500m may be too coarse and therefore not sufficient to identify flooded areas when the area is small or water depth low. Finally, it was found that the computing time could be reduced significantly with parallelization using multi-core processors, albeit with lesser advantage in speedup when the number of cores increased beyond 4.

2.1 Introduction

The Mekong River is the 7th longest river in Asia, defined by its length and discharge (Liu et al., 2009). It has a huge impact to the livelihoods of the people of Cambodia, Laos and Southern Vietnam, which rely heavily on it for socio-economic benefits arising from fishery and agricultural farming activities. Flooding in the Mekong River generally occurs during the summer flood season (i.e. from May to October) due to overflows from the river branches and channels that spread into flood plains. Additionally, the low elevation of the floodplain allows the river to be more prone to overflow from the increased water levels. Tidal motion of the sea may also cause exacerbate the flooding problem. In 2000, it was discovered that tidal backwater obstructed the draining of high water levels in the Mekong Delta, inevitably resulting in floods (MRC, 2005). Annual floods with normal magnitude are known to bring benefits to the agriculture activities and provide water resources and nutrient rich sediments. Floods therefore provide abundant benefits to the riparian countries of Lao-PDR, Cambodia, Thailand and Vietnam, in terms of agriculture, fisheries, and the creation and maintenance of wetlands. However, when extreme floods occur, whereby water levels exceed the critical beneficial level, and flooding is prolonged, this results in damage to land and property, as well as loss of lives. One of the worst flood events in the Mekong Basin occurred in the year 2000, when flood levels exceeded more than 3 meters. Over 600 communities throughout the river basins were inundated impacted, with 11 million people affected by the flood (Nguyen et al., 2003). The flood also resulted in more than 800 human casualties (Plate, 2007). Around 160 thousand hectares (ha) of rice crops were inundated and had to be
harvested immediately and more than 55 thousand ha of rice crops were completely destroyed (Tinh & Hang., 2003). Therefore, studies on flood inundation with numerical models can provide useful information that allows efficient flood management for the mitigation of flood damage.

In principle, overland flows caused by overflows from river branches and canals and spread widely on flood plains are usually considered as shallow water waves which can be described mathematically by the 2-dimentional (2D) Saint-Venant equations. In this study the Saint-Venant equations (also Shallow Water Equations) were solved by the Finite Element Method in TELEMAC-2D (Hervouet, 2007), an open source hydrodynamic modeling software. The implementation of a 2D hydrodynamic numerical model for a large river system and flood plains based on the shallow water equations is data intensive and requires extensive computing facilities. Normally, in order to provide an accurate assessment of the development of a flood, the numerical models have to handle an enormous amount of information, typically involving the spatial-temporal characteristics of flood levels, regional geography, as well as infrastructure such as buildings and the drainage system. The volume of information and the computational complexity also increase when a large area is to be modelled or when a higher resolution is needed. Indeed, a flood modelling system which is deployed by sequential simulations is unlikely to be performed completely in a reasonable timeframe. In the present study, the TELEMAC-2D software was employed using a parallel processing approach based on the domain decomposition method in combination with MPI protocol. This decreased the simulation time on multi-core processor computers (Hervouet, 2000).

In this chapter, we first provide the background information about the model area as well as the TELEMAC-2D model, and then present the methodology for developing the 2D hydrodynamic model to investigate the flood event in 2001 for the model area. We also offer the comparison of the simulation results with satellite images of the inundation. Finally, we discuss the efficiency and stability for running TELEMAC-2D model.
2.1.1 Model area

The Mekong River can be divided into two parts – 1) The Upper Basin, also known as Lancang Jiang, located in China and 2) the Lower Mekong Basin (LMB) from Yunnan in China to the South China Sea. Fig. 2.1 shows the Mekong Basin and its main tributaries. The Upper Basin i.e. the yellow area in Fig. 2.1, only contributes 15 to 20 percent of the total flow in the Mekong River, with a majority of the flow contribution arising from the LMB, shown in blue in Fig. 2.1. The LMB contains two mains areas i.e. the middle Mekong (between China and Northern Cambodia) and the Mekong delta (the region of the river before discharge into the South China Sea).

The study area is in Cambodia, from Kratie to Kampong Cham and consists of a single river route between the two locations. According to Mekong River Commission (MRC, 2005), the Cambodian floodplain takes up about 20% of the entire Mekong Basin, approximately 155,000 km2 in basin area, and flow in this region contributes about 18% of the total flow in the Mekong River. As the Mekong River reaches Kratie, the topography of the LMB system changes abruptly. Upstream from Kratie, the river flows through mountainous or highland areas with a clearly identifiable mainstream channel. Downstream from Kratie, the terrain in the Cambodia region is flat. The mean annual mainstream flow of the Lower Mekong at Kratie from 1960 to 2004 is estimated to be 13,200 m³/s, 416 cubic kilometers (km³) in terms of volume, or 640 mm in terms of runoff. The average monthly flow in Kratie from 1960 to 2004 peak from June to November is corresponding to the flood season.
The hydrodynamics of the river system from Kratie to the river mouth is influenced by three main factors: the inflow from regions upstream from Kratie, the storage of the Great Lake (Tonle Sap in Cambodia) which connects via the Tonle Sap River to the Mekong at its confluence at Phnom Penh, and the tide level at the river mouth in Vietnam. The Great Lake functions as a natural storage reservoir for this region. It stores a large amount of floodwater during the wet season (June to November) which is slowly released during the dry season (December to May), and acts as a crucial source of water supply to the delta. In the Mekong Delta, the river branches are linked together by manmade channels forming an extremely complex network. The tide
effect is significant at stations near the river mouth in Vietnam to Phnom Penh in Cambodia.

This study was carried out as part of a larger study for real-time flood management for the region. The area from Kratie to Kampong Cham, with a river segment of 113 km in length and flood plain of 2,800 km$^2$ in size was selected. The model was used to simulate a flood event in 2001 which was comparable with another major flood event occurring in 2000. The maximum flood extent in 2000 was monitored by the Mekong River Commission (MRC, 2011) and is shown in Fig. 2.2, where the flooded area was approximately 45,000 km$^2$.

Figure 2.2. The maximum flood extent in the historical 2000 flood event (MRC, 2011)
2.1.2 TELEMAC-2D model

The TELEMAC system which was introduced by the National Hydraulics and Environmental Laboratory - a part of the R&D group of Electricite de France, is a numerical modelling system developed to study environmental processes in free surface transient flows. The primary purpose of the TELEMAC-2D model is to simulate the dynamics of flow in a water-body, including rivers, estuaries or coastal areas via the solution of Shallow Water Equations (SWEs). TELEMAC-2D model solves the depth-integrated SWEs where the horizontal length scale is much greater than the vertical, using the finite element method on an irregular mesh that covers the floodplain. At each computational node of the mesh, TELEMAC estimates the depth of flow and two horizontal velocity components (Bates et al., 1992; Stewart et al., 1998; Hervouet, 2000). Effects of bottom friction, diffusivity and Coriolis and hydraulic structures such as weirs are considered in the model. The governing equations considered are (George, 2004):

\[
\frac{\partial}{\partial t} \int_A U dA + \int_C H \cdot \hat{n} dC = \int_A (S_0 + S_f) dA
\]

where \( A \) is the area of the integration element, \( C \) is the element boundary, \( \hat{n} \) is the outward unit vector normal to \( C \), \( U \) is the vector of the conserved variables and \( H = (F, G) \) is the tensor of fluxes in the x and y directions, i.e.

\[
U = \begin{bmatrix} h \\ u_h \\ v_h \end{bmatrix}, F = \begin{bmatrix} u_h \\ u_h^2 + \frac{1}{2}gh^2 \\ u_h v_h \end{bmatrix}, G = \begin{bmatrix} v_h \\ u_h v_h \\ v_h^2 + \frac{1}{2}gh^2 \end{bmatrix}
\]

where \( h \) is the flow depth, \( u \) and \( v \) are the velocity components in the x and y directions respectively, and \( g \) is the gravitational acceleration. \( S_0 \) and \( S_f \) are the bed and friction slope terms, respectively, as:

\[
S_0 = \begin{bmatrix} 0; -gh \frac{\partial z}{\partial x}; -gh \frac{\partial z}{\partial x} \end{bmatrix}
\]
\[ S_f = \begin{bmatrix} 0; -c_D u \sqrt{u^2 + v^2}; -c_D v \sqrt{u^2 + v^2} \end{bmatrix} \] (2.4)

which \( z \) is the bed elevation, \( c_D = \frac{g n^2}{h^{1/3}} \) is based on the Manning formula with \( n \) being the bed roughness factor.

The TELEMAC-2D model can be used for both steady and non-steady simulations taking into account non-linear effects including propagation of long waves. TELEMAC-2D supports parallel processing which can be performed on a multi-core workstation to improve computational speed, using the technique of domain-decomposition where the computational grid or mesh is split into a series of smaller sub-domains. Each sub-domain is run by individual processors and the architecture therefore requires information exchange activity between computational nodes i.e. processors operate independently and merely pass information between one another, such as fluxes at the boundary of each sub-domain. Parallel virtual machine is used as MPI interface to account for the communication between computation cores.

### 2.2 Methodology

#### 2.2.1 Model developments

The topography data used in this study consists of the Digital Elevation Model (DEM) with resolution of 200 m for the flood plain and 42 cross-sections for the river segment from Kratie to Kampong Cham. In the pre-processing stage, the cross-section data were interpolated and combined with the DEM of the flood plain to obtain an overall topographical grid for the area, with resolution of 200 m and each cell consisting of information of the x- and y-coordinates and elevation \( z \). The model domain boundary was estimated based on the maximum flood extent of historical flood events. The entire modelling domain was discretized using a system of irregular triangular elements combining the mesh for the channel and flood plains. The mesh for the channel was created at intervals of 250 m and the mesh for the flood plain was created with a default edge length of 450 m. The elevation \( z \) was assigned to nodes on the mesh using the nearest neighborhood method. A 3D view of the mesh adopted for this study is shown in Fig. 2.3.
Figure 2.3. A 3D view of the mesh associated with the land surface elevation and bathymetry for the flood plain and river between Kratie and Kampong Cham

The simulation implemented on TELEMAC-2D was used to model the flood event from 4th June to 30th November 2001. The initial conditions for our simulations were established from the last time step of the results file for the simulation of the period of 1st June to 3rd June 2001. The boundary conditions used include the specification of water depth and velocity components or components of flow-rate at model boundaries. The measured discharge at the river entrance and water level at the river outlet i.e. the inflow (m$^3$/s) at Kratie and the water level (m) at Kampong Cham therefore were adopted. The computational time step was 60 seconds. A number of physical parameters were specified. These include the bottom friction, turbulence model and diffusivity. Strickler’s friction coefficient was used to model the friction on the bed, which was assumed to be the same throughout the entire computation domain. The friction coefficient was specified to be 30 m$^{1/3}$/s.

The Blue Kenue software (Canadian Hydraulics Centre) was used to create the mesh from the DEM and river bathymetry data, define the boundary conditions and view the post-processing data. The model was developed and performed on a Dell™ Precision T5600 workstation with Intel Xeon six-core CPU with 64 GB RAM. The computing time of the model was evaluated using 1, 2, 4 and 6 cores to compare the run-time performance.
2.2.2 Validation of the simulation results

2.2.2.1 MODIS satellite image processing

Satellite images of the case study area were obtained for seven days selected through the simulation period to depict pre-, peak- and post-flooding. The Moderate-Resolution Imaging Spectroradiometer (MODIS) images from National Aeronautics and Space Administration (NASA), which are available online, were used. The MODIS images used for our project are MOD09A1 – MODIS Terra/Aqua Surface Reflectance 8-Day L3 Global 500 m images. Each image is a composite of eight consecutive days of surface reflectance images at 500 m resolution. Cloud coverage is reduced through using these 8 days of images, with the ‘best’ observation for every cell in the image retained to produce the MODIS image. The ‘best’ observation is selected based on criteria such as high observation coverage, low view angle, absence of clouds or cloud shadow, and aerosol loading (MODIS Surface Reflectance User’s Guide, Version 1.3, 2011). Each MODIS satellite image contains seven spectral bands of data, with wavelengths ranging from 620nm to 2155nm.

The Normalized Difference Water Index (NDWI) is applicable for remote sensing of waterbodies from space. It has been used for flood detection (Gao, 1996; McFeeters, 1996). The NDWI is given by:

\[ \text{NDWI} = \frac{\text{Green} - \text{NIR}}{\text{Green} + \text{NIR}} \]  

(2.5)

where Green is the Green Band, Band 2, while NIR is a Near-Infra Red Band, which can be taken as Band 4 from the MODIS satellite spectral bands. Both of these Bands are able to sense similar depths through vegetation canopies. While liquid absorption by the Green Band is negligible, there is weak liquid absorption by the NIR Band, which is also enhanced by canopy scattering. Hence, the NDWI is able to clearly show changes in liquid water content of vegetation canopies (Gao, 1996). The converted Band 2 and Band 4 from MODIS images were used in the computation of NDWI to compare with our model results. When the value of NDWI is more than 0, it indicates a flooded area. Fig. 2.4 shows an example of the processed satellite image and its segregation between areas with NDWI values more than or less than 0. The
lighter areas have values less than 0, indicating low or no flooding. On the other hand, the darker areas have NDWI values more than 0, indicating inundation. The case study area of Kratie to Kampong Cham is located within the boxed area.

Figure 2.4. NDWI Determination in ArcGIS

### 2.2.2.2 ArcGIS Comparison

The TELEMAC simulation results were post-processed in Blue Kenue (Canadian Hydraulics Centre). Water Depth of the simulation results for each of the same seven days were saved as shape files that can be read by ArcGIS. Since eight results were printed out for each day of the simulation, we used the results extracted for Mid-day (12:00:00) for comparison.

Several threshold values were used to determine the percentage of agreement between the NDWI and simulated water depth. For the NDWI values, we checked if NDWI exceeded 0, -0.1, -0.2, and -0.3; whereas for the model water depth results, we identified cells that exceeded 0, 0.3 and 0.5 in value. By matching the cells that give both NDWI and water depth exceeding the threshold values, we can then conclude whether or not the model simulation and satellite images give good agreement on flood occurrence. Figs. 2.5 and 2.6 show an example of the model result and satellite data for the flood peak on 21 Aug 2001, respectively. Fig. 2.7 shows the superimposed layers when NDWI > -0.3 and water depth > 0.5.
Figure 2.5. Model results (Water Depth>0.5)

Figure 2.6. Observations using satellite image data (NDWI > -0.3)
2.3 Results and Discussions

2.3.1 Simulation results

The simulation results consisting of velocity and water depth for the wet season from 4th June to 30th November 2001 was processed with Blue Kenue (Canadian Hydraulics Centre). The results for 10th June 2001, 21st August, and 25th November 2001 corresponding to pre-, post- and peak-flood periods, are compared. Figs. 2.8(a), (b) and (c) display the inundation in terms of the flow velocity in the river and flood plain. The water level measured at Kratie was 16.0 m on 21st August 2001. The estimated discharge from stage-discharge relationship was 67,358 (m$^3$/s). This is comparable to the maximum water level at Kratie for the flood event in 2000, which was 15.90 m.
Figure 2.8. Flow velocity for (a) pre-flood (10th June), (b) peak-flood (21st August) and (c) post-flood (25th November) periods during the wet season in 2001.
2.3.2 Model verification with MODIS satellite images

The model results and satellite information were separately analyzed and the flooded cells, identified by both the model and satellite image were compared. A match between model results and satellite image is determined in ArcGIS when a cell is identified as “flooded” by both the model and satellite image. The matched cells are shown in dark blue in Fig. 2.9 for areas that are inundated.

In order to provide a quantitative evaluation of the agreement between results from these two approaches, an index of percentage of agreement was used:

\[
\text{Percentage of agreement} = \frac{N}{M} \times 100\% \quad (2.6)
\]

where \(N\) is the number of matched cells with \(\text{NDWI} > -0.3\) and \(\text{water depth} > 0.5\) m, \(M\) is the number of cells with \(\text{water depth} > 0.5\) m. The percentage of agreement was 32.8\%, 93.5\%, and 38.4\% for the pre-flood (10th June 2001), peak-flood (21st August 2001), and (c) post-flood (25th November in 2001) period, respectively.

The threshold values were varied to determine the best conditions for optimal match between NDWI and simulated water depth results. For NDWI values obtained from MODIS data, we used threshold values of 0 to -0.3, with values exceeding -0.3 giving more areas with inundation, compared to NDWI > 0. Similarly, for modelled water depth results, water depth more than 0 showed greater inundated areas with water depths > 0.5 m. With the different combinations of flood threshold values therefore, we are able to determine the optimum combination for agreement between the pre-, peak-, and post-flood periods.

Table 2.1 shows that the highest percentage of matched results for the three periods considered occurred when values of \(\text{NDWI} > -0.3\) and model water depth > 0.5 m. With the lowest threshold of -0.3 for MODIS data, we extracted the maximum wetted area possible. The threshold for model water depth was set at 0.5, to extract the extreme flooded areas. Hence, this combination would give the highest agreement between both the model and satellite image.
Table 2.1 Percentage of agreement (defined by different ranges of water depths) between inundated areas in model and satellite image for various periods

<table>
<thead>
<tr>
<th>Water depth &gt; 0</th>
<th>DAY</th>
<th>NDWI &gt; 0</th>
<th>NDWI &gt; -0.1</th>
<th>NDWI &gt; -0.2</th>
<th>NDWI &gt; -0.3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 Jun</td>
<td>7.4</td>
<td>11.0</td>
<td>17.8</td>
<td>26.3</td>
</tr>
<tr>
<td></td>
<td>12 Jul</td>
<td>12.0</td>
<td>18.6</td>
<td>25.2</td>
<td>35.6</td>
</tr>
<tr>
<td></td>
<td>5 Aug</td>
<td>3.3</td>
<td>38.3</td>
<td>56.9</td>
<td>67.0</td>
</tr>
<tr>
<td></td>
<td>21 Aug</td>
<td>64.3</td>
<td>80.7</td>
<td>87.8</td>
<td>91.7</td>
</tr>
<tr>
<td></td>
<td>6 Sep</td>
<td>63.8</td>
<td>75.0</td>
<td>81.9</td>
<td>86.2</td>
</tr>
<tr>
<td></td>
<td>24 Oct</td>
<td>13.7</td>
<td>19.4</td>
<td>25.8</td>
<td>34.8</td>
</tr>
<tr>
<td></td>
<td>25 Nov</td>
<td>10.5</td>
<td>19.6</td>
<td>26.0</td>
<td>31.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Water Depth &gt; 0.3</th>
<th>DAY</th>
<th>NDWI &gt; 0</th>
<th>NDWI &gt; -0.1</th>
<th>NDWI &gt; -0.2</th>
<th>NDWI &gt; -0.3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 Jun</td>
<td>9.1</td>
<td>13.4</td>
<td>21.4</td>
<td>31.1</td>
</tr>
<tr>
<td></td>
<td>12 Jul</td>
<td>12.6</td>
<td>19.2</td>
<td>26.1</td>
<td>36.6</td>
</tr>
<tr>
<td></td>
<td>5 Aug</td>
<td>3.4</td>
<td>39.9</td>
<td>58.1</td>
<td>68.2</td>
</tr>
<tr>
<td></td>
<td>21 Aug</td>
<td>66.5</td>
<td>83.0</td>
<td>89.7</td>
<td>93.3</td>
</tr>
<tr>
<td></td>
<td>6 Sep</td>
<td>65.6</td>
<td>76.9</td>
<td>83.9</td>
<td>88.0</td>
</tr>
<tr>
<td></td>
<td>24 Oct</td>
<td>14.7</td>
<td>20.8</td>
<td>27.4</td>
<td>36.8</td>
</tr>
<tr>
<td></td>
<td>25 Nov</td>
<td>12.7</td>
<td>23.3</td>
<td>30.3</td>
<td>36.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Water Depth &gt; 0.5</th>
<th>DAY</th>
<th>NDWI &gt; 0</th>
<th>NDWI &gt; -0.1</th>
<th>NDWI &gt; -0.2</th>
<th>NDWI &gt; -0.3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 Jun</td>
<td>9.7</td>
<td>14.3</td>
<td>22.6</td>
<td>32.8</td>
</tr>
<tr>
<td></td>
<td>12 Jul</td>
<td>12.7</td>
<td>19.4</td>
<td>26.3</td>
<td>36.8</td>
</tr>
<tr>
<td></td>
<td>5 Aug</td>
<td>3.5</td>
<td>39.9</td>
<td>58.0</td>
<td>68.3</td>
</tr>
<tr>
<td></td>
<td>21 Aug</td>
<td>66.6</td>
<td>83.2</td>
<td>89.8</td>
<td>93.5</td>
</tr>
<tr>
<td></td>
<td>6 Sep</td>
<td>66.0</td>
<td>77.2</td>
<td>84.2</td>
<td>88.3</td>
</tr>
<tr>
<td></td>
<td>24 Oct</td>
<td>15.0</td>
<td>21.2</td>
<td>27.9</td>
<td>37.3</td>
</tr>
<tr>
<td></td>
<td>25 Nov</td>
<td>13.4</td>
<td>24.7</td>
<td>32.1</td>
<td>38.4</td>
</tr>
</tbody>
</table>
Figure 2.9. Flood inundation identified by both satellite image and model for (a) 10 June 2001, (b) 21 August 2001, and (c) 25 November 2001
The optimal matching combination can also be observed in Figs. 2.10 to 2.12. Each of these figures shows the number of flooded cells as predicted by the model and the cells that are flooded in the model matching those observed from the satellite images. It can be seen from these figures that during pre- and post-flood period, the difference in the number of flooded cells found in both model and satellite and that of the model is significant. On the other hand, at the peak flood period (Aug 2001), this difference is much lower. The lowest deviation in number of flooded cells occurs when NDWI > -0.3. This indicates that using this threshold for the NDWI values would give the highest agreement with model results. With this threshold, we explore the water depth threshold, which would yield the highest percentage match.

It can be seen that the percentage match for the pre- and post-flood are < 50%. However, for the peak period, agreement between NDWI and modeled water depth results are high and are about 90%. The low match during the pre- and post-flood period may be attributed to the low water levels in the river that could have been undetected by MODIS satellite images. As the water levels were too low in the river when there was still minimal flooding, the areas with water did not show up clearly on the satellite imagery and hence could not be extracted on ArcGIS. Another possible reason for the observed discrepancy is that the model considers only hydrodynamic processes of flows in the river and flood plain and it does not consider other hydrological processes such as infiltration or evaporation. Thus, at times before and after the flood, the model tends to provide larger flood inundation area than that the actual case since the abstractions represented by these processes are not considered.

On the other hand, during peak flood, especially on 21st August, the percentage comparison between the MODIS satellite image and modeled water depth was high. Once again, the errors could be attributed to losses not considered in the model or the shallow depths at the fringes of the inundated zone. The high percentage match between model simulation results and MODIS data indicates that TELEMAC-2D is indeed suitable for flood studies; however, issues related to the poor match between model and observations during the pre- and post-flood periods will have to be further investigated. Nevertheless, it can be concluded that for the period around the peak
flood, the 2D hydrodynamic model from TELEMAC-2D is able to produce results that are in close agreement with observations.

Figure 2.10. Number of flooded cells in model (water depth>0) and satellite images

Figure 2.11. Number of flooded cells in model (water depth>0.3) and satellite images
Figure 2.12. Number of flooded cells in model (water depth>0.5) and satellite images

2.3.3 Model computing time with multi-core processor

The simulation for the flood event from 4\textsuperscript{th} June to 30\textsuperscript{th} November 2001 was implemented on a multi-core workstation. The computing time was 177, 87, 51, 44 minutes corresponding to 1, 2, 4, and 6 cores used as shown in Fig. 2.13.

As expected, the computing time was lower when the number of cores used increased; however, the improvement in computational speed was less significant when the number of cores was larger than 4. The decrease in computing time was about 50.8 \% when 2 cores were used. The reduction in runtime was 41.3\% when 4 cores were used. Finally, it was only 13.7\% when 6 cores were used. This trend reveals that the computing time approaches a limitation when the number of cores is more than 6. This limitation is presumably due to the MPI operations as reported in other studies (Khaitan & McCalley, 2014). HPC applications often require numerous information exchange activities between computational nodes. In the case of the MPI model, the nodes do not share the physical memory; therefore, they communicate by sending information back and forth many times per second, which likely raises the possibility of latency when the number of node increases beyond a certain limit.
Figure 2.13. Computing time of the simulation with 1, 2, 4 and 6 cores.
Chapter 3

Computational hydraulic modelling with UPC architecture for large scale simulations

The content of this chapter is extracted from a research article*. Flood modelling and forecasting based on the two-dimensional Shallow Water Equations is increasingly more expensive due to the uncertainties with climate changes as well as higher demands on accuracy in dense urban environment. At present, two parallel computing architectures, namely the Message Passing Interface (MPI) and OpenMP, are used extensively to accelerate the hydraulic simulations. In this study, we present an alternative approach using the Unified Parallel C (UPC) architecture that combines the advantages of MPI scalability as well as the direct memory access of OpenMP. A second-order Godunov-type MUSCL scheme flood model with second-order accuracy named ParaFlood2D is first developed using UPC. The computational efficiency of the model is then demonstrated with two cases of flood wave propagation using a shared-memory and a distributed-memory system. The results show high accuracy compared to the analytical solution, and the computational speedup is significantly enhanced with UPC compared to MPI and OpenMP at their base designs in both cases.

* The material presented in this chapter has been prepared to be submitted for the consideration of publication
3.1 Introduction

Flooding is one of the most destructive natural disasters in the world. According to Krzhizhanovskaya et al. (2013), global floods caused the death of nearly 7000 people and claimed an economic loss of 13.7 billion USD annually from 1984 to 2013. With climate changes that are likely to further exacerbate the intensity and duration of rainfall (as well as draught), the risk of flooding will likely escalate further in the future for many countries. It is therefore essential that flood assessment be routinely carried out to protect the communities along the flood plains.

Over the last few decades, computational hydraulic modelling has evolved to become a critical tool for the design, planning and management of water infrastructure for flood protection and assessment (Hunter et al., 2007). With modelling, scenario forecasting for flood predictions can be made to minimize the damages and potential loss of life (Hall et al., 2005). The sophistication of the modelling in terms of theories, data availability, computational speed and verification technology (including satellite imagery) are also continuously improving with time (Gomes Pereira & Wicherson, 1999; Hervouet, 2000; Rabus et al., 2003).

Studies so far indicate that two-dimensional (2D) depth-integrated models based on the Saint-Venant equations (or the so-called Shallow Water Equations (SWEs) are the most appropriate choice for the simulation of flooding in river basins (Panday & Huyakorn, 2004; Hervouet, 2007). Many 2D models, differing in complexity with respect to their numerical algorithms for the SWEs, are now available both publicly and commercially (Neal et al., 2010). The required computational resources for these models depend on the objective, but are typically expensive for multi-objective assessment including uncertainties with trending climate changes and land uses. For example, Morgan et al. (2015) examined the flood prediction for the city of Nice in France using the model of FullSWOF_2D, including the uncertainties in the bathymetry resolution. Over 400,000 CPU-hours were needed for their exercise. Thus, multiprocessor parallelization (via CPU-based architectures) is now widely used for flood inundation modelling to accelerate the simulation time.
A popular parallel computing architecture for flood modelling is based on the distributed-memory approach using MPI as the implementation protocol. Examples of flood modelling software using the MPI protocol include TELEMAC-2D (Hervouet, 2000), RMA (Rao, 2005), TRENT (Villanueva & Wright, 2006) and CalTWiMS (Pau & Sanders, 2006). With MPI, each computing CPU core carries out its calculations independently and commands its own memory in a modular manner, while the communication protocols manage the memory access among the cores. With the flexibility and ease of use, MPI is the predominant architecture for flood modelling parallelization at present.

In recent years, many MPI applications reported a drawback of reaching the limit of performance too early when the number of computational nodes is increased. For example Vu et al. (2015) investigated the use of parallelization with the public-domain software, TELEMAC-2D, for the flood prediction of a sub-basin along the Lower Mekong River in Southeast Asia. The computational domain covered a total watershed area of approximately 2,800 km$^2$, with 200m resolutions both along the river and in the flood plain. They reported that the computation was accelerated significantly when the number of cores increased from 1 to 4. Beyond that, however, the speedup slowed down significantly, and only marginal gain was realized when the number of computing cores increased to 6 and beyond. In other words, no significant further acceleration can be achieved even though additional computing resources were available. The limiting experience was also reported by other studies (Khaitan & McCalley, 2014).

The above limitation can be attributed to the bottleneck in the information exchanges among the computing nodes. With MPI, since the nodes do not share the physical memory, messages have to be sent back and forth many times per second. Thus, the latency increases when the number of nodes increases. This limitation is a major drawback, particularly for large watersheds whereby the objective is to provide rapid predictions of the extent of flood inundation ahead of the flood wave arrival to forewarn the communities in the flood plain. The latency can be reduced by customizing the algorithms in the main part of model, including the load-balancing, domain decomposition, communication, etc., to minimize the information exchanges.
among the working nodes. For example, Sanders et al. (2010) designed a MPI-based Godunov-type shallow-water model called ParBrezo. They introduced a static method of domain decomposition using the Metis library of graph partitioning tools, to overcome the challenge of allocating computational resources for unstructured meshes. As a result, ParBrezo achieved outstanding speedups up to 512 cores. Another example was the CFD model developed by Frisch (2014) using MPI, with new communication schemes to minimize the synchronized message exchange activities among the computing nodes.

Besides MPI, another popular computer architecture for flood modelling is OpenMP which has been in existence for the last few decades. OpenMP is a shared memory approach. Thus, the memory can be accessed by all computing nodes in a public manner, which allows for the simple programming of parallel applications. Examples of flood models that utilize OpenMP include LISFLOOD-FP (Bates & De Roo, 2000) and the upgraded version of LISFLOOD developed by Neal et al. (2009). However, the performance of OpenMP is bounded to the computational power of a single system with a fixed number of nodes (Aubry et al., 2011). Available computational resources cannot be added easily contrary to the MPI protocol. To overcome this scalability constraint, newer architectures have been developed using the hybrid MPI-OpenMP approach. The implementation of this hybrid approach for parallelization is however more difficult, and the performance gains might not compensate for the effort (Rabenseifner et al., 2006; 2009).

Recently, methods using Graphic Processing Units (GPUs) have also been explored to reduce the computational time for flood inundation modelling (Kurowski et al., 2011; Liu et al., 2011; Kalyanapu et al., 2012; Vacondio et al., 2014). GPU-based flood models have been cited for achieving significant speedups and energy efficiencies (Kalyanapu et al., 2011). However, these studies also reported that the GPU-based models faced a number of challenges, including the need for lengthy code development time and the challenge to implement the logical statements involved (Neal et al., 2010). Therefore, CPU-based approach is still the favorite at present for flood modelling based on traditional numerical methods.
In this study, our objective is to apply the Partitioned Global Address Space architecture (PGAS) as an alternative to flood modelling parallelization to overcome the above constraints. PGAS is a relatively new architecture that combines the benefits of the locality in shared memory architecture of OpenMP and data layout control of MPI. The key concept is to store the data having the affinity with the corresponding computing thread in the private/local memory. With the direct affinity, the memory access by the thread is enabled at the highest speed possible. At the same time, the global shared memory can be accessed by all threads, but at a higher cost than local. This arrangement enables PGAS to achieve an optimal combination of programmability, portability and performance scalability. Using UPC, which is the PGAS extension to the ISO C language and the Berkeley UPC compiler (Berkeley UPC), we developed a new computational hydraulic model (called ParaFlood2D) based on the second-order Godunov-type MUSCL scheme with second-order accuracy. Subsequently, we tested ParaFlood2D using two cases of 1D dam break and 2D flood wave propagation with two hardware configurations of a shared memory SGI system and a distributed memory HPC server. We also compared the performance of ParaFlood2D with the MPI and OpenMP implementation at their base designs with the identical numerical scheme.

This chapter is structured as follows. Section 3.2 describes in detail the development of the computational hydraulic model and numerical solutions in this study. Section 3.3 presents the UPC architecture of the model. The computational results for the two cases with the two multi-core systems are shown and analyzed in Section 3.4.

3.2 Numerical method

The integral form of the shallow-water equations can be expressed as (George, 2004):

$$\frac{\partial}{\partial t} \int_A U dA + \int_C H \cdot \hat{n} dC = \int_A (S_0 + S_t) dA$$  \hspace{1cm} (3.1)

where A is the area of the integration element, C is the element boundary, \(\hat{n}\) is the outward unit vector normal to C, \(U\) is the vector of the conserved variables and \(H = (F,G)\) is the tensor of fluxes in the x and y directions, i.e.
where $h$ is the flow depth, $u$ and $v$ are the velocity components in the $x$ and $y$ directions respectively, and $g$ is the gravitational acceleration. $S_0$ and $S_f$ are the bed and friction slope terms, respectively, as:

$$S_0 = \begin{bmatrix} 0; -gh \frac{\partial z}{\partial x}; -gh \frac{\partial z}{\partial x} \end{bmatrix}$$

(3.3)

$$S_f = \begin{bmatrix} 0; -c_D u \sqrt{u^2 + v^2}; -c_D v \sqrt{u^2 + v^2} \end{bmatrix}$$

(3.4)

which $z$ is the bed elevation, $c_D = gn^2/h^{1/3}$ is based on the Manning formula with $n$ being the bed roughness factor.

In this study, we concentrate our effort on the parallelization of the main computational algorithm with the Shallow Water Equations using the explicit predictor-corrector scheme (e.g. by Bradford and Sanders (2002)) and with the typical boundary conditions in flood modelling simulations. The objective is to test out the core concept in the adaptation of UPC, and to compare with the existing approaches of MPI and OpenMP at their base designs. To avoid potential issues with the explicit numerical scheme, we have chosen general test cases using structured domains without significant discrete changes in the bathymetry, and also with very small time steps to achieve a stable Courant number. In the future, we plan to continue the development of the software with the implicit methods (Casulli & Zanolli, 2002; Hodges, 2004) to allow for stability using larger time steps.

The details of the numerical scheme can be found in Appendix A. The flux at each cell is first computed at the $(n + \frac{1}{2})$ time level with an intermediate predictor step, and then adjusted at the $(n+1)$ time level with a subsequent corrector step. In order to achieve the second-order spatial accuracy, the monotone upstream scheme for conservation (MUSCL) is adopted to linearly reconstruct the values of $h$, $u$ and $v$. To evaluate the fluxes, we apply the Godunov-type upwind scheme proposed by Roe.
In addition, there are multiple methods for flood modelling to limit the spatial
derivatives to realistic values, including minmod (Roe, 1986), VanLeer (van Leer,
1974) or VanAlbada (van Albada et al., 1997). Here, the superbee limiter method by
Roe (1985) is used due to its effectiveness (Jeffrey et al., 1999). Finally, for the
wet/dry tracking, we adopt the method suggested by Bradford and Sanders (2002).

3.2 UPC implementation of SWEs

In this section, the UPC implementation for the numerical solutions described above
for the shallow water equations is presented. As discussed previously, the important
advantage of UPC over the other approaches is the ability to control the physical
association between the shared data items and threads. The overall design progress
of ParaFlood2D is as follow: (1) developing the general structure of the model based
on the numerical scheme; (2) identifying the time-consuming functions in the model
and analyzing the data dependencies; (3) establishing the algorithms for data storage
based on data dependencies and model workflows; and (4) parallelizing the model
using UPC work-sharing functions.

The general computational structure of ParaFlood2D is summarized in Figure 3.1.
The flux predictor at the \((n+\frac{1}{2})\) time level is computed by the function called
"FluxPredictorXY" and the flux corrector at the \((n+1)\) time level is calculated by the
function "VelocityAdjustor". The functions InitValue, FluxPredictor and
VelocityAdjustor have a nested loop (i.e. an inner loop within the body of an outer
one). Thus, the complexity of the algorithm is \(O(N^2)\) where \(N\) is the number of cells
in the x-direction. The function InitValue is used to set up the initial condition, while
FluxPredictor and VelocityAdjustor compute the flux for every cell in the domain
making them the most time-consuming functions in the model. The focus of the UPC
implementation, therefore, is to reduce the run time of these two functions.
The domain decomposition algorithm is performed on $T_0$ and summarized as below. With the decomposition, the computational matrix is split into a series of smaller sub-domains by rows (Figure 3.2), and each sub-domain has the affinity to one thread. With $T$ threads, a $N\times N$ domain would be decomposed into $T$ sub-domains called $D_i$. Each $D_i$ contains the data of $\frac{N}{T}$ rows as $\frac{N+N}{T}$ cells. The data of sub-domain $D_i$ are assigned to the thread $T_i$ using the blocked-cyclic techniques (Figure 3.2). Thus, while calculating the fluxes in $D_i$, $T_i$ mainly works with the data which it has the direct affinity. The exceptions for $T_i$ to work with data outside of $D_i$ are thus limited to the computation related to the first and last rows only.

This domain decomposition algorithm has the advantage that it can handle different numbers of cells in the $x$- and $y$-directions without any constraint related to $N$ and $T$. At the same time, the disadvantage is that the boundary data are fragmented, with the north/south boundaries stored in $D_0$ and $D_{T-1}$ and the west/east boundaries in the other sub-domains. Thus, while calculating the fluxes, the working threads in the system will have to constantly check whether or not the cell is along the boundary layer.
It should be noted that the algorithm should work well not only with structured Cartesian grids, but also with unstructured grids by using a pre-arranged static workload-balancing algorithm to divide the workload evenly and assign the data to the respective UPC threads. Thus, the algorithm is highly optimal for UPC implementation with the minimal shared data among threads. It minimizes the delay in global memory access and speeds up the model computation significantly when a large number of CPU cores are involved.
The computations of FluxPredictor and VelocityAdjustor are distributed using a work-sharing function named upc forall. The pseudo code for upc forall is shown in Figure 3.3. In UPC, the total number of threads can be determined at run time using the UPC identifier, THREADS, and each thread can be identified by using another identifier, MYTHREAD. With upc forall, all threads with MYTHREAD from 0 to THREADS-1 run through an identical code (i.e. the nested loop). However, they calculate the fluxes at different start- and end-points defined by the indexing technique (shown in Algorithm 3.2), which are the first- and last-cell of each sub-domain, respectively. Each thread is designed to calculate the fluxes in different sub-domains. This new approach developed in the present study is termed as the single-program multiple-data method (SPMD).

**Algorithm 3.2 Pseudo code for upc forall**

```
1: upc forall (t = 0; t < THREADS; ++t; t)
2:   for each row from thread_start(t) to thread_end(t)
3:     for each column of the 2D domain
4:       UpdateFlux(row, column)
5:     end for
6:   end for
7: end upc forall
```

After every work-sharing function, a synchronization point is inserted using another function called upc barrier (as shown in Figure 3.1) to synchronize all threads before going to the next function. It is essential to include the upc barrier between the FluxPredictor and VelocityAdjustor. This is because the input data for the corrector phase are the results derived from the predictor phase, and the VelocityAdjustor function is dependent on the FluxPredictor in terms of data resources. The aforementioned process is analogous to a producer-consumer scenario, which the consuming thread needs to ensure that the correct data have been made available to the producing thread.

In the following, we shall examine the accuracy and performance of ParaFlood2D for two cases of flood wave propagation to demonstrate the viability of the PGAS concept.
3.4 Model verification and performance evaluation

The accuracy of ParaFlood2D is first evaluated for a 1D dam-break configuration. The domain consists of a horizontal 100m long channel, with a dam located at a distance of 40m from the upstream boundary ponding an initial water depth of 1m. Downstream of the dam, the channel bottom is assumed to be dry. The initial conditions are thus:

\[
h(x, t = 0) = \begin{cases} 
  h_0 = 1m, & x < 40m \\
  0, & x \geq 40m 
\end{cases} \tag{3.5}
\]

\[
u(x, t = 0) = 0 \tag{3.6}
\]

For this dam break configuration, the analytical solution had been obtained by Ritter (1892) as:

\[
h(x, t) = \frac{2\sqrt{gh_0} - \frac{x}{t}}{9g} \tag{3.7}
\]

\[
u(x, t) = \frac{2}{3} (\sqrt{gh_0} + \frac{x}{t}) \tag{3.8}
\]

within the interval of:

\[-1 < \frac{x}{t\sqrt{gh_0}} < 2 \tag{3.9}\]

Outside of this interval, the quantities \( h \) and \( u \) are not affected by the wave propagation and are thus identical to the initial conditions.

We perform numerical simulations of this dam break configuration using ParaFlood2D with the cell length set as 0.125m and the time interval at \( \Delta t = 0.01s \). The numerical predictions and analytical solution for \( u(x, t) \) are compared in Fig. 3.3 at \( t = 2.5s \) and \( t = 6.3s \). Overall, it can be seen that the two agree well with each other, demonstrating the high accuracy of the numerical prediction. In particular, the flood wave front is captured very well with the fine cell intervals used in the simulations.
Figure 3.3. Comparison of numerical results and analytical solution at $t = (a) \ 2.5s$ and (b) $6.3s$

To evaluate the parallel performance, a common speedup parameter is used to measure the computational efficiency of the model which is defined as the ratio of execution time between the uni- and multi-processor:

$$S(N) = \frac{T(N)}{T_1(N)}$$

(3.10)

where $T(N)$ is the run time of the parallel algorithm, and $T_1(N)$ is the run time of the model using a single processor. The simulations are performed in two computer
clusters (shown in Table 3.1) with different hardware configurations of a shared memory SGI system and a distributed memory HPC server.

Table 3.1. Computer clusters used for model testing.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Node CPUs</th>
<th>CPU speeds (GHz)</th>
<th>Cores per node</th>
<th>Node RAM (TB)</th>
<th>Available cores</th>
<th>Communication switch</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGI UV-2000</td>
<td>Intel Xeon E5-4657LV &amp; E5-2670</td>
<td>2.4</td>
<td>16</td>
<td>2</td>
<td>up to 100 cores</td>
<td>InfiniBand Shared-memory</td>
</tr>
<tr>
<td>IBM System xidataplex</td>
<td>Intel Xeon 5500 Series</td>
<td>2.93</td>
<td>16</td>
<td>2</td>
<td>up to 128 cores</td>
<td>InfiniBand Distributed-memory</td>
</tr>
</tbody>
</table>

We now compare the computational performance of ParaFlood2D with UPC against the MPI and OpenMP implementation at their basic designs of the same numerical schemes in the SGI UV-2000 server. The dam break configuration is modified to a 500-km long channel with a regular Cartesian grid of 4 million cells for a total duration of 100s. Table 3.2 and Figure 3.4 show the results of the run time and speedup comparison.

By deploying the number of cores of 2, 4 and 8, UPC and MPI achieve the speedup values of 1.6/1.8, 2.7/3.4 and 5.4/6.4; whereas OpenMP achieves 2.4, 4.6 and 8.3, respectively. Although OpenMP has higher speed-up values compared to UPC and MPI, the run time of all three are in fact similar. This is expected as both UPC and OpenMP can exploit the advantages of the data locality. Thus, they are able to read and write directly to the internal memory section without experiencing any delay. Furthermore, with the small number of cores, the amount of time for querying and retrieving with messages with MPI is trivial. Therefore, the three has almost identical performance within one node, which has 16 cores. However, UPC and MPI outperform OpenMP significantly beyond that up to the maximum of 100 cores. In fact, UPC remains effective in term of computational speedup with no sign of
performance decline after reaching the maximum. In other words, further acceleration can still be achieved if additional cores are available.

Table 3.2. Run time and relative speedup among UPC, MPI and OpenMP for 1D dam-break

<table>
<thead>
<tr>
<th>Number of Cores</th>
<th>UPC</th>
<th>MPI</th>
<th>OpenMP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Run time (hours)</td>
<td>Speed-up</td>
<td>Run time (hours)</td>
</tr>
<tr>
<td>1</td>
<td>14.5</td>
<td>1.0</td>
<td>17.0</td>
</tr>
<tr>
<td>2</td>
<td>9.0</td>
<td>1.6</td>
<td>9.5</td>
</tr>
<tr>
<td>4</td>
<td>5.4</td>
<td>2.7</td>
<td>5.0</td>
</tr>
<tr>
<td>8</td>
<td>2.6</td>
<td>5.4</td>
<td>2.7</td>
</tr>
<tr>
<td>16</td>
<td>1.7</td>
<td>8.3</td>
<td>1.6</td>
</tr>
<tr>
<td>32</td>
<td>0.9</td>
<td>15.7</td>
<td>1.0</td>
</tr>
<tr>
<td>64</td>
<td>0.5</td>
<td>29.0</td>
<td>0.6</td>
</tr>
<tr>
<td>100</td>
<td>0.3</td>
<td>43.7</td>
<td>0.6</td>
</tr>
</tbody>
</table>

It is particularly striking to note that UPC is almost 25 times faster than OpenMP using 100 cores. The very poor performance of OpenMP after 16 cores is expected, and can be attributed to the performance penalty with over-access to the shared-memory section. Similar to other shared-memory systems, the SGI UV-2000 server provides a software solution that allows applications to access all available memory as a virtual shared-memory block. However, the memory in UV server is still physically located in different nodes which are connected to each other using the network cable. Therefore, when extending the parallel computation to multiple nodes, the access to the shared-memory section by OpenMP is subjected to the communication delay. Comparatively, UPC is designed so that the threads mostly access only the memory section which they have the affinity. Thus, the communication delay is minimized leading to the good performance.
With MPI, the speedup in computational speed is significant up to 64 cores but becomes ineffective beyond that. The MPI speedup is 16.6 and 27.2 with 32 and 64 cores, respectively; but it is only 28.0 with 100 cores. This trend again reveals that the limitation for MPI at its basic design. In the MPI architecture, when the number of processing cores increases, the amount of message passing in the system also expands exponentially. Eventually, the message processing time surpasses the actual computational time for each CPU, and limits any further gain in performance.

![Graph showing speedup for the one-dimensional dam break simulations](image)

**Figure 3.4. Speedup for the one-dimensional dam break simulations**

We also compare the model prediction and analytical solution for a dam break case with a sloping channel as shown in Fig. 3.5. The analytical solution for the unsteady non-linear wave on initially dry bed was reported earlier by Dressler (1958). The simulation is executed with an initial water depth of 1m, a grid spacing of $x = 0.014m$ and a Courant number of 0.2. It can be seen from the figure that the comparison is satisfactory. Subsequently, we also introduce bottom friction to this case with two Manning's roughness coefficients: 0.035 for the floodplains - pasture, farmland and 0.075 for floodplains - heavy brush (Manning's Roughness Coefficients, 2016).
Figure 3.5. Comparison of numerical results and analytical solution at $t = (a) \ 0.1s$ and (b) $0.3s$

Figure 3.6 shows the simulation results with the bottom friction. Clearly, the friction does not significantly affect the fluxes, which is expected physically since the initial water depth is high.
Figure 3.6. Numerical results with the Manning’s coefficient of \( n = (a) \ 0.035 \) and (b) \( 0.075 \)

Table 3.3 shows the run time and speedup with the dam-break case on a slopping channel. With the wet/dry bed condition, a computational step is added into the computational structure to compute the new water depth after the \textit{VelocityAdjustor} function. However, the calculations are not extensive, thus the additional time required is not significant. In addition, the required data for the wet/dry calculations
are evenly spread over the entire domain, which is perfectly suitable for UPC to parallelize. Thus, the model speedup remains the same.

Table 3.3 Run time and relative speedup of UPC for the inclined plane case using the SGI UV server

<table>
<thead>
<tr>
<th>Number of Cores</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run time (hours)</td>
<td>16.3</td>
<td>10.4</td>
<td>6.7</td>
<td>3.1</td>
<td>2.0</td>
<td>1.4</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>Speedup</td>
<td>1.0</td>
<td>1.6</td>
<td>2.4</td>
<td>5.3</td>
<td>8.1</td>
<td>11.0</td>
<td>27.3</td>
<td>41.3</td>
</tr>
</tbody>
</table>

Next, we simulate another 2D flood wave propagation case in the two different machines of the above shared-memory SGI system and also another distributed-memory system for performance evaluation. The distributed-memory system consists of the IBM HPC server with 128 CPU cores shown in Table 3.1. The 2D domain consists of a horizontal area which is 1000 m long and 1000 m wide. We use a Cartesian grid with 100 million cells for the simulation to demonstrate the capability of ParaFlood2D in handling an ultra-large computational domain (the cell length is set to 0.1m). The model is run for a duration of 100s with the time interval $\Delta t = 0.01s$. Figure 3.8 shows the evolution of the fluxes in the x-direction after 200 time-steps (i.e. at $t = 2s$). With the shared-memory SGI machine, the run time and relative speedup of UPC, OpenMP and MPI are shown in Table 3.4 and Fig. 3.9.

The initial conditions are described below, with Figure 3.7 illustrating the water depth distribution inside the domain:

$$h(x, y)_{t=0} = \begin{cases} h_0 = 1m, & 400m < x < 600m \text{ and } y < 180m \\ 0, & x < 400m \text{ or } x > 600m \text{ or } y > 180m \end{cases} \quad (3.11)$$

$$u(x, y)_{t=0} = 0 \quad (3.12)$$
Figure 3.7. Initial water depth for the two-dimensional flood wave propagation case

Figure 3.8. Evolution of fluxes in the x-direction at t = 2s

The performance comparison again illustrates the two different trends before and after 16 cores, which is the number of CPUs in a single node of the SGI server. In particular, all three architectures achieve similar speedup level up to 16 cores. Beyond that, UPC outperforms significantly, while OpenMP demonstrates very poor scalability and MPI only maintains the speedup up to 64 cores at their basic designs. Again, UPC remains effective in term of computational acceleration up to the
maximum 100 CPU cores with no sign of performance decline. In terms of the run time, UPC significantly shortens the modelling processes from 14 days to 6 hours by increasing the number of cores from 1 to 100 for the simulation.

Overall, the relative performance of UPC and OpenMP for the 2D flood wave propagation case is similar to 1D dam break case in the share-memory SGI machine. This is because the 2D data are stored continuously in the memory as arrays of 1D data, which are kept in track by the compiler. Thus, the only difference between the two is that the compiler has to convert the cell's index to the corresponding 1D indicator in the memory section when querying the information from the cell. On the contrary, the performance of MPI is inferior for the 2D flood wave propagation case. The maximum performance for MPI is reached at 64 cores, and the computing efficiency actually reduces beyond that. The difference can be attributed to the size of the message in the system. For the 1D case, the message only contains the data of two cells i.e. the first and the last cell of the sub-domain. For the 2D case, however, each thread has to duplicate and send the data of the first and last rows, which consist of thousands of cells, to others. The processing time for each message is, therefore, much longer. This also explains the different number of limiting cores for MPI in different studies. For example, in the case of TELEMAC-2D reported by Vu et al. (2015), the limit was 6 cores; while for the FloodMap model developed by Yu (2010), the limit was 16 cores. It is important to note that with proper optimization, MPI can also reach a high level of speedup with a large number of cores as shown by Sanders et al. (2010) and Lai & Khan (2016). Nevertheless, the objective of the present study is to investigate the adaptation of UPC for large scale flood modelling as an alternative, thus we have kept OpenMP and MPI at their simplest designs.
Figure 3.9. Comparison of UPC, MPI and OpenMP on SGI server

Table 3.4. Run time and relative speedup of UPC, MPI and OpenMP for the 2D case with the SGI server

<table>
<thead>
<tr>
<th>Number of Cores</th>
<th>UPC</th>
<th>MPI</th>
<th>OpenMP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Run time (hours)</td>
<td>Speed-up</td>
<td>Run time (hours)</td>
</tr>
<tr>
<td>1</td>
<td>334</td>
<td>1.0</td>
<td>397</td>
</tr>
<tr>
<td>2</td>
<td>179</td>
<td>1.9</td>
<td>225</td>
</tr>
<tr>
<td>4</td>
<td>88</td>
<td>3.8</td>
<td>130</td>
</tr>
<tr>
<td>8</td>
<td>44</td>
<td>7.8</td>
<td>87</td>
</tr>
<tr>
<td>16</td>
<td>23</td>
<td>14.8</td>
<td>43</td>
</tr>
<tr>
<td>32</td>
<td>14</td>
<td>26.1</td>
<td>32</td>
</tr>
<tr>
<td>64</td>
<td>8</td>
<td>40.6</td>
<td>25</td>
</tr>
<tr>
<td>100</td>
<td>6</td>
<td>55.9</td>
<td>29</td>
</tr>
</tbody>
</table>
Table 3.5 shows the performance comparison between UPC and MPI for the 2D flood wave propagation case with the distributed memory system of the HPC server with 128 cores, which is in essence a hybrid configuration (using both InfiniBand and shared memory communication - a.k.a. distributed memory machine). The comparison is based on the relative speedup ratio with 16 cores onward for large scale simulations. In addition, we also compare the performance to the maximum speedup rate $S_p$ based on the Amdahl law (Amdahl, 1967) as:

$$S_p = \frac{1}{(1 - P) + P/N_c} \tag{3.13}$$

where $P$ is the proportion of the program that can be executed in parallel and $N_c$ is the number of CPU cores used. This ideal performance of Amdahl law is plotted in Figure 3.10 for comparison.

Table 3.5. Run time and relative speedup of UPC, MPI and Amdahl law for the 2D case with the IBM server

<table>
<thead>
<tr>
<th>Number of Cores</th>
<th>UPC</th>
<th>MPI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Run time (hours)</td>
<td>Speed-up</td>
</tr>
<tr>
<td>16</td>
<td>24</td>
<td>1.0</td>
</tr>
<tr>
<td>32</td>
<td>14</td>
<td>1.7</td>
</tr>
<tr>
<td>64</td>
<td>8.7</td>
<td>2.7</td>
</tr>
<tr>
<td>128</td>
<td>4.2</td>
<td>5.4</td>
</tr>
</tbody>
</table>

The results show that UPC consistently outperforms MPI at its basic designs, particularly from 64 cores toward. This demonstrates that ParaFlood2D, as a communication-intensive code, benefits significantly from the UPC intranode shared memory communication. Comparing the UPC performance with the Amdahl law, the trend of UPC speedup is on-par though below the theoretical value. UPC is therefore
a viable computer architecture to accelerate the simulation time for large scale simulations.

![Graph: Comparison of UPC, MPI and Amdahl Law with the distributed-memory machine](image)

Figure 3.10. Comparison of UPC, MPI and Amdahl Law with the distributed-memory machine
Chapter 4

Computational hydrodynamics with UPC architecture

The content of this chapter is extracted from a research article*. Alternative computer architecture, known as PGAS-UPC, was coupled with high performance computing (HPC) for computational hydrodynamics (CHD) simulations in this study. PGAS-UPC harnesses the respective strength of two traditional parallelism architectures, namely MPI’s scalability and OpenMP’s direct memory access, to accelerate the computational run time of CHD simulations. A model, termed as UPC-CHD, was developed on the proposed approach together with the 2-step explicit scheme from Lax-Wendroff family of predictors-correctors. UPC-CHD was evaluated on three incompressible, viscous flow cases having moderate flow velocities under laminar conditions, namely (a) Blasius boundary layer, (b) Poiseuille’s flow, and (c) Couette’s flow. The accuracy of the implemented numerical scheme in UPC-CHD was first validated by comparing the derived numerical results with the respective analytical solutions for the different cases, which showed good overall agreement. The computational performance of UPC-CHD was then compared with that of MPI and OpenMP at their basic designs in a SGI UV-2000 server with 100 cores maximum. UPC-CHD performed most efficiently and achieved a near 1:1 speedup, which suggests the viability of the proposed approach for large-scale CHD simulations in the future.

* The material presented in this chapter has been prepared to be submitted for the consideration of publication
4.1 Introduction

Computational hydrodynamics (CHD) simulations have garnered increasing significance for assisting civil engineers to evaluate and optimize industrial-related applications. Examples included flow simulations within the tight spacers of membrane modules to mitigate both fouling tendency and flow short-circuiting during filtering processes (Bucs et al., 2014; Jajcevic et al., 2013; Sousa et al., 2014). Combinations of CHD with other computational tools such as discrete element method (DEM) in porous-media related applications had also been introduced (Sobieski and Zhang, 2017; Li. et al., 2011). In these CHD simulations, accuracy is required in the numerical scheme to discretize and resolve the Navier Stokes (NS) hydrodynamic equations. Concurrently, the computation should be accomplished within a reasonable time frame. For large scale CHD simulations, optimization between both factors is desired.

Typically, a large-scale CHD simulation run with high performance computing (HPC) requires significant management of the parallelization architecture in attempts to achieve the desired optimization. For example, a 100 million two-dimensional (2D) mesh involving 3 equations (continuity and momentum equations only) would result in an approximate 600 million-cell information (100 million * 2 * 3) to be managed during each iterative step. Data sharing among computer cores (CPUs) is unavoidable in CHD mesh-bounded numerical domains. At present, the common parallelization architecture available for data sharing includes the distributed-memory approach with message passing interface (MPI) and the shared-memory approach using OpenMP.

Examples of CHD software using MPI include the very popular Open-source Open Field Operation and Manipulation (OpenFOAM) and ANSYS FLUENT, which involves communication of the shared data between computer cores by transmitting the messages back and forth with either point-to-point or collective communication protocol (Jamshe, 2015). Both types of communication can involve blocking or non-blocking methodologies. The blocking method puts the program execution on hold until the message buffer slots within the computer memory is ready, which might incur significant amount of idle time for significant number of cores. The non-
blocking method proceeds on with the program execution and does not wait for the completion of the communication buffer, which minimizes the total idle time. However, data loss might be incurred during the process. To harness the scalability advantage of MPI’s, computational parallelism is always required in application-customized algorithms to reduce the communication latency (Frisch, 2014). Thus, designing MPI applications for considerable number of computer cores with escalated levels of memory hierarchy has been difficult so far (Gourdain et al., 2009; Jamshed, 2015).

Comparatively, OpenMP facilitates the programming ease by utilizing a shared memory architecture which can be accessed by all computing nodes publicly. OpenMP architecture is, however, confined to the computational power of a singular system of a fixed number of nodes (Aubry et al., 2011), and additional cores cannot be incorporated into its architecture readily which circumscribes its scalability (Jamshed, 2015). Thus, it is more popular for CHD software to employ MPI as compared to OpenMP. Hybrid parallelism which harnesses both MPI and OpenMP architectures has since been attempted for CHD simulations. Readers are referred to the recent references (Berger et al., 2005; Djomehri et al., 2002; Giovannini et al., 2015; Yilmaz et al., 2009) for further details. However, hybrid parallelism is more difficult to implement, and the performance gains might not justify the required programming efforts (Rabenseifner et al., 2006; 2009).

Acceleration of CHD simulations can also be accomplished by exploiting graphic processor units (GPUs) from the hardware perspective. For instance, simulations of laminar, turbulent and reactive flows had been attempted (Niemeyer and Sung, 2014), and the achieved speedups were faster than CPU-based approaches. An existing FORTRAN Euler code was altered by Brandvik and Pullan (2008) to work on GPU-based architecture, which achieved an improved speedup for two-dimensional (2D) and three-dimensional (3D) flow cases. However, challenges such as the difficulty of tailoring original codes to the GPU-based architecture and the need for lengthy code development time were mentioned. Readers are referred to recent GPU-based architecture works (Appleyard et al, 2011; Kuo et al., 2011; Salvadore et al., 2012; Schalkwijk et al., 2012) for further details.
Research efforts are still ongoing in attempts to develop an architecture which achieves an optimal balance between the accuracy of the numerical scheme and the desired speedup with increasing number of cores, while not compromising on the relative ease in its programming and implementation works. In this study, we developed an alternative parallelism approach for CHD simulations by adopting the Partitioned Global Address Space (PGAS) concept with Unified Parallel C (UPC) as the programming language. PGAS is a relatively new architecture that has been developed on the working principles of message passing and pure shared memory programming paradigms (Tarek et al., 2005). Two key advantages can be achieved with PGAS: (a) locality in the shared memory model which facilitates the ease of use, and (b) data layout control of MPI’s which enables performance scalability. The PGAS architecture has been attempted in past literature for other applications, and readers are referred to the following references (Johnson, 2006 and Simmendinger et al., 2011) for further details. To the best of our knowledge, CHD simulations with the PGAS architecture, as performed in this study, have not yet been reported in the literature so far.

By coupling the PGAS-UPC architecture with the 2-step explicit numerical scheme from the Lax-Wendroff family of predictors and correctors, a UPC-CHD model was developed and evaluated on three incompressible, viscous flow cases having moderate flow velocities under laminar conditions, namely (a) Blasius boundary layer, (b) Poiseuille’s flow, and (c) Couette’s flow. Validation of the implemented numerical scheme was achieved by comparing the three cases with their respective analytical solutions for the given hydrodynamic conditions, which showed good overall agreement. Lastly, we shall show that UPC-CHD performed more efficiently than MPI and OpenMP at their base designs in a SGI UV-2000 server with a maximum of 100 cores in this study.

This chapter is structured as follows. In Section 4.2, we describe the numerical scheme implemented in the UPC-CHD model, which is followed by the description of UPC-CHD development with the adopted UPC architecture in Section 4.3. The parallelism performance of UPC-CHD is then examined in Section 4.4.
4.2 Numerical discretization

The governing equations, namely the continuity, momentum and energy equations, to describe the fluid dynamics within an engineering system (Anderson, 2009) can be expressed in the compact and conservative form of Equation 4.1.

\[
\frac{\partial Q}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y} = \frac{\partial G_{Vx}}{\partial x} + \frac{\partial G_{Vy}}{\partial y}
\]

where \( Q \) is the conservative temporal term, \( F \) and \( G \) are the convective flux vectors in the \( x \) and \( y \) directions respectively, and \( G_{Vx} \) and \( G_{Vy} \) are the viscous flux vectors in the \( x \) and \( y \) directions respectively. By assuming fluid incompressibility, adiabatic flow conditions and no external forcing on fluid, the exact representation of the \( Q, F, G, G_{Vx} \) and \( G_{Vy} \) are shown in Equation 4.2.

\[
Q = \begin{bmatrix} 0 \\ u \\ v \\ E_t \end{bmatrix}, \quad F = \begin{bmatrix} \frac{p}{\rho} + u^2 \\ \frac{P}{\rho} u v \\ (E_t u) + \frac{p}{\rho} u \end{bmatrix}, \quad G = \begin{bmatrix} \frac{v}{p} \\ \frac{P}{\rho} \frac{u}{v} \\ (E_t v) + \frac{p}{\rho} v \end{bmatrix}
\]

\[
G_{Vx} = \begin{bmatrix} 0 \\ u_x \\ v_x \\ 2u u_x + v v_y + v v_x \end{bmatrix}, \quad G_{Vy} = \begin{bmatrix} 0 \\ u_y \\ v_y \\ 2v v_y + u u_y + u v_x \end{bmatrix}
\]

where \( u \) is the horizontal velocity [LT\(^{-1}\)], \( v \) the vertical velocity [LT\(^{-1}\)], \( P \) the pressure divided by the fluid density [L\(^2\)T\(^{-2}\)], \( E_t \) the total energy per unit mass [L\(^2\)T\(^{-2}\)], \( u \) the kinematic viscosity [L\(^2\)T\(^{-1}\)], \( u_x \) the \( x \)-derivative of \( u \) [T\(^{-1}\)], \( u_y \) the \( y \)-derivative of \( u \) [T\(^{-1}\)], \( v_x \) the \( x \)-derivative of \( v \) [T\(^{-1}\)], and \( v_y \) the \( y \)-derivative of \( v \) [T\(^{-1}\)].
Figure 4.1: Representative control volume of a single node for discretizing equation

Figure 4.2a: Numerical domain for Blasius boundary layer flow (Case A)
Equation 4.1 is first discretized over the representative control volume of a single node in Figure 4.1. All other nodes within the numerical domain undergo the same discretization format. The temporal term of the discretized form is evaluated using the two-step explicit scheme from the Lax-Wendroff family of predictors-correctors. The predictor step computes the flow condition at the half-time step, whereas the corrector step follows up with the predictor step by employing a central differencing.
with time at the full-time step. A comprehensive description of the numerical scheme implemented in UPC-CHD is described below.

## 4.3 Development of UPC-CHD

The following parallelization procedures are adopted within UPC-CHD: (i) the time-consuming functions and different forms of data dependences are first identified, (ii) the appropriate algorithms are then adopted for data divisions and storage as based on the data dependences and model workflow, and (iii) lastly the unique work-sharing function of PGAS-UPC is introduced to parallelize the workflow internally. The details of the implemented computational structure and the respective algorithm for domain decomposition, data storage and work-sharing function involved in developing UPC-CHD will be described in the following.

### 4.3.1 Computational structure

The adopted computational structure in UPC-CHD is summarized in the pseudo-form of Algorithm 4.3.1. The proposed structure minimizes the runtime required to compute the predictor and corrector fluxes within each node in Figure 4.1, which constitutes the largest portion of the total computational runtime. Referencing to Algorithm 3.1 in Appendix B, the flux predictor at the $n + 1/2$ time level is first computed which is then followed by the flux correction at the $n + 1$ time level. Both the flux predictor and flux corrector are within the nested loop (step 4 and 5 of Algorithm 3.1), and the complexity of the nested loop algorithm is defined as $O(N^2)$, where $N$ is the number of computational cells in a singular direction. The original nested loop is divided into multi sub-loops to prevent data conflicts. After every new nested loop, a synchronization point is inserted using an UPC function, termed as `upc_barrier`, to synchronize all threads before proceeding to the next function. The sub-loops architecture is summarized in Figure 4.3.
Algorithm 4.3.1 Computational structure of UPC-CFD model

1: set $t \leftarrow 0$
2: assign initial values to $\bar{u}, p, T, \rho, ...$
3: while $t < t_{end}$ do
4: for each row of the 2D domain
5: for each column of the 2D domain
6: compute the convective fluxes at the half-time step with linear approximation of ROE scheme
7: compute the ROE's averaged condition, eigenvalues of the Jacobian matrix, wave amplitudes and the eigenvector of the Jacobian matrix for each node
8: compute the inner and outer values of the convective fluxes for each node
9: compute the viscous term using 2nd order central differencing scheme
10: repeat the process and update the velocity for full-time step
11: end for
12: end for
13: set $t \leftarrow t + \Delta t$
14: end while

Figure 4.3: Parallel computational structure for sub-loops of UPC-CHD
4.3.2 Domain decomposition algorithm

The required fluxes within each of the nodes in Figure 4.1 are computed via a row-by-row approach utilizing the respective data values of the two upper and two lower rows. To do so, the two-dimensional (2D) Cartesian computational matrix of UPC-CHD is divided into a series of smaller sub-domains having a defined number of rows, for which each sub-domain has affinity to a single thread. With T number of threads, a N * N domain is decomposed into T sub-domains (Dᵢ, i = 0 to T − 1). The adopted protocol for domain decomposition is as follows: (i) if N is divisible by T, then each Dᵢ contains the data of \( \frac{N}{T} \) rows which results in \( \frac{N+N}{T} \) cells, or (ii) if N is not divisible by T, then the first (T-1) sub-domains Dᵢ (i = 0 to T − 2) contain \( \text{int}(\frac{N}{T}) + 1 \) rows and the last sub-domain Dᵢ₊₁ contains the remaining rows. Considering an 8 x 8 domain example in Figure 4.4 where N is 8, the mathematical representation described in pointers (i) and (ii) can be illustrated by the use of 4 threads (T = 4) and 3 threads (T = 3) respectively. The former comprises of 4 sub-domains for which each contains 2 rows whereas for the latter, the first 2 sub-domains, as measured from the top boundary, comprise of 3 rows each and the last sub-domain contains 2 rows. For a rectangular domain of L X B, the number of sub-domains will be solely dependent on the division of L by the number of threads (T). The respective threads assigned to the first and last row are termed as \( thread_{start} \) and \( thread_{end} \), and the domain decomposition is first performed on thread 0.

![Figure 4.4: Domain decomposition algorithm for a 8 x 8 numerical domain example with (left) 4 threads and (right) 3 threads](image)
4.3.3 Data storage algorithm

The stored data of sub-domain $D_i$ are assigned to the thread $T_i$ using the blocked-cyclic technique which enables $T_i$ to access the data having the direct affinity. The only exceptions for $T_i$ to access outside of $D_i$ are restricted to the first and last rows, which result in shorter computational time as compared to that of $(\frac{N}{T} - 2)$ rows for the Case of $N$ being divisible by $T$, and $(\lfloor \frac{N}{T} \rfloor - 1)$ rows for the Case of $N$ not being divisible by $T$. The proposed blocked-cyclic technique is shown in Figure 4.5 and further discussed in Section 4.4.

![Figure 4.5: Sub-domains division and data storage algorithm for a n x n numerical domain example](image)

4.3.4 Work-sharing function

The computations within the nested loops are distributed using a work-sharing function, termed as `upc_forall`, in the pseudo-form of Algorithm 4.3.2. In UPC, the total number of threads is determined with a UPC identifier, $THREADS$. Each thread is identified by using another identifier, $MYTHREAD$. With `upc_forall`, all threads with $MYTHREAD$ from 0 to $THREADS-1$ undergo the identical code run (i.e. the nested loop). Each thread is designed to compute the fluxes on the different sub-domains which are identified by using different $thread_{start}$ and $thread_{end}$. The adopted approach is termed as the single-program multiple-data method (SPMD).
4.3.2 Algorithm

1: upc_forall (t = 0; t < THREADS; ++t; t)
2: for each row from threadstart(t) to threadend(t)
3: for each column of the 2D domain
4: compute the ROE's averaged condition
5: compute eigenvalues of the Jacobian matrix
6: compute wave amplitudes
7: compute the eigenvector of the Jacobian matrix
8: end for
9: end for
10: end upc_forall

4.4 Model verification and performance evaluation of UPC-CHD

To validate the implemented numerical scheme in UPC-CHD, the numerical predictions derived for Cases A to C were compared with the respective analytical solution: (Case A) with the analytical solution of White’s (White, 1991), (Case B) with Equation 4.3 in the following (Munson et al., 2006), and (Case C) with Equation 4.4 in the following (Munson et al., 2006).

\[
\frac{u}{U} = \frac{y^2 - h^2}{2Uv} \left( \frac{\partial \left( \frac{p}{\rho} \right)}{\partial x} \right) \quad (4.3)
\]

\[
\frac{u}{U} = \frac{y}{h} - \frac{h^2}{2Uv} \left( \frac{\partial \left( \frac{p}{\rho} \right)}{\partial x} \right) \left( 1 - \frac{y}{h} \right) \left( \frac{y}{h} \right) \quad (4.4)
\]

where \( U \) is the freestream velocity [LT\(^{-1}\)], \( h \) is the total vertical height of the domain [L]. The physical dimensions of the deployed numerical domains and the initial flow conditions for Cases A to C are summarized in Table 4.1, which includes the respective Reynolds number (Re) based on the characteristic length of the domain. It is worth noting that the resulting Re for Case A is close to that of the Stanford’s SU2 Open-source CFD code (Kline, 2017), despite the differences in the adopted
hydrodynamic flow conditions, i.e. flow velocity and temperature of domain. The implemented Roe scheme for discretizing the convective flux terms in Equation 4.1 has also been tailored to handle high speed flows in the recent references (Kermani and Plett, 2001).

It can be observed from Figures 4.6a to 4.6c that there is a very good agreement between the numerical predictions and respective analytical solutions for the test cases. However, minor differences can still be observed between the two at locations with the largest changes in the velocity gradient, which suggest that the grid sizes still need to be refined at these locations to achieve a higher resolution. An extension of the total simulation run time would also be useful to improve on the accuracy of the numerical values attained.

Table 4.1: Physical dimensions and initial conditions of deployed numerical domains for validating implemented numerical cases in UPC-CHD

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case A</th>
<th>Case B</th>
<th>Case C</th>
</tr>
</thead>
<tbody>
<tr>
<td>x (L)</td>
<td>0.3</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>h (L)</td>
<td>0.02</td>
<td>0.00016</td>
<td>0.00016</td>
</tr>
<tr>
<td>N x N</td>
<td>65 × 65</td>
<td>300 × 45</td>
<td>300 × 45</td>
</tr>
<tr>
<td>U (m/s)</td>
<td>0.05</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Re</td>
<td>15000</td>
<td>1600</td>
<td>1600</td>
</tr>
<tr>
<td>(\frac{\partial (\rho u)}{\partial x}) (ms(^{-2}))</td>
<td>0</td>
<td>4700</td>
<td>4700</td>
</tr>
<tr>
<td>(\Delta t) (s)</td>
<td>(10^{-6})</td>
<td>(10^{-6})</td>
<td>(10^{-6})</td>
</tr>
<tr>
<td>Total runtime (s)</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>293.15</td>
<td>293.15</td>
<td>293.15</td>
</tr>
<tr>
<td>(\nu) (m(^2)s(^{-1}))</td>
<td>(10^{-6})</td>
<td>(10^{-6})</td>
<td>(10^{-6})</td>
</tr>
</tbody>
</table>
Figure 4.6a: (Case A) Comparison between numerical predictions and analytical solutions for Blasius boundary layer flow at location $x = 0.2m$ ($n'$ is the eta value)

Figure 4.6b: Comparison between numerical predictions and analytical solutions for Poiseuille’s flow at location $x = 0.5m$ (Case B)
Figure 4.6c: Comparison between numerical predictions and analytical solutions for Couette’s flow at location x = 0.5m (Case C)

By using the speedup parameter in Equation 3.10, the parallelism performance of UPC was compared with that of OpenMP and MPI at their basic designs in a SGI UV-2000 server for Cases A and B of ultra-large numerical domains. The configuration of the SG UV-2000 server is summarized in Table 4.2. The physical dimensions of the deployed numerical domains with its initial conditions for performance evaluation are summarized in Table 4.3.

Table 4.2: SGI UV-2000 cluster used for model testing

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Node CPUs</th>
<th>CPU speeds (GHz)</th>
<th>Cores per node</th>
<th>Node RAM (TB)</th>
<th>Available cores</th>
<th>Communication switch</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGI UV-2000</td>
<td>Intel Xeon E5-4657LV &amp; E5-2670</td>
<td>2.4</td>
<td>8/16</td>
<td>2</td>
<td>up to 100 cores</td>
<td>InfiniBand Shared-memory</td>
</tr>
</tbody>
</table>

Table 4.3: Physical dimensions and initial conditions of deployed numerical
domains for evaluating computational parallelism efficiency of UPC, OpenMP and MPI in UPC-CHD (Cases A to C)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case A</th>
<th>Case B</th>
<th>Case C</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x(L))</td>
<td>0.3</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>(h(L))</td>
<td>0.02</td>
<td>0.00016</td>
<td>0.00016</td>
</tr>
<tr>
<td>(N \times N)</td>
<td>5000 \times 5000</td>
<td>10000 \times 10000</td>
<td>10000 \times 10000</td>
</tr>
</tbody>
</table>

Comparison of the speedup performance for Cases A and B is summarized in Tables 4.4 and 4.5 respectively. Generally, UPC, OpenMP and MPI achieved efficient speedup up to 16 computer cores, which is the number of cores allocated to singular node in SGI server. For a relatively small number of cores deployed, the comparable speedup performance can be ascribed to the following reasons: (a) both UPC and OpenMP exploit the advantages of data locality for reading and writing directly to the local memory Section without incurring any delays, and (b) the amount of time for MPI to query and retrieve the data with the required messages is trivial for the relatively small number of cores. However, beyond 16 and up to 100 cores maximum in this study, UPC and MPI outperformed OpenMP significantly as shown Figures 4.7 and 4.8. UPC’s speedup was most significant by having a close ratio of 1:1, and reached nearly 90 times speedup for Cases A and B up to the 100 cores maximum. The observed trend in UPC’s speedup demonstrates the potential for further speedup if additional cores are available for allocation.

Table 4.4: Comparison of run-time and speedup among UPC, MPI and OpenMP for Blasius boundary layer flow (Case A) at varying number of computer cores
<table>
<thead>
<tr>
<th>Number of Cores</th>
<th>UPC Run time (hours)</th>
<th>UPC Speed-up</th>
<th>MPI Run time (hours)</th>
<th>MPI Speed-up</th>
<th>OpenMP Run time (hours)</th>
<th>OpenMP Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>132</td>
<td>1.0</td>
<td>133</td>
<td>1.0</td>
<td>135</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>66</td>
<td>2.0</td>
<td>66</td>
<td>2.0</td>
<td>71</td>
<td>1.9</td>
</tr>
<tr>
<td>4</td>
<td>33</td>
<td>4.0</td>
<td>33</td>
<td>4.0</td>
<td>42</td>
<td>3.2</td>
</tr>
<tr>
<td>8</td>
<td>17</td>
<td>7.9</td>
<td>17</td>
<td>7.9</td>
<td>21</td>
<td>6.3</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>15.7</td>
<td>8</td>
<td>15.8</td>
<td>19</td>
<td>6.9</td>
</tr>
<tr>
<td>32</td>
<td>4</td>
<td>28.6</td>
<td>5</td>
<td>26.7</td>
<td>56</td>
<td>2.4</td>
</tr>
<tr>
<td>64</td>
<td>2</td>
<td>56.9</td>
<td>3</td>
<td>48.1</td>
<td>48</td>
<td>2.8</td>
</tr>
<tr>
<td>100</td>
<td>1.4</td>
<td>88.9</td>
<td>2</td>
<td>60.9</td>
<td>58</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Table 4.5: Comparison of run-time and speedup among UPC, MPI and OpenMP for Poiseuille’s flow (Case B) at varying number of computer cores

On the contrary, OpenMP achieved a less-ideal speedup from 16 cores beyond as demonstrated in Figures 4.7 and 4.8, which could be attested to its over-accessing to the shared-memory component. The SGI server enables applications to access all
available memory in a unified manner via a virtual shared-memory block. However, the memory sections are still physically located in the different nodes which are connected to one another via network cables. Unavoidably, the access to the shared-memory section in OpenMP architecture is subjected to communication delay during the parallelism with multiple nodes. The less than ideal performance of OpenMP indicates its general unsuitability for CHD simulations of ultra-large numerical domains.

Despite having a slower speedup than that of UPC, MPI achieved relatively significant speedup for Cases A and B for the number of cores beyond 16. The distinction of the speedup between Cases A and B is likely ascribed to the obvious difference in the number of computational grids deployed, i.e. 25 million grids for Case A and 100 million grids for Case B, which affected the size of each message to be transmitted within the system. For instance, when running with 32 cores, MPI achieved a speedup of 26.7 and 22.5 for Case A and B respectively. With the MPI architecture, thread $T_i$ transmits multiple messages to the neighboring threads at every time-step which include: (a) velocity data values in x- and y- direction corresponding to thread $T_{i-1}$ and $T_{i+1}$, (b) convective fluxes data values in x- and y- direction, and (c) updated data to the main thread. At the maximum 100 cores in this study, over 900 messages were processed in the system at each iterative step, despite having only 100 rows of data to be computed for each core. The respective difference of the message size to be transmitted in Case A and B resulted in different processing time for each message. Thus, it was possible that the total message processing time outweighed the actual computational time on each core in this study, which restricted the continual speedup with an increasing number of cores.
Figure 4.7: Comparison of speedup among OpenMP, MPI and UPC for Blasius boundary layer flow (Case A) at varying number of computer cores

Figure 4.8: Comparison of speedup among OpenMP, MPI and UPC for Poiseuille’s flow (Case B) at varying number of computer cores
UPC-CHD has been designed to avoid the performance penalty due to over-accessing the global memory, which enabled the model to maintain a stable performance on varying sizes of the numerical domain as compared to that of MPI. The advantage of embedded locality consciousness of UPC was further investigated in Case C by examining the impact of affinity on its performance. The computational data of the domain was first stored in-block to gain the memory locality properties, while the global memory accessing activities were overlapped with remote control technique using the split-phase barrier to conceal the synchronization cost. We then evaluated the performance of UPC for Case C under two scenarios: (a) UPC-A, i.e. UPC with optimizations, and (b) UPC-NA, i.e. UPC without optimizations and employs the defaults setting of the GPAS compilers.

UPC-NA’s performance was vividly inferior to that of UPC-A’s as shown in Table 4.6 and Figure 4.9.

Table 4.6: Comparison of run-time and speedup between UPC-A and UPC-NA for Couette’s flow (Case C) at varying number of computer cores

<table>
<thead>
<tr>
<th>Number of Cores</th>
<th>UPC-A</th>
<th>UPC-NA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Run time (hours)</td>
<td>Speed-up</td>
</tr>
<tr>
<td>1</td>
<td>53</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>26</td>
<td>2.0</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>4.0</td>
</tr>
<tr>
<td>8</td>
<td>6.8</td>
<td>7.8</td>
</tr>
<tr>
<td>16</td>
<td>3.5</td>
<td>15.8</td>
</tr>
<tr>
<td>32</td>
<td>1.8</td>
<td>30.1</td>
</tr>
<tr>
<td>64</td>
<td>1.1</td>
<td>56.6</td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>89.2</td>
</tr>
</tbody>
</table>
Figure 4.9: Comparison of speedup between optimized UPC and non-optimized UPC for Couette’s flow (Case C) at varying number of computer cores

For instance, at 16 cores, the speedup attained was 15.8 and 4.3 for UPC-A and UPC-NA, respectively. A detailed comparison of the speedup between UPC-A and UPC-NA at the varying number of cores for Case C is summarized in Table 4.6. The distinction of the attained speedup between UPC-A and UPC-NA can be further inferred from Figure 4.10, which involves a 3 x 3 numerical domain example having an affinity block of 3. In UPC-NA of Figure 10, thread 0 contains the fluxes data of element a, d and g in its local memory section whereas in UPC-A, thread 0 contains the fluxes data of element a, b and c in its local memory section. The observed performance inferiority of UPC-NA can be attested to the need for thread 0 to function with non-affinity data, i.e. element b in thread 1 and element c in thread 2, which resulted in longer computational run time for UPC-NA. With 1 core, there was only a singular thread which computed the fluxes in the entire numerical domain and only worked with data having affinity with. With increasing number of cores, the latency issue arose which resulted in less than ideal computational performance. For instance, at 2 and 4 cores respectively, 50% and 25% of the total runtime was attributed to accessing of the non-affinity data by the respective threads. While the
addition of cores would reduce the amount of global accessing activity in UPC-NA, optimization is still unlikely to be achieved as observed in Figure 4.9. Thus, it is recommended to distribute the array of data in contiguous blocks as in UPC-A, which each of the threads attends to a system of elements dependent on the number of available threads in the system. In other words, the implementation of UPC architecture without any affinity optimization is likely to be not recommended notwithstanding its potential advantage in parallelism performance as compared to OpenMP and MPI.

Figure 4.10: Schematic representation of UPC-NA (left) and UPC-A (right) concepts; \( T_i \) refers to thread i, \( D_i \) refers to domain i.
Chapter 5

UPC architecture for Lattice Boltzmann model

The content of this chapter is extracted from a research article*. In the present work, a parallel Lattice Boltzmann model, namely UPC-LBM, was developed to investigate the viability of the Partitioned Global Address Space architecture (PGAS) in simulating high-resolution fluid flows. The PGAS architecture harnesses the respective strength of two traditional parallelism architectures, namely the scalability of distributed-memory approach and the direct memory access of shared-memory method, to accelerate the computational run time of the LBM simulations. UPC-LBM model was developed using UPC language, a PGAS extension of standard C, using the 2-dimensional 9-velocity flows LBM setting. The validity of UPC-LBM was confirmed by comparing the numerical solutions to the exact solution of the plane Poiseuille's flow. The computational performance of UPC-LBM was then evaluated using a SGI UV-2000 server. A maximum speed-up of 97 times was obtained for 100 cores maximum on the multi-core CPU SGI platform.

* The material presented in this chapter has been prepared to be submitted for the consideration of publication.
5.1 Introduction

The continuous growth of computer power has motivated the scientific community to use CFD for the numerical solution of the governing equation of fluid dynamics (Chung, 2002). Over the years, there are two numerical methods that are frequently being used in CFD, finite difference method (FDM) and finite volume method (FVM) (Perumal, 2010). However, in the last two decades, a different kind of numerical method for applications in CFD, namely the Lattice Boltzmann method (LBM), has gained popularity (Yeomans, 2006). LBM has emerged as a promising tool for modelling the Navier-Stokes equations and simulating complex fluid flows (Chen & Doolen, 1998). It has been successfully applied to many challenging problems in hydrodynamics as well as reaction-diffusion processes and wave propagation phenomenon (Grunau et al., 1993; Han-Taw & Jae-Yuh, 1993; Martinez et al., 1994; Ho et al., 2002; Gupta et al., 2006).

In the LBM approach, one solves the kinetic equation for the particle distribution function. The macroscopic variables such as velocity and pressure are obtained by evaluating the hydrodynamic moments of the particle distribution function (He & Luo, 1997a). One of the most popular LBM approach is the Lattice Boltzmann equation with linearized collision operator based on the Bhatnagar–Gross–Krook (BGK) collision model, in which, one can recover the governing continuity and momentum equations in the low Mach number limit (He & Luo, 1997b). Another beauty of the LBM is that the collision and streaming processes are local, hence it can be programmed naturally for parallel processing (Girimaji, 2012). In recent years, a number of studies has been conducted to develop LBM models for simulating large and complicated CFD systems, with several hundred thousand to more than billion particles in the domain.

Today, a wide range of parallel LBM implementations is available ranging from specialized academic packages such as Ludwig for the simulation of complex fluids (Desplat et al., 2001) and HemeLB for the simulation of flow in blood vessels (Mazzeo & Coveney, 2008). Very versatile open-source projects such as OpenLB (OpenLB) and Palabos (Palabos) and commercial applications included PowerFlow.
(Next Limit Technologies) and XFlow (Exa Corporation) were also established. The widely used parallel algorithms for LBM in those models are OpenMP (i.e. shared-memory architecture), MPI paradigms (i.e. distributed-memory approach) and GPUs architecture.

The shared-memory architecture using OpenMP library is generally preferred for LBM problems with small to medium domains having a limited number of lattice particles, which are normally executed on a personal computer. The OpenMP architecture allows the public memory access to all computing nodes, leading to programming ease with an accepted level of speedup. Examples of LBM software using OpenMP include the OpenMP-LBM model applied to multiphase mass transfer in porous media developed by Cekmer et al. (2016), which achieved the speedup of 3.4 with 4 processors; and the OpenMP version of the Hydrodynamic LBM code by Bella et al. (2002) which obtained the maximum a speedup of 5.9 with 6 processors. OpenMP architecture is, however, confined to the computational power of a singular system with a fixed number of nodes (Aubry et al., 2011). Thus, it is more popular for LBM-CFD software to employ MPI as compared to OpenMP for the high-resolution simulations, which requires running in a massive computer system.

MPI approach provides a parallel solution that allows the model to scale up to a larger number of processors. With MPI, each processor carries on their own data and communicates with each other by sending messages back and forth (Jamshed, 2015). With proper design and customization, the MPI-LBM model can achieve an outstanding performance while running with a large number of processors. For example, Puurtinen et al. (2017) developed an LBM solver with suspended particles using the MPI inter-communication framework and the model maintained the high efficiency up to 1000 cores. The efficiency of the model, however, decreased after 1000 cores and when reaching 2000 cores, no further acceleration can be gained even though additional computing recourses were available. This behavior of MPI model can be attributed to the bottleneck in the information exchanges among the computing processors, as the latency occurs and increases when the number of messages used by the processors increases. Therefore, algorithms including data distribution, messaging structure and mechanism, as well as the workload balancing are always
needed to take into account while developing the MPI-LBM model. Thus, designing MPI applications for a considerable number of computer cores with escalated levels of memory hierarchy has been difficult so far.

Acceleration of LBM-CFD simulations can also be accomplished by exploiting the GPUs architecture. In 2003, Li et al. (2003) attained first promising results of an LBM based flow solver on GPUs using the OpenGL graphics API. More recently, Tolke and Krafczyk (2008) successfully implemented an LBM in three spatial dimensions on NVIDIA GPUs using the CUDA toolkit. The studies reported that the simple kernel structure of LBM qualifies the GPUs architecture and the acceleration gained is very promising. However, challenges such as the shortage of GPU's local memory in realistic CFD application as well as the latency in data exchange between host and GPU using MPI communication were also mentioned (Habich et al., 2011).

In recent years Partitioned Global Address Space (PGAS) architecture has emerged as a viable alternative for cluster programming. The PGAS programming languages such as Unified Parallel C (UPC - a PGAS extension of standard C) or Coarray Fortran try to exploit the principle of locality on a computer node. The syntax to access data is similar to the OpenMP approach, which is usually easier for the programmer compared to MPI (Yelick et al., 2007). However, the advantages of UPC over MPI is that it offers additional locality control, which is important for distributed memory systems. Thus, a PGAS model is able to naturally operate on both share- and distributed-memory cluster. In addition, in the PGAS architecture, the processor can access data using one-sided communication primitives, even if the actual data resides on a different node. Therefore, if designed well, PGAS approach can be as effective as MPI and as easy to develop as OpenMP. However, the literature review has shown that the naive implementation does not result in optimal performance, and application-customized algorithms are always needed for PGAS model (Prugger et al., 2016).

In this study, we developed a new LBM model for the large scale CFD simulation using the PGAS architecture with UPC as the programming language. The new model, namely UPC-LBM, is built using D2Q9 LBM BKG method and validated on the Poiseuille's flow which is incompressible, viscous flow under laminar conditions.
Lastly, the performance of UPC-LBM is evaluated using a SGI UV-2000 server with a maximum of 100 cores in this study.

This chapter is structured as follow. In section 5.2, the LBM numerical scheme implemented in UPC-LBM is described, which is followed by the description of UPC-LBM development with the adopted UPC architecture in Section 5.3. The parallelism performance of UPC-LBM is then examined in Section 5.4.

5.2 Lattice Boltzmann Method

The Boltzmann equation is a partial differential equation (PDE) describing the evolution of the single particle distribution function \( f \) in phase space. Function \( f(x, r, t) \) is the probability distribution for the position and momentum of particles at time \( t \) where \( x \) and \( r \) are the spatial and velocity vector, respectively. The physical quantities, including the density \( \rho \) and the momentum \( \rho u \), can then be obtained by evaluating the first moments of function \( f \).

In this section, the major steps of the procedures of Lattice Boltzmann simulation are outlined. The particle distribution function \( f(x, r, t) \) can be expressed by the Boltzmann equation (Körner et al., 2006):

\[
\frac{\partial f}{\partial t} + r \cdot \frac{\partial f}{\partial x} = \Omega(f, f) \tag{5.1}
\]

The collision term \( \Omega(f, f) \) representing the rate of change of the particle distribution due to collisions. In this study, the Bhatnagar-Gross-Krook (BGK) model (Bhatnagar et al., 1954) is used to simplify the collision integral for the near equilibrium state as follow

\[
\Omega(f, f) = -\frac{1}{\lambda}(f - f^0) \tag{5.2}
\]

where \( f^0 \) is the Maxwell-Boltzmann equilibrium distribution function and \( \lambda \) is the relaxation time which controls the rate of approaching equilibrium, or in other words the viscosity of the fluid.
To solve $f$ numerically, Equation (5.1) is first discretized in the velocity space using a finite set of velocity vector $\vec{e}_i$ ($i = 0, \ldots, N$) leading to the velocity discrete Boltzmann equation (Qian et al., 1992):

$$\frac{\partial f_i}{\partial t} + \vec{e}_i \cdot \frac{\partial f_i}{\partial x} = -\frac{1}{\lambda} (f_i - f_i^{\text{eq}}), \quad i = 0, \ldots, N$$

(5.3)

where $f_i(x,t)$ is equivalent to $f(x,\vec{e}_i,t)$ and $f_i^{\text{eq}}$ is the equilibrium distribution function and can be written in the following form

$$f_i^{\text{eq}} = \rho \omega_i \left[ 1 + \frac{3}{c^2} \varepsilon_i \cdot u + \frac{9}{2c^2} (\varepsilon_i \cdot u)^2 - \frac{3}{2c^2} u \cdot u \right]$$

(5.4)

with $c = \frac{\Delta x}{\Delta t}$ is the lattice speed and $\omega_i$ is the weighting factor.

In this study, the UPC-LBM model is developed to simulate two dimensional flow, therefore the 9-velocity D2Q9 is utilized (Qian et al., 1992). The velocity vector $\vec{e}_i$ and the weighting factor $\omega_i$ for D2Q9 model are given below

$$\vec{e}_i = \begin{cases} 
(0,0), & i = 0 \\
(1,0), (0,1), (-1,0), (0,-1), & i = 1, 2, 3, 4 \\
(1,1), (-1,1), (-1,-1), (1,-1), & i = 5, 6, 7, 8
\end{cases}$$

(5.5)

$$\omega_i = \begin{cases} 
\frac{4}{9}, & i = 0 \\
\frac{1}{9}, & i = 1, 2, 3, 4 \\
\frac{1}{36}, & i = 5, 6, 7, 8
\end{cases}$$

(5.6)

The macroscopic fluid density can be defined as a summation of microscopic particle distribution function as

$$\rho = \sum_{i=0}^{N} f_i^{\text{eq}}$$

(5.7)

The macroscopic velocity $u$ is averaged by
The streaming and collision processes are now obtained in the following explicit form:

\[ f_i(x + \vec{e}_i \Delta t, t + \Delta t) - f_i(x, t) = -\frac{[f_i(x, t) - f_i^{eq}(x, t)]}{\rho} \]

(5.9)

where \( \rho = \frac{\lambda}{\Delta t} \) is the dimensionless relaxation time and is related to the fluid kinematic viscosity \( \nu \) by

\[ \nu = \frac{2\rho - 1}{6} \frac{(\Delta x)^2}{\Delta t} \]

(5.10)

The right-hand side of equation (5.9) is called the collision step and the left-hand side streaming step. For the collision step, the equilibrium distribution function has to be calculated at each cell and at each time step from the local density \( \rho \) using (5.7) and the local macroscopic flow velocity \( u \) using (5.8).

### 5.3 UPC Architecture

The Lattice Boltzmann algorithms as outlined in Section 5.2 can be implemented easily as a parallelization application. However, for realistic applications, the LBM model is always computationally demanding since it needs a high spatial resolution and small time steps. Therefore, a number of studies has been conducted to investigate the work-load reduction algorithms for this LBM parallelization implementation. Numerous improvements are possible starting from this implementation such as running a numerical analysis to avoid calculating the components with \( \vec{e}_i = 0 \); or performing a vector and cache optimization algorithms to minimize the inner communication cost. The details can be found in (Iglberger, 2003; Donath, 2004; Pohl et al., 2004; Wellein et al., 2006).

In this study, we focus on developing the data storage algorithm to maximize the data locality and minimize the access time made by threads while reading-writing to the
memory section. In the following section, the computational structure developed based on the outline LBM algorithm in Sections 5.2 is presented, and the data divisions and storage are then described.

5.3.1 Computational structure

The implementation of the outline LBM algorithm is summarized in the Figure 5.1. Each of the step (from streaming to collision and propagation) is performed on all particle cells during each time step and executed using a 2-layer nested loop. The complexity of the nested loop algorithm is $O(N^2)$, where $N$ is the number of computational cells in a singular direction. Each of the nested loop is then paralleled using a work-sharing function, termed as upc_forall. The details of the UPC work-sharing function upc_forall is further discussed later. After every step (i.e. before a next nested loop), a synchronization point is inserted using an UPC built-in function, namely upc_barrier, to synchronize all threads.
5.3.2 Work-sharing function

The UPC compiler provides a number of built-in identifiers and functions, allowing the control and tracking of the threads' activities. The main identifiers that have been used in the UPC-LBM model include (i) THREADS: a global property used to determine the total number of activated threads in the program and (ii) MYTHREADS: a unique number used to identify each thread. MYTHREADS is numbered from 0 to THREADS-1. THREADS and MYTHREADS are used by upc_forall to distribute the computational workload within the nested loops. An example of upc_forall distributing the workload of the streaming step into threads is shown in Algorithm 5.3.1.
Algorithm 5.3.1

1: upc_forall (t = 0; t < THREADS; ++t; t)
2:   for each row from \(\text{thread}_\text{start}(t)\) to \(\text{thread}_\text{end}(t)\)
3:     for each column of the 2D domain
4:       stream: move \(f_i \rightarrow f_i^*\) in the \(e_i\) direction
5:       update fluid density
6:       update local hydrodynamic velocity
7:     end for
8:   end for
9: end upc_forall

The upc_forall function uses the single-program multiple-data method (SPMD) to divide the original massive work-load into number of sub-workloads and assign them to threads for the calculation processes. Each sub-workload is marked using \(\text{thread}_\text{start}\) and \(\text{thread}_\text{end}\) properties, which are pre-computed by the domain decomposition algorithms. The illustration for \(\text{thread}_\text{start}\) and \(\text{thread}_\text{end}\) is shown in the Figure 5.2.

![Figure 5.2: Illustration for thread\text{start} and thread\text{end} in UPC-LBM](image-url)
5.3.3 Domain decomposition algorithm

For UPC-LBM, the fluxes are computed via a row-by-row manner requiring the respective data value of the upper and previous cells. In additional, the row implementation works better with the UPC compiler compared to the patched implementation (Prugger et al., 2016). Therefore, in UPC-LBM, the original 2D Cartesian computational matrix is divided into sub-domains by rows, for which each sub-domain has the affinity to a single thread. In particular, with \( T \) number of threads, a \( N \times N \) domain is decomposed into \( T \) sub-domains \( D_i \) \((i = 0 \text{ to } T - 1)\) and \( D_i \) has affinity with \( T_i \). An example of domain decomposition on a 2D domain with the thread affinity is demonstrated in the Figure 5.3.

In this study, we adopted the algorithm proposed by Vu et al. (2017) to calculate the locations thread\(_{\text{start}}\) and thread\(_{\text{end}}\). In short, (i) if \( N \) is divisible by \( T \), then each \( D_i \) contains the data of \( \frac{N}{T} \) rows which results in \( \frac{N+N}{T} \) cells, or (ii) if \( N \) is not divisible by \( T \), then the first \((T-1)\) sub-domains \( D_i \) \((i = 0 \text{ to } T - 2)\) contain \( \left(\text{int}\left(\frac{N}{T}\right) + 1\right) \) rows and the last sub-domain \( D_{T-1} \) contains the remaining rows.

![Figure 5.3: Example of domain decomposition on a 5x9 2D domain with 3 threads.](image-url)
5.3.4 Data storage algorithm

UPC represents a variant instant of the PGAS paradigm with additional private address spaces for local computations (El-Ghazawi et al., 2005). Under UPC, memory is composed of a locally partitioned shared memory space and additional private memory sections, as shown in the Figure 5.4. The shared memory spaces can be accessed by all thread while the private data sections can only be read and written by their affinity thread. The shared space, however, is logically divided into portions, each with a special association (i.e. affinity) to a given thread. In this way, UPC enables the programmer to keep the shared data that will be dominantly processed by a given thread associated with that thread.

While developing the data storage algorithm for UPC application, one can choose between (i) shared UPC: storing all of the data in the shared space although only a small part of the data is needed to be accessed by multiple threads (i.e. the global data) and (ii) hybrid UPC: storing the global data in the shared spaces while the remaining data in the private memory section (El-Ghazawi et al., 2005). El-Ghazawi et al. (2005) has measured the memory access time for a UPC thread to read and write to a private and shared memory sections. The results have shown that the private memory access time is shorter than that shared space.
Examples of shared UPC data storage model include ParaFlood2D and UPC-CFD developed by Vu et al. (2016, 2017). The blocked-cyclic techniques that have been utilized in ParaFlood2D and UPC-CFD have been summarized in Figure 5.5. Although all of the data are stored in the shared memory section, Vu et al. (2016, 2017) prioritized the data locality and still achieved the good performance of the UPC model.

Figure 5.5. Sub-domains division and data storage algorithm for numerical domain (Vu et al., 2016)

In this study, two versions of UPC-LBM i.e. shared UPC-LBM and hybrid UPC-LBM were developed. Figure 5.6 demonstrates the memory allocation for the two versions. Their performances were evaluated and discussed in the next section.

Figure 5.6. Memory allocation for: (i) hybrid UPC-LBM and (ii) shared UPC-LBM.
5.4 Results and Discussion

To validate the implemented numerical scheme in UPC-LBM, the numerical predictions derived for the Poiseuille's flow were compared with the analytical solution. The physical dimensions of the deployed numerical domain for the Poiseuille's flow are summarized in Table 4.1 and Fig. 4.2b.

The steady Poiseuille's flow has the exact solution as:

$$u(x, y, t) = \frac{\Delta p}{2\mu L} y(y - H)$$  \hspace{1cm} (5.11)

$$v(x, y, t) = 0$$  \hspace{1cm} (5.12)

The criterion of steady state is:

$$\sum |u_{ij}^{n+1} - u_{ij}^{n}| \leq 5.0 \times 10^{-9}$$  \hspace{1cm} (5.13)

where $u_{ij}^n$ is the horizontal velocity component on $(x_i, y_j)$ at the $n^{th}$ time step.

The numerical predictions and analytical solution for $u(y)$ are compared in Fig. 5.8 at the steady state. Overall, it can be seen that the two agree well with each other, demonstrating the high accuracy of the numerical prediction.

By using the speedup parameter in Equation 3.10, the parallelism performance of UPC-LBM was evaluated using a SGI UV-2000 server for the Poiseuille's flow case with an ultra-large numerical domains of 100 million cells.
The parallelization efficiency of UPC-LBM model was evaluated via a speedup comparison between the (i) Hybrid private/shared UPC-LBM version; (ii) Native Shared UPC-LBM version and (iii) Poiseuille's flow demo code provided by OpenLB, which is parallelized using MPI protocol (OpenLB). The comparison conducted in this study is relative due to several reasons such as (i) the numerical scheme utilized by OpenLB for Poiseuille's flow differs from the outline LBM algorithms in Section 5.2 and (ii) the runtime measurement methods are different between the two. The speedup comparison is summarized in Fig. 5.9.

Table 5.1: SGI UV-2000 cluster used for model testing

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Node CPUs</th>
<th>CPU speeds (GHz)</th>
<th>Cores per node</th>
<th>Node RAM (TB)</th>
<th>Available cores</th>
<th>Communication switch</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGI UV-2000</td>
<td>Intel Xeon E5-4657LV &amp; E5-2670</td>
<td>2.4</td>
<td>8/16</td>
<td>2</td>
<td>up to 100 cores</td>
<td>InfiniBand Shared-memory</td>
</tr>
</tbody>
</table>
Figure 5.8. Comparison of speedup among hybrid UPC-LBM, shared UPC-LBM and OpenLB-Poiseuille MPI

Generally, the three achieved near ideal speedup up to 32 cores. This was expected as both versions of UPC can exploit the advantages of the data locality. Thus, they were able to read and write directly to the internal memory section without experiencing any delay. Furthermore, with the small number of cores, the amount of time for messages querying and retrieving with MPI was trivial. However, from 32 cores onward to the maximum of 100 cores, Hybrid UPC-LBM and Shared UPC-LBM outperformed MPI significantly. In fact, UPC remains effective in term of computational speedup with no sign of performance decline after reaching the maximum. In other words, further acceleration can still be achieved if additional cores are available.

Despite having a slower speedup than that both versions of UPC, the MPI implementation of OpenLB-Poiseuille still achieved significant speedup up to 64 cores. The performance of the OpenLB-Poiseuille model however became ineffective beyond that. In particular, the MPI speedup was 23.5 and 46.6 with 32 and 64 cores, respectively; but it was only 50.2 with 100 cores. Although it was unclear how the runtime was measured in OpenLB-Poiseuille (whether it included the initialization
and output steps or it just took into account the main solver run time), this behavior of the model still revealed the limitation of MPI. In the MPI architecture, when the number of processing cores increases, the amount of message passing in the system also expands exponentially. Eventually, the message processing time surpasses the actual computational time for each CPU, and limits any further gain in performance.

Both shared and hybrid UPC-LBM showed outstanding performances in the evaluation test with the speedup rates of 89.9 and 95.1 at 100 processing cores, respectively. The hybrid UPC-LBM version demonstrated a slightly better speedup compared to the shared UPC approach, which was expected as the time needed to access the private section in the hybrid design is shorter than that for accessing the shared memory. However, the difference in the performances between the two was trivial. This can be explained as (i) the UPC-LBM model was designed to minimize the number of memory access made by thread with the row-by-row domain decomposition, leading to the fact that the total memory access time was small compared to the total execution time for the main solver; and (ii) the multiple synchronization points used in the UPC-LBM model after each nested loop may affect the overall performance. Thus, for developing the UPC parallelization of the LBM model, the shared approach is preferred over the hybrid design because it is much simpler to implement especially when upgrading the model to 3-dimensions.
Chapter 6

Conclusions and outlook

The major conclusions of the work are outlined in this chapter followed by a list of recommended areas for future work.

6.1 Conclusions

In this thesis, an alternative computer architecture, namely UPC-PGAS, was combined with specific numerical schemes for the computational flow simulations including: (1) the 2nd-order Godunov-type MUSCL scheme; (2) the explicit predictors/correctors scheme from the Lax-Wendroff family and (3) D2Q9 Lattice Boltzmann method. The combination explored the benefits of (a) ease of implementation, and (b) maintaining a near linear or exponential relationship between the computational speedup and the number of CPUs introduced.

The first parallelization work was with TELEMAC 2D, a computational flood model based on the Shallow Water equations (i.e. St Venant equations) with the finite element numerical scheme. It utilized the message passing interface protocol (MPI) architecture and the computational speedup minimized when the number of computational cores (CPUs) increased. A further increase to the number of CPUs, in fact, increased the total computational runtime, which thus developed into a bottleneck issue. The exercise demonstrated the common issue of the MPI-based CFD software in modelling the massive scale flow simulation with large number of
cores. The CFD software often requires numerous information exchange activities between computational cores for transferring and updating the data of the flow conditions. When using the MPI approach, the internal communication of CFD software is executed by sending information package back and forth between those cores, which raises the latency when the number of cores increase beyond a certain limit. The new combination of UPC-PGAS and CFD numerical schemes was expected to address the preceding the above statements.

In the second phase of this study, the viability of the PGAS-UPC architecture was examined in the computational hydraulic simulations. The new flood inundation model, ParaFlood2D, was developed using the UPC approach as the implementation solution for parallel computation. ParaFlood2D used the second-order Godunov-type monotone upstream scheme for conservation law (MUSCL) with second-order accuracy to solve the St Venant Equations. The architecture algorithms of ParaFlood2D, including domain discretization and data distribution, were tailored to capitalize on the numerical scheme adopted. In particular, the UPC work-sharing functions were used to distribute the workload of two main phases in numerical scheme i.e. flux predictors and correctors; the internal communication was processed via the Global Address to avoid the bottle neck; and the model was speeded up by using the affinity data-storage techniques. The accuracy of ParaFlood2D was first verified using a simple 1D dam break case. The computational efficiency of the model was then evaluated with both the 1D dam break and 2D flood wave propagation cases, using the two different hardware systems of the 100-core shared-memory machine and the 128-core distributed-memory system. The results demonstrated the good performance of UPC over the OpenMP and MPI implementation of the identical numerical scheme at their basic designs. The trend of speedup ratio of UPC also remained close to the ideal Amdahl law up to the maximum cores available in this study. The results, therefore demonstrated the viability of flood modelling using the UPC architecture for parallelization.

Both the viability of UPC architecture in large-scale computational flow simulation as well as its flexibility in a new area with the different type of numerical scheme were examined in the next phase of the study. A new model, termed as UPC-CHD,
was developed on the working architecture of PGAS-UPC coupled with the traditional 2-step explicit scheme from the Lax-Wendroff family of predictors-correctors. Number of techniques were introduced to customize the PGAS concept for the Lax-Wendroff explicit scheme including synchronization algorithm for data-conflict avoidance, blocked-cyclic method for flow conditions data storage and computational loop refactoring approach for minimizing the computational complexities. The accuracy of the implemented numerical scheme in UPC-CHD was first examined on three incompressible, viscous flow cases having moderate flow velocities under laminar conditions. The parallelism performance of UPC-CHD was then evaluated by comparing the total computational runtime with that of MPI and OpenMP at their basic designs on an SGI UV-2000 server. UPC performed better than MPI and OpenMP at their basic designs, with a near 1:1 speedup till 100 cores available in this study. The efficient parallelism performance achieved by UPC-CHD demonstrates its capability to exploit data locality and adopt affinity optimization to ensure maximization of the parallelism performance.

Finally, the viability of UPC in the flow simulations using Lattice Boltzmann method was examined. The UPC-LBM model is developed using D2Q9 setting i.e. two-dimensional and nine possible directions for streaming processes. The accuracy of UPC-LBM was investigated using the incompressible, viscous flow Poiseuille's flow. The parallel performance of UPC-LBM was then evaluated by relatively comparing with the OpenLM open source for the same case. The UPC-LBM maintained the good performance with a near 1:1 speedup till 100 cores available as expected.

In conclusion, the study demonstrated that the UPC architecture can be successfully implemented and customized for specific numerical schemes to accelerate the computational runtime for the massive scale simulation using large number of cores.
6.2 Future work

Future developments are needed to further develop UPC for fluid flow simulation with improved features on numerical schemes, mesh generation, boundary condition and turbulence. Implementation on supercomputer with GPU hybrid architecture also needs to be further examined. The details of future developments for UPC are discussed in the following.

1) Turbulence: In this study, we have confined the scope to classical numerical schemes and laminar flow cases. To make the model to be useful for practical engineering applications, improvements turbulent flow modelling and unstructured numerical meshes, etc., need to be sought.

2) Implicit schemes: Too large a time step can be unstable and diverge in some cases. Hence, small time step should be available for usage.

3) Immersed Boundary Conditions and Unstructured Mesh: The immersed boundary conditions should be implemented for the computational fluid flow model to reduce the error in the modelling of boundaries, especially if an object is not aligned along the main axes of the simulation domain. The immersed boundary conditions offer a higher order treatment of boundaries instead of a step-wise approximation of boundaries. Furthermore, to emulate actuality in a realistic fluid flow events for both predictive and analytical purposes, the coupling of the dynamic meshing algorithm with the UPC architecture will be necessary.

4) Sub-domain time-step treatment: The dynamic meshing is an inevitable development step for the UPC model; the sub-domain time-step treatment, therefore, should also be implemented. The model is expected to be capable of choosing a smaller time-step on sub-domain with finer grids and a larger on a coarser grid, eliminating the need for one global small time step.

5) Supercomputer Test: The UPC model is currently tested up to 100 cores on the SGI server and 128 cores on the IBM machine due to the limited hardware available in this study. The performance evaluation with a larger number of cores should be done for examining the capability and at the same time, the limitation of UPC
architecture.

6) Hybrid Architecture: As mentioned previously, more and more supercomputers are equipped with accelerators of GPUs. A highly hybrid programming concept can be applied, by performing the intra– and inter- node communication with UPC Global Address techniques and the programming of the graphic card with CUDA for example.

Nonetheless, we are hopeful that with the further improvement, the model can serve as a viable alternative for large-scale computational fluid simulations in the future.
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Appendix A

The predicted flux at time step \( n+1/2 \) is calculated as follow:

\[
\begin{align*}
    h_{j,k}^{n+1/2} &= h_{j,k}^n - \frac{\Delta t}{2} \left[ u_\xi \bar{\Delta}_h^x h + u_\eta \bar{\Delta}_h^y h \\
    & \quad + h (\xi_x \bar{\Delta}_h^x u + \xi_y \bar{\Delta}_h^y u + \eta_x \bar{\Delta}_h^x v + \eta_y \bar{\Delta}_h^y v) \right]_{j,k}^n \\
    u_{j,k}^{n+1/2} &= u_{j,k}^n - \frac{\Delta t}{2} \left[ u_\xi \bar{\Delta}_u^x u + u_\eta \bar{\Delta}_u^y u + g (\xi_x \bar{\Delta}_u^x \bar{\zeta} + \eta_x \bar{\Delta}_u^y \bar{\zeta}) \right. \\
    & \quad + c_D u \sqrt{\frac{u^2 + v^2}{h}} \left]_{j,k}^n \\
    v_{j,k}^{n+1/2} &= v_{j,k}^n - \frac{\Delta t}{2} \left[ u_\xi \bar{\Delta}_v^x v + u_\eta \bar{\Delta}_v^y v + g (\xi_x \bar{\Delta}_v^x \bar{\zeta} + \eta_x \bar{\Delta}_v^y \bar{\zeta}) \right. \\
    & \quad + c_D v \sqrt{\frac{u^2 + v^2}{h}} \left]_{j,k}^n
\end{align*}
\]

(A.1)

(A.2)

(A.3)

where \( \xi \) and \( \eta \) are in the directions of contiguous \( j \) and \( k \) indices, respectively; the terms \( \xi_x, \xi_y, \eta_x \) and \( \eta_y \) are the grid transformation metrics; \( \Delta t \) is the time-step; \( \bar{\zeta} \) is the free-surface elevation; \( u_\xi = u_\xi + u_\xi \) and \( u_\eta = u_\eta + u_\eta \); finally \( \bar{\Delta} \) denotes the cell-average gradient of the variables.

To achieve second-order spatial accuracy, the monotone upstream scheme for conservation (MUSCL) is adopted to linearly reconstruct the value of \( h, u \) and \( v \) as:
\[
\frac{U_{j,k}^{n+1} - U_{j,k}^n}{\Delta t} + \frac{1}{S_{j,k}} \left[ (F_{j+\frac{1}{2},k}^{n+\frac{1}{2}} s)_{j+\frac{1}{2},k} - (F_{j-\frac{1}{2},k}^{n+\frac{1}{2}} s)_{j-\frac{1}{2},k} + (F_{j-\frac{1}{2},k}^{n+\frac{1}{2}} s)_{j+\frac{1}{2},k} - (F_{j+\frac{1}{2},k}^{n+\frac{1}{2}} s)_{j-\frac{1}{2},k} \right] = S_{j,k}^{n+\frac{1}{2}}
\]  

(A.4)

where \( U \) and \( S \) are cell-average values; \( S \) is the area of the cell; \( s \) is cell face length; finally \( F_{j} \) is an average value on the cell face defined as:

\[
F_{\perp} = \begin{pmatrix}
hu_{\perp} \\
\frac{1}{2} gh^2 \cos \theta \\
\frac{1}{2} gh^2 \sin \theta
\end{pmatrix}
\]

(A.5)

with \( u_{\perp} \) is velocity perpendicular to the cell face and \( \theta \) is the angle between the face normal vector and the x-axis.

To evaluate the fluxes, we apply the Godunov-type upwind scheme proposed by Roe (1981) as:

\[
F_{\perp}^{n+\frac{1}{2}} = \frac{1}{2} (F_{\perp}^L + F_{\perp}^R - \hat{R} |\hat{\Lambda}| \Delta \hat{V})
\]

(A.6)

This evaluation uses the calculated results from the MUSCL reconstruction step for the left and right flux \( (F_{\perp}^L \text{ and } F_{\perp}^R) \) at the cell face. For the diagonal matrix \( |\hat{\Lambda}| \), the columns of \( \hat{R} \) contain the corresponding right eigenvectors, and the characteristic variables \( \Delta \hat{V} \) are computed as:

\[
|\hat{\Lambda}| = \begin{pmatrix}
|\hat{u}_{\perp} - \hat{c}| & 0 & 0 \\
0 & |\hat{u}_{\perp}| & 0 \\
0 & 0 & |\hat{u}_{\perp} + \hat{c}|
\end{pmatrix}
\]

(A.7)

\[
\hat{R} = \begin{pmatrix}
\hat{u}_{\perp} - \hat{c} \cos \theta & 0 & \hat{u}_{\perp} + \hat{c} \cos \theta \\
\hat{u}_{\perp} - \hat{c} \sin \theta & \cos \theta & \hat{u}_{\perp} + \hat{c} \sin \theta
\end{pmatrix}
\]

(A.8)
\[ \Delta V = \begin{cases} 
\frac{1}{2} (\Delta h - \frac{\bar{h}\Delta u_\perp}{\bar{c}}) \\
\bar{h}\Delta u_\parallel \\
\frac{1}{2} (\Delta h + \frac{\bar{h}\Delta u_\perp}{\bar{c}})
\end{cases} \]  
(A.9)

where \( \bar{c} \) is the wave celerity and \( u_\parallel \) is the velocity parallel to the cell face and \( \Delta \) is the finite difference across the cell face.
Appendix B

Considering a representative control volume of a single node in Figure 1, Equation 2 is discretized over the control volume (Kermani and Plett, 2001) as shown in Equation A.1. All other nodes within the numerical domain undergo the same discretization procedure.

\[
\frac{\partial \bar{Q}}{\partial t} + \frac{F_E - F_W}{\Delta x} + \frac{G_N - G_S}{\Delta y} = \frac{G_{Vx,E} - G_{Vx,W}}{\Delta x} + \frac{G_{Vy,N} - G_{Vy,S}}{\Delta y} \tag{B.1}
\]

where \( \partial \bar{Q} \) is the discretized form of \( Q \) which is defined as either \( (Q^{n+1/2} - Q^n) \) for the predictor step, or \( (Q^{n+1} - Q^n) \) for the corrector step.

The temporal term in Equation B.1 undergoes the 2-step explicit scheme from the Lax-Wendroff family of predictors-correctors. The predictor step computes the flow condition at the half-time step as shown in Equation B.2, whereas the corrector step follows by central differencing with time at the full-time step in Equation B.3. For the respective computations at the half- and full time step, the convective and viscous fluxes are first computed before computing for \( Q^{n+1/2} \) and \( Q^{n+1} \).

\[
\frac{Q^{n+1/2} - Q^n}{\Delta t/2} + \left( \frac{F_E - F_W}{\Delta x} \right)^n + \left( \frac{G_N - G_S}{\Delta y} \right)^n
= \left( \frac{G_{Vx,E} - G_{Vx,W}}{\Delta x} \right)^n + \left( \frac{G_{Vy,N} - G_{Vy,S}}{\Delta y} \right)^n \tag{B.2}
\]
\[
\frac{Q^{n+1} - Q^n}{\Delta t} + \left( \frac{F_E - F_{W}}{\Delta x} \right)_{n+\frac{1}{2}} + \left( \frac{G_N - G_S}{\Delta y} \right)_{n+\frac{1}{2}} = \left( \frac{G_{V,E} - G_{V,W}}{\Delta x} \right)_{n+\frac{1}{2}} + \left( \frac{G_{V,Y} - G_{V,Y,S}}{\Delta y} \right)_{n+\frac{1}{2}}
\]  

(B.3)

The convective fluxes \(F\) and \(G\) in Equation 4 are computed by the Roe scheme which is represented by Equation B.4 and B.5 respectively (Kermani and Plett, 2001 and Toro, 2006). The computed \(F_E\) at node \((j, k)\) equates to \(F_W\) of node \((j+1, k)\), and the computed \(G_N\) at node \((j, k)\) equates to \(G_S\) of node \((j, k-1)\).

\[
F_E = 0.5[F_E^L + F_E^R] - 0.5 \sum_{k=1}^{4} |\hat{\lambda}_E^k| \delta w_E^{(k)} T_E^k
\]  

(B.4)

\[
G_N = 0.5[G_N^L + G_N^R] - 0.5 \sum_{k=1}^{4} |\hat{\lambda}_N^k| \delta w_N^{(k)} T_N^k
\]  

(B.5)

where \(F_E^L\) and \(F_E^R\) are the inner and outer values of \(F\) computed at the east face, \(G_N^L\) and \(G_N^R\) are the inner and outer values of \(G\) computed at the north face, \(\hat{\lambda}_E^k\) and \(\hat{\lambda}_N^k\) are the respective eigenvalues of the Jacobian matrix determined at the Roe’s averaged condition, \(T_E^k\) and \(T_N^k\) are the respective eigenvectors corresponding to the determined eigenvalues, and both \(\delta w_E^{(k)}\) and \(\delta w_N^{(k)}\) are the respective wave amplitudes.

To compute the eigenvalues, corresponding eigenvectors and wave amplitudes of both \(F\) and \(G\), similar computational procedures are undertaken. Here, only the computations for the required parameters of \(F\) are shown for brevity. For further details, the reader is referred to references (Kermani and Plett, 2001 and Toro, 2006).

For each of the nodes within the numerical domain, the left (L) and right (R) flow conditions are first computed by Equation B.6 and B.7 respectively based on the 3\textsuperscript{rd} order upwind-biased algorithm (Kermani and Plett, 2001).
\[ q_E^L = q_{j,k} + 0.25 \left[ \left( \frac{2}{3} \right) (q_{j,k} - q_{j-1,k}) + \left( \frac{4}{3} \right) (q_{j+1,k} - q_{j,k}) \right] \quad (B.6) \]

\[ q_E^R = q_{j+1,k} - 0.25 \left[ \left( \frac{2}{3} \right) (q_{j+2,k} - q_{j+1,k}) + \left( \frac{4}{3} \right) (q_{j+1,k} - q_{j,k}) \right] \quad (B.7) \]

where \( q \) represents the primitive variables \( (u, v) \).

Following which, the Roe’s averaged conditions are determined in Equations B.8 to 11 (Kermani and Plett, 2001 and Toro, 2006). Since the fluid is incompressible, no averaged condition is computed for the density \( (\rho) \) parameter.

\[ \bar{u}_E = \frac{\sqrt{\rho_W u_E^R} + \sqrt{\rho_W u_E^L}}{2\sqrt{\rho_W}} \quad (B.8) \]

\[ \bar{v}_E = \frac{\sqrt{\rho_W v_E^R} + \sqrt{\rho_W v_E^L}}{2\sqrt{\rho_W}} \quad (B.9) \]

\[ \bar{H}_E = \frac{\sqrt{\rho_W H_E^R} + \sqrt{\rho_W H_E^L}}{2\sqrt{\rho_W}} \quad (B.10) \]

\[ \bar{c}_E = \sqrt{(\gamma - 1)(\bar{H}_E - 0.5(\bar{u}_E^2 + \bar{v}_E^2))} \quad (B.11) \]

where \( \bar{u}_E, \bar{v}_E, \bar{H}_E \) and \( \bar{c}_E \) are the Roe averaged conditions, \( \gamma = 1.33 \) for the ratio of specific heats applied to water and \( \rho_W = 1000 \text{kgm}^{-3} \) for the density of water.

With the computed Roe’s averaged conditions from Equations B.8 to B.11, the values of \( \hat{\lambda}_E^1, \hat{\tau}_E^k \) and \( \hat{\omega}_E^{(k)} \) are then computed in the following (Kermani and Plett, 2001).

\[
\begin{bmatrix}
\hat{\lambda}_E^1 \\
\hat{\lambda}_E^2 \\
\hat{\lambda}_E^3 \\
\hat{\lambda}_E^4
\end{bmatrix} =
\begin{bmatrix}
\bar{u}_E - \hat{c}_E \\
\bar{u}_E \\
\bar{u}_E \\
\bar{u}_E + \hat{c}_E
\end{bmatrix}
\]  

(B.12)
\[
\begin{bmatrix}
\delta w_E^{(1)} \\
\delta w_E^{(2)} \\
\delta w_E^{(3)} \\
\delta w_E^{(4)}
\end{bmatrix} =
\begin{bmatrix}
\delta_{PE} - \rho_w \delta_{u,E} c^2_E \\
2 c^2_E \\
\rho_w \delta_{u,E} \\
- \delta_{PE} - c^2_E \delta_{p,E} \\
\delta_{PE} + \rho_w \delta_{u,E} c^2_E \\
2 c^2_E
\end{bmatrix}
\]  \hspace{1cm} (B.13)

\[
T_E^{(1)} = \begin{bmatrix}
\frac{1}{\bar{H}_E - \bar{u}_E \bar{c}_E} \\
\frac{1}{\bar{V}_E - \bar{c}_E \bar{\theta}_E} \\
\frac{1}{\bar{u}_E^2 + \bar{v}_E^2}
\end{bmatrix},
T_E^{(2)} = \begin{bmatrix}
0 \\
- \sin \theta_E \\
\cos \theta_E
\end{bmatrix}
\]

\[
\begin{bmatrix}
T_E^{(3)} \\
T_E^{(4)}
\end{bmatrix} = \begin{bmatrix}
\bar{u}_E + \bar{c}_E \cos \theta_E \\
\bar{V}_E + \bar{c}_E \sin \theta_E \\
\bar{u}_E^2 + \bar{v}_E^2
\end{bmatrix}
\]  \hspace{1cm} (B.14)

where \(\delta_{PE} = p_{j+1,k} - p_{j,k}, \delta_{u,E} = u_{ij+1,k} - u_{ij,k}, \delta_{\theta,E} = \rho_{j+1,k} - \rho_{j,k}, \delta_{u,E} = u_{ij,k+1} - u_{ij,k},\) and \(u_{ij,k} = \bar{V}_E \cdot \bar{v}_E - \bar{u}_E^2.\)

Lastly, the viscous terms \((G_{Vx} \text{ and } G_{Vy})\) in Equation 3 can be discretized using the 2nd order central differencing scheme (Kermani and Plett, 2001) as shown.

\[
\frac{G_{Vx,E} - G_{Vx,W}}{\Delta x} = \frac{G_{i+1,j} - 2G_{i,j} + G_{i-1,j}}{(\Delta x)^2}
\]

\[
\frac{G_{Vy,N} - G_{Vy,S}}{\Delta y} = \frac{G_{i,j+1} - 2G_{i,j} + G_{i,j-1}}{(\Delta y)^2}
\]

As discussed previously, the implemented numerical scheme in UPC-CHD was validated by examining three CHD flow cases. The boundary and initial conditions adopted for Cases A, B and C are represented in Figure 4.2a, 4.2b and 4.2c respectively. The temperature of all numerical domains was kept at 293.15K.