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Abstract

Place awareness is a critical component of safe decision-making in autonomous mobile robotics. The significance of place awareness is more appreciable in large-scale outdoor environment in which, safety measures, mission planning, and responsive intelligent behaviour depend on individual circumstances of each specific place. It is necessary for high-level mission planning and autonomous decision-making module to be aware of current place in order to invoke place-specific task objectives in a large-scale mission for long-term autonomy. In this regard, detection of transition between places (e.g. indoor to outdoor transition), or detection of specific scenarios (e.g. travelled from room to road via the main corridor), seriously assists the autonomous mission planning in complex environment.

The importance of place awareness in self-localization and mapping, as a fundamental requirement of autonomous mobile robots, inspired the development of a group of place detection techniques from this perspective. Recognition of a revisited place is the crucial requirement for cancelation of accumulated mapping drifts. Besides, identification of similar places contributes to selection of proper frame for merging the maps generated by multiple mobile robots. Moreover, map segmentation to meaningful places provides a more semantically informative model of the environment. Place recognition is also attended by developers of image retrieval algorithms. In this second approach, given an image of a place and a pool of unordered images from different places, image retrieval techniques identify best matching images from the pool to the image of interest, or alternatively, some more advanced methodologies classify unordered images into groups of related places. This approach for place recognition branches form the general image recognition and image classification research, which is dedicated to recognition of landmarks and invariant image features under changing environmental situation and viewpoint changes. There is also a third approach to place recognition that relies on external equipment, such as GPS, or relies on processing the available place-specific signals, such as WiFi access point signal, which has demonstrated acceptable performance under the assumption of perfect coverage. In this
Abstract

research, place detection using on-board equipment is studied and the external equipment are used only as supplementary facilities. Thus, the third approach stays out of the attention of this thesis.

Through the first approach, researchers face major challenges to maintain metrically accurate map of the environment in large-scale outdoor environment. On the other hand, second approach confronts environmental changes, such as illumination, which highly affect feature selection and feature matching. Moreover, in the first approach, place recognition, which is supposed to assist the mapping module, depends itself on the mapping and localization module. Therefore, once mapping and localization loses accuracy for any reason, place recognition risks total failure. Second approach, which is free from metrical accuracy debate, confronts memory storage demand in long run, since these techniques need to store the feature models of different scenes, in form of a multi-dimensional vector structure, in a codebook for succeeding matching purpose. Moreover, the second approach corresponds a place to one snapshot, which should necessarily capture enough landmark features. It is important to note that, in general, a place might or might not contain a specific landmark, and therefore, it might or might not be representable through a single snapshot. Therefore, it is necessary to look for an alternative solution, which does not rely on metrical accuracy of environment model, and is not sensitive to feature-related concerns.

A new methodology for place detection is proposed in this thesis in order to cover the aforementioned concerns through a different approach to place detection problem. The proposed methodology identifies places as meaningful subsets of three dimensional environments, in which, every observation made at different locations of the place is consistently described by similar place descriptors. To compare one place to another, unlike the common approach of comparing two respective descriptor structures, two matrices consisted of descriptor similarities between different observations made from each place are compared. This novel comparison approach enhances the detection confidence. The descriptor used for place characterization is the list of eigenvalues of Laplace-Beltrami operator applied to the polygonised surface meshes. These meshes are generated from the three dimensional point cloud data captured by the sensory system. The mentioned descriptor is non-feature-based, and is applied to the entire captured input. Although the mentioned descriptor has been applied for object
identification before, mainly because limited perturbation in studied object results to limited perturbation in the object descriptor, to the best of our knowledge, through this thesis, this is the first time it is applied for characterization of places. Since the motivation for this research is to enhance place awareness in a long-term robot autonomy in large scale mixed outdoor and indoor environment exploration missions, it is assumed that the robot motion is continuous. This assumption makes possible to study the sequence of places and the pattern of descriptor changes in order to detect a revisited place with high confidence. Moreover, study of sequences enables recognition of revisited scenarios of motion as well. “Pattern of descriptor changes” is another new concept proposed through this research. Moreover, sensitivity of place detection to field of view limitation is addressed in this thesis, and a sensory system is suggested to achieve the desired outcomes.

The advantages of the proposed methodology include independence from metrical accuracy, elimination of feature selection and feature association challenges, storage efficiency, and applicability for large-scale outdoor scenarios in addition to insensitivity to environment changes. In GPS denied environment, these properties make the proposed methodology preferable for meaningful environment segmentation, identification of revisited places, and recognition of revisited scenarios, which form the fundamental requirements for identification of loop-closure frames in self-localization and mapping, identification of proper frames for merging multiple maps generated by multiple robots, autonomous start-up location estimation, and autonomous place-specific task assignment. Moreover, whenever GPS data is available, automatic labelling of visited places becomes possible. If the observations are time-stamped, it becomes possible for the detection system to deliver the accurate timing for recognition of revisited places. This facilitates the analysis of other sensory inputs captured at the identified time for any further possible mission-specific analysis.
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Chapter 1

Introduction

1.1 Background

Localization in mobile robotics has been an active research area for many years. Different methodologies for self-localization have been introduced in the literature. Each methodology is specific to certain mission objective. The most well-known methodology for indoor localization of mobile robots is SLAM\(^1\) [1]. SLAM requires no prior information about the environment. Localization engine takes platform’s initial pose as the reference and then estimates the relative position using one of the numerous techniques of SLAM [2-4]. SLAM logic is based on exploring and registering the current observation at the latest estimated location (creating the map), which in a loop helps making the estimation for the next updated location of the robot. The estimated location is occluded with some level of uncertainty, which can propagate through time and result in drifted map and incorrect estimated location in long run, especially when robot never observes an evidence of a revisited location to close the loop and cancel the drifts. The efficiency of SLAM methodology has been tested, and different techniques have been compared, countless number of times in the literature [5]. The problem is still an open research topic for large-scale outdoor missions and long-term autonomy.

On the other hand, for outdoor localization, GPS\(^2\), which provides absolute position, has been proven to be a reliable localization solution for road navigation missions [6]. However, GPS loses accuracy when the receiver module is not fully covered by the satellites, and this makes GPS-based localization limited to open outdoor environments, which are not affected by large buildings or trees or other sources of occlusion.

\(^1\) - Simultaneous Localization And Mapping
\(^2\) - Global Position System
In our past mobile robotic projects, whenever the mission was to explore a large outdoor on and off-road area, assuming the area had been accessible prior to the main mission, given the task to find certain target objects inside and outside potential buildings, it was sufficient to hard code GPS points in order to navigate to the potential buildings. It was also possible to explore inside of the buildings using SLAM. However, it was still necessary to identify different places, and it was also necessary to identify transition between places especially in GPS denied regions. This objective could not be fully handled through SLAM in outdoor environment due to aforementioned limitations. This has been the motivation for starting the place detection research as an individual module to support mission planning in large-scale environment consisted of both indoor and outdoor places in a long-term multi robot exploration mission, especially in GPS denied condition.

1.2 Related work

1.2.1 Defining the term “Place”
The objective of place detection necessitates different definition for places. Place detection methodologies, inspired by way-point-navigation and exploration research, describe the environment as nodes and links. Robot objective is to travel from one node to another via a link. In this approach nodes are taken as zero dimensional places [7] and links are routes between places. Discordantly, in [8], where environment semantics are studied, place is defined as “the abstraction of a region” and a region is a “ two-dimensional subset of the environment”. Place detection methodologies inspired object detection, resulted to a new topic in localization called SLAM++ [9]. According to this technique, a place can be identified through the identification of objects. From a different perspective, according to [10], gateways cluster the environment to different places. A gateway between places occurs when appearance configuration changes significantly. With similar assumptions, work [11] used image sequencing partitioning to form a topological graph node of places. Although different objectives result to different definitions for places, only few major place detection approaches are identifiable in the literature. The place definition used in this thesis is proposed in section 1.3.
1.2.1.1 Definition of places through boundaries

Some place detection methods such as [12] are based on metrically accurate mapping techniques, define places as a space confined by mathematically defined boundaries. In this case, the simplified boundaries are in form of bounding boxes [13] or bounding circles, spheres, or ellipsoids [14]. Since places are not necessarily square-shaped or spherical-shaped, these segmentation techniques cannot include places with complex shapes, or at least they cannot accurately define complex-shaped places. A space confined by the intersecting planes or curved surfaces could be a more accurate definition. However, calculation of several such surfaces becomes tedious and computationally expensive when the studied place is in shape of a complex volume. In this case, the most accurate and efficient calculation of place boundaries could be achieved by polygonization of the surrounding map points of a specific volume (place) [15]. However, this definition requires substantial amount of memory to store the boundary definition for each place. Therefore, although this technique provides very accurate definition for a place, it is not practically possible to be used for large-scale outdoor applications.

1.2.1.2 Definition of places through landmarks

Other place detection methodologies such as [16, 17] are based on feature extraction and matching. They identify places by recognizing features of major landmarks in a snapshot of a place [18]. In this case, major landmarks are detected followed by feature matching, and places are identified based on detected landmarks. Place is mapped directly to major landmarks and indirectly mapped to specific set of features. Therefore, in this approach, a place is defined by a set of landmarks or by a set of features. There is no dispute that landmark detection can be handled through feature processing. However, although some specific places contain unique landmarks, in general, a place may or may not contain a major landmark.

Moreover, a place might have any area and shape. Therefore, a place might or might not be entirely visible through a single snapshot. Therefore, definition of a place through landmark processing also has the shortcoming to include large places, or places which cannot be well-represented by a single frame due to their shapes.
1.2.2 Place detection and field of view limitation
An important issue, which highly affects place detection through image processing, is the field of view limitation. This is more related to sensing rather than processing. For example, to identify a place through landmark processing, it is required for the specific landmark, which identifies the place, to be sufficiently captured by the sensing device [19, 20]. Otherwise, even though the observation is made in the same location, since the landmark is not visible and hence not detectable, place cannot be identified. A place does not have any specific direction [8]. Therefore, place definitions influenced by presumed directional observations have shortcoming to fulfil the logical meaning of a place.

1.2.3 Place detection equipment
Place detection overlaps with geo-position sensing [21], SLAM [1], and scene detection [22]. Each topic studies places with different assumptions and through different approaches. In geo-position sensing research geographical positions are readily available as absolute pose of the receiver in the studied environment and are matched to prior knowledge about the places at certain locations. On the other hand, SLAM researchers see places as additional semantic information that assist the loop closure and map merging. Scene detection researchers attach places to landmarks and appearance-based features [23-26] of the studied image. First approach incorporates external equipment such as GPS, beacons, and other similar facilities. The other two approaches use on-board equipment such as cameras, LiDARs\(^1\), IMUs\(^2\), and other sensors as the primary means for place detection. Therefore, place detection is divided to two main categories from this perspective.

1.2.3.1 Place detection through external equipment
In this approach, for small scale and indoor applications, beacons are used to identify places[27]. Beacons can identify places with an acceptable accuracy. In indoor environment where it is possible to install beacons, place detection problem can be

\(^1\)- Light Detection and Ranging

\(^2\)- Inertial Measurement Unit
handled through this technique. Scalability, coverage, and overlap are the main concerns of this technique.

For outdoor and large scale environment such as roads, GPS (or GNSS\textsuperscript{1}) can be used instead [28]. Since GPS depends on satellites for position estimation, the receiver equipment mounted on the moving vehicle is the only facility required to accomplish positioning requirements. Therefore, the technique is highly scalable and the accuracy of advanced models are perfect in ideal satellite coverage situation [29]. However, whenever the receiver equipment is not covered by satellites, e.g. the area close to the buildings and trees, positioning through this technique becomes inaccurate [30, 31]. The method is not, generally, usable in indoor environment since no satellite coverage is expected in covered environment. Another concern for incorporation of methods relying on external equipment is the high vulnerability to external attacks [32].

GPS and beacons are not the only external equipment used for identification of places. Other available signals in the environment can also be used for identification purpose. Fingerprint-based location identification [33] is a research topic which studies sound signatures, motion patterns of people and environment elements, availability and signal strength of WiFi access points, and other place-specific factors.

1.2.3.2 Place detection through on-board equipment

On-board sensory system is referred to the sensors that do not depend on external facilities and equipment. Independence from external infrastructure eliminates the coverage concern for the mobile platform. Since, in this research, place detection is studied in mixed indoor and outdoor environments, independence from the external equipment and infrastructure becomes an indispensable necessity. Therefore, in this research, only on-board equipment are used for detection purpose.

Despite the mentioned advantage, independence from external equipment introduces a major concern in the analysis of sensor readings. Perception made through analysis of on-board sensor readings is made in the robot coordinate frame. In such analysis, any attempt to integrate the input data, results to accumulation of uncertainties, which stand out in form of drift in the long run. Therefore, in the analysis of sensor readings in robot

\textsuperscript{1} - Global Navigation Satellite System
coordinate frame, either a drift compensation mechanism should be considered, or the analysis should not involve integration over sensor readings. In the proposed methodology, which targets large-scale environment for long-term autonomy, accumulation of consequent sensor reading is avoided to address this major concern. Although it is possible to use many on-board equipment such as IMU, wheel encoder, compass, camera, LiDAR, RADAR ¹, and etc., for relative position estimation, identification of places through on-board equipment is commonly achieved through visual place detection techniques [18]. This means, cameras and LiDARs are used as the primary sensors and other sensors serve as supplementary equipment to overcome the possible limitations. In visual place detection visual fingerprints are studied [18].

Visual place detection incorporates different image processing techniques for identification. Images can be in form of 2D camera frames (colour intensity information) [34], 3D-range point cloud data (depth information) [35-37], or RGBD frames (both colour intensity and depth information) [38, 39]. Visual place detection is a well-attended research. Regardless of problem formulation, assumptions, and processing techniques, all methodologies follow five general steps of input acquisition, data preparation, description, comparison, followed by the final step, which is to apply comparison results in order to achieve the detection objectives.

Although the proposed place detection methodology is solely based on analysis of on-board equipment, if mapping the local perception to global frame would be required, it is possible to use external sensors and equipment, GNSS in especial, as supplementary equipment.

1.2.3.2.1 Input acquisition

2D cameras are the simplest and the least expensive solution for visual input acquisition[40]. Although focal point adjustment, illumination effect, distortion, and small field-of-view are major concerns when basic models are used, the low price of the device is still a strong motivation, which contributes to facilitating the commercialization of the research. Advanced cameras have fewer limitations. Auto-focus function is added to most modern cameras through different engineering

¹ - RAdio Detection And Ranging
techniques. Distortion-free lenses can be added to cameras too. Panoramic view cameras and spherical view cameras provide extended field-of-view. However, including all advanced functions in a camera increases the price of the sensor.

3D cameras add depth information to pixels [16]. When depth information is available, more advanced and more precise processing techniques can be applied to the input information. Depth information is usually added either through stereo vision techniques [41] or through time of flight measurement techniques [42].

LiDAR is another widely used sensor for visual place recognition that generates binary point cloud images. Depth information generated through basic LiDARs is generally more precise and consistent, even in long ranges, compared to the depth information estimated by cameras. LiDARs are less affected by environmental conditions such as illumination. LiDARs are costlier compared to cameras. Most commercial LiDARs are made for collision avoidance applications. The commercial LiDAR models, which can produce a proper point cloud for identification purpose, are limited and the few existing models are costly.

While methodologies that use cameras as the primary sensor are generally oriented towards colour analysis, LiDAR-based methodologies [36] are more towards geometric analysis.

Challenges such as distortion compensation, uniform density of input data, field-of-view limitations, and sensitivity to environmental conditions, can be handled at sensor level. However, these issues are sometimes addressed at processing level as well.

1.2.3.2 Data Preparation
Useful information should be extracted from the raw input data. This step includes outlier removal, resolution adjustments, colour normalization, geometry normalization, segmentation, feature extraction, sensor fusion, and any other processes required to generate the set of information which is believed to contain the intrinsic information about the input image.

In case of camera frames, vibration compensation, illumination compensation, distortion compensation, down sampling, selection of image patches, and feature extraction are the steps commonly followed. The ultimate goal is to identify 2D or 3D
Introduction

key-features. It is also possible to map 2D features in 3D [43], or to map 3D features in 2D [44].

Feature selection is a challenging topic with heated debate. A good feature should be repeatedly identifiable and should be invariant against scaling, rotation, shifting, deformations, and noise [45]. The feature should not be only specific to a limited category of images. In short, a good feature should be consistent, invariant, and general. Several techniques are available for feature detection. Simplest visual features are edges [46] and corners [47]. These features are used as the primary interest points in complex feature detectors. The Hessian feature detector finds pixels that exhibit high derivative values in two orthogonal directions [48]. The detector computes the Hessian for each pixel. Feature point is the point at which the determinant of the Hessian becomes maximum. Harris detector [47] is another detector which finds geometric features. The Harris detector searches for image regions where the second moment matrix has large eigenvalues. The resulting points correspond to corner-like structures. LoG\(^1\) [49], and a close approximation of it, DoG\(^2\) [50], are also well-known feature detectors widely used in detection algorithms. However, there are other techniques that combine these two with other measures. For example, Harris-Laplacian detector [51] combines the Harris corner detection with LoG. The resulting feature points are reported to be fewer compared to LoG and DoG but the selected points are more resilient against rotation, scaling, illumination changes, and input noise [52]. If the Harris-Laplace is applied to Hessian, the detector is called Hessian-Laplace [53], which produces slightly higher number of selected points but with similar quality compared to original Harris-Laplacian.

In case of binary point cloud data, noise removal, down sampling, segmentation, normal vector assignment, and feature extraction are the general data preparation steps. In one common approach, feature extraction for 3D point clouds is followed by creating polygonised meshes [54]. In [54], features are extracted through second difference operator applied to mesh edges. Similarly, the work [55] extracts feature lines inside meshes by applying third order derivatives to the surface mesh. Curvature extremums

\(^1\) - Laplacian-of-Gaussian
\(^2\) - difference-of-Gaussian
are other possible features which can be extracted from polygonised meshes [56]. Meshless feature extraction is another direction in feature selection. The work [57] uses region growing method. It starts by segmenting the point cloud into clusters. Then regions of sharp features are identified. This is the initial step for reconstruction of feature lines. Sharp features were selected through other techniques too [58, 59]. Principle component Analysis (PCA) is one of the efficient techniques to extract salient features from point clouds. Extracted features are vectors along the principle axes in the space which encapsulate statistic summary about the point cloud being studied [60]. PCA determines the axis along which the studied data points have the highest variance (the eigenvector associated with the largest eigenvalue) and lowest variance (the eigenvector associated with the smallest eigenvalue). This method can be applied to multi-dimensional data. The 3D version is used in computer vision for segmentation [61], as well as for feature detection for the purpose of object classification[62] and place recognition[63]. It should be noted that the eigenvalues studied by PCA are different from the ones used in proposed descriptor of this thesis. Other 3D point cloud feature extraction methods are covered in [64].

Depending on the methodology, some of the above mentioned preparation steps might be skipped, or some other steps might be added.

1.2.3.2.3 Description
Image descriptor is the model or data structure that describes an image. Image descriptor is a set of information, usually in form of a numeric structure, which encapsulates intrinsic information about the studied image. When descriptor operates on image features, image descriptor is sometimes referred to as feature descriptor. However, for the case of holistic description [65] or non-feature-based description [66] of images, it is logical to use the general term “image descriptor”. In this thesis, “place descriptor” or “descriptor” is used as the general term to refer to all types of data structures that encapsulate desired description of studied places. A good descriptor should be robust against noise, should be unique, and should be computationally efficient.
Literature review reveals that majority of detection techniques, including place detection techniques [67], use the SIFT\(^1\) descriptor [22] or a modified version of it. In SIFT algorithm, local extrema of difference-of-Gaussian operator is used for selection of key-points. Feature vectors are extracted for key-points. SIFT algorithm calculates the gradient magnitudes and their orientations in a small region around each key-point. Then, a set of orientation histograms is created for sub-regions. In this case, the descriptor is a vector that contains values of all orientation histograms for each key-point. GLOH\(^2\) is an extension of the SIFT descriptor that is designed to enhance robustness and distinctiveness of description [68]. SURF\(^3\) descriptor [69] is an alternative to SIFT. It is reported to be computationally more efficient than SIFT [52]. SURF descriptor uses “Haar wavelets” [70] instead of Gaussian derivatives. The SURF algorithm similarly operates on feature regions but instead of generating intensity histograms, it generates a structure that includes intensity statistics along 2D coordinate directions. There are different group of descriptors that work on content distribution instead. For example, instead of intensity values, geometric histograms [71] or shape context [72] were incorporated into similar procedure to form an image descriptor. “Shape context” works similar to SIFT but operates on Canny edges [46]. BRIEF\(^4\) is another descriptor which conducts small number of intensity difference tests to convert image patches to binary strings [73]. In each image patch, any pixel with higher intensity compared to the adjacent pixel is marked 1, and otherwise marked 0. Binary vectors are compared through calculation of hamming distance [74]. Texture can also be the studied feature of the studied image. This parameter can be better studied in frequency domain. Gabor filter [75] and Wavelet [76] are the old signal processing tools in frequency domain that also have been used for image description [77], and more specifically for place description [78]. “Gist” is a holistic image descriptor that uses Gabor filters to extract information from images [77]. Other than these types, spectral nature of images was used for description too. For example, in [79] central moments are used to characterize shape and intensity distribution of colour images.

\(^1\) - Scale Invariant Feature Transform  
\(^2\) - Gradient location-orientation histogram  
\(^3\) - Speeded-Up Robust Features Descriptor  
\(^4\) - Binary Robust Independent Elementary Features
1.2.3.2.4 Comparison
Regardless of the approach for descriptor generation, in order to find similarity between descriptors, descriptor structures should be compared. A comparison method can be as simple as finding the Euclidean distance between descriptor vectors, or it can be much more complicated. Using the bag-of-words model [80] is the most referenced comparison methodology in image identification applications as well as in visual place recognition [81]. Bag-of-words model associates descriptor vectors of image patches to visual words. Afterwards, word processing techniques are used to compare images by comparing the visual words in their descriptor structures. Bag-of-words model eliminates the geometric and spatial relevance among image features. Apart from this, probabilistic calculations can also be used for descriptor comparison. Work [82] combines expectation minimization with “mixture of Gaussian conditional densities” for descriptor comparison. It is also possible to use the combination of bag-of-words model and probabilistic model [83]. Comparison method is very much related to the type of descriptor used. For example, work [84] studies the sequence of features, and therefore the author modified a biologically inspired DNA comparison methodology [85] for descriptor comparison.

1.2.3.2.5 Detection objectives
The ultimate purpose of place recognition research is to detect if the current observation of environment was re-observed or not. This becomes possible through comparison of descriptors. Comparison results should be incorporated in the specific application for which the detection procedure was designed. Many place detection techniques are highly inspired by SLAM. Although place detection is studied as an independent module, it can fulfil some important requirements of SLAM. Place detection provides loop closure clues for SLAM [86-88]. Moreover, it can be used to generate the topological map of the environment [23]. In a biologically inspired mapping methodology, place cell models of rat hippocampus is used for visual navigation without maintaining any metrically accurate map [89]. Place recognition is also used for map merging purposes [90] in multi robot exploration missions. It is also used in pure image retrieval applications [91, 92] to classify database records consisted of place images (e.g. [93]). SLAM++ may also be used directly for place detection through identification of map semantics. It can also be used to enhance other place detection
techniques by eliminating false detections. For example, kitchen should be eliminated from the list of possible results when a car is detected in the scene. In order to use SLAM++ for elimination of false positive detection in outdoor environment, detection of objects in urban environment has been attended by several research works such as [94]. In [94], 3D detection of objects from point clouds data is addressed. The entire point cloud is segmented into clusters. Subsequently, clusters are searched for features. Features are described through the number of points, estimated volume, average height, standard deviation in height, and the standard deviations in the two principle horizontal directions. Feature vectors represent specific objects in the environment.

1.3 Motivation

Place awareness is a critical component of safe decision-making in autonomous mobile robotics. Importance of place awareness is more appreciable in large-scale outdoor environment when safety measures, mission planning, and responsive intelligent behaviour depend on individual circumstances of each specific place. Besides, recall of revisited places assists the generations of loop closure and map merging clues for mapping components of mobile robots in large-scale outdoor exploration missions [88]. Place detection is commonly taken equivalent either to “snapshot pairing through viewpoint tolerant feature matching” [95] or to a “metrically described volume” [3]. While the former definition is more inspired by the research in image processing direction, which has indeed proven promising performance for object detection, the latter definition is heavily towards SLAM direction, which recently has resulted to outstanding accuracies in modelling indoor and small-scale environments. In the former approach, places are treated as “snapshots with distinct features”, and in the latter approach, a place is defined as “district confined within a metrically described volume”.

The former approach encounters challenges such as feature selection, feature pairing, storage limitations, viewpoint effects, scaling, and handling the changes of outdoor environmental conditions. However, in the latter approach, maintaining a metrically accurate model of the environment becomes very challenging, and processing such model becomes computationally expensive in large-scale outdoor environment.

Therefore, it is necessary to address place detection problem through a different approach. The new approach provides a new definition for “place” in the first instance.
A different sensing methodology is required to overcome viewpoint-related challenges in place detection. Non-feature-based-description and independence from metrical accuracy should stand out as other key properties in the new approach to overcome the aforementioned shortcomings. Nevertheless, since place detection is applied to large-scale outdoor environment, matching places should be concluded from a more confident approach than frame-to-frame comparison, being yet more computationally efficient than comparing new observations with the entire map of the environment. Therefore, an entirely new procedure is required to address place detection as an individual task independent from object/scene detection and metrically accurate self-localization modules in autonomous decision-making system.

Limitations of existing approaches for place detection are summarized as follows.

- Accurate definition of places through their mathematically defined boundaries becomes tedious, computationally expensive, and storage demanding for large-scale missions. Bounding primitives are not suited to include places with complex shapes.
- Defining places as snapshots containing specific landmarks has limitations to include places with no specific landmarks.
- Place detection analysis, which restrict places to single frames, are troubled to include large places, and complex-shaped places that cannot be entirely observed through a single snapshot.
- Place is not a directional measure and therefore, place detection techniques which presume specific observation direction, invalidate the logical meaning of a place.
- Feature selection and feature matching are open challenges. Place detection through feature processing is heavily affected by feature quality. Selection and association of features are the bottlenecks of feature based place detection.
- Maintaining the metrically accurate map of the environment is very challenging for large scale outdoor environment in long term autonomy.

This thesis proposes a new place detection methodology that overcomes the abovementioned shortcomings. Suggested definition for places is inspired by the work [96]. According to [96], a place is “somewhere distinctive relative to other nearby locations, according to some associated sensory information known as a place signature.
or a place description”. Our proposed definition of a place is an extension of this definition, which addresses the consideration to all the above listed concerns. In this thesis, place is referred to as:

“A subset of a three dimensional environment in which, any partial observation across the entire field of view, holds consistent descriptor that is distinctive compared to its surrounding”.

This comprehensive description of a “place” illustrates the scope of the work to be presented in the thesis. The main objective of the thesis is to detect revisited places. Identified places are characterized according to the specified description. To achieve this, a proper sensing technique and a novel procedure are presented as supporting components for the suggested holistic and non-feature-based place detection methodology.

**1.4 Proposed place detection approach**

**1.4.1 Detection procedure**

The common place detection procedure and the suggested place detection procedure are depicted in the diagrams of Fig. 1-1. As illustrated, the suggested procedure does not require image segmentation and feature selection steps. Image segmentation, feature selection, and feature association are the main challenges in existing place detection techniques. These challenges are the sources of sensitivity to view point changes and sensitivity to environmental changes. Since the proposed method is non-feature-based, there is no need to store and update the structure conversion database (e.g. codebook in case of using bag-of-words model). This database is reported to have included 100 million code word-to-feature records in 20km traversal [91].

**1.4.2 Input acquisition**

An affordable sensory system, which can produce uniformly dense and long-range 3D point cloud across the entire usable field of view, is designed and made to generate the desired input data.

Colour images are inconsistent against environmental changes (e.g. illumination, and seasonal changes). Range images are independent from such variances. Existing 3D
point cloud sensors are either too expensive, or they are not made to produce uniformly dense 3D point clouds, and also they are mostly limited to capture a slice of the surrounding volume.

### 1.4.3 Place descriptor for characterization

Shape DNA [97] is the a sequence of eigenvalues of Laplace-Beltrami operator over a surface mesh. Since shape DNA does not assume existence of any specific type of features, incorporation of same idea for characterization of places overcomes the shortcomings of appearance-based feature matching techniques to include all outdoor places even the places with no specific landmarks. This is the primary reason that this research incorporates place DNA as the descriptor for place detection. Incorporation of DNA descriptor for place detection applications is reported by this research for the first time.

![Flowchart of place detection procedures](image)

**Fig. 1-1** – Left: Common place detection procedure; Right: Proposed place detection procedure

### 1.4.4 Environment segmentation

The environment being explored is a continuous 3D volume. However, it is possible to divide the environment to meaningful subsets called places. Places are distinctive compared to the surrounding. Instead of corresponding a place to a single descriptor structure, the proposed methodology corresponds places to a matrix of similarity...
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values. This matrix contains the similarity analysis of all the descriptors of different observations made from each place.

1.4.5 Similarity between places
To compare the similarity between two places, in the proposed methodology, every observation made from both places are compared against each other. This means, unlike the common practice of comparing two descriptor structures (which represent only two snapshots) for detection, two matrices, each containing several descriptor comparisons, are analysed.

1.4.6 Identification of similar scenarios
Comparing all observations through matrix comparison enables the detection of similar sequence of traversal along similar places by identifying the similar templates. Through template matching, a repeated experience of traversal through several places can be detected.

1.4.7 Identification of revisited places
Since a place is identified with a group of observations made out of it, a revisited place is identified by cross comparison of two groups of observations that are highly similar to each other. Sequence analysis enables comparison of patterns, which contributes to the enhancement of detection confidence. If necessary, it is also possible to pinpoint one scan from initial visit, which highly matches another scan in a subsequent visit. Thus, revisited place can either be identified through all the observations made from the place, or through one pair of highly similar scans; each scan made during an individual visit to the same place.

1.4.8 Place detection and place recognition
In this thesis, place detection is referred to the procedure of meaningful segmentation of the travelled route into the meaningful subsets called “places”. The focus of first four chapters of the thesis is on place detection.

Chapter 5 focuses on recognition of revisited places and revisited scenarios. Therefore, chapter 5 is about place recognition. However, whenever the term “place detection” is
used in chapter 5, it is used shortly in replacement for the term “place detection followed by recognition of revisited places and scenarios”.

The ultimate goal of the thesis is recognition of revisited places and scenarios, which is performed followed by analysis over the detected places along the travelled route. Therefore, whenever the general “place detection” term is used to refer to the overall research work, it is used in replacement for the term “place detection followed by recognition of revisited places and scenarios” procedure.

1.5 Contributions

In this research, a place detection methodology is proposed, which is novel in the approach and procedure. Moreover, some of the techniques used in each step of the procedure are new as well.

1.5.1 A novel approach to place detection

A procedure for identification of places through their place-similarity-matrices and through analysis of the “pattern of place sequences” is novel. Place –similarity-matrices are comprised of descriptor comparison among all the observations made from each place.

Instead of frame-to-frame comparison which is the common approach of scene detection techniques, the presented methodology studies the pattern of similarity values by comparing a set of partial observations from a place to a set of partial observations from another place. Therefore, through this approach, identified place is beyond one snapshot. The identified place, in the proposed approach, is a subset of the studied environment which is distinctive compared to the surrounding. In addition to comparison of several observations, in order to find a revisited place, pattern of place descriptor changes in consequent places are taken into consideration.

1.5.2 Place characterization with Laplace eigenvalues

To the best of our knowledge, this is the first time eigenvalues of Laplace operator are used to characterize places in a three dimensional analysis. Through incorporation of the mentioned descriptor, similarity of consequent observations can be studied confidently without extracting the features and without investigating the input details.
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The fundamental analysis presented in chapter 3 is the indispensable material required to illustrate the superior capacity of Laplace eigenvalues for place characterization. This analysis never appeared in the literature before.

Common place detection approaches incorporate different feature extraction techniques combined with different data association methods. Inconsistency of features in outdoor environment, and data association shortcomings in large-scale exploration missions, advocate the incorporation of non-feature-based and non-appearance based technique to solve this specific problem. Eigenvalues of Laplace operator are believed to encapsulate intrinsic information about the curvature of the observed surfaces and therefore, they can be used as the preferred descriptor for place detection application.

1.5.3 Meaningful environment segmentation

Based on the definition of places matrices (explained in chapter 4), a new algorithm is proposed for environment segmentation into meaningful subsets.

In this work, places are identified as “meaningful segment of the environment” in accordance with the definition provided in section 1.3. This makes the proposed work different from conventional techniques which define places as snapshots with distinctive features. A place in this work is identified by a “set of partial observations with a consistent descriptor”. Real experiments support the fact that this segmentation technique yields to division of the studied environment to meaningful subsets (places). This treatment is another novel aspect of the research. Resultant segmentation provides a confident signal for detection of transition from one place to another.

1.5.4 Recognition of revisited places through recognition of revisited scenarios

Recognition of revisited scenario is another novel aspect of the work. This functionality is primarily used to narrow the search scope for recognition of revisited places.

A scenario is a sequence of places travelled during an exploration mission. In the proposed methodology, this concept is characterized by a template of similarity values. If a subsequent experience matches a sequence template, a scenario is identified as revisited scenario. Therefore, recalling a scenario through this methodology provides strong clues for loop closure detection and suggests proper map merging frames.
Identification of revisited places, which is performed after sequence matching, is strongly confident since the proposed procedure takes into account the comparison between many similarity values as well as the pattern of similarity values.

### 1.6 Outline of the thesis

Chapter 2 of the thesis explains the procedure for generation of place descriptor from input data. Hardware of a sensory system required for generation of input data is illustrated in chapter 2 as well. Key properties of the proposed place descriptor, which make it an ideal choice for the presented place detection methodology, are presented subsequently. In chapter 3, through examples, environment characterization using the proposed descriptor is studied. Chapter 4 incorporates the presented fundamentals for environment segmentation. Chapter 5 explains sequence analysis which facilitates recognition of revisited places, recalling revisited scenarios, and identification of best matching frames of two different visits to the same place. Proposed methodology is compared to conventional place recognition methodologies in chapter 6. Thesis is concluded in chapter 7 and potential future directions for this research are explained.
In computer vision, a descriptor is a numeric structure from the set of key-features of the studied image. In ideal situation, the descriptor can fully describe the entire image. To remain analogous with the definition provided in section 1.3, noting that a place cannot necessarily be represented by one image, a proposed definition for a place descriptor is as follows:

“A numeric model encapsulating intrinsic information for unique identification of a place”.

For the case of feature-based descriptors, the numeric model represents key-features that describe the shape, colour, texture, and other appearance-related or geometric-related properties of the place. However, for place description, other methods that do not rely on the appearance of the studied phenomena should be preferred. This chapter addresses the respective concerns that contribute to making such preference. Moreover, a preferred descriptor is proposed and some key properties of the proposed descriptor are explained. Whenever the mathematical proof is available to support a property, proper references are provided. However, some of the properties can be inferred from experimental results. For such cases, the inferred property is explained through an example.

### 2.1 Classification of descriptors

#### 2.1.1 Features

Numerous computer vision techniques are available for object detection [18]. These techniques extract the list of key-features of the object as object-descriptor. Most feature-based general image descriptors are extensions of such 2D object descriptors. As discussed in section 1.2.1, viewpoint invariance is a critical requirement for
successful place detection. Work [22] introduces a scale invariant descriptor which is not sensitive to rotation and translation. The descriptor introduced in [22] is the output of the analysis on histograms of gradients of Harris-corners. This well-known object descriptor is abbreviated SIFT. SIFT descriptors have been used for place detection as well (e.g. in [73]). SURF is another feature-based descriptor, which is based on forming the Hessian matrix at selected points that are not necessarily Harris corners. SURF is used in [17] as descriptor for visual place detection. Work [98] introduces a place descriptor, which is based on 3D sparse visual features. The features are visual keypoints, mainly the corners, introduced in [99]. In [98], Description procedure is initiated by detection of landmarks. Followed by that, the visual features are extracted, and descriptor is formed. Descriptor is similar to 3D Gestalt descriptor [100-102]. Work [103], introduces surface entropy features (SURE) for place recognition purpose. SURE features are introduced in [104]. The feature is based on the statistics of the distribution of local surface normal vectors. If RGB data is available, then texture information is also appended to the feature. Distance from the object is another component stored in the feature structure. Followed by that, work [103] incorporates bag-of-words model to store and compare features.

Invariant feature selection is an ongoing challenge in computer vision. Feature-based-description confronts these challenges as well. Feature selection is not required for another group of descriptors. Examples of such non-feature-based descriptors are Wavelet descriptors [76-78], descriptors based on central moments [79], heat kernel signature [105, 106] and shape DNA [97].

View-point invariance is the primary property for a good place descriptor. Few of the aforementioned feature-based descriptors are believed to properly handle viewpoint inaccuracies as far as the inaccuracy is small compared to the dimension of the area being studied. The required viewpoint-invariance tolerance for place detection application is in scale of several meters, which is beyond the acceptable tolerance of the above mentioned techniques. Although 3D feature selection [107] enhances the viewpoint-invariance tolerance, sensitivity of features to environmental condition still remains an issue. Therefore, it can be concluded that non-feature-based descriptors are preferred for place description especially when large-scale outdoor environment is to be studied.
2.1.2 Appearance

All the feature-based descriptors in section 2.1.1 are extracted from the appearance (e.g. colour, or pattern) of the studied phenomena. Therefore, they are naturally sensitive to environmental condition. Such sensitivity introduces inconsistency in feature selection and feature matching in large-scale outdoor environment. Other than the appearance-based descriptors, there are other descriptors which study lines[108], planes [109], centroids[110], corners and intersections [111], and combination of these features. Another example of such features are the statistical summary of data segments extracted through PCA technique[63].

Such Non-appearance-based descriptors are less sensitive to environmental conditions and therefore they are preferred for place detection.

2.1.3 Domains

One common approach for image description is to apply feature selection on image patches instead of the entire image [63, 73]. Feature-based description techniques mentioned in section 2.1.1 follow this approach. Therefore, such descriptors are called local feature descriptors as well. However, image description can be done through holistic approaches as well. The author of paper [112] believes that human brain identifies places based on the global features of the scene. The author argues that human brain can recognize a place just by catching a brief glimpse, which may take even less than a second. Brain cannot recognize the details of the scene in this very short time. Therefore, place recognition mechanism in human brain is based on analysis of global features rather than local features. Holistic descriptors process the entire content of the image. For example, the colour histogram of the entire image forms the descriptor in [23], and the descriptor is used for classification of panoramic 2D colour images. Gist is another holistic image descriptor [112]. Gist descriptor is generated through operations on statistical summary of the spatial layout properties of the scene. Gist is used for place detection in [78] as well. Paper [113] presents a surface descriptor which is based on a local height field representation of a surface along with a transformation which adds rotational invariance to descriptor properties. Calculated height map, for each vertex, relies on Euclidean distance measurements. However, according to [114], this makes the method sensitive to scaling.
While local feature descriptors are more sensitive to illumination and environmental changes, holistic approaches are more sensitive to viewpoint changes [18].

### 2.2 Proposed descriptor

When input data is in form of point cloud, it is possible to use holistic and non-appearance-based descriptors without going through feature extraction procedure. In [115], the author introduced the Laplace spectra as fingerprint for image processing. The technique is the implementations of the mathematics presented in [116]. The descriptor is used for CAD model classification. In [116], the author presented the mathematics for derivation of discrete Laplace-Beltrami approximation along with eigenvalue and eigenfunction approximation methods for pattern recognition applications. The author also suggested studying heat kernel patterns for classification of low dimensional manifolds in high dimensional spaces. Results of [115] were later used in [117-119] for shape studies of grey matter of brain structures. The research demonstrated superior performance of the method in medical imaging application, especially for identification of populations of similar shapes. The research has been ongoing, from 2005 to 2015, for brain imaging and the recent work is published in [120]. In [97] the same author used the term “Shape DNA” to refer to the list of eigenvalues of Laplace-Beltrami operator. Through [121], we introduced a modified version of this idea to characterize places. The proposed descriptor demonstrated high level of viewpoint- invariance for place characterization. In this thesis, the proposed descriptor is referred to as the “Place-DNA”.

**Definition - Shape DNA or Surface DNA**

- List of eigenvalues of Laplace-Beltrami operator applied to the surface mesh model of the shape is called the shape DNA. In this thesis, shape DNA and surface DNA are taken equivalent.

A shape denotes a closed object with no boundaries or an open object with boundaries. Surface is a connected open shape with boundaries. In the proposed detection methodology, it is only possible to see the visible parts of the shapes that are in direct line of sight with the sensor. Therefore, only surfaces stay in the scope of the thesis. Whenever the term “shape” is used in the thesis, it is taken equivalent to a surface.
It can be inferred from the definitions of surface DNA and place DNA that a surface is a connected sub-part of a place. Table 2-1 summarizes the differences between shape DNA and pace DNA.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>CAD model / Shape DNA</th>
<th>Places / Place DNA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Structure</strong></td>
<td>Eigenvalues of the Laplace operator over the studied shape/object</td>
<td>union of the eigenvalues of Laplace operator over the sets of surfaces forming the place</td>
</tr>
<tr>
<td><strong>Domain</strong></td>
<td>digitization of perfect CAD models that are studied at any desirable resolution</td>
<td>point clouds captured from real world subjected to limited resolution, which imposes different resolutions at different depth</td>
</tr>
<tr>
<td><strong>Concerns</strong></td>
<td>deformation and scaling</td>
<td>noise, occlusion, resolution, partial visibility</td>
</tr>
</tbody>
</table>

2.3 Uniformly dense digitization across the entire usable field of view

As explained in section 1.2.2, sensing technique affects place detection. In this section, limitations of commercially available sensors for place detection are explained, and a sensory system is suggested that overcomes the mentioned limitations.

2.3.1 Existing place detection sensors

Regardless of the place detection technique applied, cameras and LiDARs are the primary sensors for visual place detection.
2.3.1 Camera
Cameras are probably the most common sensors used for environment perception. Even basic models of cameras, which are inexpensive and widely available in the market, can produce rich input data. However, basic models have limited field of view and they produce images with distorted edges. These shortcomings are compensated in more professional models through distortion-less lenses. Panoramic view cameras [122], spherical view cameras [123] and hyperbolic mirrors for omnidirectional vision [124] are made to address field of view limitations. However, all these solutions require distortion recovery in software level. However, after the recovery process, resultant image does not include depth information. Models that include depth information have limited field of view [125, 126]. Depth accuracy of common commercial models is acceptable only for short distances. Long-range models are very costly. To the best of our knowledge, an affordable commercial camera, which can produce long-range depth information from the entire field of view, does not exist up to now. Besides, colour is the most valuable data produced by cameras. For outdoor applications, illumination and environmental factors highly affect the colour information captured by the camera. To conclude, and with respect to the place definition provided in section 1.3, commercially available camera models, without being fused by other sensors, may not produce the input data which can entirely fulfil the requirements of outdoor perception in every environmental situation.

2.3.1.2 LiDAR
Accurate long-distance depth measurement is achievable even by inexpensive models of LiDARs. LiDARs are also not sensitive to environmental changes and illumination. High-resolution 2D-LiDARs are commercially available [127]. When depth is the only information available for place detection, 2D information is not sufficient. Commercially available 3D-LiDARs, which are primarily made for collision avoidance, combine planar measurements across few rotated planes to generate 3D depth data [116]. Such data frame has sub-degree angular resolution inside each plane, but planes are several degrees rotated from each other. The result is a point cloud with non-uniform resolution in different directions. There are few models which can produce uniformly dense 3D point clouds [117], but those sensors either do not cover the entire field of view, or they are very costly [120].
2.3.2 Sensory system setup

Limitations of commercially available, yet affordable sensors are summarized as follows.

- Photos captured by camera are affected by illumination and environmental changes.
- Cameras have limited field of view; the special models that cover the entire field of view are 2D and they require distortion correction.
- Depth information from cameras is accurate for short-distances. 3D cameras do not cover entire field of view.
- Some 3D LiDARs produce non-uniform range information, and other models have limited field of view.

In order to generate a 3D dense, accurate, and uniform scan across the entire field of view, which is also not affected by environmental changes and is free from distortion debate, a LiDAR-based sensory system is proposed in this thesis. The hardware is a servo-mechanism that rotates a 2D-LiDAR. The idea of rotating a 2D-LiDAR for 3D point cloud generation was presented in several other research works before with various mounting directions and different rotation axes according to the requirements of the research [128, 129]. For place detection, the suggested setting is the 2D-LiDAR laid on horizontal plane, to be rotated around vertical axes.

The mechanism shown in Fig. 2-1, is a Hokuyo UTM-30LX (2D-LiDAR) [115] rotated by a servo motor HerkuleX DRS-601 [130]. The resolution of servo motor is 0.165 degree per step. Sweep range of LiDAR is 270 degrees with 0.25 degree steps.

When servo motor rotates, 2D-LiDAR scans are registered in the corresponding servo motor angle. The entire 3D environment is scanned when the servo motor rotates 180 degrees. Sample point clouds, generated by the proposed sensory system, are shown in Fig. 2-2.

Since the sweep angle of 2D-LiDAR is 270 degrees, a conic volume under the sensor is excluded from the resultant point cloud. This volume includes the robot body and small surface around the robot, which does not contain valuable information about the studied place. Therefore, using this sensory system, accurate, long-range, and uniformly dense 3D point cloud can be captured across the entire usable field of view.
2.4 Descriptor derivation procedure

The diagram in Fig. 2-3 summarizes the procedure for place DNA derivation.
2.4.1 Input data preparation

The raw data captured by the sensory system is a 3D point cloud across the entire usable field of view. The point cloud is uniformly dense in all directions. However, point cloud density is not uniform in depth dimension. Which means far objects are scanned with lower resolution compared to the close objects. Although increased density enhances calculation accuracy, it oppositely affects computational costs. Therefore, neither the lower resolution for far measurements, nor the higher resolution for close measurements are desirable. In order to achieve the desired density, which is also more uniform in depth dimension, points are uniformly down-sampled to voxels. Please note that better down sampling approaches exist which take into account the content of the point cloud [131]. Adaptive refinement approaches allow content aware down sampling. While flat surfaces can be highly down sampled, non-flat parts of the point cloud can be sampled with higher resolution. However, content aware down sampling
imposes further computational costs to the entire process. Study of the trade-off between content-aware down sampling benefits and the imposed computation cost is beyond the scope of this work. It will be considered to be further explored in the future work of this research.

After down sampling, resultant voxels are checked for outliers. Small cluster of voxels are taken as minor elements and are removed from the cloud.

### 2.4.2 Mesh generation

Mesh generation is required for eigenvalue derivation. The closed-form solution for eigenvalues and eigenfunctions of Laplace-Beltrami operator can be derived for rectangles, circles, spheres and other simple primitive shapes [132, 133]. But for complex surfaces, numeric methods should be used to approximate eigenvalues [134], and mesh generation is one direction to solve this problem. Several methods were suggested in the literature of the eigenvalue approximation. Major methods are:

- a) Approximation of continuous surface out of discrete data [130]
- b) Direct calculation on discrete data [135]
- c) Surface mesh analysis [118]

Method a is not recommended since approximating a continuous surface from discrete data is computationally expensive. After finding the analytic description for the continuous surface, approximated function might be so complicated that analytic solution to eigenvalue problem becomes tediously complex. In this situation, a numeric method should be used instead, and the initial approximation of continuous surface becomes only an extra overhead for the computation.

In the work [135] the mathematics of method b is presented. However, this mathematics is very complicated and we could not find any other work implementing this mathematics.

Mesh generation through polygonization of 2D and 3D point clouds have been studied for many years and several good implementations are available in existing programming libraries (such as in PCL [125]). In this approach, 3D point cloud is converted to a polygonised mesh. Derivation of Laplace-Beltrami operator over this mesh is possible through easier mathematics [136, 137].
In this thesis, polygonised surface mesh is generated from the scanned 3D-point cloud through the modified version of the polygonization technique explained in [138]. Subsequently, triangulated mesh is converted to quadrangles. By connecting the center of each triangle to the middle point of each side, three quadrangles are made. There has been two reasons for this conversion. Firstly, this technique uniformly increases the mesh resolution and enhances eigenvalue approximation accuracy. Secondly, the eigenvalue solver used in this thesis takes quadrangled mesh inputs. After polygonazation, the 3D point cloud is converted to several surface mesh segments. Small segments are taken as outliers and are eliminated from calculations. A sample of resultant polygonised mesh is depicted in Fig. 2-4.

![Fig. 2-4 – Left: Raw 3D Point Cloud; Right: Resultant polygonised mesh](image)

### 2.4.3 Eigenvalues of Laplace-Beltrami operator

Laplace Beltrami operator over a manifold $m$ is defined as the divergence of the gradient

$$
\Delta m = \text{div}(\nabla(m)) = \frac{1}{\sqrt{g}} \partial_i (\sqrt{g} g^{ij} \partial_j), \quad (2.1)
$$

where

$$
G = \{g_{ij}\} \quad (2.2)
$$

is the first fundamental form of $m$ and

$$
g \triangleq \det(g_{ij}), \quad (2.3)
$$

$$
g^{ij} \triangleq (g^{-1})_{ij}. \quad (2.4)
$$
For the coordinate function $f(x, y, z)$, Laplace-Beltrami operator reduces to the simple Laplacian

$$\Delta f = \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2} + \frac{\partial^2 f}{\partial z^2}. \quad (2.5)$$

This operator has a discrete set of eigenvalues. The Laplace eigenvalue problem is defined as

$$-\Delta u = \lambda u. \quad (2.6)$$

Where in (2.6), $u$ is the eigenfunction associated with the eigenvalue $\lambda$. It can be shown that the eigenvalues are real numbers [134]. List of eigenvalues for each scan is a set of numbers increasing from zero to infinity.

To handle Laplace-Beltrami operator on discrete surface meshes several techniques are suggested in the literature such as:

- Graph Laplacian [139]
- Cotangent Weights [140]
- Finite Element Method [141]

A very good summery of these techniques can be found in [142]. Finite element method is the chosen technique for this research. This is mainly because of the availability of mature mathematics and programming libraries for solving differential equations through this technique, and because of the highly accurate results this method can produce compared to the other techniques. Using finite element method [143], the eigenvalues of (2.6) are equal to the eigenvalues of the generalized eigenvalue problem

$$-A u = \lambda B u. \quad (2.7)$$

In (2.7), $A$ and $B$ are sparse positive definite (or semi-definite) symmetric matrices which are calculated using the finite element method with linear form functions. Unlike [143] which works on triangulated meshes, quadrangled meshes are processed in this thesis. Deal II library [144] is used to solve Laplace eigenvalue problem with finite element method. This library converts the differential equation eigenvalue problem (2.6) to a linear algebraic version in (2.7). Arnoldi Method [145], is used to solve the
linear algebraic eigenvalue problem in (2.7). Arnoldi method can calculate desired number of smallest eigenvalues from (2.7) as well. This technique is completely described in [146] and the code is perfectly implemented in Fortran (ARPACK [147]), MATLAB (eig function) and C++ (ARPACK++) libraries. C++ wrapper of deal II over ARPACK is used in this thesis to derive desired number of eigenvalues.

In [97] the author used the term Shape DNA to describe the sequence of eigenvalues of Laplace-Beltrami operator. DNA descriptor has properties, which makes it the proper choice of descriptor for place characterization. These properties are studied hereafter.

### 2.5 Properties of DNA descriptor

The author of [97] compared the shape DNA of several CAD models and managed to classify them based on shape DNA similarity. Place DNA, which was introduced in section 2.2, describes places. As mentioned in section 2.2, surfaces (or shapes) are connected sub-parts of a place.

The point cloud generated by the sensory system, introduced in section 2.3.2, is only consisted of points scanned form the surfaces of 3D objects in direct line of sight with the LiDAR. The parts behind the objects are invisible to the sensor as well as the parts beyond the sensor measurement range. This means, in majority of the cases, the entire closed 3D shape cannot be observed through a single scan. Therefore, the scope of this work becomes different from [97] which assumes uniform access to the entire object. With the proposed scanning technique, the boundaries of the scanned surfaces (2D surfaces of 3D shapes) are not necessarily the boundaries of the real 3D object. This is unlike the work in [97], which works on the entire mesh of a single studied volume with known boundaries (mostly closed shapes without any boundaries), and without any concerns for view-point changes, digitization resolution, or occlusion. In this thesis, only partial observations from several volumes in each scan can be accessed. Profile of the surfaces, number of surfaces, their boundaries, and the capturing resolution for each surface, can change with minor or major view-point changes.

For closed objects studied in [97], the differential equation can be solved assuming Neumann or Dirichlet boundary conditions and they produce the same results (at least for the eigenvalues). Generally, for 2D objects in 3D space with known boundaries, eigenvalue analysis is valid for both Neumann and Dirichlet conditions. However, the
results can be different. In this research, boundaries of the surfaces cannot be assumed
to match the real boundaries of the objects. In this situation, Dirichlet condition is not
a proper choice since it assumes constant values for the function at boundaries.
Neumann condition is a better choice because it can, at least, cover the limitation of
sensor range and, in many cases [134], it is equivalent to natural boundary conditions,
and therefore it can be entirely eliminated from calculations. The mathematical concept
of Laplace eigenvalue analysis is provided in many reference books such as [134].
Although Neumann condition is not the perfect choice for all cases, but we did not find
a better boundary condition to fully cover the logic of floating boundaries of scanned
surfaces. Selection of better boundary condition assumptions is left as an open problem.
However, the conducted experiments in real application were supportive of Neumann
boundary condition to be the reasonable choice in this situation.

Shape DNA of few primitive shapes are studied hereafter to explain the properties of
DNA descriptor.

2.5.1 Resolution
First few eigenvalues of the rectangle are listed in Table 2-2. It can be seen that, by
increasing the resolution, approximated eigenvalues calculated by numeric method
converge to the exact values calculated from analytic method. This means the resolution
has direct effect on calculation precision. However, increasing the resolution increases
the computational costs. Therefore, if the objective is to study the overall similarities
of point clouds, it is not necessary to study them in very high resolution. The exact
eigenvalues of the rectangle, given in the last column of Table 2-2, are calculated in
[148] through
\[
\lambda_{i+j} = \frac{i^2 + j^2}{4} \pi^2, \text{for } i,j \geq 0.
\]

(2.8)

In (2.8), \(i\) and \(j\) are eigenvalue indices respective to \(x\) and \(y\) coordinates.

Selection of the appropriate resolution depends on the application. In the case of this
thesis, for place detection application, the captured 3D point cloud is down sampled to
30cm voxel grid, evenly in all directions. This resolution is good enough to capture the
overall shape of the visible surfaces in outdoor environment.
For most of the analysis presented in this section, the flat rectangle and the pyramid with a fixed resolution are studied. The first few eigenvalues of them are listed in Table 2-2.

<table>
<thead>
<tr>
<th>Eigenvalue</th>
<th>Low Resolution</th>
<th>High Resolution</th>
<th>Exact Value From Analytic Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenvalue 0</td>
<td>3.35E-15</td>
<td>1.74E-14</td>
<td>0</td>
</tr>
<tr>
<td>Eigenvalue 1</td>
<td>3</td>
<td>2.49927</td>
<td>2.4674011</td>
</tr>
<tr>
<td>Eigenvalue 2</td>
<td>3</td>
<td>2.49927</td>
<td>2.4674011</td>
</tr>
<tr>
<td>Eigenvalue 3</td>
<td>6</td>
<td>4.99854</td>
<td>4.934802201</td>
</tr>
<tr>
<td>Eigenvalue 4</td>
<td>12</td>
<td>10.3866</td>
<td>9.860604401</td>
</tr>
<tr>
<td>Eigenvalue 5</td>
<td>12</td>
<td>10.3866</td>
<td>9.860604401</td>
</tr>
<tr>
<td>Eigenvalue 6</td>
<td>15</td>
<td>12.8859</td>
<td>12.3370655</td>
</tr>
<tr>
<td>Eigenvalue 7</td>
<td>15</td>
<td>12.8859</td>
<td>12.3370655</td>
</tr>
<tr>
<td>Eigenvalue 8</td>
<td>24</td>
<td>20.7733</td>
<td>19.7392088</td>
</tr>
<tr>
<td>Eigenvalue 9</td>
<td>24</td>
<td>20.7733</td>
<td>19.7392088</td>
</tr>
</tbody>
</table>

### 2.5.2 Noise and occlusion

In Table 2-3, although the eigenvalues of the perturbed rectangles are not the same as those of original shape, but the list is a perturbed version of the list of eigenvalues of the original shape. This shows that the perturbation in shape results to perturbation in shape DNA. Repeated eigenvalues in the original list reflect symmetry in the shape (this is mathematically proven in [134]). With one missing element, the shape loses the symmetry and so the repeated eigenvalues disappear. However, since the noisy (perturbed) samples are nearly symmetric, eigenvalues with very small differences can be spotted.
The difference between the two noisy rectangles in Table 2-3 is not a rotation. If the noise level is increased, it is expected that perturbation from original DNA is increased too. In Table 2-4 the DNA of original shape is compared to the DNA of noisy versions with increased levels of noise. Comparing the DNAs suggests that the higher level of noise in the shape results to higher level of perturbation in the DNA.

<table>
<thead>
<tr>
<th>Eigenvalue 1</th>
<th>Flat Rectangle</th>
<th>Pyramid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenvalue 2</td>
<td>2.49927</td>
<td>2.27907</td>
</tr>
<tr>
<td>Eigenvalue 3</td>
<td>4.99854</td>
<td>4.92196</td>
</tr>
<tr>
<td>Eigenvalue 4</td>
<td>10.3866</td>
<td>6.26958</td>
</tr>
<tr>
<td>Eigenvalue 5</td>
<td>10.3866</td>
<td>9.13991</td>
</tr>
<tr>
<td>Eigenvalue 6</td>
<td>12.8859</td>
<td>11.6944</td>
</tr>
<tr>
<td>Eigenvalue 7</td>
<td>12.8859</td>
<td>11.6944</td>
</tr>
<tr>
<td>Eigenvalue 8</td>
<td>20.7733</td>
<td>16.1591</td>
</tr>
</tbody>
</table>

Noisier version of rectangle is compared with less noisy versions and the original rectangle in Table 2-4.
### Table 2-4 – Initial eigenvalues of original and noisy rectangles

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>One Element Missing</th>
<th>Another Element Missing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenvalue 0</td>
<td>1.74E-14</td>
<td>4.38E-14</td>
<td>2.11E-14</td>
</tr>
<tr>
<td>Eigenvalue 1</td>
<td>2.49927</td>
<td>2.36249</td>
<td>2.31861</td>
</tr>
<tr>
<td>Eigenvalue 2</td>
<td>2.49927</td>
<td>2.48068</td>
<td>2.38032</td>
</tr>
<tr>
<td>Eigenvalue 3</td>
<td>4.99854</td>
<td>4.80005</td>
<td>4.84292</td>
</tr>
<tr>
<td>Eigenvalue 4</td>
<td>10.3866</td>
<td>9.33621</td>
<td>9.39302</td>
</tr>
<tr>
<td>Eigenvalue 5</td>
<td>10.3866</td>
<td>9.42884</td>
<td>10.0364</td>
</tr>
<tr>
<td>Eigenvalue 6</td>
<td>12.8859</td>
<td>11.8677</td>
<td>12.1772</td>
</tr>
<tr>
<td>Eigenvalue 7</td>
<td>12.8859</td>
<td>12.1147</td>
<td>12.4568</td>
</tr>
<tr>
<td>Eigenvalue 8</td>
<td>20.7733</td>
<td>19.397</td>
<td>19.1295</td>
</tr>
</tbody>
</table>

### Table 2-5 – Initial non-zero eigenvalues of original rectangle and noisy versions

<table>
<thead>
<tr>
<th></th>
<th>Flat Rectangle</th>
<th>Noisy (V1)</th>
<th>Noisy (V2)</th>
<th>Noisy (V3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenvalue 0</td>
<td>2.46938</td>
<td>2.36249</td>
<td>2.31861</td>
<td>2.20035</td>
</tr>
<tr>
<td>Eigenvalue 1</td>
<td>2.46938</td>
<td>2.48068</td>
<td>2.38032</td>
<td>2.27113</td>
</tr>
<tr>
<td>Eigenvalue 2</td>
<td>4.93877</td>
<td>4.80005</td>
<td>4.84292</td>
<td>4.46532</td>
</tr>
<tr>
<td>Eigenvalue 4</td>
<td>9.90135</td>
<td>9.42884</td>
<td>10.0364</td>
<td>8.47732</td>
</tr>
<tr>
<td>Eigenvalue 5</td>
<td>12.3707</td>
<td>11.8677</td>
<td>12.1772</td>
<td>10.6631</td>
</tr>
<tr>
<td>Eigenvalue 6</td>
<td>12.3707</td>
<td>12.1147</td>
<td>12.4568</td>
<td>12.1568</td>
</tr>
<tr>
<td>Eigenvalue 7</td>
<td>19.8027</td>
<td>19.397</td>
<td>19.1295</td>
<td>18.2968</td>
</tr>
</tbody>
</table>
In presence of noise, consistency of DNA structure is maintained until the structure of shape is maintained. DNA pattern changes when the shape structure is changed. In real application, this situation can occur due to occlusion.

Table 2-5 compares the original, noisy, and occluded rectangles. The pattern of eigenvalues listed in the first two columns of Table 2-5 are similar. It can still be seen that the DNA of the highly noisy rectangle is still similar to the DNA of original rectangle. However, for occluded rectangle (L-shape surface), the structure of the shape has changed and so the pattern of the DNA is no more similar to the pattern of the original shape DNA. Still, some of the eigenvalues of occluded rectangle are exact copies of original rectangle. So, still some level of similarity can be inferred.

Table 2-6 – Initial eigenvalues of original, noisy, and occluded rectangles

<table>
<thead>
<tr>
<th>Eigenvalue</th>
<th>Original</th>
<th>Large hole – noisy rectangle</th>
<th>L Shape – occluded rectangle</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.74E-14</td>
<td>2.17E-14</td>
<td>-3.44E-15</td>
</tr>
<tr>
<td>1</td>
<td>2.49927</td>
<td>2.05271</td>
<td>1.51652</td>
</tr>
<tr>
<td>2</td>
<td>2.49927</td>
<td>2.09934</td>
<td>3.5847</td>
</tr>
<tr>
<td>3</td>
<td>4.99854</td>
<td>4.74576</td>
<td>10.3866</td>
</tr>
<tr>
<td>4</td>
<td>10.3866</td>
<td>9.29632</td>
<td>10.3866</td>
</tr>
<tr>
<td>5</td>
<td>10.3866</td>
<td>10.6043</td>
<td>11.9143</td>
</tr>
<tr>
<td>6</td>
<td>12.8859</td>
<td>12.2441</td>
<td>13.2568</td>
</tr>
<tr>
<td>7</td>
<td>12.8859</td>
<td>13.0977</td>
<td>20.7733</td>
</tr>
<tr>
<td>8</td>
<td>20.7733</td>
<td>19.977</td>
<td>24.0405</td>
</tr>
</tbody>
</table>
In summary, noise and occlusion in a shape can change the shape DNA. This change is in form of *perturbation of eigenvalues* or in form of *altered DNA structure*. But in any case, so far that the noisy or occluded shape has noticeable similarity with the original shape, similarities can be tracked in DNA of original and altered versions of the shape.

### 2.5.3 DNA of sub-parts

Place is consisted of several surfaces generated out of different clusters of points in a scan. Each surface has its own DNA. Place DNA is the union of DNAs of its sub-parts. When shape $A$ is repeated $N$ times in place $B$, eigenvalues of $A$ are $N$ times repeated in the DNA of $B$. An example is given in Table 2-6, where the DNA of single pyramid and double pyramid shapes are listed.

In Table 2-7 and Table 2-8, DNA of an ideal place and DNA of all sub-parts are listed. Colour codes and titles assigned to eigenvalues in these two tables are provided for better illustration of the comparison between the values. All the eigenvalues listed in Table 2-7 are repeated in Table 2-8.
Table 2-7 – Initial eigenvalues of pyramid and duplicated pyramid

<table>
<thead>
<tr>
<th></th>
<th>Single</th>
<th>Double</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenvalue 0</td>
<td>-2.82E-15</td>
<td>-5.12E-14</td>
</tr>
<tr>
<td>Eigenvalue 1</td>
<td>2.27907</td>
<td>9.29E-14</td>
</tr>
<tr>
<td>Eigenvalue 2</td>
<td>2.27907</td>
<td>2.27907</td>
</tr>
<tr>
<td>Eigenvalue 3</td>
<td>4.92196</td>
<td>2.27907</td>
</tr>
<tr>
<td>Eigenvalue 4</td>
<td>6.26958</td>
<td>2.27907</td>
</tr>
<tr>
<td>Eigenvalue 5</td>
<td>9.13991</td>
<td>2.27907</td>
</tr>
<tr>
<td>Eigenvalue 6</td>
<td>11.6944</td>
<td>4.92196</td>
</tr>
<tr>
<td>Eigenvalue 7</td>
<td>11.6944</td>
<td>4.92196</td>
</tr>
<tr>
<td>Eigenvalue 8</td>
<td>16.1591</td>
<td>6.26958</td>
</tr>
<tr>
<td>Eigenvalue 9</td>
<td></td>
<td>6.26958</td>
</tr>
<tr>
<td>Eigenvalue 10</td>
<td></td>
<td>9.13991</td>
</tr>
<tr>
<td>Eigenvalue 11</td>
<td></td>
<td>9.13991</td>
</tr>
<tr>
<td>Eigenvalue 12</td>
<td></td>
<td>11.6944</td>
</tr>
<tr>
<td>Eigenvalue 13</td>
<td></td>
<td>11.6944</td>
</tr>
<tr>
<td>Eigenvalue 14</td>
<td></td>
<td>11.6944</td>
</tr>
<tr>
<td>Eigenvalue 15</td>
<td></td>
<td>11.6944</td>
</tr>
<tr>
<td>Eigenvalue 16</td>
<td></td>
<td>16.1591</td>
</tr>
<tr>
<td>Eigenvalue 17</td>
<td></td>
<td>16.1591</td>
</tr>
</tbody>
</table>
Table 2-8 – Initial non-zero eigenvalues of ideal elements; eigenvalues less than 20 are listed.

<table>
<thead>
<tr>
<th>Label</th>
<th>Wave Eigenvalue</th>
<th>Pyramid Label</th>
<th>Pyramid Eigenvalue</th>
<th>Flat Rectangle Label</th>
<th>Flat Rectangle Eigenvalue</th>
<th>Hills Label</th>
<th>Hills Eigenvalue</th>
<th>Rock Label</th>
<th>Rock Eigenvalue</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1</td>
<td>1.86</td>
<td>P1</td>
<td>2.28</td>
<td>F1</td>
<td>2.50</td>
<td>H1</td>
<td>1.32</td>
<td>R1</td>
<td>2.06</td>
</tr>
<tr>
<td>W2</td>
<td>1.86</td>
<td>P2</td>
<td>2.28</td>
<td>F2</td>
<td>2.50</td>
<td>H2</td>
<td>1.32</td>
<td>R2</td>
<td>2.21</td>
</tr>
<tr>
<td>W3</td>
<td>3.69</td>
<td>P3</td>
<td>4.92</td>
<td>F3</td>
<td>5.00</td>
<td>H3</td>
<td>2.45</td>
<td>R3</td>
<td>4.66</td>
</tr>
<tr>
<td>W4</td>
<td>9.00</td>
<td>P4</td>
<td>6.27</td>
<td>F4</td>
<td>10.39</td>
<td>H4</td>
<td>8.51</td>
<td>R4</td>
<td>7.53</td>
</tr>
<tr>
<td>W5</td>
<td>9.00</td>
<td>P5</td>
<td>9.14</td>
<td>F5</td>
<td>10.39</td>
<td>H5</td>
<td>8.51</td>
<td>R5</td>
<td>8.29</td>
</tr>
<tr>
<td>W6</td>
<td>11.13</td>
<td>P6</td>
<td>11.69</td>
<td>F6</td>
<td>12.89</td>
<td>H6</td>
<td>10.49</td>
<td>R6</td>
<td>10.99</td>
</tr>
<tr>
<td>W7</td>
<td>11.13</td>
<td>P7</td>
<td>11.69</td>
<td>F7</td>
<td>12.89</td>
<td>H7</td>
<td>10.49</td>
<td>R7</td>
<td>11.17</td>
</tr>
<tr>
<td>W8</td>
<td>18.40</td>
<td>P8</td>
<td>16.16</td>
<td></td>
<td></td>
<td>H8</td>
<td>11.03</td>
<td>R8</td>
<td>16.68</td>
</tr>
<tr>
<td>W9</td>
<td>18.40</td>
<td>P9</td>
<td>19.11</td>
<td></td>
<td></td>
<td>H9</td>
<td>11.03</td>
<td>R9</td>
<td>18.49</td>
</tr>
<tr>
<td>W10</td>
<td>19.15</td>
<td>P10</td>
<td>19.11</td>
<td></td>
<td></td>
<td>H10</td>
<td>11.14</td>
<td>R10</td>
<td>19.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>H11</td>
<td>12.16</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2-9 – Initial non-zero eigenvalues of an ideal place; eigenvalues less than 20 are listed (colour code and labels provided for easier comparison with Table 2-8)

<table>
<thead>
<tr>
<th>Ideal Place</th>
<th>H1</th>
<th>H2</th>
<th>W1</th>
<th>W2</th>
<th>R1</th>
<th>R2</th>
<th>P1</th>
<th>P2</th>
<th>H3</th>
<th>F1</th>
<th>F2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenvalue</td>
<td>1.32</td>
<td>1.32</td>
<td>1.86</td>
<td>1.86</td>
<td>2.06</td>
<td>2.21</td>
<td>2.28</td>
<td>2.28</td>
<td>2.45</td>
<td>2.50</td>
<td>2.50</td>
</tr>
<tr>
<td>Label</td>
<td>W3</td>
<td>R3</td>
<td>P3</td>
<td>F3</td>
<td>P4</td>
<td>R4</td>
<td>R5</td>
<td>H4</td>
<td>H5</td>
<td>W4</td>
<td>W5</td>
</tr>
<tr>
<td>Eigenvalue</td>
<td>3.69</td>
<td>4.66</td>
<td>4.92</td>
<td>5.00</td>
<td>6.27</td>
<td>7.53</td>
<td>8.29</td>
<td>8.51</td>
<td>8.51</td>
<td>9.00</td>
<td>9.00</td>
</tr>
<tr>
<td>Label</td>
<td>P5</td>
<td>F4</td>
<td>F5</td>
<td>H6</td>
<td>H7</td>
<td>R6</td>
<td>H8</td>
<td>H9</td>
<td>W6</td>
<td>W7</td>
<td>W10</td>
</tr>
<tr>
<td>Label</td>
<td>R7</td>
<td>P6</td>
<td>P7</td>
<td>H11</td>
<td>F6</td>
<td>F7</td>
<td>P8</td>
<td>R8</td>
<td>W8</td>
<td>W9</td>
<td>R9</td>
</tr>
<tr>
<td>Label</td>
<td>P9</td>
<td>P10</td>
<td>W10</td>
<td>R10</td>
<td>H12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eigenvalue</td>
<td>19.11</td>
<td>19.11</td>
<td>19.15</td>
<td>19.27</td>
<td>19.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.5.4 Rotation and translation

DNAs of rotated version of the same shape are listed in Table 2-9. It can be seen that rotation does not change the DNA.

In Table 2-10, two double pyramid sets are compared. One set is consisted of distant pyramids and the other consists of a zero distance double pyramid set. Please note that the zero distance set is not connected. Table 2-10 makes it clear that the DNA does not change when position of the objects are changed.

Property 7 - Position and orientation of a shape do not affect its DNA

Eigenvalue analysis is space independent. This means, position and orientation of a shape in space does not affect the DNA [130].

<table>
<thead>
<tr>
<th>Table 2-10 – Eigenvalues of rotated objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>L Shape</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>Eigenvalue 0</td>
</tr>
<tr>
<td>Eigenvalue 1</td>
</tr>
<tr>
<td>Eigenvalue 2</td>
</tr>
<tr>
<td>Eigenvalue 3</td>
</tr>
<tr>
<td>Eigenvalue 4</td>
</tr>
<tr>
<td>Eigenvalue 5</td>
</tr>
<tr>
<td>Eigenvalue 6</td>
</tr>
<tr>
<td>Eigenvalue 7</td>
</tr>
<tr>
<td>Eigenvalue 8</td>
</tr>
</tbody>
</table>

2.5.5 Connectivity, change of boundary

The place DNA being only the union of the DNA of its sub-parts was illustrated by the examples presented in section 2.5.3. However, the connectivity among sub-parts does affect the place DNA. Examples provided so far studied the shapes with disconnected sub-parts.
Table 2-11 – Eigenvalues of translated objects

<table>
<thead>
<tr>
<th>Eigenvalue</th>
<th>Distant</th>
<th>Zero Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-5.12E-14</td>
<td>-4.67E-14</td>
</tr>
<tr>
<td>1</td>
<td>9.29E-14</td>
<td>-8.11E-15</td>
</tr>
<tr>
<td>2</td>
<td>2.27907</td>
<td>2.27907</td>
</tr>
<tr>
<td>3</td>
<td>2.27907</td>
<td>2.27907</td>
</tr>
<tr>
<td>4</td>
<td>2.27907</td>
<td>2.27907</td>
</tr>
<tr>
<td>5</td>
<td>2.27907</td>
<td>2.27907</td>
</tr>
<tr>
<td>6</td>
<td>4.92196</td>
<td>4.92196</td>
</tr>
<tr>
<td>7</td>
<td>4.92196</td>
<td>4.92196</td>
</tr>
<tr>
<td>8</td>
<td>6.26958</td>
<td>6.26958</td>
</tr>
<tr>
<td>9</td>
<td>6.26958</td>
<td>6.26958</td>
</tr>
<tr>
<td>10</td>
<td>9.13991</td>
<td>9.13991</td>
</tr>
<tr>
<td>11</td>
<td>9.13991</td>
<td>9.13991</td>
</tr>
<tr>
<td>12</td>
<td>11.6944</td>
<td>11.6944</td>
</tr>
<tr>
<td>13</td>
<td>11.6944</td>
<td>11.6944</td>
</tr>
<tr>
<td>14</td>
<td>11.6944</td>
<td>11.6944</td>
</tr>
</tbody>
</table>

In Table 2-11, DNA of single pyramid object is compared to the DNA of a disconnected double pyramid set in zero distance and the DNA of a connected double pyramid set. Although the disconnected double pyramid looks very much like connected double pyramid set, the difference is that the disconnected pyramids have 81 individual nodes each (disconnected double pyramid set has total 162 nodes), but connected pyramids have 9 common nodes at the connection line (connected pyramid set has total 153 nodes). Analysis of the Table 2-11 clears that the shape DNA of disconnected double set has exactly two copies of the single pyramid eigenvalues, and nothing more. However, for the case of connected double pyramid set, although the shape DNA reflects inheritance from a single pyramid since it contains all the eigenvalues of the single pyramid, the connected object has actually a new identity as an individual shape, and therefore, it contains additional eigenvalues to describe its unique identity.
Different attachments can result to different shape-DNAs. For example, in Table 2-12, attachment between two pyramids with only one common side is compared to the attachment of two pyramids with four common sides. Although the shape-DNAs are different (please see Table 2-12), both shape-DNAs still contain all the eigenvalues of the single pyramid.

Table 2-12 – Initial eigenvalues of single pyramid, connected double pyramid, and disconnected double pyramid

<table>
<thead>
<tr>
<th>Eigenvalue 0</th>
<th>Original</th>
<th>Zero Distance</th>
<th>Attached</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.82E-15</td>
<td>-4.67E-14</td>
<td>-4.94E-14</td>
<td></td>
</tr>
<tr>
<td>Eigenvalue 1</td>
<td>2.27907</td>
<td>-8.11E-15</td>
<td>0.480441</td>
</tr>
<tr>
<td>Eigenvalue 2</td>
<td>2.27907</td>
<td>2.27907</td>
<td>2.27907</td>
</tr>
<tr>
<td>Eigenvalue 3</td>
<td>4.92196</td>
<td>2.27907</td>
<td>2.27907</td>
</tr>
<tr>
<td>Eigenvalue 4</td>
<td>6.26958</td>
<td>2.27907</td>
<td>2.83822</td>
</tr>
<tr>
<td>Eigenvalue 5</td>
<td>9.13991</td>
<td>2.27907</td>
<td>4.35021</td>
</tr>
<tr>
<td>Eigenvalue 6</td>
<td>11.6944</td>
<td>4.92196</td>
<td>4.92196</td>
</tr>
<tr>
<td>Eigenvalue 7</td>
<td>11.6944</td>
<td>4.92196</td>
<td>6.26958</td>
</tr>
<tr>
<td>Eigenvalue 8</td>
<td>16.1591</td>
<td>6.26958</td>
<td>7.54159</td>
</tr>
<tr>
<td>Eigenvalue 9</td>
<td></td>
<td>6.26958</td>
<td>7.81867</td>
</tr>
<tr>
<td>Eigenvalue 10</td>
<td></td>
<td>9.13991</td>
<td>9.13991</td>
</tr>
<tr>
<td>Eigenvalue 11</td>
<td></td>
<td>9.13991</td>
<td>11.6944</td>
</tr>
<tr>
<td>Eigenvalue 12</td>
<td></td>
<td>11.6944</td>
<td>11.6944</td>
</tr>
<tr>
<td>Eigenvalue 13</td>
<td></td>
<td>11.6944</td>
<td>12.8249</td>
</tr>
<tr>
<td>Eigenvalue 14</td>
<td></td>
<td>11.6944</td>
<td>13.3005</td>
</tr>
<tr>
<td>Eigenvalue 15</td>
<td></td>
<td>11.6944</td>
<td>16.1591</td>
</tr>
<tr>
<td>Eigenvalue 16</td>
<td></td>
<td>16.1591</td>
<td>17.21</td>
</tr>
<tr>
<td>Eigenvalue 17</td>
<td></td>
<td>16.1591</td>
<td>19.1054</td>
</tr>
</tbody>
</table>
Table 2-13 – Initial eigenvalues of single pyramid, single-side-connected double pyramid, and all-sides-connected double pyramid

<table>
<thead>
<tr>
<th>Eigenvalue</th>
<th>Original</th>
<th>1 Attachment</th>
<th>4 Attachments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenvalue 0</td>
<td>-2.82E-15</td>
<td>-4.94E-14</td>
<td>1.48E-13</td>
</tr>
<tr>
<td>Eigenvalue 1</td>
<td>2.27907</td>
<td>0.480441</td>
<td>2.27907</td>
</tr>
<tr>
<td>Eigenvalue 2</td>
<td>2.27907</td>
<td>2.27907</td>
<td>2.27907</td>
</tr>
<tr>
<td>Eigenvalue 3</td>
<td>4.92196</td>
<td>2.27907</td>
<td>2.72614</td>
</tr>
<tr>
<td>Eigenvalue 4</td>
<td>6.26958</td>
<td>2.83822</td>
<td>4.92196</td>
</tr>
<tr>
<td>Eigenvalue 5</td>
<td>9.13991</td>
<td>4.35021</td>
<td>6.26958</td>
</tr>
<tr>
<td>Eigenvalue 6</td>
<td>11.6944</td>
<td>4.92196</td>
<td>9.13991</td>
</tr>
<tr>
<td>Eigenvalue 7</td>
<td>11.6944</td>
<td>6.26958</td>
<td>9.5103</td>
</tr>
<tr>
<td>Eigenvalue 8</td>
<td>16.1591</td>
<td>7.54159</td>
<td>9.5103</td>
</tr>
<tr>
<td>Eigenvalue 9</td>
<td></td>
<td>7.81867</td>
<td>11.6944</td>
</tr>
<tr>
<td>Eigenvalue 10</td>
<td></td>
<td>9.13991</td>
<td>11.6944</td>
</tr>
<tr>
<td>Eigenvalue 11</td>
<td></td>
<td>11.6944</td>
<td>15.0154</td>
</tr>
<tr>
<td>Eigenvalue 12</td>
<td></td>
<td>11.6944</td>
<td>16.1591</td>
</tr>
<tr>
<td>Eigenvalue 13</td>
<td></td>
<td>12.8249</td>
<td>17.3711</td>
</tr>
<tr>
<td>Eigenvalue 14</td>
<td></td>
<td>13.3065</td>
<td>19.1054</td>
</tr>
<tr>
<td>Eigenvalue 15</td>
<td></td>
<td>16.1591</td>
<td>19.1054</td>
</tr>
<tr>
<td>Eigenvalue 16</td>
<td></td>
<td>17.21</td>
<td>21.3964</td>
</tr>
<tr>
<td>Eigenvalue 17</td>
<td></td>
<td>19.1054</td>
<td>24.0395</td>
</tr>
</tbody>
</table>
2.6 Chapter conclusion

This chapter proposed eigenvalues of Laplace-Beltrami operator, which is a holistic and non-feature-based descriptor, as the preferred place descriptor. The proposed descriptor is preferred because of the properties that makes it superior for detection of minor and major changes in studied place. The descriptor is invariant against rotation and translation. Most importantly, perturbation (minor changes) in the studied place, results to perturbation in the DNA. This means, if the DNA that describes a new observation from the environment is not majorly different from the previous DNA, it can be concluded that the new observation is still made from the same place. Likewise, major change of DNA is expected to denote transition to a new place. Since the proposed descriptor does not depend on features, it is believed to be more robust against environmental changes in outdoor environment. Elimination of feature detection and feature matching eliminates the necessity of memory allocation for feature descriptor database storage. This enhances the scalability of the entire place detection methodology. Chapter 3 studies the proposed descriptor in place detection application, initially by characterization of different indoor and outdoor places.
Chapter 3

Place Characterization

In section 2.5, properties of DNA descriptor were presented. In this chapter, DNA descriptor with the presented properties is used to characterize places as meaningful subsets of the environment.

In this thesis, environment is referred to the surrounding of the route travelled by the robot. An environment is comprised of several places with different shapes and dimensions. Each place is comprised of connected sub-parts called surfaces. DNA comparison can be made at surface level or at place level. This chapter explains characterization of places through their DNAs. Different observation from the same place are made at different viewpoints. Visible surfaces are different from each viewpoint, and therefore the DNA of the different observations from a place are not identical, but they are yet similar. DNA similarity analysis provides the means for identification of individual places through their DNA.

To the best of our knowledge, incorporation of DNA descriptor for place characterization never appeared in the literature up to now. Although most of the material covered in chapter 2, and the material presented in this chapter up to section 3.1.2, can be understood or can be inferred from the previous research work which first was introduced by [97] and later got enhanced by others, e.g. [149], the analysis succeeding section 3.1.2 never appeared in the literature. The analysis presented in the existing literature is very similar to the one explained in section 3.1.1 where ideal computer generated shapes are compared with each other. However, the analysis that illustrates the comparison of “partial observations from a group of surfaces” and subsequently, the analysis of point clouds generated through digitization of real-world places, form the indispensable fundamentals that promote DNA description to the preferred technique for place characterization. Concerns such as occlusion and
attachment of sub-parts are specific to place DNA, and are out-of-debate in shape-DNA analysis.

### 3.1 Uniqueness of DNA

The work [150] introduces iso-spectral plane domains and surfaces. One simple example of such surfaces is shown in Fig. 3-1. Later the work [151] mathematically proved that only certain convex planar regions with analytic boundary hold unique set of eigenvalues. Without the mentioned assumption, it is sometimes possible to synthesize two iso-spectral surfaces. However, without accurate synthesis, for the surfaces generated through polygonization of complex point clouds, the possibility of visiting iso-spectral surfaces is negligible. Therefore, according to the extremely small possibility of visiting iso-spectral surfaces in scope of the work presented in this thesis, uniqueness of place DNA is a valid assumption for place detection application.

According to [152], shapes with different perimeter, area, or genus have indeed different spectrum. However, it is possible to synthesize two iso-spectral shapes (which of course have the same area, perimeter, and genus in the first place) through transplantation techniques [153]. In this research, surfaces are generated from point clouds captured from the real world. Therefore, encountering non-similar surfaces with exact same area, same perimeter and same genus, which also hold the same spectrum, is of extremely negligible probability. Place is consisted of several surface. Although it is possible to think of different sets of surfaces with similar total spectrum [150], the occurrence of such situation is of even extremely smaller probability in real application. Formulation of this probability is beyond the scope of this research and we could not find any other work in the literature that quantifies this small probability.

![Fig. 3-1 – An example of iso-spectral surfaces introduced by [150]](image-url)
3.1.1 Comparison between surface DNAs

Uniqueness of DNA implies that DNA of non-identical surfaces are different. However, it is expected that similarity between surfaces could be inferred from comparison of their DNAs. This statement is further discussed through an example.

Table 3-1 lists the DNA of six different surfaces. Only first 30 non-zero eigenvalues are listed for each DNA.

<table>
<thead>
<tr>
<th>Definition - Inflated DNA</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Inflated DNA is generated by assignment of tolerance to eigenvalues of the original DNA.</td>
</tr>
</tbody>
</table>

The attempt to find exact eigenvalues of one surface inside the DNA of another surface results to no possible matches since DNA is unique for each surface. However, according to property 1, perturbed version of a shape has perturbed version of its DNA. Perturbed version of DNA can be simulated by assignment of some tolerance to its eigenvalues. If for each eigenvalue $\lambda$ a tolerance of $\varepsilon\%$ of $\lambda$ is assumed, inflated version of DNA is generated. In this situation, the comparison between inflated surface DNAs (perturbed surface DNAs) reflects similarity between surfaces. For example, for $\varepsilon=3$, DNA comparison result for the six studied surfaces is according to Table 3-2. In this example, 35 smallest non-zero eigenvalues are compared. The number provided in each cell of Table 3-2 is the percentage of matching eigenvalues when inflated DNAs are compared.

It can be learned from Table 3-2 that identical surfaces show 100% DNA match (through original or inflated DNA comparison). Moreover, similar surfaces have high percentage of matching eigenvalues. For example, flat rectangle and noisy rectangle show 80% matching eigenvalues when their inflated DNAs are compared.

<table>
<thead>
<tr>
<th>Inference 1 - Similar and identical surfaces</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Two surface DNAs can be compared by counting their matching eigenvalues. Unless two surfaces are exactly identical, exact matching DNAs are not expected. However, similarity between surfaces can be studied through comparison of the inflated version of their DNAs.</td>
</tr>
</tbody>
</table>
Table 3-1 – DNA of six different surfaces

<table>
<thead>
<tr>
<th></th>
<th>Wave</th>
<th>Pyramid</th>
<th>Flat Rectangle</th>
<th>Noisy Rectangle</th>
<th>Hills</th>
<th>Rock</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.86</td>
<td>2.28</td>
<td>2.50</td>
<td>2.30</td>
<td>1.32</td>
<td>2.06</td>
</tr>
<tr>
<td>2</td>
<td>1.86</td>
<td>2.28</td>
<td>2.50</td>
<td>2.36</td>
<td>1.32</td>
<td>2.21</td>
</tr>
<tr>
<td>3</td>
<td>3.69</td>
<td>4.92</td>
<td>5.00</td>
<td>4.61</td>
<td>2.45</td>
<td>4.66</td>
</tr>
<tr>
<td>4</td>
<td>9.00</td>
<td>6.27</td>
<td>10.39</td>
<td>8.64</td>
<td>8.51</td>
<td>7.53</td>
</tr>
<tr>
<td>5</td>
<td>9.00</td>
<td>9.14</td>
<td>10.39</td>
<td>9.23</td>
<td>8.51</td>
<td>8.29</td>
</tr>
<tr>
<td>6</td>
<td>11.13</td>
<td>11.69</td>
<td>12.89</td>
<td>11.37</td>
<td>10.49</td>
<td>10.99</td>
</tr>
<tr>
<td>7</td>
<td>11.13</td>
<td>11.69</td>
<td>12.89</td>
<td>12.88</td>
<td>10.49</td>
<td>11.17</td>
</tr>
<tr>
<td>8</td>
<td>18.40</td>
<td>16.16</td>
<td>20.77</td>
<td>19.60</td>
<td>11.03</td>
<td>16.68</td>
</tr>
<tr>
<td>9</td>
<td>18.40</td>
<td>19.11</td>
<td>24.87</td>
<td>22.66</td>
<td>11.03</td>
<td>18.49</td>
</tr>
<tr>
<td>10</td>
<td>19.15</td>
<td>19.11</td>
<td>24.87</td>
<td>25.45</td>
<td>11.14</td>
<td>19.27</td>
</tr>
<tr>
<td>11</td>
<td>20.39</td>
<td>24.04</td>
<td>27.37</td>
<td>25.91</td>
<td>12.16</td>
<td>23.26</td>
</tr>
<tr>
<td>12</td>
<td>21.29</td>
<td>25.63</td>
<td>27.37</td>
<td>28.58</td>
<td>19.45</td>
<td>25.10</td>
</tr>
<tr>
<td>13</td>
<td>30.33</td>
<td>29.19</td>
<td>35.26</td>
<td>32.54</td>
<td>20.23</td>
<td>29.48</td>
</tr>
<tr>
<td>14</td>
<td>31.25</td>
<td>29.72</td>
<td>35.26</td>
<td>35.91</td>
<td>22.89</td>
<td>30.17</td>
</tr>
<tr>
<td>15</td>
<td>31.25</td>
<td>29.72</td>
<td>48.00</td>
<td>45.52</td>
<td>22.89</td>
<td>34.22</td>
</tr>
<tr>
<td>16</td>
<td>34.85</td>
<td>37.20</td>
<td>48.00</td>
<td>46.40</td>
<td>29.89</td>
<td>37.17</td>
</tr>
<tr>
<td>17</td>
<td>34.85</td>
<td>41.38</td>
<td>49.74</td>
<td>47.44</td>
<td>29.89</td>
<td>41.17</td>
</tr>
<tr>
<td>18</td>
<td>37.47</td>
<td>45.38</td>
<td>50.50</td>
<td>51.20</td>
<td>31.04</td>
<td>43.01</td>
</tr>
<tr>
<td>19</td>
<td>39.71</td>
<td>45.38</td>
<td>50.50</td>
<td>52.89</td>
<td>35.67</td>
<td>44.31</td>
</tr>
<tr>
<td>20</td>
<td>51.54</td>
<td>48.12</td>
<td>58.39</td>
<td>54.48</td>
<td>37.55</td>
<td>48.12</td>
</tr>
<tr>
<td>21</td>
<td>51.54</td>
<td>52.82</td>
<td>58.39</td>
<td>63.85</td>
<td>45.09</td>
<td>50.13</td>
</tr>
<tr>
<td>22</td>
<td>54.70</td>
<td>56.22</td>
<td>72.87</td>
<td>71.18</td>
<td>45.09</td>
<td>53.64</td>
</tr>
<tr>
<td>23</td>
<td>57.34</td>
<td>56.22</td>
<td>72.87</td>
<td>72.33</td>
<td>47.29</td>
<td>56.66</td>
</tr>
<tr>
<td>24</td>
<td>57.34</td>
<td>62.68</td>
<td>82.07</td>
<td>80.84</td>
<td>47.29</td>
<td>58.20</td>
</tr>
<tr>
<td>25</td>
<td>59.30</td>
<td>62.68</td>
<td>82.07</td>
<td>82.23</td>
<td>49.33</td>
<td>61.19</td>
</tr>
<tr>
<td>26</td>
<td>59.30</td>
<td>68.13</td>
<td>84.57</td>
<td>82.71</td>
<td>49.33</td>
<td>67.06</td>
</tr>
<tr>
<td>27</td>
<td>61.73</td>
<td>72.43</td>
<td>84.57</td>
<td>87.03</td>
<td>50.07</td>
<td>70.76</td>
</tr>
<tr>
<td>28</td>
<td>74.08</td>
<td>74.77</td>
<td>92.46</td>
<td>90.16</td>
<td>51.07</td>
<td>75.92</td>
</tr>
<tr>
<td>29</td>
<td>79.98</td>
<td>81.78</td>
<td>92.46</td>
<td>92.03</td>
<td>58.65</td>
<td>78.99</td>
</tr>
<tr>
<td>30</td>
<td>79.98</td>
<td>81.78</td>
<td>96.00</td>
<td>98.78</td>
<td>60.41</td>
<td>80.30</td>
</tr>
</tbody>
</table>
Table 3-2 – Surface DNA comparison result; inflated DNAs are compared

<table>
<thead>
<tr>
<th></th>
<th>100</th>
<th>31.43</th>
<th>34.29</th>
<th>31.43</th>
<th>37.14</th>
<th>45.71</th>
</tr>
</thead>
<tbody>
<tr>
<td>31.43</td>
<td></td>
<td>100</td>
<td>28.57</td>
<td>42.86</td>
<td>25.71</td>
<td>54.29</td>
</tr>
<tr>
<td>34.29</td>
<td>28.57</td>
<td></td>
<td>100</td>
<td>80</td>
<td>31.43</td>
<td>31.43</td>
</tr>
<tr>
<td>31.43</td>
<td>42.86</td>
<td>80</td>
<td></td>
<td>100</td>
<td>28.57</td>
<td>37.14</td>
</tr>
<tr>
<td>37.14</td>
<td>25.71</td>
<td>31.43</td>
<td>28.57</td>
<td></td>
<td>100</td>
<td>40</td>
</tr>
<tr>
<td>45.71</td>
<td>54.29</td>
<td>31.43</td>
<td>37.14</td>
<td>40</td>
<td></td>
<td>100</td>
</tr>
</tbody>
</table>
To illustrate the similarity between the DNAs of similar and different shapes, three of the shapes of Table 3-1 are further studied. Fig. 3-2 draws the initial of the DNA of two very similar shapes (rectangle, and noisy rectangle) along with the initial of the DNA of a different shape (hills). Two important results can be inferred from Fig. 3-2. First is the uniqueness of DNA even for very similar shapes. It can be seen in Fig. 3-2 that even though rectangle is only different from noisy rectangle in a single tile, the DNAs are not exactly overlapping. The second result is that the similar, but not exactly identical, shapes have DNAs with similar growth rate. Moreover, with a small tolerance, many matching eigenvalues can be tracked between the two DNAs. In another word, the DNA of the similar shape is consisted of perturbed version of the set of eigenvalues of the original shape’s DNA. On the other hand, a different shape holds a DNA with totally different growth rate, and therefore fewer matching eigenvalues can be tracked when DNAs of two shapes are compared. Comparison of two sets of numbers can be done through many different techniques. The proposed technique for DNA descriptor comparison is presented in section 3.3.2 in details.

3.1.2 Comparison between a surface DNA and a place DNA

As explained through property 6, DNA of a place is the union of multiple surface DNAs. A surface being a connected sub-part of a place, it is expected that all the eigenvalues of the surface DNA could be found in the DNA of the place.

In Table 3-3, DNA of an ideal place is compared to the DNA of Rock as a sub-part. In the given example, the eigenvalues of Rock at positions 1 to 9 are exactly repeated in the DNA of the place in positions 5, 6, 13, 17, 18, 28, 34, 41, and 44. Therefore, given only the DNA of a place and the DNA of one of its sub-parts, without knowing anything about the appearance or structure of the place and the surface, in can be checked whether the studied place contains the specified surface. Exact values can be compared in ideal situation, but in real situation, inflated DNAs should be compared instead. The result of such comparison becomes more accurate when “point clouds to be compared” have higher number of points, and the surface meshes generated out of them are more complex. An example of comparison between the inflated DNAs of a place and a surface is presented in section 3.3.2.
3.1.3 Comparison between place DNAs

The example provided in section 3.1.2 can be used as a directive for comparison of two place DNAs. Comparison between two place DNAs can be taken as checking whether most of the surface DNAs contained in one place DNA can be found in another place DNA or not. An illustrative example is provided as follows.

Fig. 3-3 depicts an ideal place that contains five different surfaces. Five different observations were made from this place such that, due to some occlusion, in each observation, only four of the surfaces are visible. Table 3-4 summarizes the result of comparison among the place DNAs generated from different observations, when DNAs are consisted of the first 150 non-zero eigenvalues.

Please note that the DNAs are compared through comparison of their eigenvalues and not through comparison among their sub-parts. This means, the analysis does not include the initial phase of breaking the place to sub-parts. Observations are compared as a whole without taking into account which sub-parts are contained. In can be learnt from Table 3-4 that although different observations from a place are not identical, inflated DNAs of different observations still demonstrate many matching eigenvalues.

Inference 2 - Inclusiveness
- If all the eigenvalues of a surface DNA are found in a place DNA, the place contains the surface.

Inference 3 - Different observations from a place
- If most of the eigenvalues of a place DNA match the eigenvalues of another place DNA, two DNAs refer to observations from similar places (or maybe to two observation from the same place).
In real application, ideal surfaces are not available. Therefore, presented comparison should be applied to inflated DNAs of places instead. Number of eigenvalues to be studied for fair similarity analysis, percentage of matching eigenvalues, and the tolerance for matching eigenvalues cannot be determined analytically. However, there are techniques which can be used as directives for selection of initial values for these parameters, and fine tuning should be done through trial and error. Selection of initial values for these parameters is discussed subsequently.
Fig. 3-3 – An ideal place containing five different surfaces; five different observations are made from the studied place.

Table 3-4 – DNA comparison of five different observations from an ideal place

<table>
<thead>
<tr>
<th>Observations from the studied place</th>
<th>100</th>
<th>78</th>
<th>75.33</th>
<th>75.33</th>
<th>78</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>78</td>
<td>100</td>
<td>80</td>
<td>76</td>
<td>81.33</td>
</tr>
<tr>
<td></td>
<td>75.33</td>
<td>80</td>
<td>100</td>
<td>75.33</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>75.33</td>
<td>76</td>
<td>75.33</td>
<td>100</td>
<td>75.33</td>
</tr>
<tr>
<td></td>
<td>78</td>
<td>81.33</td>
<td>82</td>
<td>75.33</td>
<td>100</td>
</tr>
</tbody>
</table>
3.2 Percentage of matching eigenvalues

According to the definition of a place, provided in section 1.3, different partial observations from a place are supposed to have similar descriptors (DNAs). However, percentage of matching eigenvalues to be used as the threshold for marking two observations as similar, can be anticipated according to the experiment parameters.

It can be assumed that the difference between two observations from a place is caused by viewpoint displacements. The uniform distribution of data across the entire usable field of view, and the fact that the place descriptor is consistent in pure rotations, concludes that the pure rotation of the sensor in the environment does not affect the comparison. Hence, translation is the only factor that causes the difference between two observations. If $d$ is the distance travelled between two consequent observations, and $r$ is the sensor measurement range, in the ideal situation, maximum visible area from both consequent view-points is the area of the intersection of two spheres. Area of the intersection surface is less than the area of one entire sphere (see Fig. 3-4). The proportion of the intersection area to the area of the sphere is the anticipated similarity between two consequent scans in ideal situation, which can be calculated from

$$\frac{\text{Area of the intersection}}{\text{Area of a full sphere}} = \frac{4\pi r(r-d)}{4\pi r^2} = \frac{r-d}{r},$$

(3.1)

where $r$ is sensor measurement range, and $d$ is the distance between two observation points. It is also possible to compare the volume of intersection and the entire sphere. In this case, the similarity is given through

$$\frac{\text{Volume of the intersection}}{\text{Volume of a full sphere}} = \frac{\frac{\pi}{12}(4r+d)(2r-d)^2}{\frac{2\pi r^3}{3}} = \frac{(4r+d)(2r-d)^2}{16r^3}.$$

(3.2)
Fig. 3-4 – Sensor range and distance travelled; intersection of two spheres is the common volume visible from both view-points.

For all the scenarios studied in this thesis, sensor range is 30 meters and the distance between two consequent samples are in scale of few meters (e.g. 4 to 7 meters). Therefore, with the values assumed for \( r \) and \( d \), the anticipated similarity between two consequent observations made from the same place can be roughly estimated. This gives a clue for selection of proper similarity threshold for comparison between two DNAs. Certainly, since the ideal situation cannot be assumed in real application, the selected threshold value should be closer to the lower band of the anticipated similarity value range.

In order to compare two DNAs, a similarity measure is required. If the similarity measure is above the anticipated similarity threshold, compared DNAs are considered similar.

### 3.3 Similarity measure

Descriptor comparison is the procedure that influences the entire similarity analysis. Therefore, it is very important to think of a proper comparison method. Comparison method should be selected based on the nature of the descriptor. While one comparison method might have proven best performance for one type of descriptor, it might not be necessarily the best choice for another type.
3.3.1 Common comparison techniques
Among the comparison methods used in the literature, bag-of-word model [154] is widely used to compare descriptors. In feature-based description, vector of feature descriptors represents one code-word, and a codebook is the collection which converts code-words as a text, to numeric vectors as descriptors, and vice versa. This way, each image is mapped to a collection of words with no specific order. When two images are compared, the words are compared, and the number of matching words is the similarity measure for comparison. Bag-of-words is a special case of N-gram model [155] which takes into account the sequence of N words instead of comparing unordered words. This way, the order of features contributes to comparison as well.

Since features are out of the debate for the proposed description technique, there is no need to maintain the conversion database (e.g. codebook in case of using bag-of-words model). This database is reported to have included 100 million code word-to-feature records in 20km traversal [91]. A typical code-word is consisted of 128 floating point numbers [45]. Therefore, this model confronts scalability concerns in outdoor applications in the long run.

Comparison method is very much related to the descriptor type. For example, work [84] studies the sequence of features and introduces a modified biologically inspired DNA comparison methodology [85] for descriptor comparison. Since place DNA is a sorted list of eigenvalues, with the presented definition, sequence of eigenvalues does not play a meaningful role for place DNA comparison.

3.3.2 Proposed comparison technique
With respect to the explanation provided in section 3.3.1, none of the conventional comparison methods is more preferable to counting matching eigenvalues from inflated DNA comparison. The proposed comparison technique is the enhanced version of the one explained in section 3.1.1 and is described subsequently through an example.

Table 3-5, visualizes the matching eigenvalues of ideal place and rectangle. It is clear from the comparison chart that for every eigenvalue in rectangle DNA, an exact match can be found in ideal place DNA. It can be shown that this is also true for larger eigenvalues of rectangle that are omitted from this example only for illustration simplicity. According to the discussion provided in section 3.1.2, when a place contains
one rectangle, DNA of rectangle is included in the DNA of the place. In this analysis, counting the number of matching eigenvalues concludes to the similarity measure.

Table 3-6, visualizes the eigenvalues of ideal place and DNA of a noisy rectangle. It can be seen that no exact matches can be found. According to DNA property 2 and property 3, since ideal place contains a rectangle, it is expected that for every eigenvalue of noisy rectangle DNA, a close (but not equal) eigenvalue can be found in ideal place. In this case, counting the exact matches does not help. Instead, matching eigenvalues of inflated DNAs are counted. However, inflation intensity is not fixed for all the eigenvalues. Pseudocode 3-1 illustrates the comparison procedure through assignment of inflation value to eigenvalues. In this procedure, first step is to identify the closest pairs of eigenvalues between the compared DNAs. For all the eigenvalues of one DNA, the closest eigenvalue from the other DNA is found. Then the median \( \mu \) of each pair is calculated. If the eigenvalues of the pair are within the distance of “\( \varepsilon \% \) of \( \mu \)” from \( \mu \), the pair denotes a matched case. In this thesis, \( \varepsilon \) equals 1 for all real situation case studies. “Matched cases” variable, counted according to Pseudocode 3-1, is taken as the
similarity measure. This value indicates the similarity between any arbitrary DNA1 and DNA2. It is possible to normalize the resultant number by total number of eigenvalues in DNAs. This way, the similarity value can be represented in percentage and so the anticipated similarity introduced in section 3.2 can be used as the threshold for detection of two similar DNAs.

Table 3-5 – Comparison between ideal place DNA and rectangle DNA

<table>
<thead>
<tr>
<th>Ideal Place</th>
<th>Rectangle</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Ideal Place DNA" /></td>
<td><img src="image2" alt="Rectangle DNA" /></td>
</tr>
</tbody>
</table>

Table 3-6 – Comparison between ideal place DNA and noisy rectangle DNA

<table>
<thead>
<tr>
<th>Ideal Place</th>
<th>Noisy Rectangle</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image3" alt="Ideal Place DNA" /></td>
<td><img src="image4" alt="Noisy Rectangle DNA" /></td>
</tr>
</tbody>
</table>

- Ideal Place DNA
- Rectangle DNA
- Noisy Rectangle DNA
3.4 DNA Length

The more complex the surface is, the longer the list of eigenvalues should be for sufficient description of the surface. However, experiments show (also reported in [143]) that a cut-off from the list of eigenvalues can approximate the DNA. Since finding all the eigenvalues of a large point cloud can be computationally expensive, approximated DNA with limited number of eigenvalues is preferred. However, very short DNA cannot fully represent the content of the studied volume. Proper length of DNA for optimized performance depends on the application, digitization resolution, and the complexity of the studied volume. This length should be found through trial and error. According to the sensory system and down sampling value applied in the experiments presented in this thesis, length of 1500 to 2000 non-zero eigenvalues is found to produce acceptable approximation. Experiments with lengthier DNA did not change the result significantly, and the shorter DNA could not differentiate the places.

3.5 General parameters

For all the experiments presented in this thesis, the set of parameters are tuned according to the guidelines explained so far, and listed in Table 3-7. Other parameters are specified for each experiment based on experiment setup.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Down sampling / voxelization grid size</td>
<td>30cm</td>
</tr>
<tr>
<td>Minimum point cluster size / outlier removal</td>
<td>100 elements</td>
</tr>
<tr>
<td>Eigenvalue comparison tolerance</td>
<td>1% of the average size of closest eigenvalue pairs</td>
</tr>
<tr>
<td>DNA Length</td>
<td>1500 to 2000 of non-zero eigenvalues</td>
</tr>
</tbody>
</table>

3.6 Consistency of DNA

In this section, consistency of DNA for different observations made from the same place at different observation points is studied. Fig. 3-7 depicts four different observations from a place shown in Fig. 3-5. The robot carrying the sensory system,
introduced in section 2.3.2, travelled along the pavement next to a building. Robot scanned the environment every few meters. DNAs of all scans are plotted in Fig. 3-6.

Fig. 3-5 – Pavement; this place is also studied as place 3 in 3.7

Fig. 3-6 – DNA plots of four observation depicted in Fig. 3-6. Each DNA is consisted of smallest 1500 non-zero eigenvalues.
Consistency of DNA

Fig. 3-7 – Four different observations from the same place. Observation points are few meters distant from each other.

DNAs are compared according to the similarity measure explained in Pseudocode 3-1 and similarity percentages are reported in Table 3-8.
Table 3-8 – Similarity among DNAs of different place observations shown in Fig. 3-6.

<table>
<thead>
<tr>
<th></th>
<th>Scan 1</th>
<th>Scan 2</th>
<th>Scan 3</th>
<th>Scan 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan 1</td>
<td>100</td>
<td>83.8</td>
<td>87.53</td>
<td>82.8</td>
</tr>
<tr>
<td>Scan 2</td>
<td>83.8</td>
<td>100</td>
<td>84.53</td>
<td>86.6</td>
</tr>
<tr>
<td>Scan 3</td>
<td>87.53</td>
<td>84.53</td>
<td>100</td>
<td>83.67</td>
</tr>
<tr>
<td>Scan 4</td>
<td>82.8</td>
<td>86.6</td>
<td>83.67</td>
<td>100</td>
</tr>
</tbody>
</table>

The values in Table 3-8 are in the anticipated similarity band introduced in section 3.2. This result confirms that the DNAs of several observations made from the same place are consistent.

### 3.7 Place characterization through DNA analysis

This section explains how DNA is used to characterize individual places. Table 3-9 depicts observations from three different places shown in Fig. 3-8, Fig. 3-9, and Fig. 3-5. The latter is the same place studied in section 3.6.

Fig. 3-8 – Studied place 1; roofed drop off zone

Fig. 3-9 – Studied place 2; between residential buildings
<table>
<thead>
<tr>
<th>Place1_1</th>
<th>Place2_1</th>
<th>Place3_1</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>Place1_2</td>
<td>Place2_2</td>
<td>Place3_2</td>
</tr>
<tr>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>Place1_3</td>
<td>Place2_3</td>
<td>Place3_3</td>
</tr>
<tr>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
</tr>
<tr>
<td>Place1_4</td>
<td>Place2_4</td>
<td>Place3_4</td>
</tr>
<tr>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
</tbody>
</table>
DNAs of all the observation shown in Table 3-9 are plotted in Fig. 3-9.

It can be seen from the plots in Fig. 3-10 that DNAs of different observations from each of the three studied places demonstrate similar and consistent growth rate pattern. The growth rate pattern is notably different for DNAs of different places. Similar growth rate pattern results to higher number of matching eigenvalues. Therefore, it is expected that the DNAs calculated for observation from the same place show higher similarity percentage when compared against each other. Likewise, it is expected that the DNAs of observations from different places show lower number of matching eigenvalues. Similarity between all the observations made from all three places is calculated and reported in Table 3-10.

The values in Table 3-10 support the fact that DNAs of the observations made from the same place are more similar to each other than to the DNAs of observations made from other places. This means, DNA of a place is a proper measure to characterize the place.

3.8 Deformation of DNA along the continuous motion

Although the result is promising in the sense that it shows DNA analysis can be used to classify observations from different places, the test still does not reflect the performance of DNA analysis in a continuous travel throughout several places. In another word, since change of environment is gradual in a continuous travel, one may
question the possibility of incorporation of DNA analysis to identify individual places in a continuous travel. For example, the last observation made from the second place studied in section 3.7, is slightly different from the other three observations since a new building enters the sensor measurement range. Although the DNA still holds majority of the place information, it should also reflect the entrance of the newly visited major element. Should this observation be taken as part of the second studied place, or should it be taken as the transition frame to a new place depends on the specified similarity threshold. Detailed analysis of transition detection is provided in chapter 4 of this thesis.

Table 3-10 – Similarity of observations made from three different places.

<table>
<thead>
<tr>
<th>Place</th>
<th>Place1_1</th>
<th>Place1_2</th>
<th>Place1_3</th>
<th>Place1_4</th>
<th>Place2_1</th>
<th>Place2_2</th>
<th>Place2_3</th>
<th>Place2_4</th>
<th>Place3_1</th>
<th>Place3_2</th>
<th>Place3_3</th>
<th>Place3_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place1_1</td>
<td>100.00</td>
<td>85.87</td>
<td>85.67</td>
<td>85.13</td>
<td>52.67</td>
<td>52.20</td>
<td>53.20</td>
<td>56.40</td>
<td>34.33</td>
<td>35.73</td>
<td>35.73</td>
<td>35.67</td>
</tr>
<tr>
<td>Place1_2</td>
<td>85.87</td>
<td>100.00</td>
<td>86.00</td>
<td>85.27</td>
<td>52.13</td>
<td>52.93</td>
<td>53.80</td>
<td>56.93</td>
<td>34.33</td>
<td>35.93</td>
<td>34.20</td>
<td>36.07</td>
</tr>
<tr>
<td>Place1_3</td>
<td>85.67</td>
<td>86.00</td>
<td>100.00</td>
<td>85.60</td>
<td>52.47</td>
<td>52.13</td>
<td>53.20</td>
<td>56.53</td>
<td>34.27</td>
<td>35.73</td>
<td>35.33</td>
<td>35.53</td>
</tr>
<tr>
<td>Place1_4</td>
<td>85.13</td>
<td>85.27</td>
<td>85.60</td>
<td>100.00</td>
<td>51.80</td>
<td>51.80</td>
<td>52.73</td>
<td>56.27</td>
<td>33.13</td>
<td>35.00</td>
<td>33.40</td>
<td>35.33</td>
</tr>
<tr>
<td>Place2_1</td>
<td>52.67</td>
<td>52.13</td>
<td>52.47</td>
<td>51.80</td>
<td>100.00</td>
<td>83.67</td>
<td>82.00</td>
<td>78.40</td>
<td>60.80</td>
<td>62.93</td>
<td>61.13</td>
<td>64.13</td>
</tr>
<tr>
<td>Place2_2</td>
<td>52.20</td>
<td>52.93</td>
<td>52.13</td>
<td>51.80</td>
<td>83.67</td>
<td>100.00</td>
<td>82.07</td>
<td>77.47</td>
<td>61.20</td>
<td>62.87</td>
<td>61.20</td>
<td>64.07</td>
</tr>
<tr>
<td>Place2_3</td>
<td>53.20</td>
<td>53.80</td>
<td>53.20</td>
<td>52.73</td>
<td>82.00</td>
<td>82.07</td>
<td>100.00</td>
<td>78.73</td>
<td>59.40</td>
<td>62.33</td>
<td>59.80</td>
<td>62.47</td>
</tr>
<tr>
<td>Place2_4</td>
<td>56.40</td>
<td>56.93</td>
<td>56.53</td>
<td>56.27</td>
<td>78.40</td>
<td>77.47</td>
<td>78.73</td>
<td>100.00</td>
<td>55.07</td>
<td>57.60</td>
<td>55.73</td>
<td>58.20</td>
</tr>
<tr>
<td>Place3_1</td>
<td>34.33</td>
<td>34.33</td>
<td>34.27</td>
<td>33.13</td>
<td>60.80</td>
<td>61.20</td>
<td>59.40</td>
<td>55.07</td>
<td>100.00</td>
<td>83.80</td>
<td>87.53</td>
<td>82.80</td>
</tr>
<tr>
<td>Place3_2</td>
<td>35.73</td>
<td>35.93</td>
<td>35.73</td>
<td>35.00</td>
<td>62.93</td>
<td>62.87</td>
<td>62.33</td>
<td>57.60</td>
<td>83.80</td>
<td>100.00</td>
<td>84.53</td>
<td>86.60</td>
</tr>
<tr>
<td>Place3_3</td>
<td>33.87</td>
<td>34.20</td>
<td>33.53</td>
<td>33.40</td>
<td>61.13</td>
<td>61.20</td>
<td>59.80</td>
<td>55.73</td>
<td>85.73</td>
<td>84.53</td>
<td>100.00</td>
<td>83.67</td>
</tr>
<tr>
<td>Place3_4</td>
<td>35.67</td>
<td>36.07</td>
<td>35.53</td>
<td>35.33</td>
<td>64.13</td>
<td>64.07</td>
<td>62.47</td>
<td>58.20</td>
<td>82.80</td>
<td>86.60</td>
<td>83.67</td>
<td>100.00</td>
</tr>
</tbody>
</table>

3.9 Second characterization case study

In section 3.7, studied places are too different. Therefore, the difference between places are clear. In another experiment, two sets of scans were captured from two different lecture theatres containing similar objects in different settings. The first lecture theatre
(LT 28) has rectangular floor with seats placed along straight lines in rows. There are 17 seats in each row. The floor of the other lecture theatre (LT 26) is a sector of a circle with the board mounted near the center and seats placed along the sectors in the way that the closer row to the board has 10 seats and the furthest row has more than 40 seats. Similarity comparison result is reported in Table 3-11. Although in this study, places contain similar objects, the geometry of the rooms are quite different. Therefore, the difference is still clear. This can be verified from the numbers reported in Table 3-11 too. Panoramic view photos of the studied places are shown in Table 3-12.

Table 3-11 – Similarity of observations made from LT 26 and LT 28

<table>
<thead>
<tr>
<th></th>
<th>LT 26 Scan 1</th>
<th>LT 26 Scan 2</th>
<th>LT 26 Scan 3</th>
<th>LT 26 Scan 4</th>
<th>LT 26 Scan 5</th>
<th>LT 26 Scan 6</th>
<th>LT 28 Scan 1</th>
<th>LT 28 Scan 2</th>
<th>LT 28 Scan 3</th>
<th>LT 28 Scan 4</th>
<th>LT 28 Scan 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>LT 26 Scan 1</td>
<td>100.00</td>
<td>92.80</td>
<td>88.00</td>
<td>88.67</td>
<td>92.13</td>
<td>90.67</td>
<td>75.00</td>
<td>68.60</td>
<td>78.13</td>
<td>81.20</td>
<td>77.93</td>
</tr>
<tr>
<td>LT 26 Scan 2</td>
<td>92.80</td>
<td>100.00</td>
<td>90.80</td>
<td>90.53</td>
<td>89.13</td>
<td>93.07</td>
<td>72.33</td>
<td>65.13</td>
<td>74.93</td>
<td>78.00</td>
<td>74.80</td>
</tr>
<tr>
<td>LT 26 Scan 3</td>
<td>88.00</td>
<td>90.80</td>
<td>100.00</td>
<td>93.67</td>
<td>85.33</td>
<td>92.80</td>
<td>68.67</td>
<td>61.87</td>
<td>71.40</td>
<td>74.47</td>
<td>71.40</td>
</tr>
<tr>
<td>LT 26 Scan 4</td>
<td>88.67</td>
<td>90.53</td>
<td>93.67</td>
<td>100.00</td>
<td>85.27</td>
<td>93.40</td>
<td>68.07</td>
<td>61.67</td>
<td>71.60</td>
<td>74.27</td>
<td>71.07</td>
</tr>
<tr>
<td>LT 26 Scan 5</td>
<td>92.13</td>
<td>89.13</td>
<td>85.33</td>
<td>85.27</td>
<td>100.00</td>
<td>87.20</td>
<td>78.67</td>
<td>71.47</td>
<td>81.40</td>
<td>84.67</td>
<td>81.60</td>
</tr>
<tr>
<td>LT 26 Scan 6</td>
<td>90.67</td>
<td>93.07</td>
<td>92.80</td>
<td>93.40</td>
<td>87.20</td>
<td>100.00</td>
<td>70.20</td>
<td>63.60</td>
<td>73.07</td>
<td>76.07</td>
<td>73.07</td>
</tr>
<tr>
<td>LT 28 Scan 1</td>
<td>75.00</td>
<td>72.33</td>
<td>68.67</td>
<td>68.07</td>
<td>78.67</td>
<td>70.20</td>
<td>100.00</td>
<td>88.67</td>
<td>91.40</td>
<td>89.07</td>
<td>92.20</td>
</tr>
<tr>
<td>LT 28 Scan 2</td>
<td>68.60</td>
<td>65.13</td>
<td>61.87</td>
<td>61.67</td>
<td>71.47</td>
<td>63.60</td>
<td>88.67</td>
<td>100.00</td>
<td>85.40</td>
<td>83.47</td>
<td>85.93</td>
</tr>
<tr>
<td>LT 28 Scan 3</td>
<td>78.13</td>
<td>74.93</td>
<td>71.40</td>
<td>71.60</td>
<td>81.40</td>
<td>73.07</td>
<td>91.40</td>
<td>85.40</td>
<td>100.00</td>
<td>92.67</td>
<td>94.67</td>
</tr>
<tr>
<td>LT 28 Scan 4</td>
<td>81.20</td>
<td>78.00</td>
<td>74.47</td>
<td>74.27</td>
<td>84.67</td>
<td>76.07</td>
<td>89.07</td>
<td>83.47</td>
<td>92.67</td>
<td>100.00</td>
<td>92.67</td>
</tr>
<tr>
<td>LT 28 Scan 5</td>
<td>77.93</td>
<td>74.80</td>
<td>71.40</td>
<td>71.07</td>
<td>81.60</td>
<td>73.07</td>
<td>92.20</td>
<td>85.93</td>
<td>94.67</td>
<td>92.67</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Table 3-12 – Panoramic photos of LT 26 and LT 28

<table>
<thead>
<tr>
<th>Place</th>
<th>Panoramic photo</th>
</tr>
</thead>
<tbody>
<tr>
<td>LT 26</td>
<td><img src="LT26_panorama.jpg" alt="Panoramic photo" /></td>
</tr>
<tr>
<td>LT 28</td>
<td><img src="LT28_panorama.jpg" alt="Panoramic photo" /></td>
</tr>
</tbody>
</table>

3.10 Third characterization case study

In this study, two lecture theatres with similar geometry were studied. Both studied lecture theatres have rectangular-shaped floor with similar dimensions. One lecture
Third characterization case study

theatre (LT 24) has 18 seats in each row and the other (LT 28) has 17 seats in each row and an extra walkway between seats. The difference is quite invisible from sensor perspective when scans are captured from the walkway between seats. This can be verified from the similarity values reported in Table 3-13 as well. In this study, all the scans made from two different lecture theatres show high level of similarity to each other in the way that the analysis does not help classifying the places. Panoramic view photos of the studied places are shown in Table 3-14.

Table 3-13 – Similarity of observations made from LT 24 and LT 28

<table>
<thead>
<tr>
<th>Place</th>
<th>Panoramic photo</th>
</tr>
</thead>
<tbody>
<tr>
<td>LT 24 Scan 1</td>
<td>![Panoramic photo](LT 24 Scan 1)</td>
</tr>
<tr>
<td>LT 24 Scan 2</td>
<td>![Panoramic photo](LT 24 Scan 2)</td>
</tr>
<tr>
<td>LT 24 Scan 3</td>
<td>![Panoramic photo](LT 24 Scan 3)</td>
</tr>
<tr>
<td>LT 24 Scan 4</td>
<td>![Panoramic photo](LT 24 Scan 4)</td>
</tr>
<tr>
<td>LT 24 Scan 5</td>
<td>![Panoramic photo](LT 24 Scan 5)</td>
</tr>
<tr>
<td>LT 28 Scan 1</td>
<td>![Panoramic photo](LT 28 Scan 1)</td>
</tr>
<tr>
<td>LT 28 Scan 2</td>
<td>![Panoramic photo](LT 28 Scan 2)</td>
</tr>
<tr>
<td>LT 28 Scan 3</td>
<td>![Panoramic photo](LT 28 Scan 3)</td>
</tr>
<tr>
<td>LT 28 Scan 4</td>
<td>![Panoramic photo](LT 28 Scan 4)</td>
</tr>
<tr>
<td>LT 28 Scan 5</td>
<td>![Panoramic photo](LT 28 Scan 5)</td>
</tr>
</tbody>
</table>

Although place classification can be made through DNA comparison when places are different, classification of too similar places, which are not exactly the same, is not always possible only by comparing DNA structures. In this situation, higher resolution
is required to capture more details from the scene. Please note that the motivation for this research is to study the places visited during a continuous travel. Analysis of “DNA structure changes along the sequence of places” helps to identify too similar places that are not identical. This analysis is explained in chapter 5 of the thesis and a similar situation is studied in section 5.7 when two similar corridors (office areas) are identified as different places through sequence analysis in a continuous travel through several places.

### 3.11 Chapter conclusion

Material covered in this chapter prepared the fundamentals of incorporating DNA analysis for place detection. Below is the list of main results of the chapter, which facilitate the further place detection analysis presented in the thesis.

a) For comparison of two studied DNAs, closest pairs of eigenvalues within an acceptable tolerance are counted. Percentage of similar eigenvalues is used as the similarity measure.

b) Place DNA is consistent among all the observations made from the same place.

c) Place DNA is a compressed description of the studied place that encapsulates intrinsic information and uniquely characterizes individual places.

However, DNA of two different places may show relatively high level of similarity. Although this can be taken as an opportunity for identification of “similar, but not identical” places, it might sound as a warning for false place recognition as well. Although transition frames are good examples of this situation, other scenarios, such as the one explained in section 3.10, are also possible. Chapter 5 introduces sequence analysis to minimize false recognition in similar situations.
Chapter 4

Environment Segmentation

In chapter 3, characterization of places using their DNA descriptors was explained. Classification of DNAs of several places was studied in section 3.7. However, presented experiment only included separate places with zero overlapping areas. In this chapter, environment segmentation to multiple meaningful subsets (places) is discussed. Experiments presented in this chapter include the cases of overlapping areas among the places. Considerations regarding transition frames are discussed in details. Please note that in this thesis, visible surrounding region of the experiment trail is referred to as the studied environment. Segmentation of environment to meaningful subsets is the primary step for recognition of revisited places. Recognition of revisited places is covered in chapter 5 of the thesis.

4.1 Distinctive subsets vs gradual changes

While moving along a place, all the major surrounding objects change gradually. No new major object is expected to be seen before the robot enters a new place. Therefore, according to DNA Property 2, changes in DNA elements are up to the extent that the consistency of DNA structure is maintained for all different observations from the place. However, when a new major object enters the scene, DNA structure starts to transform to a new consistent structure. This change stands for detection of transition to a new place. It is expected for DNA changes to be gradual for the observations made about the border where the change of place occurs. This gradual change brings into the picture a concern for differentiating neighbouring places. Since every two neighbouring observations are slightly different, separation of adjacent places seems to be a challenge. In short, the question is:

“How is it possible to distinguish distinctive places while they contain partial overlaps that cause gradual DNA transformation?”
Here, the delicate point relies in different types of DNA changes. There are two major types of DNA changes:

a) DNA changes which are caused by observation point changes within a place.

b) DNA changes which are caused by change of major sub-parts of the scans.

The first group of changes do not transform the DNA structure. This can be seen in the experiments presented in chapter 3. However, second group of changes produce transition frames between two adjacent places. DNAs transform from one stable structure to another stable structure through one or few transition frames. At transition stage between two adjacent places, it is expected to see the similarity pattern shown in Table 4-1.

Table 4-1 – Pattern of table of similarities in presence of overlapping sub-parts

<table>
<thead>
<tr>
<th></th>
<th>Place1_1</th>
<th>Place1_2</th>
<th>Place1_3</th>
<th>Place1_4</th>
<th>T-Frame 1</th>
<th>T-Frame 2</th>
<th>Place2_1</th>
<th>Place2_2</th>
<th>Place2_3</th>
<th>Place2_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place1_1</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>Place1_2</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>Place1_3</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>Place1_4</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>T-Frame 1</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>T-Frame 2</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>Place2_1</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>Place2_2</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>Place2_3</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>Place2_4</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
</tbody>
</table>

Number of transition frames depends of the amount of overlap between two adjacent places. Since in the experiments of chapter 3, studied places had zero overlaps, sharp changes occur between different groups of observations in the table of similarities and no transition frames are seen. The situation is not expected to be the same when a mobile robot travels along a path including several distinct places. When the explored environment is large enough, several places are expected to be visited during the mission. Many of these places have overlapping areas. In another word, in a mobile robotic mission, some observations are expected to belong to bordering areas between adjacent places. The DNA of such data frames includes information about the
intersecting places. This DNA shows high level of similarity to all intersecting places, but this value is not as high as the similarity values among the non-bordering DNAs. By the way, even in a continuous travel, it is possible that the overlapping sub-parts between two adjacent places would be very brief. One such example is the transition from one area to another area through a separating door. In this situation, no transition frames are expected between two adjacent places.

4.2 Marking a place in table of similarities

According to the definition, a place is a subset of environment in which all the descriptors generated from observations made from different locations of the subset follow a consistent structure. In a continuous travel along a path, after registering the similarity values in the table of similarities through sporadic sampling, a place can be identified as a square sub-matrix along the main diagonal of the table of similarities. The value of all the elements of such sub-matrix are greater than a specified threshold.

In experiments presented in this thesis, sporadic sampling stands for scanning the environment every 4~7 meters.

**Definition - Place matrix**

- Place matrix is a square matrix and represents multiple observations made from the same place at different viewpoints. Dimension of the place matrix equals the number of observations made from the represented place. Place matrix appears as a sub-matrix along the main diagonal of the similarity matrix. Values of all the elements of a place matrix are greater than a specified similarity threshold value.

Depending on the selected similarity threshold value, some or all of the transition frames can be included or excluded from the place matrix. Fig. 4-1, Fig. 4-2, and Fig. 4-3 show how three different choices of similarity threshold affect place matrices. Increasing the threshold value results to marking smaller places. On the other hand, decreasing the threshold, helps visualizing the overlapping sub-parts of adjacent places. However, threshold value is only used to mark the boundaries of the place matrices. It does not affect further analysis on the table. Therefore, sensitivity of place detection analysis to similarity threshold value is very minimal.
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### Fig. 4-1 – When similarity threshold is a larger number, transition frames are excluded from place matrices.

<table>
<thead>
<tr>
<th></th>
<th>Place1_1</th>
<th>Place1_2</th>
<th>Place1_3</th>
<th>Place1_4</th>
<th>T-Frame 1</th>
<th>T-Frame 2</th>
<th>Place2_1</th>
<th>Place2_2</th>
<th>Place2_3</th>
<th>Place2_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place1_1</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place1_2</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place1_3</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place1_4</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>T-Frame 1</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>T-Frame 2</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place2_1</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place2_2</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place2_3</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place2_4</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
</tbody>
</table>

### Fig. 4-2 – When similarity threshold is a smaller number, transition frames are included in place matrices.

<table>
<thead>
<tr>
<th></th>
<th>Place1_1</th>
<th>Place1_2</th>
<th>Place1_3</th>
<th>Place1_4</th>
<th>T-Frame 1</th>
<th>T-Frame 2</th>
<th>Place2_1</th>
<th>Place2_2</th>
<th>Place2_3</th>
<th>Place2_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place1_1</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place1_2</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place1_3</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place1_4</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>T-Frame 1</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>T-Frame 2</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place2_1</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place2_2</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place2_3</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place2_4</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
</tbody>
</table>

### Fig. 4-3 – When similarity value is not too large or small, some of the transition frames are included in place matrices.

<table>
<thead>
<tr>
<th></th>
<th>Place1_1</th>
<th>Place1_2</th>
<th>Place1_3</th>
<th>Place1_4</th>
<th>T-Frame 1</th>
<th>T-Frame 2</th>
<th>Place2_1</th>
<th>Place2_2</th>
<th>Place2_3</th>
<th>Place2_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place1_1</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place1_2</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place1_3</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place1_4</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>T-Frame 1</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>T-Frame 2</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place2_1</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place2_2</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place2_3</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
<tr>
<td>Place2_4</td>
<td><img src="image" alt="Identical" /></td>
<td><img src="image" alt="Very similar" /></td>
<td><img src="image" alt="Similar" /></td>
<td><img src="image" alt="Less similar" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
<td><img src="image" alt="Different" /></td>
</tr>
</tbody>
</table>

- **Identical**
- **Very similar**
- **Similar**
- **Less similar**
- **Different**
4.3 Segmentation case study

In this section the procedure for environment segmentation to meaningful subsets (places) is studied through an experiment.

A robot moves along a path shown in Fig. 4-4. Travel length is greater than 200 meters. Robot scanned the environment every 4~6 meters. Total of 53 observations were made during this experiment. Fig. 4-5 depicts a snapshot from the start point of the experiment.

![Fig. 4-4 – The path travelled by the robot in segmentation experiment](image1)

![Fig. 4-5 – Starting point and a snapshot from the environment where segmentation experiment was conducted](image2)

DNA of each observation is consisted of 2000 non-zero eigenvalues. Similarity values are calculated using 1% tolerance. Similarity threshold is taken 82%, which is a typical value in the range of anticipated similarity (80%~87%) calculated according to section
3.2. Similarity values (non-normalized values) are reported in the table of similarities (see Table 4-2) and the values above 82% (which means more than 1640 similar pairs from total 2000 possibilities) are shaded.

Table 4-2 – Table of similarities of the segmentation experiment; 53 scans were captured along the path

Place matrices are marked in Table 4-2. Please note that 2-by-2 place matrices are not marked as separate places since they refer to transition frames in the scale of studied experiment. Places marked in Table 4-2 overlap each other to some extent. It is suggested to merge the place matrices with more than 50% overlap to reduce the number of identified subsets. The resultant segments after merging are shown in Table 4-3. Through this procedure, the environment is broken into eight distinct subsets (places). If the map of the environment is compared with the table, it can be confirmed that each of the eight identified place matrices correspond to a meaningful place on the
real environment map (compare Table 4-3 with Fig. 4-6). Table 4-4 explains how place matrices correspond to meaningful places on the real map.

Table 4-3 – Table of similarities of segmentation experiment after merging highly overlapped place matrices, 8 place matrices are identifiable in the table.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>80</td>
<td>70</td>
<td>60</td>
<td>50</td>
<td>40</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>100</td>
<td>90</td>
<td>80</td>
<td>70</td>
<td>60</td>
<td>50</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>70</td>
<td>90</td>
<td>100</td>
<td>90</td>
<td>80</td>
<td>70</td>
<td>60</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>80</td>
<td>90</td>
<td>100</td>
<td>90</td>
<td>80</td>
<td>70</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>70</td>
<td>80</td>
<td>90</td>
<td>100</td>
<td>90</td>
<td>80</td>
<td>70</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>90</td>
<td>100</td>
<td>90</td>
<td>80</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>90</td>
<td>100</td>
<td>90</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>90</td>
<td>100</td>
</tr>
</tbody>
</table>

Fig. 4-6 – Eight place matrices matched with the corresponding places on the map.
Table 4-4 – Place matrices and the corresponding places on the map

<table>
<thead>
<tr>
<th>Place matrix number</th>
<th>A photo from the place</th>
<th>Description on the real map</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[Image]</td>
<td>Fire fighter zone between building and open-air parking</td>
</tr>
<tr>
<td>2</td>
<td>[Image]</td>
<td>Under the building</td>
</tr>
<tr>
<td>3</td>
<td>[Image]</td>
<td>Entrance of open-air parking</td>
</tr>
<tr>
<td>4</td>
<td>[Image]</td>
<td>On the road between the elevated ground and entrance of roofed parking</td>
</tr>
<tr>
<td>5</td>
<td>[Image]</td>
<td>On the road between the building and elevated ground</td>
</tr>
</tbody>
</table>
4.4 Segmentation procedure

Having the table of similarities as the input, environment segmentation to meaningful places is the procedure shown in Fig. 4-7.

4.4.1 Sensitivity to similarity threshold

As explained before, change of similarity threshold can slightly affect this result in the sense that some scans made at the border of places (transition frames) get excluded from place matrices, or oppositely, overlap between adjacent place matrices is increased. However, these changes are minimal and they only affect the bordering elements of place matrices.

4.4.2 Scan labels

The labels used for scans in all the tables of similarities studied so far contained no specific information about the time or geo-location at which the scan was captured. By inclusion of such information in labels, more information can be extracted from the table. For example, if scans are time-stamped, it is possible to check for the duration of travel inside a specific place. If scans are geo-tagged (e.g through GPS readings), knowing the scan range of the sensor (30 meter in the tests conducted in this thesis),
3D geometry of the places can be roughly estimated. Moreover, geo-tags can help automatically labelling the place matrices by automatically corresponding the scans to map semantics.

![Diagram of the procedure for environment segmentation to meaningful places](image)

**Fig. 4.7 – Procedure for environment segmentation to meaningful places**

### 4.5 Chapter summary

Environment segmentation incorporates the characterization technique, introduced in previous chapters, to direct the research towards real application. Through the segmentation case study, the first tangible outcome of the earlier definitions and procedures was explained. Place matrices in the table of similarities correspond to meaningful places on the map. Places identified on the map agree with the definition provided in section 1.3. Environment segmentation is resulted from the similarity analysis among the DNAs of different observations from the same place. Similarity among different places is studied in chapter 5.
Chapter 5

Detection of Similar and Identical Places through Sequence Analysis

Chapter 4 explained the procedure of dividing the studied environment to meaningful places by identifying place matrices. Place matrices hold the similarity analysis results from the comparison between DNAs of multiple observations from a place. Therefore, place matrices describe self-similarity among observations made from the same place at different viewpoints.

In this chapter, similarity between different places is studied. Although two places might have similar DNAs, they might be identical places or they might be highly similar places. This concern was earlier noticed in section 3.10, where two similar lecture-theatres were compared. Identification of revisited places is a critical functionality for autonomous mobile robots. Therefore, it is necessary to make distinction between similar and identical places. The proposed solution is to study a place as a part of a sequence. Place DNAs transform gradually from one stable structure to another stable structure when robot travels from one place to another. Pattern of DNA changes carries valuable information. Analysis of this pattern is used as the mechanism for making distinction between similar and identical places.

Analysis of sequences can be found in related research work such as [86, 156] in which camera frame sequences were used to enhance SLAM. However, in the mentioned works and other similar works, speed of vehicle is a concern which demonstrates the sensitivity of such analysis to scan-rate. However, the sequence analysis presented in this chapter includes the analysis of sub-matrices of the table of similarities, which can be compared even when scan-rate changes throughout the mission.
5.1 Cross similarity

Table of similarities encapsulates similarity values resulted from comparison of all observation made from the studied environment. It is expected for the similarity values on the main diagonal of this table to be exactly 100% since diagonal elements represent self-similarity calculation. However, any off-diagonal value is the result of comparison between two different scans. It is a common practise to form table of similarities based on some similarity measure and look for large off-diagonal elements in the table of similarities to pin point highly similar scans [88]. However, scan to scan comparison is prone to false positive detections (wrong detection of two scans as similar). In this thesis, proposed similarity analysis is not based on processing individual scans. Instead, place matrices are compared. Because place matrices encapsulate similarity comparison among several observations from each place, comparing place matrices is expected to be less prone to false detection. While place matrices, introduced in section 4.2, describe self-comparison (comparing DNAs of different observation from the same place), there are off-diagonal matrices which describe the cross similarity between two different places.

**Definition - Cross similarity matrix**

- A cross similarity matrix encapsulates DNA comparison result between each of the observations made from one place to every observation made from another place. Cross similarity matrix (not necessarily square-matrix) is an off-diagonal sub-matrix of the table of similarities. Cross similarity matrix between places \( A \) and \( B \), is consisted of the elements of the table of similarities in the same rows of place matrix \( A \), and in the same columns of place matrix \( B \).

Cross similarity matrix describes the similarity between two different places. Fig. 5-1 illustrates cross similarity matrix location in the table of similarities. All place matrices and three of the six possible cross similarity matrices are shown in Fig. 5-1.

Since the table of similarities is symmetric, cross similarity matrices of upper triangle could be found in lower triangle (transposed) as well.

In Fig. 5-1, \( C_{(1)(4)} \) is the only cross similarity matrix that all its elements are greater than similarity threshold. This means, all the observations made from place 1 are highly similar to all the observations made from place 4 (true for all 12 possible combination
of observation pairs). Likewise, none of the observations made from place 1 are highly similar to any of the observations made from place 3 (true for all 9 possible combination of observation pairs included in $C_{(1)(3)}$). Therefore, it could be inferred from Fig. 5-1, that place 1 and place 4 are similar. Whether these places are identical or not can be determined through sequence analysis, which is discussed later in this chapter.

Fig. 5-1 – Place matrices 1, 2, 3, and 4, along with three of the six possible cross similarity matrices $C_{(1)(3)}$, $C_{(1)(4)}$, and $C_{(3)(4)}$.

### 5.2 Identification of similar places; a case study

In this section, similar places which may represent revisited places are identified in an experiment. Fig. 5-2 shows a scenario in which a mobile robot enters a building from the main entrance, exits the building from the opposite side, turns around the building, enters the building from another entrance, travels along part of the building which was
travelled before, exits the building again, and proceeds to the road. Total distance travelled is more than 350 meters. 85 scans were captured during this experiment.

![Image](image_url)

**Fig. 5-2 – Experiment for identification of similar and identical places**

In this experiment, it is desired to study the table of similarities to pinpoint the place matrices that are revisited place candidates. Table 5-1 shows the table of similarities for this experiment. All place matrices and the cross similarity matrices which contain elements larger than the similarity threshold are marked. Table 5-1 shows the sub-matrices after merging the ones with more than 50% overlap. 1700 is taken as the similarity threshold (85%) and rest of the experiment parameters are identical to the experiment conducted in section 4.3. Although not all cross similarity matrices correspond to revisited places, they are the clues for identification of revisited places. For example, since \( C_{(2)(5)} \) contains above the threshold values, places 2 and 5 are similar and might represent a revisited place. This means these two place matrices are similar but the corresponding places might or might not be identical. Please note that if individual scans were used for identification of revisited places, many candidates could be found. Through processing the cross similarity matrices, search scope is limited to few possibilities.
5.3 Sequences

Up to this point, self-similarity and cross-similarity were discussed. Both taking into account only the elements of the table with higher-than-threshold values. However, the table of similarities holds additional information in the elements containing lower similarity values. Low-value elements of the table of similarities can contribute to detection of place matrices that represent revisited places. These elements are studied as elements of a sequence matrix.
Sequence of place matrices includes two or more place matrices. Fig. 5-3 illustrates place matrices and some of the possible sequences of place matrices. Elements of the sequence matrix can hold large or small values. Large values are mainly the ones inside place matrices. Most of the other elements of the sequence matrix have lower-than-threshold values.

All the analysis presented so far operated on the elements of the table of similarities as if the values are either higher-than-threshold or lower-than-threshold. In this sense, each matrix element was treated as a binary number. It is very important to note that the values inside the table of similarities are numbers ranging zero to DNA length (or ranging 0 to 100 when values are normalized). Therefore, the table of similarities in this sense is similar to a grayscale bitmap in which the intensity value of each pixel equals the similarity value stored in the corresponding matrix element.

It is also possible to compare sequence of places through analysis of cross similarity among them.

To better illustrate the role of sequence matrices in place recognition analysis, experiment of section 5.1 is further studied in the subsequent section. Table 5-2 shows two possible sequence matrices and one cross sequence matrix.
5.3.1 Proper sequences

It is possible to identify many sequences. However, there are only few cases which contribute to identification of revisited places. These proper sequences are described here. The procedure starts from a cross sequence matrix. Assume an arbitrary cross sequence matrix \( CS_{r1}(c1) - \ldots - (rn)(cn) \) is a sequence of \( n \) cross similarity matrices where \( r \) indices refer to row contributing place matrices and \( c \) indices refer to column contributing place matrices.

Fig. 5-3 – Place matrices 1, 2, 3, and 4, along with four sequences of place matrices \( S_{1(2)} \), \( S_{2(3)} \), \( S_{3(4)} \), and \( S_{1(2)(3)} \).
Proper selection of cross sequence matrix is the one with similar \( r \) and \( c \) sequential patterns. For example \( r \) indices 3, 4, 5 are three consequent indices and \( c \) indices 9, 10, 11 are also three consequent indices. Therefore, \( CS_{(3)(9)-(4)(10)-(5)(11)} \) is a proper cross sequence matrix which should be further analysed. However, \( r \) indices 3, 5, 6 and \( c \) indices 9, 13, 12 do not follow any specific orders in row indices nor in column indices. Therefore, \( CS_{(3)(9)-(5)(13)-(6)(12)} \) is not a proper cross sequence matrix.

In Table 5-2, the shown candidate cross similarity matrices take their row numbers from place matrices 2, 3, 4, 5, 6, and 7, and their column numbers from place matrices 6, 9,
10, and 12. Among all the possible combinations, only for the cross sequence \(CS_{(4)(9)-(5)(10)}\) the situation is so that the row-contributing place matrices are consequent place matrices (4 and 5), and the column contributing place matrices are consequent place matrices (9 and 10) too. These sequences are proper choices for pattern checking. No other such combinations could be found if other cross sequence matrices are considered. For example, another possible selection, \(CS_{(3)(6)-(4)(9)}\), refers to consequent row contributing place matrices (3 and 4), but the column contributing place matrices (6 and 9) are not consequent place matrices. Therefore, \(CS_{(3)(6)-(4)(9)}\) is not a proper selection for further analysis.

5.4 Sequence analysis

Please note that in Table 5-2 observations are time stamped and the stamp is shown as the title of each scan. Sequences are compared based on their pattern.

5.4.1 Sequence pattern matching

In order to explain the process of matching the patterns of sequences, experiment of section 5.1 is further studied using the sequences shown in Table 5-2. In this experiment, pattern of \(CS_{(4)(9)-(5)(10)}\) should be matched with \(S_{(4)(9)}\) and \(S_{(5)(10)}\) sequence matrices. One possible matching technique is to calculate matching score through normalized two-dimensional cross-correlation. One implementation of this function is provided in OpenCV Library [157]. The function calculates the cross correlation according to the equation

\[
R(x,y) = \frac{\sum_{(\hat{x},\hat{y})}(T(\hat{x},\hat{y})I(x+\hat{x},y+\hat{y}))}{\sqrt{\sum_{(\hat{x},\hat{y})}(T(\hat{x},\hat{y}))^2 \sum_{(\hat{x},\hat{y})}(I(x+\hat{x},y+\hat{y}))^2}} 
\]

In (5.1), \(R\) is a 2D matrix, which holds correlation score when template \(T\) slides over image \(I\) by \(x\) steps along rows and by \(y\) steps along columns. Then,

\[
\max_{(x,y)}(R) \quad (5.2)
\]
outputs the largest element of the matrix $R$, which indicates the best matching score of template $T$ in image $I$. It is possible to stretch template $T$ to match the size of image $I$ before calculating the cross correlation if required.

For the conducted experiment, $CS_{(4)(9)-(5)(10)}$ is taken as a grayscale template and is matched with $S_{(4)(9)}$ and $S_{(5)(10)}$ as grayscale bitmaps images. $CS_{(4)(9)-(5)(10)}$ matches to $S_{(4)(9)}$ by 97.26% and to $S_{(5)(10)}$ by 96.93%. Moreover, $S_{(5)(10)}$ is matched to $S_{(4)(9)}$ by 96.69%. Therefore, place matrices 4 and 9 represent a revisited place (identical places), and places 5 and 10 represent another revisited place. Sequences $S_{(4)(9)}$ and $S_{(5)(10)}$ represent revisited scenarios.

$CS_{(2)(5)-(3)(6)}$ is another proper sequence. However, the pattern analysis shows matching score of 77.86% when $CS_{(2)(5)-(3)(6)}$ is compared to $CS_{(2)(3)}$ and it shows only 66.12% matching score when compared to $CS_{(5)(6)}$. Even $CS_{(2)(3)}$ and $CS_{(5)(6)}$ show only 67.16% matching score. Therefore, $CS_{(2)(5)-(3)(6)}$ is not a revisited scenario. Thus, no places included in this sequence are not revisited places.

5.5 Discussion on sequence matching

5.5.1 Selection of templates and images
In real application, many place matrices can be identified in the table of similarities. Therefore, many sequence matrices can be identified as well. However, section 5.3.1 explains the procedure to identify the proper sequence matrices. Search procedure should start from cross sequence matrices and by checking the pattern of the indices of row contributing and column contributing place matrix indices. Through this procedure, pattern checking should be applied to very few templates that meet the specified criteria.

5.5.2 Detection confidence
Table elements greater than similarity threshold can be called “similar observations”, and elements less than the threshold can be called “different observations”. Recognition of revisited places through sequence pattern analysis, involves checking the similarity between place matrices, checking the difference among place matrices, and the pattern of transition frames. Therefore, in the case study of section 5.4, beside the similarity between places, differences between places 4 and 5, and differences between places 9
and 10, contribute to place detection. Therefore, when sequence patterns are studied, similarities and differences among places and transitions are all considered in detection process. For the case of conducted experiment, 30 observations from the environment are involved. 224 similarity values (some higher than threshold and some lower than threshold) and their sequential patterns are processed for recognition of revisited places. In terms of detection confidence, this is an advantage of this method over the methods which detect only through comparison of individual snapshots. Pattern analysis of the cross sequence matrix means to study the pattern of DNA transformations along the mission.

5.5.3 Other template matching techniques
Many other template matching methods exist. Other techniques were not tested in this research. It will be considered as a minor future work.

5.5.4 Reverse sequences
In the conducted experiment $CS_{(6)(9)-(5)(10)}$ is another possible cross sequence matrix which refers to a reverse sequence of row contributing place matrices (6 and 5) and a forward sequence of column contributing place matrices (9 and 10). This is also a proper selection since it refers to the possibility of robot traveling first in one direction, and next time in the opposite direction. In this situation, it is necessary to do template matching with flipped version of the template. In the case of conducted experiment, matching score after flipping the template is less than 65%, which is not high and therefore does not conclude to recognition of revisited places.

5.6 Best matching frames
Although presented detection methodology does not use snapshot matching to detect revisited places, it is possible to find matching snapshots through analysis of identified revisited places. In the conducted experiment, $CS_{(4)(9)-(5)(10)}$ is the cross sequence matrix which holds the information about revisited sequences and places. This matrix is shown in Table 5-3. In this matrix, $C_{(4)(9)}$ and $C_{(5)(10)}$ are the cross similarity places matrices which refer to revisited places. The largest elements along the main diagonal of $C_{(4)(9)}$ and $C_{(5)(10)}$ refer to the frames (snapshots) with highest level of similarity. These elements are shown in Table 5-3. As mentioned earlier, elements of table of similarities
in this experiment are time-stamped. Once the largest element along the main diagonal is found, row label and column label are the times when the matching observations were made.

5.6.1 Diagonal elements of cross similarity place matrices

Cross similarity matrices are not necessarily square matrices. Therefore, diagonal elements are defined through a bilinear formula. For a matrix with \( m \) rows and \( n \) columns, diagonal element at row \( i \), is in the column \( j \) so that

\[
j = \text{ROUND}\left(\frac{n}{m}\right).
\]

In (5.3), \( \text{ROUND} \) function outputs the nearest integer. In Table 5-3, diagonal elements of cross similarity place matrices are shaded (yellow) and the largest element is shaded darker (red).

Table 5-3 – Cross sequence matrix \( CS_{(4,9),(5,10)} \) is used to identify best matching snapshot

| 20_16_22 | 1858 | 1808 | 1730 | 1770 | 1758 | 1060 | 1256 | 1538 | 1403 | 1367 | 1387 | 1360 | 1287 | 1372 |
| 20_17_14 | 1817 | 1840 | 1778 | 832 | 1696 | 1016 | 1208 | 1472 | 1353 | 1310 | 1335 | 1313 | 1233 | 1316 |
| 20_18_06 | 1726 | 1793 | 1854 | 812 | 1607 | 942 | 1122 | 1393 | 1250 | 1217 | 1247 | 1217 | 1149 | 1226 |
| 20_19_01 | 1802 | 1852 | 1800 | 1853 | 1672 | 998 | 1187 | 1468 | 1329 | 1283 | 1310 | 1285 | 1208 | 1290 |
| 20_19_57 | 1829 | 1736 | 1792 | 1091 | 1293 | 1577 | 1437 | 1388 | 1424 | 1390 | 1321 | 1289 | 1298 | 1226 |
| 20_20_50 | 1634 | 1550 | 1765 | 1264 | 1496 | 1788 | 1638 | 1601 | 1625 | 1594 | 1515 | 1609 | 1535 | 1642 |
| 20_21_46 | 1127 | 1064 | 1006 | 1050 | 1233 | 1836 | 1772 | 1451 | 1606 | 1661 | 1611 | 1659 | 1646 | 1730 |
| 20_22_36 | 1316 | 1266 | 1201 | 1245 | 1440 | 1603 | 1840 | 1676 | 1872 | 1424 | 1390 | 1321 | 1289 | 1298 |
| 20_23_37 | 1521 | 1472 | 1401 | 1440 | 1655 | 1392 | 1614 | 1896 | 1757 | 1724 | 1760 | 1718 | 1640 | 1734 |
| 20_24_29 | 1378 | 1309 | 1245 | 1293 | 1492 | 1540 | 178 | 1745 | 1880 | 1886 | 1899 | 1887 | 1806 | 1878 |
| 20_25_18 | 1389 | 1328 | 1268 | 1309 | 1519 | 1526 | 175 | 1757 | 1898 | 1862 | 1892 | 1851 | 1776 | 1862 |
| 20_26_11 | 1436 | 1361 | 1305 | 1351 | 1555 | 1478 | 171 | 1795 | 1855 | 1822 | 1849 | 1815 | 1734 | 1817 |
| 20_27_03 | 1375 | 1315 | 1247 | 1300 | 1493 | 1541 | 177 | 1732 | 1872 | 1875 | 1858 | 1862 | 1784 | 1873 |
| 20_27_54 | 1385 | 1337 | 1269 | 1311 | 1505 | 1525 | 175 | 1753 | 1891 | 1855 | 1889 | 1856 | 1772 | 1870 |
| 20_29_01 | 1314 | 1260 | 1197 | 1237 | 1434 | 1621 | 185 | 1673 | 1801 | 1859 | 1820 | 1854 | 1878 | 1843 |
| 20_30_01 | 1377 | 1327 | 1256 | 1300 | 1504 | 1533 | 1767 | 1738 | 1883 | 1864 | 1892 | 1866 | 1776 | 1878 |

The matching snapshots from Table 5-3 are depicted in Table 5-4. According to Table 5-3, first matching pairs of snapshots show about 93% of DNA similarity (1858 out of 2000 pairs of eigenvalues), and the second matching pair show about 95% DNA
similarity (1898 out of 2000 pairs of eigenvalues). 3D visualization of point clouds captured at the specified times, shown in Table 5-4, confirms the similarity of the corresponding point clouds.

<table>
<thead>
<tr>
<th>Place 4</th>
<th>Time: 20:16:22</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place 9</td>
<td>Time: 20:55:37</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Place 5</th>
<th>Time: 20:27:03</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place 10</td>
<td>Time: 21:03:21</td>
</tr>
</tbody>
</table>

Table 5-4 – Matching snapshots

<table>
<thead>
<tr>
<th>3D Point cloud - First visit</th>
<th>3D Point cloud – Second visit</th>
<th>Place Photo</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="3D Point cloud - First visit" /></td>
<td><img src="image2" alt="3D Point cloud – Second visit" /></td>
<td><img src="image3" alt="Place Photo" /></td>
</tr>
<tr>
<td>Place 4</td>
<td>Time: 20:16:22</td>
<td></td>
</tr>
<tr>
<td>Place 9</td>
<td>Time: 20:55:37</td>
<td></td>
</tr>
</tbody>
</table>

| ![3D Point cloud - First visit](image4) | ![3D Point cloud – Second visit](image5) | ![Place Photo](image6) |
| Place 5 | Time: 20:27:03 |
| Place 10 | Time: 21:03:21 |
5.7 Second sequence analysis case study

The travelled path of another combination of indoor/outdoor experiment is shown in Fig. 5-4. Some places, which are referred to in subsequent analysis, are labelled and rest of the places are not labelled to reduce confusion. Please note that the path shown is only for illustration since the actual experiment is conducted one level below the top floor. The length of the path is more than 650 meters. 103 scans were captured and the largest distance between scans is about seven meters. Experiment parameters are summarized in Table 5-5.

![Second sequence analysis case study route](image)

Fig. 5-4 – Second sequence analysis case study route

According to section 3.2, anticipated similarity in ideal situation is a value between 76% and 85%. For this experiment, the similarity threshold value of 78% is selected for place analysis. The reason for selection of lower threshold value (compared to previous experiments) is that the distance between the scans in this experiment is larger than previous experiments.

Table 5-6 shows the place matrices that were identified through applying the procedure explained in section 4.2. Place matrices are labelled in accordance with Fig. 5-4.
Cross similarity place matrices are marked in Table 5-7 according to the procedure explained in section 5.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel length</td>
<td>More than 650m</td>
</tr>
<tr>
<td>Number of scans</td>
<td>103</td>
</tr>
<tr>
<td>Maximum distance between scans</td>
<td>About 7m</td>
</tr>
<tr>
<td>Anticipated similarity</td>
<td>76% to 85%</td>
</tr>
<tr>
<td>Similarity threshold</td>
<td>78%</td>
</tr>
</tbody>
</table>

In Table 5-8, only the sequence matrices and cross similarity sequence matrices which qualify the properties explained in section 5.3.1 are shown, and the matrix labels are simplified for easier follow up. By applying 2D cross correlation function, pattern of matrices A, B, and C returns a matching index of more than 90%. However, checking the patterns of D, E, and F returns values less than 56%. The results are summarized in Table 5-9. Therefore, Place matrices included in sequences A and B highly qualify the criteria to be revisited places, and sequences A and B are revisited scenarios.

On the other hand, Although D and E are highly similar (they refer to two long staff offices corridors), but they are unlikely to be revisited places since they do not belong to similar sequences.

Since the values reported in the table of similarities are time-stamped, zooming into matrix C (see Table 5-10) helps identifying the best matching frames in two different visits to the same place according to the procedure explained in section 5.6. Two pairs of matching frames are shown in Table 5-11. It can be seen that the shown point clouds are slightly rotated and shifted but they are highly similar.

Photos from labelled places of this experiment are listed in Table 5-12.
Table 5-6 – Environment segmentation result in second sequence analysis case study
Table 5-7 – Cross similarity matrices marked in second sequence analysis case study
Table 5-8 – Sequence matrices and cross sequence matrices marked for second sequence analysis case study
### Table 5-9 – Pattern comparison of sequences in second sequence analysis case study

<table>
<thead>
<tr>
<th>Matrices Compared through Cross Correlation Function</th>
<th>Matching Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>A, C</td>
<td>90.37</td>
</tr>
<tr>
<td>B, C</td>
<td>90.48</td>
</tr>
<tr>
<td>A, B</td>
<td>92.83</td>
</tr>
<tr>
<td>D, F</td>
<td>55.56</td>
</tr>
<tr>
<td>E, F</td>
<td>52.30</td>
</tr>
<tr>
<td>D, E</td>
<td>37.55</td>
</tr>
</tbody>
</table>

### Table 5-10 – Revisited scenario matrix zoomed (second sequence analysis case study)
<table>
<thead>
<tr>
<th>3D Point cloud</th>
<th>3D Point cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First visit</strong></td>
<td><strong>Second visit</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3D Point cloud</th>
<th>3D Point cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time: 17:17:38</td>
<td>Time: 19:39:43</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3D Point cloud</th>
<th>3D Point cloud</th>
</tr>
</thead>
</table>

Table 5-11 – Best matching frames in second sequence analysis case study
Table 5-12 – Photos from places studied in second sequence analysis case study

<table>
<thead>
<tr>
<th>Place Label</th>
<th>A photo from the place</th>
</tr>
</thead>
<tbody>
<tr>
<td>After S2 entrance</td>
<td><img src="image1" alt="Photo" /></td>
</tr>
<tr>
<td>Study area</td>
<td><img src="image2" alt="Photo" /></td>
</tr>
<tr>
<td>Staircase entrance</td>
<td><img src="image3" alt="Photo" /></td>
</tr>
<tr>
<td>Before S1 entrance</td>
<td><img src="image4" alt="Photo" /></td>
</tr>
<tr>
<td>Office area in S2.2-b2</td>
<td><img src="image5" alt="Photo" /></td>
</tr>
<tr>
<td>Office area in S2a</td>
<td><img src="image6" alt="Photo" /></td>
</tr>
</tbody>
</table>
5.8 Procedure for recognition of revisited places and revisited scenarios

Fig. 5-5 explains the procedure of processing the table of similarities for recognition of revisited places, revisited scenarios, and the most similar observations (snapshot frames) between two different visits of robot to the same place.

5.9 Chapter conclusion

This chapter presented the analysis of patterns in table of similarities. Conducted experiments demonstrated the main idea of the research to see places beyond single snapshots. The results confirm the superior capacity of place DNA to explain environment gradual changes in an outdoor mission. The results also highlight the advantages of matrix comparison and pattern analysis over conventional frame to frame comparison approaches. The proposed methodology concludes to highly confident recognition of revisited places, revisited scenarios, and similar snapshot frames.

One advantage of the presented technique is the low sensitivity to scan rate. For example, in the experiment explained in 5.4, the first visits to place 4 takes four observations made in every 4 meters. The second visit to the same place (place 9) lasts three observations made in every 5 meters. Even though the different visits to the same place are different to this extent, the methodology, confidently detects the revisited place and even the best matching snapshots. Same situation can be seen for place 5 with eight available observation, which is matched to place 10 with seven available observations.

Recognition of revisited scenarios is another outcome of DNA pattern analysis. This functionality enables description of “traveling from place A to place C via place B”. Scenario detection is a high-level description of motion, which is applicable to autonomous decision-making.

Place detection analysis through the presented technique can go beyond what was described in this thesis. Chapter 6 presents some future directions of this research and introduces some application for the presented methodology.
Procedure for recognition of revisited places and revisited scenarios

Input
• Table of similarities segmented into place matrices

Cross similarity
• Identification of cross similarity place matrices which hold higher-than threshold values only. These are the candidates for revisited places.

Sequences
• Identification of proper sequences of places through analysis of cross sequence matrices.

Template matching
• Pattern of cross sequence matrix is matched with sequence matrices using 2D cross correlation. Matching score determines how similar the sequences are.

Detection of similar scenarios
• Upon confirmation of a matched template, corresponding sequences describe a repeated scenario of traveling along revisited places.

Recognition of revisited places
• Places involved in the matched sequences are revisited places.

Detection of matching snapshots
• Largest similarity value along the main diagonal of cross similarity matrix of a revisited place, shows which two snapshot frames from the first and second visit are the most similar observations from the revisited place.

Fig. 5-5 – Procedure for recognition of revisited places and revisited scenarios
Chapter 6

Comparison with Existing Methodologies

The conventional methodology of place recognition has been attended for the past few decades and several research works have been carried out to enhance the results based on the conventional methodology. As studied in Chapter 1 and Chapter 2, most of the existing place recognition methodologies are extensions of feature-matching object recognition techniques. Precious and extensive effort has been made to optimize every single step of these techniques. The focus of place recognition community has been over the bottlenecks. Creative and well-engineered solutions were suggested in the literature to handle these bottlenecks. Therefore, after many years of work, and through the effort made by many researchers, efficient algorithms are available for place recognition following the conventional approach under certain assumptions. The main contribution of this thesis has been to address these bottlenecks, and to propose a different approach, which avoids confrontation with these bottlenecks. In this thesis, the presented case studies are typical implementations of the idea, which help better illustration of the steps, to achieve the place recognition goal, through the proposed methodology. Numeric comparison of the results does not help to illustrate the advantages and disadvantages of conventional methodologies and the proposed methodology for two main reasons. First, the philosophy of place recognition, which is initiated at the definition level, are different in these two approaches. Therefore, the comparison between the outputs is significantly dependent on the application, and so comparing the numbers is not fair. Secondly, the conventional method has been perfectly optimized through decades, and further optimizations or amendments made to any step, directly reflect the enhancements through comparison of the results of amended versions. However, in this thesis, development of the methodology, which involves studying the bottlenecks and providing solutions to prevent facing them, has been the concern. Presented case study implementations require further engineering
work to reach real-time performance. Therefore, the comparison of presented non-optimized implementations of the proposed methodology with results of the mature implementations of conventional methods does not lead to fair conclusions. This section presents a qualitative comparison between the conventional methodology and the proposed methodology to demonstrate a fair picture from the advantages and trade-offs of each methodology. This comparison is summarized in Table 6-1, Table 6-2, and Table 6-3.

6.1 Definition of a place
Existing definitions for place (discussed in section 1.2.1), restrict the studied places to observations that include outstanding landmarks, or contain enough number of certain type of features. Recognition of landmarks, or detection of a group of certain type of features is taken equivalent to recognition of the studied places. A single frame can identify a place.

The proposed definition for the place (in section 1.3) includes all places that include or exclude outstanding landmarks or specific features. Observations, showing consistent descriptors belong to one place. Several observations from each place are necessary to identify a place.

6.2 Sensing
The conventional approach for place recognition is to “look at the place from an external view point” by “pointing the sensor towards the place” through a “certain field of view”. This approach is the root of “sensitivity of the procedures to view-point changes”. The common sensors such as inexpensive monocular cameras and commercially available LiDARs can be used in this approach.

The proposed methodology recommends the view-point to be one internal point of the studied place. Therefore, the proposed sensing technique “looks from a view-point inside of the studied place” to the entire surrounding, through “the entire field of view”. This treatment grounds the basis for “view-point independence” property, which is completed by choosing a proper description technique. Commercially available sensors to produce dense, accurate and long range 3D point cloud to cover the entire field of
view in real-time do not exist up to now. However, the trend of LiDAR products is towards generation of such outputs [158].

6.3 Description

“Invariant feature selection” and “feature association” are two major concerns in most of the conventional methodologies. It is assumed that an image is perfectly represented through its features. Therefore, it is assumed that fair comparison of observations is achieved by comparison of their feature-points only. Because descriptor is formed out of feature vectors, it is also assumed that enough number of certain type of features are available in every observation.

The proposed description methodology is “non-feature-based”. Therefore, feature selection and feature association steps are eliminated. Every bit of the surrounding environment of the view-point is involved in description of the place. It is hereby re-stated that any non-feature-based descriptor other than the one proposed in this thesis can replace the proposed descriptor, if it has the properties explained in section 2.5 and 3.1 of the thesis. Although fast descriptor generation through this approach can be achieved by parallel computations due to the nature of mathematics involved, no real-time implementation is available yet.

6.4 Comparison, storage, and recall

The conventional method for storage of descriptors is the formation of a Bag-of-words dictionary. Bag-of-words model has proven remarkable performance, and so it has been the most accepted model for storage and recall of feature descriptors. The advantage of the bag-of-words model is elimination of order among the features, which contributes to reduction of sensitivity of feature-based methods to point-of-view changes. However, the size of this database is reported to grow large [91], to the extent that storage and retrieval of entries is only possible through indexing techniques and large-data access models [159]. In addition, comparison of places in conventional methods is the result of comparison between the query frame and previously visited frames. Frame-to-frame comparison is the source of false detections.

Proposed comparison method does not require the formation and maintenance of any database. Comparison between the descriptors is reduced to counting the number of
similar eigenvalues in the place DNA structures through the inflated DNA comparison method explained in section 3.3.2. Definition of place matrices (as explained in section 4.2), enables the methodology to make comparison between “all the observations made from the query place” and all the observations made from each of the previously visited places. This group-to-group comparison ensures that different spots (observations at one view-point) of one place are compared to different spots of another place, and this approach helps to reduce false detections.

6.5 Identification of similar places and identical places through sequence analysis

Study of places in sequences is one way to check whether two similar places are identical places or not.

In conventional methods, sequence comparison can be done over sequences of frames [156]. A long sequence of frames should be compared and correspondences should be checked to match sequences of observations. Matching discrepancies in the long chain make it challenging to identify similar sequences.

In the proposed methodology, introduction of place matrices, cross similarity place matrices, place matrix sequences, and cross similarity place matrix sequences (as explained in section 5.1 of the thesis), enables the methodology to compare the pattern of sequences (as explained in section 5.4.1 of the thesis) even in presence of partial discrepancies. However, generation of helper matrices adds computational overhead.

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Conventional methodologies</th>
<th>Proposed methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition of a place</td>
<td>• One snapshot from a place describes the place</td>
<td>• Not all places contain outstanding landmarks or enough number of specific type of features</td>
</tr>
</tbody>
</table>
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### Table 6-2 – Comparison between the proposed method and conventional methods (Continued I)

<table>
<thead>
<tr>
<th>Methodology Criteria</th>
<th>Conventional methodologies</th>
<th>Proposed methodology</th>
</tr>
</thead>
</table>
| Sensing              | Inexpensive cameras and commercially available LiDARs can be used.  
Pointing the sensor towards the studied place makes it possible to recognize the place ahead.  
Limited field of view which contributes to view-point dependence of the entire process | Dense and precise long-range 3D point cloud across the entire field of view helps dealing with view-point invariance concern.  
Looking around the viewpoint makes it possible to recognize the place where the sensor is located. | No commercial sensor can produce such real time output |
| Description          | Assumes existence of enough number of certain type of features in the environment.  
Invariant feature selection and feature association are open research issues. | Non-feature based description can be applied to wider range of places.  
Every piece of input data is used for description. | Procedure for descriptor generation is not real time at the moment.  
However, since it only involves linear algebraic mathematics, fast parallel implementations can be prepared. |
| Descriptor comparison, storage, and retrieval | Bag-of-words model eliminates the order of features, which contributes to reduction of sensitivity to viewpoint.  
One frame of observation is enough to recognize a place. | Group comparison (through place matrices) produces stronger evidence for similarity between places.  
No requirement to store vocabulary/dictionary.  
Fast comparison of descriptors through counting the matching inflated DNA components. | Several observations are required to form a place matrix |
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### Table 6-3 – Comparison between the proposed method and conventional methods (Continued II)

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Criteria</th>
<th>Conventional methodologies</th>
<th>Proposed methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>Advantages</td>
</tr>
<tr>
<td>Sequence analysis to make distinction between similar and identical places</td>
<td>• Can be applied to sequences of frames; Therefore, limited computation is required.</td>
<td>• Long chain of frames should be compared for correspondence checking. In presence of few discrepancies in the studied chain, sequence detection becomes challenging.</td>
<td>• Is applied to groups of observations (place matrices). Introduction of cross similarity place matrices, sequence matrices, and cross similarity place matrices facilitate comparison of the pattern of group sequences which is robust against few discrepancies in comparison procedure.</td>
</tr>
<tr>
<td>Others</td>
<td>• Many mature implementations exist.</td>
<td></td>
<td>• Only linear algebraic mathematics is involved. Therefore, fast parallel implementations are possible.</td>
</tr>
<tr>
<td></td>
<td>• Large community is working to enhance different steps.</td>
<td></td>
<td>• Suitable for large scale combined indoor/outdoor applications for long-term autonomy in structured and unstructured places.</td>
</tr>
</tbody>
</table>
Chapter 7

Conclusion and Future Work

A new methodology for place detection was proposed in this thesis. Research work started by proposing a new definition for a place, which includes all types of places even the ones with no specific landmarks. An affordable sensory system to capture uniform sense point clouds along the entire usable field of view was suggested. Reasons for preference of Non-feature based and holistic descriptor were discussed. Eigenvalues of Laplace-Beltrami operator was used as the place descriptor, and it was called place DNA. This selection is due to the properties that make place DNA ideal for this application. The most important of which is that the perturbation in studied point cloud results to perturbation in DNA. Table of similarities was arranged to include the similarity between all observations made during the mission. Place matrices were used to represent distinctive places. Since comparison based on place matrices includes the study of many comparisons among different observations from places, results of the analysis is more confident than the result of conventional methods which compare individual frames for detection. Recognition of revisited scenarios was made possible through matching the templates of sequences. Place detection, which involves places in a sequence, is of even higher confidence since the pattern of DNA changes is included in the analysis beside place matrix similarity comparison. Low sensitivity of the technique to scan rate was explained through experiments. This low sensitivity facilitates detection of best matching observation frames in different visits to the same place, even if the scan rate changes in different visits.

Place detection procedure is summarized in the diagram shown in Fig. 7-1 and continued in Fig. 7-2.
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Fig. 7-1 - Place detection procedure

Input
- 3D point cloud is captured by the LiDAR-based sensory system.
- Point clusters with less than 100 point are removed.
- Down sampling/voxelization
- Point cloud is converted to triangulated mesh using greedy method of PCL library.
- Triangulated mesh is converted to quadrangles.
- Surfaces with small number of polygons are removed.
- Polygon normal vectors are verified to direct towards the center.
- Overlapping polygon nodes are merged into one node.

DNA generation
- Laplace eigenvalue problem is converted to linear algebraic matrix eigenvalue problem using finite elements method with dealii library.
- Linear algebraic matrix eigenvalue problem is solved using ARPACK method.
- A cut-off from the beginning of the list of eigenvalues is taken as the DNA descriptor, which is used for place characterization.

Formation of the table of similarities
- Similarity index, which is the number of matching eigenvalues of two DNAs, is taken as the similarity measure for comparison.
- DNA comparisons are reported in the table of similarities

Environment segmentation
- Clusters of higher-than-threshold similarity values in form of square matrices along the main diagonal of the table of similarities, which are called place matrices, are identified.
- Place matrices with more than 50% overlap are merged into extended matrices.
- Resultant place matrices correspond to meaningful places in the studied environment.

Cross similarity analysis
- Off-diagonal matrices which are identified by rows of one place matrix and columns of another places matrix, and hold only higher-than threshold elements identify similar places which are candidates to be revisited places.
Identification of similar places and identical places through sequence analysis

**Sequence detection**
- Place sequences, which are square submatrices along the main diagonal of the table of similarities that start from the first element of one place matrix and terminate to the last element of a subsequent place matrix are identified.
- Cross sequence matrices, which are sequences of off-diagonal cross similarity place matrices that begin from the starting element of one cross similarity matrix and terminate to the last element of a subsequent cross similarity place matrix are identified.

**Template Matching**
- Cross sequence matrix pattern as a template is matched with corresponding place sequences as grayscale images.
- Matching score is calculated using 2D normalized cross correlation.

**Identification of revisited scenarios**
- If template matching score is high, detection of a revisited scenario is confirmed.

**Identification of revisited places**
- If a revisited scenario is detected, participating cross similarity matrices identify revisited places with high confidence.

**Identification of best matching frames**
- Largest elements along the main diagonal of a cross similarity matrix which refers to a revisited place, pinpoints the best matching frames from two visits to the same place.

Fig. 7-2 – Place detection procedure (continued)
7.1 Conclusion

The proposed place detection methodology addresses a range of shortcomings of conventional place detection techniques from the perquisites such as definition, sensing, and place description, to implementation concerns such as comparison, and recognition of revisited places and revisited scenarios. The advantages, which make the proposed methodology preferred for place detection in large-scale outdoor environment, are explained subsequently and a list of applications are explained followed by that.

7.1.1 Advantages of the presented methodology

- Presented place definition covers all types of places including the large and complex shaped places irrespective to existence of any specific landmark.
- Point cloud capturing system outputs a high density uniform long-range point-cloud across the entire usable field of view.
- No feature selection and data association is required. Therefore, sensitivity to environmental factors are minimized.
- Detection method depends solely on on-board equipment. No external devices are involved and therefore, device coverage issues are out of debate.
- Detection method is independent from metrically accurate mapping module and therefore it is free from accumulated error and drifting debate.
- DNA is a compact descriptor, which is highly consistent against observation-point inaccuracies.
- Table of similarities is a compact summary of similarity among all the observations made throughout the mission. Processing the table of similarities in front end is much faster than comparison of point cloud data. However, the corresponding point cloud data can be retrieved if required.
- Place detection based on place matrix comparison is more confident than conventional frame to frame comparison approach. Because comparison of place matrices involves comparison of every observation made from one place to all the observations made from another place.
- Matching the template of sequences includes comparison of place matrices, similarity values, and differences among all the participating places and
transition frames. Therefore, template matching further increases the detection confidence.

- Sequence matching enables description of scenarios beside the recognition of revisited places.
- Methodology has low sensitivity to scanning rate. Places scanned with different rates are comparable. Methodology has low sensitivity to other parameters such as similarity tolerances and thresholds.
- Other complimentary data such as geo-location and time-stamp can be easily added to the point cloud data to extend the application scope.

7.1.2 Applications
Developed methodology is applicable to many mobile robotics applications. Few cases are explained as follows.

7.1.2.1 Map semantics
Upon successful mapping of outdoor environment, map segmentation to meaningful subsets adds semantic information to the map.

7.1.2.2 Loop closure clue for SLAM
Since the explained methodology is independent from SLAM module, recognition of revisited places and the best matching frames provides loop closure clues for SLAM if the observed point clouds are properly time-stamped.

7.1.2.3 Map merging clues
If multiple robots separately map an area without knowing the initial position and orientation of each other, initial guess for the merging frame of multiple maps can be generated by the presented place detection technique if the table elements are properly time-stamped.

7.1.2.4 Transition detection
Assume an extensive exploration mission in which the robot is supposed to enter and explore several building along the road. Road navigation can be handled through GPS way point navigation. Navigation inside the buildings can be handle through 2D SLAM. The problem is the transition from outdoor to indoor. GPS reading is inaccurate near the buildings, and GPS is not expected to work inside the buildings at all. 2D SLAM is
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Not reliable for outdoor environment. Therefore, it is required to describe the transition from outdoor to indoor through a technique that is independent from GPS and SLAM. If the DNA table for transitions exists as prior knowledge, once the transition scenario as a template matches the experienced sequence, transitions can be detected and handled.

7.1.2.5 Position initialization in GPS denied environment

If a robot starts traveling along a road from which the DNA table is available as prior knowledge, robot can guess its initial position through the explained place detection technique especially if it passes through few places.

7.1.2.6 Drift detection on localization failure

UAV localization is highly dependent on GPS readings. If GPS is lost, the flying vehicle should go through a safety handling procedure. Unlike the case of ground vehicles, which can stop when motion command is not received, flying vehicle can drift easily in presence of wind. In order to check if the flying vehicle is still in the same place, or it has drifted to another place, the proposed place characterization methodology can be used. Until the DNA structure is unchanged, it is confirmed that the UAV is still in the same place. Once the DNA structure changes, it is identified that UAV has drifted to another place.

7.1.2.7 Geo-location estimation in GPS-denied environment

If DNA table of a scenario is available as prior knowledge, and if the table data is properly geo-tagged, geo-location of robot can be estimated through the presented place detection technique.

7.1.3 Trade-offs to be considered

Like any other detection technique, incorporation of the proposed methodology involves trade-offs.

7.1.3.1 Physical meaning of eigenvalues

DNA descriptor is consisted of eigenvalues of Laplace operator over a mesh manifold. According to [152], eigenvalues of the Laplace operator are the squares of the frequencies of vibration of the studied surface which correspond to one standing wave on the surface domain. The general solution of Laplace eigenvalue problem is the
superposition of all the possible solutions. Therefore, it is not easy to visualize the meaning of each eigenvalue in the DNA structure. This is in spite of the fact that some physical measures, such as area, perimeter, curvature, and connectivity, can be studied through calculations over some of the eigenvalues as discussed in [160]. Anyway, eigenvalues do not represent (at least directly) a visualizable or physically sensible measure. From this perspective, in comparison, feature-based description methods are superior in the sense that they process the physically meaningful and visually presentable measures.

7.1.3.2 Modern processing tools and libraries
Feature-based description has been well-attended by many different computer vision research topics. Therefore, many modern processing libraries are already developed to process the features with multi-CPU and GPU-enabled implementations. Since the proposed methodology is new, parallel processing implementations are yet to be introduced. DNA derivation faces inversion of large matrices, which require long processing time through single thread implementations. Since the objective of this research is limited to development of the methodology, implementation optimization, which also involves multi-core and GPU-enabled implementation, is left as open issue for future extensions. Therefore, implementation of existing feature-based techniques currently result to faster outputs compared to the proposed methodology.

7.1.3.3 Quantitative comparison with other methodologies
Since this technique is a totally new approach to place detection, quantitative comparison of the proposed methodology with existing techniques is not possible.

7.1.3.4 Initial detection
Since the proposed methodology involves processing the place matrices and sequences, at start-up, it is necessary for the methodology to receive number of inputs during the motion, before any detection can be made. In comparison with frame-based detection methodologies, which detect based on one single input frame, the frame-based detection is more efficient during the start-up phase.

7.1.3.5 Sensing
Although the philosophy supporting the proposed definition of place necessitates the type of sensing introduced in section 2.3.2, up to this moment, no commercial sensing
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system can produce the required input data in real time. However, LiDAR technology is moving towards production of multi plane LiDAR sensors for recognition purposes. Up to this moment, 128 planes, it the best to be covered in real time [158].

7.2 Future directions

This methodology can be extended and optimized in many of the steps of the procedure shown in Fig. 7-1 and Fig. 7-2. The most important items are listed as follows.

- **Sensory system** – the current sensory system is suggested because the affordable commercial solution does not exist. Current sensory system imposes few seconds of stop to capture each point cloud. Therefore, sensor design is one of the issues to be considered.

- **Point cloud data** – how accurate and dense the point cloud should be, how long the sensor range should be, how frequent the scan rate should be, are the questions that require pushing the methodology to the limits. It is necessary to conduct many tests and analysis to find such tolerances.

- **Input data pre-processing** – content aware down sampling should be studied to find the increased performance in expense of increased computation cost.

- **Eigenvalue problem solution** – Mesh generation is a computationally costly process. Meshless methods should be studied. Lower computation in expense of lower accuracy should be analysed.

- **Sub-part analysis** – Currently, the detection does not study the DNA of each sub-part as an individual descriptor. It is possible to define a descriptor as a vector of DNA arrays. It is expected that matching sub-part DNAs would result to lower computation since smaller matrices are involved for eigenvalue computation. Moreover, it is expected that matching sub-parts could facilitate provision of more semantic information about the studied point cloud.

- **Computation techniques** – Single CPU serial computation should change to multi core GPU computation if online computation is required.

- **Other signals** – other input data, such as colour, can be added to calculations.

- **Complimentary sensors** – other than time-stamp and geo-location tags, other sensory data can be added to the table of similarities entries to extend the application.
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