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To my family,

“You are the reason I am. You are all my reasons.”
Abstract

The punctuality and efficiency of the Air Transport System (ATS) has a significant impact on the economy. In 2016, the US Passenger Carrier Delay Costs were estimated to be USD 62.55 per minute and the total US flight arrival delays amounted to over 59 million minutes. Furthermore, air traffic volume is growing rapidly. The International Civil Aviation Organization (ICAO) estimates that air traffic in the Asia Pacific region will triple by 2030. With the rapid growth of air traffic, the inefficiency of the ATS has become a salient problem. Flight delays, cancellations, and air traffic congestion cost customers and airlines a considerable amount of money.

In this dissertation, we tackle the inefficiency of the ATS from two perspectives: airspace users (airlines) and Air Traffic Management (ATM) service providers (air traffic controllers). Correspondingly, two critical problems are studied on the operational level, the aircraft recovery problem (ARP) and 4D (three dimensions plus time) trajectory planning. Both problems are formulated as special routing problems, and because of the large computational scale of the two problems encountered in real life, they are solved by carefully designed route generation algorithms employing ad hoc decomposition techniques.

In the first part of the dissertation, the aircraft recovery problem with airport capacity constraints and maintenance flexibility is investigated. The problem is to re-schedule flights and re-assign aircraft in real time with minimized recovery cost for airlines after disruptions occur. In most published studies, airport capacity and flexible maintenance are not considered simultaneously via an optimization approach. To bridge this gap, we propose a column generation framework to solve the problem. The framework consists of a master problem for
selecting routes for aircraft and subproblems for generating routes. Airport capacity is explicitly considered in the master problem and swappable planned maintenances can be incorporated in the subproblem. Instead of the discrete delay models that are widely adopted in much of the existing literature, in this work flight delays are continuous and optimized accurately in the subproblems. The continuous-delay model improves the accuracy of the optimized recovery cost. In one test scenario, the accuracy is improved by up to 37.74%. The computational study based on real-world problems shows that the master problem gives a very tight linear relaxation with small, often zero, optimality gap. Large-scale problems can be solved within 5 minutes and the run time could be further shortened by parallelizing subproblems on more powerful hardware. In addition, from a managerial point of view, computational experiments reveal that swapping planned maintenances may bring a considerable reduction in recovery cost from an estimated 20% to 60%, depending on specific problem instances. Furthermore, the decreasing marginal value of airport slot quotas is found by computational experiments.

In the second part of the dissertation, we consider a coordinated multi-aircraft 4D trajectory planning problem which is illustrated by planning 4D trajectories for aircraft traversing an Air Traffic Control (ATC) sector. The planned 4D trajectories need to specify each aircraft’s position at any time, ensuring conflict-free trajectories and reducing fuel and delay costs, with possible aircraft maneuvers such as speed adjustments and flight level changes. In contrast to most existing literature, the impact of buffer safety distance is also under consideration, and freedom from conflict is guaranteed at any given time (not only at discrete time instances). The problem is formulated as a pure-strategy game with aircraft as players and all possible 4D trajectories as strategies. An efficient maximum improvement distributed algorithm decomposing multi-aircraft problems into single-aircraft problems is developed to find an equilibrium at which every aircraft cannot unilaterally improve further without the need to enumerate all possible 4D trajectories in advance. Proofs of the existence of the equilibrium and the convergence of the algorithm are given. A case study based on real air traffic data shows that the algorithm
is able to solve 4D trajectories for online applications with an estimated 16.7% reduction in operating costs while allocating an abundant buffer safety distance at the minimum separation point. Computational experiments verify the scalability of the algorithm.

Airlines and ATM service providers are the two vital stakeholders of the ATS; the methodologies and techniques developed in this dissertation make enlightening contributions to improving the operation of the ATS from an optimization point of view. Because decomposition methods are highly problem-dependent, the design of the algorithms requires both domain knowledge and mathematical intuition. However, in general, the proposed route generation algorithms in the dissertation also provide hints to many other real-life large-scale problems in logistics systems, such as railway transportation, maritime transportation, and unmanned aerial vehicle (UAV) transportation.
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Chapter 1

Introduction

This chapter presents the motivation and an overview of the entire research of this dissertation. Real-practice contexts are demonstrated for the aircraft recovery problem and 4D trajectory planning. The necessity to develop computational tools to facilitate Airline Disruptions Management is pointed out. Air Traffic Management is briefly introduced with a focus on its evolution towards 4D Trajectory Based Operations.

1.1 Motivation

“Why is my flight delayed?”, or, more dreadfully, “Why is my flight cancelled?” These two simple questions can be among the most expensive ones that we frequently ask in our daily lives. In 2016, the US Passenger Carrier Delay Costs were estimated to be USD 62.55 per minute (Airlines for America, 2017) and the total US flight arrival delays amounted to over 59 million minutes (Department of Transportation, 2016). According to an FAA report, the total cost of US air transportation delays was estimated to be USD 32.9 billion in 2007 (Ball et al., 2010). The punctuality and efficiency of the Air Transport System (ATS) significantly impacts the economy. Unfortunately, how to mitigate flight delay and enhance system efficiency are not easy questions to answer. The planning and operation of a flight involves various stakeholders
in the ATS, including the airspace users, airports and Air Traffic Management (ATM) service providers (Kügler, 2016) (Figure 1.1). System inefficiency might be caused by any of them. In this dissertation, we consider how to improve the operation of the ATS from two perspectives: airspace users (airlines) and ATM service providers (air traffic controllers). Correspondingly, two problems are studied on the operational level of the ATS, the aircraft recovery problem (ARP) and 4D (three dimensions plus time) trajectory planning. Both problems are formulated as special routing problems, and because of the large computational scale of the two problems in real life, they are solved by carefully designed route generation algorithms employing ad hoc decomposition techniques.

**Figure 1.1 The Air Transport System (Kügler, 2016)**

In the first part of the dissertation, the aircraft recovery problem with airport capacity constraints and maintenance flexibility is investigated. The problem is to re-schedule flights
and re-assign aircraft in real time with minimized recovery cost for airlines after unexpected disruptions happen. In most published studies, airport capacity and flexible maintenance are not considered simultaneously via an optimization approach. To bridge this gap, we propose a column generation framework to solve this problem. The framework consists of a master problem for selecting routes for aircraft and subproblems for generating routes. Airport capacity is explicitly considered in the master problem and swappable planned maintenance can be incorporated into the subproblem. Instead of the discrete delay models that are widely adopted in much of the existing literature, in this work, flight delays are continuous and optimized accurately in the subproblems. Compared to the discrete-delay method, the continuous-delay model improves the accuracy of the optimized recovery cost. In one test scenario, the accuracy is improved by up to 37.74%. The computational study based on real-world problems shows that the master problem gives a very tight linear relaxation with a small, often zero, optimality gap. Large-scale problems can be solved within 5 minutes and the run time could be further shortened by parallelizing subproblems on more powerful hardware. In addition, from a managerial point of view, computational experiments reveal that swapping planned maintenance may bring a considerable reduction in recovery cost from about 20% to 60%, depending on specific problem instances. Furthermore, the decreasing marginal value of airport slot quotas is discovered through the computational experiments.

In the second part of the dissertation, we consider a coordinated multi-aircraft 4D trajectory planning problem which is illustrated by planning 4D trajectories for aircraft traversing an Air Traffic Control (ATC) sector. The planned 4D trajectories need to specify each aircraft’s position at any time, ensuring conflict-free trajectories and reducing fuel and delay costs by using allowable aircraft maneuvers such as speed adjustments and flight level changes. In contrast to most of the existing literature, the impact of buffer safety distance is also considered, and freedom from conflicts is guaranteed at any given time (not only at discrete time instances). The problem is formulated as a pure-strategy game with aircraft as players and all possible 4D
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trajectories as strategies. An efficient maximum improvement distributed algorithm (MIDA) is
developed to find an equilibrium at which every aircraft cannot unilaterally improve further
without the need to enumerate all possible 4D trajectories in advance. Proofs of the existence
of the equilibrium and the convergence of the algorithm are given. A case study based on real
air traffic data shows that the algorithm is able to solve 4D trajectories for online use with an
estimated 16.7% reduction in monetary costs and allocate even more buffer safety distance at
the minimum separation point. The scalability of the algorithm is verified by computational
experiments.

As airlines and ATM service providers are the two critical stakeholders of the ATS, the
methodologies and techniques developed in this dissertation make enlightening contributions
to improving the operation of civil aviation from an optimization point of view. Because
decomposition methods are highly problem-dependent, the design of the algorithms requires
both domain knowledge and mathematical intuition. However, more generally, we believe that,
the proposed route generation algorithms also provide hints to a variety of other real-life large-
scale problems in logistics systems, such as railway transportation, maritime transportation,
and unmanned aerial vehicle (UAV) transportation.

1.2 Background

1.2.1 Airline Disruptions Management: Handling Regular Irregularities

It was a tough weekend for British Airways. On 27 May 2017, an IT outage knocked out the
airline’s systems, forced it to cancel nearly 60% of its flights of operation, and stranded about
75,000 passengers over a holiday weekend. The disruption cost the company around GBP
80 million (USD 102.19 million) and it took more than three days for the airline operation to
recover (Dwyer, 2017; Thomson Reuters, 2017a,b).
1.2 Background

A disruption can be costly, and, unfortunately, it happens. Besides IT outage, disruptions such as adverse weather, aircraft mechanical problems, and air traffic flow control restrictions are commonly experienced by passengers. Less noticeable causes of disruptions include flight crew absence, sickness, or legal restrictions. Passengers lost in duty-free stores at airports are also a prevalent reason for departure delay. In addition, at airports, there might not be enough ground support equipment because of mechanical failures, which causes disruptions. Security reasons become more and more common for delays in the recent years.

There are many forces that could disrupt the flight schedule. Minor and major irregularities are almost inevitable in airline operations. To some extent, irregularity seems to be regular for airlines. About 20% of US domestic flights arrived late more than 15 minutes, implying some type of schedule disruption, in 2016 (Department of Transportation, 2016). Among them, weather is the most common one. Furthermore, airlines’ hub-and-spoke systems are especially vulnerable to harsh weather at hub airports; flight delays cascade through the system. After a flight schedule is disrupted, a recovery plan needs to be developed and implemented with the objective of returning to the published flight schedule.
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Airline Disruptions Management is usually coordinated by the Airline Operations Center (AOC) of the airline company. In general, airline schedule planning can be divided into two phases: pre-operational and operational (Figure 1.3). In the pre-operational phase, a flight schedule is developed as the airline’s timetable, listing all city-pairs served, flight numbers, departure and arrival times, and aircraft type. About one month before flight operation, aircraft routing and crew scheduling are carried out by the planning department. Then, the flight is handed over to the operating departments and enters its operational phase. The AOC, a centralized group of managers and staff from various departments, coordinates the execution of flights, creating and implementing recovery plans when the flight schedule is disrupted.

In practice, different airlines may have different traditions and philosophies in recovery planning. For example, some airlines are inclined to cancel the day’s flights in order to operate normally the next day, while others prefer to operate flights no matter how late they are, assuming that passengers prefer arriving late to having their flights canceled. AOC managers have numerous recovery options to consider singly or jointly when they design a recovery plan, such as flight delay, cancellation, swap, and rerouting. They are discussed in more detail in the
1.2 Background

problem description section in Chapter 3. A comprehensive introduction to Airline Disruptions Management in practice can be found in Cook and Billig (2017), from which the background information described in this section largely comes. Designing a recovery plan is a complex task. The number of possible recovery alternatives is enormous, especially for network airlines with high flight frequencies at their hub airports. On the other hand, AOC managers must take various constraints into account, making sure, for example, aircraft are in place for the flights and maintenance requirements are satisfied.

Although assistant support systems are available nowadays for some airlines to help recovery planning, AOC managers still must process a huge amount of information and make decisions largely based on their own experience. Their personal judgments are crucial to a successful recovery. Some airlines even mainly depend on manual work to identify feasible recovery plans. It was reported that Xiamen Airlines, the only National High-quality Prize recipient in the Chinese airline industry, often takes more than 6 hours to finish its recovery planning when major disruptions happen at its hub airports due to adverse weather. It is absolutely necessary to continue to develop advanced computational tools to facilitate Airline Disruptions Management, shorten the recovery process, and save recovery costs.

1.2.2 Air Traffic Management: Towards 4D Trajectory Based Operations

Air Traffic Management consists of Air Traffic Service, Air Space Management and Air Traffic Flow Management (ICAO, 2007) (Figure 1.4). The main purpose of ATM is to ensure the safety of air traffic, improve efficiency, and avoid air traffic congestion. The rapid growth in air traffic volume brings increasing pressure on the current ATM System. Enabled by the advancement of ATC technologies, 4D Trajectory Based Operations (4D TBO) has been proposed along with other solutions to transform the current system (FAA, 2013).
As a critical part of Air Traffic Service, Air Traffic Control plays a fundamental role in ATM. A concise but comprehensive introduction of ATC can be found in Belobaba et al. (2009). The main purpose of ATC is to ensure safety by maintaining separations among aircraft. Technically, an ATC system is comprised of three elements, as shown in Figure 1.5. Air traffic controllers observe the air traffic situation using a surveillance system. The controllers issue commands (“clearances”) to aircraft through a communication system and the aircraft fly the cleared route using a navigation system.
1.2 Background

The increasing demand of air traffic places high pressure on the current ATM system. When air traffic volume approaches or exceeds the capacity of the ATM system, the risk of separation failure among aircraft increases, threatening the safety of air transportation. Initiatives to address the imminent air traffic challenges are underway, such as the Next Generation Air Transportation System (NextGen) plan in the USA (FAA, 2013) and the Single European Sky ATM Research (SESAR) plan in Europe (EUROCONTROL, 2012). These two plans both serve as a framework for the long-term future ATM System. NextGen and SESAR share many elements such as implementing satellite-based technologies in navigation and surveillance systems, adopting 4D Trajectory Based Operations, and promoting collaborative decision making processes to improve system efficiency and customer satisfaction.

The first characteristic of the future ATM System is that its development is propelled by satellite-based communication, navigation and surveillance (CNS) technologies. CNS is evolving from ground-based to satellite-based systems. Ultimately, aircraft will be able to receive CNS service anywhere anytime in the sky. Second, empowered by the advancement of satellite-based technologies (e.g., GPS, ADS-B, and CPDLC), as well as improvement in weather forecasting and information sharing, 4D Trajectory Based Operations become a conceivable choice for the future ATM system. 4D TBO primarily focuses on high-altitude cruise operations in en route airspace (FAA, 2016). Aircraft are expected to be able to fly on precise 4D trajectories which specify both the time and location the aircraft should visit. Airlines will be given more freedom to choose preferred routes to save time and fuel. Controllers and aircraft crews will share the responsibility of ensuring separation among aircraft with the assistance of automatic conflict detection and resolution tools. Safety will be increased. As aircraft current positions and planned 4D trajectories are broadcast among all equipped airspace users, the system is under continuous checks for problems. Delays will be reduced as 4D planning predicts arrival time more accurately. Fuel consumption and emission will decrease, as aircraft will be able to fly more economic trajectories. One initial 4D test flight conducted
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by EUROCONTROL in March 2014 demonstrated the feasibility and effectiveness of TBO (EUROCONTROL, 2014). An example of a 4D trajectory with timed waypoints is illustrated in Figure 1.6. In the test, it was found that the flight distance could be reduced by 5%, flight time could be reduced by 2 minutes and fuel burn could be reduced by 12%. 4D TBO is regarded as a central component of the future ATM system. Last but not least, because of the trajectory sharing of 4D TBO, Collaborative Decision Making (CDM) (FAA, 2014) becomes more tangible. Aircraft or airlines may exchange their preferred 4D trajectories and conduct negotiation to resolve conflicts and alleviate airspace congestion before conflicts and congestion actually happen. The future ATM system, capitalizing on new technologies, represents a widespread and transformative change in the management and operation of ATM. Aviation stakeholders are growing more connected, planning in 4D space, and sharing real-time information to bring more efficient and satisfying flights to customers, airlines and aviation authorities.

1.3 Dissertation Structure

The structure of this dissertation is as follows. Chapter 1 presents the motivation and an overview of the entire research work of this dissertation. Background information is provided about the aircraft recovery problem and 4D trajectory planning from real-practice perspectives. In Chapter 2, comprehensive literature reviews of the aircraft recovery problem and 4D trajectory planning are conducted. Research gaps are identified and research objectives are summarized. In Chapter 3, we approach the aircraft recovery problem with airport capacity constraints and maintenance flexibility. A detailed introduction, problem description, the solution, and results are presented. In Chapter 4, we study the 4D trajectory planning while considering buffer safety distance and fuel consumption. A detailed introduction is given, followed by contributions, models, algorithms and computational results. Chapter 5 concludes the dissertation and suggests future work.
1.3 Dissertation Structure

Figure 1.6 An example 4D trajectory with timed waypoints (SESAR, 2014)
Chapter 2

Literature Review

In this chapter, comprehensive literature reviews are carried out for the aircraft recovery problem and 4D trajectory planning. Research gaps are identified and research objectives are set.

2.1 Related Work

2.1.1 Airline Service Recovery

There is a rich literature for the airline recovery problem (Clausen et al., 2010). Teodorović and Guberinić (1984) present one of the pioneering studies in the airline recovery problem. They propose a heuristic which solves each aircraft’s route sequentially as a network flow problem using branch-and-bound. Jarrah et al. (1993) develop two network flow models, one for delay and one for cancellation. The models repeatedly solve shortest path problems for necessary flows. Argüello et al. (1997) propose a greedy randomized adaptive search procedure (GRASP) to reconstruct aircraft routes. The algorithm follows a local search paradigm: first an incumbent solution is randomly selected from a candidate list and then neighbors of the incumbent solution are constructed; finally, the most desirable neighbor is put into the candidate list. The local search procedure repeats until a stopping criterion is met. Based on a time-space network
of airports, flight legs and ground arcs, Yan and Lin (1997) devise network flow models that are solved by a network simplex method and a Lagrangian relaxation-based algorithm. Cao and Kanafani (1997a,b) model a quadratic zero-one programming for a multi-fleet recovery problem which is solved by an approximation linear programming (LP) algorithm. Similarly, Thengvall et al. (2001) consider a multi-fleet aircraft recovery problem after hub closures. Three models based on multi-commodity networks are presented. The authors further improve their work in Thengvall et al. (2003), where a bundle algorithm is applied to solving the model. Numerical results show that the bundle algorithm obtains near-optimal solutions much faster than CPLEX, a standard commercial off-the-shelf solver.

Different from network flow based models, Rosenberger et al. (2003) formulate a set partitioning model for rerouting aircraft with a heuristic for pre-selecting the aircraft which are to be rerouted. Selected aircraft are allowed to swap with disrupted aircraft and are included in a route generation procedure. Andersson and Värbrand (2004) develop an approach based on a set packing formulation which is derived from Dantzig-Wolfe decomposition. LP relaxation and a Lagrangian heuristic are proposed for the master problem; two column generation heuristics are implemented for the subproblems. However, maintenance is not considered in their model. Eggenberg et al. (2010) introduce a constraint-specific recovery network for solving the problem. In the network, continuous timeline is discretized into time windows whose width is a parameter that needs to be tuned.

In practice, after solving the aircraft recovery problem, airlines solve the crew and passenger recovery problems to obtain a complete recovery solution. In recent years, with the improvement of modeling approaches and computing capabilities, various methods have been developed to solve the two or three recovery problems in an integrated way. Nevertheless, still, the aircraft recovery problem plays a crucial part in the integrated methodologies. Petersen et al. (2012) publish a fully integrated framework consisting of the three recovery problems using Benders decomposition, which is closely related to the work of Lettovský (1997). To limit
the size and complexity of the fully integrated problem, only pre-selected flights are input into the model for computation. With respect to the literature solving two recovery problems simultaneously, Abdelghany et al. (2008) utilize a simulation model and resource assignment optimization to solve the aircraft and crew recovery problems. Maher (2016) integrates the crew and aircraft recovery problems by column-and-row generation. Moreover, regarding the joint aircraft and passenger recovery problem, Bratu and Barnhart (2006) propose two passenger recovery models in which passenger itinerary delays and cancellations are estimated in the formulation. A large neighborhood search heuristic is devised by Bisaillon et al. (2011). This heuristic is composed of three phases: construction, repair, and improvement, which iteratively destroys and repairs parts of the solution. Another heuristic-based framework for the joint aircraft and passenger recovery problem is by Jozefowiez et al. (2013). This heuristic also contains several stages; in the first stage, aircraft recovery is performed. Most recently, Zhang et al. (2016) develop a math-heuristic algorithm for recovering aircraft and passengers together. The algorithm carries out an aircraft recovery first; then, flights are re-scheduled and passengers are re-accommodated iteratively until a tolerance limit is reached.

2.1.2 Aircraft Trajectory Planning

Although trajectory planning and vehicle routing have attracted intense attention in the literature (Delahaye et al., 2014; Laporte, 1992), studies on coordinated multi-aircraft 4D trajectory planning that jointly consider fuel consumption, delay, and buffer safety distance, with flight level change and speed adjustment are limited. By and large, methods for aircraft trajectory planning in the literature can be divided into two categories: mathematical programming and optimal control. Based on discretized time and/or space, mathematical programming models such as integer programming and mixed integer linear programming (MILP) have been formulated to obtain optimized trajectories. Richards and How (2002) describe a method for finding optimal trajectories of multiple aircraft while avoiding collisions. An approximate
model of aircraft dynamics using linear constraints is developed, enabling the MILP approach to be applicable. The model includes multiple waypoint path-planning but requires selected waypoints to be given as input for each aircraft. Dell’Olmo and Lulli (2003) introduce a two-level hierarchical architecture for trajectory optimization for a set of aircraft. On the first level, a flight-by-flight air traffic flow problem is solved for an air route network. Aircraft are specified at what time instances they should be on which arc of the network. The second level carries out optimization for each arc (airway) respectively, solving the detailed positions (coordinates) of the aircraft on the airway, satisfying separation requirements among aircraft. If one airway is congested (no feasible solution is found on the second level), capacity constraints are added to the first level and the problem is resolved. The proper coordination between the two levels of the architecture remains difficult. An aircraft routing problem is defined and proved to be NP-hard by Roy and Tomlin (2007). Integer programming, linear programming relaxation and first-come-first-served heuristics are compared to solve the problem. Roy and Tomlin (2007) assume that all aircraft under consideration fly between the same origin and destination, which is not practical in the real world. Wei et al. (2012) develop a hierarchical decentralized framework for 4D flight planning. Sector capacity is regarded as the main source of constraints; in this framework, no consideration is given to the constraint of proper separation among aircraft. Campbell (2012) publishes a multiscale receding-horizon strategy using MILP that generates environmentally friendly aircraft trajectories. The objective of the work is to minimize fuel consumption, avoiding obstacles such as convective weather areas as hard constraints and contrail formation areas as soft constraints. Taking other aircraft as obstacles, the path-planning algorithm does not consider coordination among multiple aircraft. Similarly, Zou et al. (2013) investigate the optimal 4D aircraft trajectories in a contrail-sensitive environment. The paper first develops a single aircraft trajectory optimization problem as a binary integer program minimizing cost of fuel burn, crew and passenger travel time, CO2 emissions, and contrail formation; then, it is further extended to planning trajectories for
2.1 Related Work

multiple aircraft on a flight-by-flight basis. Another related work is by Liang et al. (2014) who propose a flight sequence assignment model that decides the levels, tracks, and entry times for flights entering oceanic airspace. Furthermore, Sherali et al. (2003) develop an outstanding work on flight plan selecting problem, which is also related to 4D trajectory planning.

Meanwhile, the optimal control method is also a critical tool for solving 4D trajectories, as surveyed by Gardi et al. (2016). Prats et al. (2010) present a multi-objective optimal control framework for designing single-aircraft departure trajectories that minimize noise annoyance. Sridhar et al. (2011) develop an algorithm to calculate a wind-optimal trajectory for an aircraft in cruise while avoiding regions of airspace that facilitate persistent contrail formation. The problem is formulated as a nonlinear optimal control problem with path constraints, and partial differential equations are derived for the optimal heading. Kamgarpour et al. (2011) formulate aircraft trajectory planning as a hybrid optimal control problem. The aircraft is modeled as a system that switches among three modes. The sequence of modes, switching times, and inputs for each mode are the control variables. An iterative bi-level optimization algorithm is employed to solve the hybrid control problem. Bonami et al. (2013) use a multiphase mixed-integer optimal control approach for solving single-aircraft horizontal flight paths with given waypoints. Soler et al. (2014) extend Bonami et al. (2013) work to 3D space. In their work, step climbs and descents are allowed, and they explored the effect of contrails on single aircraft flight trajectory design by solving a multiphase mixed-integer optimal control problem. Franco and Rivas (2015) also use multiphase optimal control approach to solve single-aircraft trajectory. What is worth noticing is that, since analytical solutions to optimal control problems are often too hard to derive, numerical methods are widely used. Both Bonami et al. (2013) and Soler et al. (2014) convert multiphase mixed-integer optimal control problems to mixed integer non-linear programs and then used a branch-and-bound algorithm to solve them with the help of a commercial solver.
2.2 Research Gaps and Objectives

2.2.1 Aircraft Recovery Problem

Although the ARP has been extensively examined and jointly included in the integrated recovery problems, we observed that some research gaps still need to be further addressed. For the aircraft recovery problem, the first aspect is airport capacity. Airport congestion is a critical cause of delays in the current air transport system. In practice, when adverse weather occurs at an airport, air traffic control may predict that the planned arrivals and departures of the airport will exceed its reduced capacity, so the ATC issues a flow rate control regarding the airport. Each airline is allocated a quota, stipulating the maximum number of departures and arrivals it may have during the flow control period. The airport capacity constraints must be satisfied when the airline devises its recovery plan. However, most ARP studies (Abdelghany et al., 2008; Andersson and Värbrand, 2004; Argüello, 1997; Argüello et al., 1997; Bierlaire et al., 2007; Bratu and Barnhart, 2006; Cao and Kanafani, 1997a,b; Jarrah et al., 1993; Maher, 2016; Teodorović and Guberinić, 1984; Thengvall et al., 2003, 2001; Yan and Lin, 1997) do not take airport capacity constraints explicitly into account. For the few models incorporating airport capacity constraints (Bisaillon et al., 2011; Jozefowiez et al., 2013; Rosenberger et al., 2003; Sinclair et al., 2016; Zhang et al., 2016), because of the complexity of the problems, they are usually solved by heuristics which do not guarantee optimality or provide any optimality gap for near-optimal solutions. Although Petersen et al. (2012) provide an optimization approach to airline integrated recovery, it uses a heuristic to preselect flights to be input into its model to reduce model size. In brief, there is indeed a need to develop an optimization approach for the aircraft recovery problem with airport capacity constraints.

The second aspect is aircraft maintenance, which in fact possesses more flexibility than previously thought. Among the limited number of studies considering maintenance in detail (Bierlaire et al., 2007; Bisaillon et al., 2011; Rosenberger et al., 2003; Zhang et al., 2016),
planned regular maintenances are often treated as fixed tasks whose time and space are not allowed to be altered during aircraft recovery. Consequently, after disruptions (e.g., delay by airport closure), the planned maintenances become more difficult to fulfill: an aircraft may have to cancel some flights to catch up with a planned maintenance at its planned fixed airport. The flight cancellations may result in high recovery cost. However, in reality, when an airline plans its maintenance schedule, flexibility is always reserved. For example, if aircraft are required to be maintained every 60 flying hours, airlines typically enforce more stringent requirements such as every 40-45 flying hours (Barnhart et al., 1998), so that flexibility is available when handling disruption. Furthermore, because many airlines outsource their maintenance to companies specializing in maintenance, repair, and overhaul (MRO), and MRO companies usually provide standard services at more than one airport, aircraft may swap their planned maintenances at different airports. For instance, consider an illustrative example in Figure 2.1. If the blue aircraft’s flights are delayed (the dashed arrow), the aircraft cannot catch its planned maintenance unless it cancels its two flights and stays at airport A, waiting to be maintained while it is idle. In contrast, if the blue aircraft is allowed to swap its planned maintenance with the green aircraft, it can be maintained at Airport B and its flights need not be cancelled. The
exploitation of maintenance flexibility may bring considerable savings in recovery cost, as demonstrated in Section 3.5.4.1. However, to the best of our knowledge, little work has been done considering the flexibility of aircraft maintenance.

Figure 2.2 An example of flight copies which are widely used in the existing literature to model flight delays with error

Last but not least, improvements should be further explored in terms of the modeling and solving techniques of the aircraft recovery problem. Firstly, most existing literature adopt a discrete method to model flight delay (Bisaillon et al., 2011; Bratu and Barnhart, 2006; Maher, 2016; Sinclair et al., 2014, 2016; Thengvall et al., 2000, 2003, 2001; Yan and Lin, 1997; Zhang et al., 2016). Flights are copied and separated by predetermined intervals to represent all possible delay options as illustrated in Figure 2.2. The main drawback of this method is that the widths of the intervals are hard to set. As pointed out by Maher (2016), due to the discretization of the delay, the optimized recovery cost is an overestimate of the best possible solution. There potentially exists some better flight within one delay interval but it has to be over-delayed to its following flight copy. It is possible to improve the solution quality by decreasing the interval width. However, this leads to more flight copies, larger optimization models, and dramatically increased computation time. In contrast, modeling delay by continuous time will completely resolve such a dilemma. Secondly, since the ARP is a tactical problem faced by airlines in real-time operation, the ARP needs to be solved as quickly as possible. Solution speed is of
paramount importance to any successful application. Previous studies seldom discuss and verify techniques to further accelerate proposed models and algorithms. Although parallel computing is one promising way to further enhance the computational efficiency of the ARP, as far as we know, it has not been implemented and demonstrated in any previous literature.

In terms of the aforementioned research gaps of the ARP, the research objectives of this study are summarized as follows. First, we aim to provide an optimization framework to solve the aircraft recovery problem with airport capacity constraints. Optimal or near-optimal solutions with optimality gaps can be obtained within a short computation time. Second, maintenance flexibility should be considered in the problem. Managerial insights can be derived for the value of maintenance flexibility by swapping planned maintenances. Third, for the modeling and solving techniques, we try to find better ways to model flight delays more accurately as continuous time rather than discrete options. The ARP can be solved utilizing parallel computing to improve the computational efficiency.

2.2.2 4D Trajectory Planning

The surveyed studies in Section 2.1.2 all shed light on solving the 4D trajectory planning problem, however, because of the various specific problem settings and assumptions, they have their limitations from different perspectives. For instance, Bonami et al. (2013); Franco and Rivas (2015); Kamgarpour et al. (2011); Prats et al. (2010); Soler et al. (2014); Sridhar et al. (2011) focus on single-aircraft trajectory instead of multiple aircraft because of the computational burden resulting from detailed aircraft dynamics required in optimal control. With respect to the literature utilizing mathematical programming, Roy and Tomlin (2007) and Wei et al. (2012) consider sector capacity constraints but not aircraft separation constraints. Richards and How (2002) and Campbell (2012) do not consider aircraft delay. Zou et al. (2013) do not account for speed adjustment. None of the surveyed literature considers the impact of buffer safety distance. In this work, we propose a comprehensive multi-aircraft 4D trajectory
planning framework that considers not only fuel consumption, delay, speed adjustment, and flight level change, but also buffer safety distance to meet practical ATC needs. Furthermore, most literature built on discretized time only ensures conflict-free operation at sampled time instances; however, conflict could still possibly happen between sampled times.

On the other hand, due to the inherent computational hardness (in general, NP-hardness) of solving integer programming, mixed integer programming, or mixed integer nonlinear programming problems, mathematical programming methods find it difficult to solve large-scale problems in real time when too many aircraft are involved. Optimal control faces the same difficulty when it comes to multi-aircraft trajectory planning. Both methods take on a central optimization point of view, neglecting the coordination nature of aircraft when negotiating trajectories in real life. In this work, inspired by the equilibrium theory commonly adopted in many transportation systems (Byung-Wook, 1995; Chen and Ben-Akiva, 1998; Fisk, 1980), we develop a distributed algorithm framework for coordinated multi-aircraft 4D trajectory planning using a pure-strategy game. The algorithm breaks the problem into subproblems that can be solved efficiently. Its computational workload is scalable with the number of aircraft. Different from traditional traffic assignment in equilibrium-based traffic systems, this algorithm is for online microscopic 4D trajectory planning for individual aircraft, rather than macroscopic traffic flow assignment.

In view of the research gaps identified above, the research objectives are stated as follows. First, we aim to develop models and algorithms for online multi-aircraft 4D trajectory planning. Conflict-free trajectories should be calculated fast enough for online application. Second, due to the safety-criticality nature of ATC, the planned 4D trajectories must ensure conflict-free operation at any time in any place. Possible aircraft maneuvers such as speed adjustments and flight level changes need to be included in the planning. Third, to meet the pragmatic needs of real ATC operations, buffer distances should be reserved in addition to the minimum safety
distance separations among aircraft. Efficient decision support should be provided to allocate buffer safety distance and make rational tradeoffs between operating costs and safety buffers.

2.3 Summary

In this chapter, we reviewed the literature on the aircraft recovery problem and 4D trajectory planning. As two critical problems having a huge impact on the efficiency of air transport, many researcher have studied the two problems. However, there still exist research gaps for further improvement. Consequently, research objectives are set for the following chapters.
Chapter 3

Solving Aircraft Recovery Problem with Airport Capacity Constraints and Maintenance Flexibility

In this chapter, the aircraft recovery problem with airport capacity constraints and flexible maintenance is considered. Section 3.1 gives an introduction of the problem. Next, the contributions of this work are summarized in Section 3.2, followed by a detailed problem description in Section 3.3. Section 3.4 discusses the methods developed to solve the problem. The computational study is presented in Section 3.5, and Section 3.6 summarizes this chapter.

3.1 Introduction

As discussed in Chapter 1, disruptions have a large financial impact on the airline industry. In 2016, the US Passenger Carrier Delay Costs were estimated to be $62.55 per minute (Airlines for America, 2017) and the total US flight arrival delays amounted to over 59 million minutes (Department of Transportation, 2016). In addition, disruptions directly influence customers’ goodwill to airline companies. For example, in 2007, JetBlue, a US low-cost-carrier, suffered
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from a severe operational disruption caused by a snow and ice storm. Short of effective and timely recovery solutions, as reported by The Wall Street Journal, "several flights sit for 10 hours, toilets overflowing, nothing to eat but snacks, ironically, cabins so hot and stuffy that doors had to be opened to let fresh air in." (McCartney, 2007) The company’s reputation was substantially damaged. In the end, the majority of management including the airline’s founder, David Neeleman, were replaced. It is crucial to develop computational tools for airlines to deal with disruptions and obtain high-quality recovery solutions in real time.

The aircraft recovery problem (ARP), as a fundamental part of Airline Disruptions Management, plays a vital role in every airline’s daily operation. Although effective methods (Barnhart et al., 1998; Gao et al., 2009; Liang and Chaovalitwongse, 2013; Liang et al., 2015; Shao et al., 2017) have been proposed to help produce good pre-operational plans for airlines, when plans are implemented, they are inevitably subject to unpredictable disruptions that force airlines to make modifications in a timely manner. Disruptions may be caused by airline resource shortages such as aircraft mechanical failures or absence of crew members, or they could be due to airport capacity and air traffic control restrictions such as the quota of available airport departure and arrival slots in adverse weather (Bratu and Barnhart, 2006). When disruptions happen, the Airline Operations Center is responsible for making decisions, re-scheduling airline resources including aircraft, flights and crews, and re-accommodating passengers with the objective of restoring the airline’s operation back to the planned schedule with minimized cost. Recovery options often include delaying flights, canceling flights, and changing (swapping) the aircraft for flights. The recovery horizon is generally one to four days.

Because of the vast decision space of the recovery problem and the quick response requirement, in real practice, airlines often decompose the recovery process into several stages and solve them in a sequential manner. Because aircraft are usually airlines’ most expensive assets, the aircraft recovery problem is typically solved first. The ARP is to determine for each aircraft when and which flights to operate, with the objective of minimizing the total costs of flight
cancellation, flight delay, and aircraft swap, while satisfying constraints such as maintenance, time and space matches, and airport capacity. Given the determined aircraft routes, in the next stage, a crew recovery problem is solved to re-dispatch crews to aircraft. Finally, passengers are re-accommodated by solving a passenger recovery problem. It should be noted that the aircraft recovery problem is the fundamental stage of the whole recovery process: by and large, if fewer flights are cancelled and delayed in the first stage, fewer crew and passengers need to be re-dispatched and re-accommodated in the second and third stages, respectively.

3.2 Contributions of This Work

We summarize our contributions of this work, which are threefold. First, we propose an optimization approach to solve the aircraft recovery problem with airport capacity constraints. Optimal or near-optimal solutions with rigorous optimality gaps can be obtained within a short computation time. The approach is based on a column generation framework which consists of a master problem selecting routes for aircraft and subproblems generating routes. Airport capacity constraints are explicitly formulated in the master problem. The computational study in Section 3.5.2 reveals that the master problem gives a very tight linear relaxation with a small, often zero, optimality gap. Real-world problems can be solved on a desktop PC within 5 minutes.

Second, operational insights are derived for maintenance flexibility, which is directly considered when solving the subproblems. Maintenance are divided into two groups: planned and unplanned ones. Aircraft, in response to disruptions, are allowed to swap planned maintenances so as to adjust the time and place where the aircraft are maintained. Maintenance requirements including maximum flying hours, maximum number of takeoffs/landings, and maximum intervals between two planned maintenances are directly enforced. The computational study in Section 3.5.4.1 reveals that substantial recovery savings could be achieved by swapping planned maintenances. In addition, by carrying out computational experiments on the slot quota, we
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precisely quantify the value of airport slot quotas and discover their decreasing marginal effect, which provides managerial guidelines for airlines during the recovery operation.

Finally, regarding the modeling and algorithmic part of this work, two major achievements are made. First, without blindly copying flights to model discretized delays, flight delays are computed accurately in subproblems as continuous variables, thus recovery cost is optimized precisely. Second, to further shorten the computational time, we implement the column generation framework by parallel computing. By parallelizing the subproblems and running them on a more powerful computing machine, we show that the run time is reduced to less than 3 minutes, even for large-scale problems. Theoretically, if subproblems are fully parallelized, the run time could be further decreased by about 50%, i.e., to 1.5 minutes.

3.3 Problem Description

In this section, we give a detailed description of the elements involved in the aircraft recovery problem. Given planned flight schedules, a set of planned and unplanned maintenances, and a set of disruptions, the object of the problem is to determine new flight schedules and aircraft routes during the recovery period with minimized recovery cost.

3.3.1 Airports

Airports play an important role in the ARP because airport capacity must be explicitly considered. To model airport capacity constraints, each airport is associated with some airport slots. A slot is a period of time within which maximum departures and arrivals are specified. Note that airport closures are modeled as airport slots with zero capacity.

3.3.2 Aircraft

An aircraft has the following properties:
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1. Start available time: the time after which the aircraft can operate a flight or conduct a maintenance.

2. End available time: the time after which the aircraft must be at an airport without any flight or maintenance assigned to it.

3. Start available airport: the airport where the aircraft is located at its start available time.

4. End available airport: the airport where the aircraft should be located at its end available time.

3.3.3 Flights

A flight requires an aircraft to fly from a departure airport to an arrival airport with a scheduled departure time and arrival time. A flight could be delayed within maximum delay amount. We assume that a flight’s duration is fixed. For instance, suppose a flight’s scheduled departure time is 7:35 am and its arrival time 9:55 am. If the flight is delayed by 30 minutes, the revised departure time will be 8:05 am and arrival time will be 10:25 am. In addition, each flight is assigned an aircraft to operate the flight, but due to disruption, it might be changed to another aircraft in the recovery solution. A change of the planned aircraft is called a swap.

3.3.4 Maintenances

A maintenance requires an aircraft to stay at an airport from maintenance start time to maintenance end time. There are two kinds of maintenances: planned maintenances and unplanned maintenances.

3.3.4.1 Planned Maintenances

An aircraft’s planned maintenances are performed on a regular basis according to the following constraints:
1. Maximum flying hours: the maximum accumulated airborne hours allowed between two consecutive planned maintenances.

2. Maximum cycles: the maximum accumulated takeoff/landing times allowed between two consecutive planned maintenances.

3. Maximum interval: the maximum interval allowed between two consecutive planned maintenances.

Aircraft must be maintained before either the maximum flying hours, maximum cycles, or maximum interval, whichever happens first, is reached. After an aircraft’s planned maintenance is conducted, its used flying hours, cycles, and days are reset to zero.

Planned maintenances are scheduled by an airline’s maintenance department several weeks before the operation. As discussed in Section 3.2, it is widely assumed in the literature that each aircraft can only be maintained at its planned fixed airport within its scheduled start time and end time, and each planned maintenance is exclusively reserved for a particular aircraft. However, in fact, planned maintenances possess flexibility: it is possible to swap and cancel planned maintenances for aircraft as long as each aircraft’s maximum flying hours, maximum cycles, and maximum interval are satisfied.

### 3.3.4.2 Unplanned Maintenances

Unplanned maintenances are mainly caused by unexpected mechanical failure which forces an aircraft to be repaired at the required airport for several hours or days. Airlines also call an unplanned maintenance an Aircraft-on-Ground. Unplanned maintenances are not considered in the pre-operational planning phase by the maintenance department, but they must be carried out according to temporarily added maintenance requirements, which specify the start time and end time of the unplanned maintenances and where they must take place. An aircraft with faulty components must be at the specified airport at the beginning of the maintenance period.
and stay there until the maintenance ends. Unplanned maintenances cannot be delayed or swapped. In the model developed in Section 3.4.2, the cancellation of unplanned maintenances entails a huge cost, which indicates the infeasibility of the recovery problem. In reality, if an unplanned maintenance has to be cancelled, it means the maintenance should be re-scheduled in coordination with the maintenance department or the outsourced MRO company.

3.3.5 Routes

An aircraft’s route is a sequence of flights and maintenances performed by the aircraft. A route must satisfy the following constraints:

1. Airport match: Any two consecutive tasks (flights or maintenances) in the route should be connected in space. The airport where the first task is completed must be the same as the airport where the second task begins. Note that there are three possible connection types between two consecutive tasks: flight-flight, flight-maintenance and maintenance-flight.

2. Time match: Any two consecutive tasks in the route should also be connected in time. For flight-flight connections, the second flight cannot take off before the first flight’s arrival time plus turn time. Turn time is used by airlines to do some preparation (e.g. clean-up) between two flights. For flight-maintenance and maintenance-flight connections, there is no turn time, which means maintenance can begin immediately after an aircraft’s arrival, and an aircraft is ready to take off right after maintenance finishes.

3. Aircraft match: Because aircraft are not allowed to swap their unplanned maintenances, an aircraft’s route should not contain any unplanned maintenance that does not belong to the aircraft.

3.3.6 Disruptions

Three kinds of disruptions are considered in this work:
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1. Airport flow control: As introduced in Section 3.2, when airport capacity diminishes, ATC will issue a flow rate control specifying the maximum number of departures and arrivals allowed during a period of time. Airlines may need to revise their original flight schedules and aircraft routes to avoid violating the reduced airport capacity. Note that airport closures are also considered in the airport flow control as airports with zero capacity.

2. Unplanned maintenances: As explained in Section 3.3.4.2, unplanned maintenances are not expected in the original flight schedules and aircraft routes; therefore, they may overlap with some scheduled flights assigned to the aircraft. The disrupted flights might have to be delayed or canceled because of the conflict with the unplanned maintenances.

3. Airport/time mismatches: Because of other various real-world disruptions, the airport match and time match described in Section 3.3.5 can be easily broken with respect to the original plan. For example, because of a volcano eruption in Iceland, hundreds of flights were canceled in Europe (BBC, 2011). As a result, the aircraft originally assigned to the canceled flights could not fly to the arrival airports to operate the next flights, and the airport matches were broken. One feature of our proposed methodology is that it does not require the input aircraft routes and flight schedules to be originally airport and time matched.

3.3.7 Recovery Options

In this work, five recovery options are taken into consideration:

1. Flight delays: Flights are allowed to be delayed, and the flight delay must be less than the maximum delay. The shorter the total delay time, the better the solution quality.

2. Flight swaps: Initially, each scheduled flight is assigned to one aircraft. During the recovery process, the scheduled flight can be alternatively assigned to another aircraft.
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We call this a flight swap. The fewer the flight swaps, the better the solution quality. Flight swaps are widely used in recovery. For instance, consider the situation demonstrated in Figure 3.1(a). The blue aircraft’s first flight is delayed due to airport closure, so it cannot connect with its second flight. In the recovery plan (Figure 3.1(b)), the blue aircraft’s second flight is swapped to the green aircraft; and the green aircraft’s second flight to the blue aircraft.

3. Flight cancellations: If a flight is not suitable to be assigned to any aircraft, it is cancelled. The cost of flight cancellation is related to passengers’ broken itineraries. The fewer total cancellations, the better the solution quality.

4. Maintenance swaps: Only planned maintenances can be swapped among aircraft. Similar to flight swaps, originally, each planned maintenance is scheduled for one particular aircraft. During the recovery process, the planned maintenance can be alternatively
assigned to another aircraft. This is called a maintenance swap. Although swaps are permitted, each aircraft must comply with the planned maintenance constraints described in Section 3.3.4.1.

5. Maintenance cancellations: For the flexibility of the model which is developed in Section 3.4.2, planned and unplanned maintenances can be cancelled. The planned maintenance constraints in Section 3.3.4.1 must be still held. On the other hand, if any unplanned maintenance is cancelled, it induces a huge cost, which implies the problem is infeasible.

3.3.8 Overall Recovery Cost

The overall recovery cost is composed of flight delays, flight swaps, and flight cancellations, plus maintenance cancellations and swaps if needed. The aim of the ARP is to determine modified flight schedules and aircraft routes while minimizing the overall recovery cost after disruptions.

3.4 Aircraft Recovery Model and Column Generation Framework

3.4.1 General Framework

In this section, we present the column generation framework used to solve the ARP. Column generation is an effective and efficient methodology which has been used to solve many real-life, large-scale optimization problems where the number of decision variables is too large to enumerate explicitly (Desaulniers et al., 2005; Liang et al., 2014). In this work, to avoid generating all possible aircraft routes, the developed column generation framework for the ARP is composed of two parts, the master problem and the subproblems. In the master problem, a route selection problem is solved. Routes are selected for the aircraft to fly, and the computed
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optimal duals of flights and maintenances are input to the subproblems, guiding the generation of new routes. In subproblems, new routes are generated for aircraft. If routes with negative reduced cost are found, the generated routes are fed to the master problem.

The detailed flow chart of the column generation framework for the ARP is illustrated in Figure 3.2. First, a subset of feasible aircraft routes is initialized by heuristics and provided to the master problem. Then, the master problem is solved and the dual of every constraint is computed. To further improve the solution, a subproblem for each aircraft is solved to generate the route with negative reduced cost given the duals from the master problem. The newly generated routes are then added to the master problem and the updated master problem is resolved. The iteration continues until no route with a negative reduced cost can be found, which implies that the current linear programming solution is optimal. Finally, to obtain an integer solution, the master problem is solved as an integer programming (IP) problem with all aircraft routes that have ever been generated. It is worth noting that aircraft’s subproblems are independent of each other, which means that they can be solved in parallel to accelerate the overall computation process. The computational experiments in Section 3.5.2 show that the framework solves real-life problems with small, usually zero, optimality gaps within a short run time.
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Figure 3.2 Flow chart of the computational framework for the ARP
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3.4.2 Master Problem Formulation

The master problem is a linear relaxation of the aircraft route selection model (ARSM), which is defined as follows.

Sets

- $C$: the set of aircraft
- $F$: the set of flights
- $M$: the set of maintenances
- $L$: the set of routes
- $S$: the set of departure/arrival slots

Parameters

- $\alpha_f$: the cost if flight $f$ is canceled
- $\alpha_m$: the cost if maintenance $m$ is cancelled
- $\beta_{c,l}$: the cost if aircraft $c$ flies route $l$
- $\delta_{f,l} = \begin{cases} 1 & \text{if flight } f \text{ belongs to route } l \\ 0 & \text{otherwise} \end{cases}$
- $\delta_{m,l} = \begin{cases} 1 & \text{if maintenance } m \text{ belongs to route } l \\ 0 & \text{otherwise} \end{cases}$
- $u_s$: the capacity of slot $s$
- $\phi_{s,l}$: the number of times slot $s$ is used by route $l$

Decision variables

- $x_{c,l} = \begin{cases} 1 & \text{if aircraft } c \text{ flies route } l \\ 0 & \text{otherwise} \end{cases}$
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\[ y_f = \begin{cases} 
1 & \text{if flight } f \text{ is canceled} \\
0 & \text{otherwise} 
\end{cases} \]

\[ y_m = \begin{cases} 
1 & \text{if maintenance } m \text{ is canceled} \\
0 & \text{otherwise} 
\end{cases} \]

**Objective function and constraints**

\[
\begin{align*}
\text{min} & \quad \sum_{f \in F} \alpha_f y_f + \sum_{m \in M} \alpha_m y_m + \sum_{c \in C} \sum_{l \in L} \beta_{c,l} x_{c,l} \\
\text{s.t.} & \quad \sum_{c \in C} \sum_{l \in L} \delta_{f,l} x_{c,l} + y_f = 1, \quad \forall f \in F \\
& \quad \sum_{c \in C} \sum_{l \in L} \delta_{m,l} x_{c,l} + y_m = 1, \quad \forall m \in M \\
& \quad \sum_{l \in L} x_{c,l} \leq 1, \quad \forall c \in C \\
& \quad \sum_{c \in C} \sum_{l \in L} \phi_{s,l} x_{c,l} \leq u_s, \quad \forall s \in S \\
& \quad x_{c,l} \in \{0, 1\}, \quad \forall c \in C, l \in L \\
& \quad y_f \in \{0, 1\}, \quad \forall f \in F \cup M 
\end{align*}
\]

The objective function of Equation 3.1 is the sum of the flight cancellation cost, maintenance cancellation cost, and route cost. The route cost includes the costs caused by flight delay, flight swap, and planned maintenance swap, which is detailed in Section 3.4.3. The constraints in Equation 3.2 mean that each flight is either cancelled or covered by one route once. Similarly, the constraints in Equation 3.3 require that each maintenance must be carried out by at most one route. The cancellation of an unplanned maintenance is penalized by a huge cost \( \alpha_m \), which implies the infeasibility of the recovery problem, and the unplanned maintenance must be rescheduled. Although planned maintenances can be cancelled, the subproblem in Section 3.4.4.3 guarantees that the maintenance-related constraints, i.e., maximum flying hours,
maximum cycles, and maximum interval, are strictly enforced and every aircraft is maintained properly. The constraints in Equation 3.4 ensure that each aircraft at most selects one route to fly. The constraints in Equation 3.5 make sure that every airport slot’s capacity is satisfied. Equation 3.6 and Equation 3.7 are the binary constraints for the decision variables. Note that in the master problem, an aircraft’s candidate routes are given. Every aircraft selects from its generated candidate routes. Each route contains determined flights and maintenances.

3.4.3 Reduced Cost Calculation

Consider the linear relaxation of the ARSM. Let $\pi_f$ be the dual variable of the constraint in Equation 3.2 for flight $f$ and $\pi_m$ be the dual variable of the constraint in Equation 3.3 for maintenance $m$. Let $\rho_c$ denote the dual variable of the constraint in Equation 3.4 for aircraft $c$ and $\omega_s$ be the dual variable of the constraint in Equation 3.5 for slot $s$. Given aircraft $c$, the reduced cost $\bar{\beta}_{c,l}$ of its route $l$ is

$$\bar{\beta}_{c,l} = \beta_{c,l} - \sum_{f \in F} \pi_f \delta_{f,l} - \sum_{m \in M} \pi_m \delta_{m,l} - \sum_{s \in S} \omega_s \phi_{s,l} - \rho_c, \quad (3.8)$$

where the route cost $\beta_{c,l}$ of aircraft $c$ flying route $l$ is the summation of all the costs associated with the flights and maintenances comprising the route, i.e.,

$$\beta_{c,l} = \sum_{f \in F} (\beta_{c,f}^{\text{swap}} + \beta_{c,f}^{\text{delay}}) \delta_{f,l} + \sum_{m \in M} \beta_{c,m}^{\text{swap}} \delta_{m,l}. \quad (3.9)$$

In Equation 3.9, the first summation term is the cost incurred by the flights and the second summation term is the cost incurred by the maintenances. Given aircraft $c$, $\beta_{c,f}^{\text{swap}}$ is the swap cost if flight $f$ is not originally assigned to aircraft $c$; otherwise, the swap cost is zero. Similarly, $\beta_{c,m}^{\text{swap}}$ is the swap cost if maintenance $m$ is not originally planned for aircraft $c$; otherwise, the swap cost is zero. Because only planned maintenances can be swapped, for the simplicity of notation, $\beta_{c,m}^{\text{swap}}$ is defined to be positive infinity if maintenance $m$ is an
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unplanned maintenance and it is not originally planned for aircraft $c$, i.e., aircraft $c$ cannot take an unplanned maintenance $m$ that does not belong to it, which is strictly ensured in the algorithm developed in Section 3.4.4.1. Cost $\beta_{c,f}^{\text{delay}}$ is the delay cost of flight $f$ if taken by aircraft $c$.

Inserting Equation 3.9 into Equation 3.8, after rearrangement, we have

$$\bar{\beta}_{c,l} = \sum_{f \in F} (\beta_{c,f}^{\text{swap}} + \beta_{c,f}^{\text{delay}} - \pi_f) \delta_{f,l} + \sum_{m \in M} (\beta_{c,m}^{\text{swap}} - \pi_m) \delta_{m,l} - \sum_{s \in S} \omega_s \phi_{s,l} - \rho_c. \quad (3.10)$$

The first and second summation terms in Equation 3.10 indicate that the reduced cost $\bar{\beta}_{c,l}$ can be “distributed” among flight $f$ and maintenance $m$. It implies that, in the subproblem, the cost of including a flight or a maintenance in a route can possibly be priced directly. To further split the third summation term of slots into individual flights, we introduce an indicator $\psi_{f,s}$ which equals 1 if flight $f$ uses slot $s$ and 0 otherwise. Then, $\phi_{s,l} = \sum_{f \in F} \psi_{f,s} \delta_{f,l}$. Substituting this into Equation 3.10, we reach Equation 3.11,

$$\bar{\beta}_{c,l} = \sum_{f \in F} (\beta_{c,f}^{\text{swap}} + \beta_{c,f}^{\text{delay}} - \pi_f - \sum_{s \in S} \omega_s \psi_{f,s}) \delta_{f,l} + \sum_{m \in M} (\beta_{c,m}^{\text{swap}} - \pi_m) \delta_{m,l} - \rho_c. \quad (3.11)$$

after rearranging.

Equation 3.11 shows that the reduced cost is contributed by flights, maintenances, and the dual variable of aircraft $c$. The subproblem is to find a route $l$ for aircraft $c$ with negative reduced cost, i.e., $\min_l \bar{\beta}_{c,l} < 0$. Denote $\tilde{\beta}_{c,f} = \beta_{c,f}^{\text{swap}} + \beta_{c,f}^{\text{delay}} - \pi_f - \sum_{s \in S} \omega_s \psi_{f,s}$ as the in-effect cost of flight $f$ in the subproblem. The in-effect flight cost $\tilde{\beta}_{c,f}$ depends not only on the flight swap cost and delay cost, but also on the duals of the flight and its used slots. The additional two terms of duals can be explained intuitively. For example, according to Equation 3.2, $\pi_f$’s sign is unrestricted. During the iteration of the column generation process, after solving the master problem, if $\pi_f > 0$, it implies that flight $f$ is not popularly covered by the aircraft’s routes in the master problem, so $\pi_f$ is deducted from the flight’s in-effect cost to encourage more aircraft.
to use the flight in the subproblems. On the other hand, we denote $\bar{\beta}_{c,m} \Delta \bar{\beta}_{c,m}^{\text{swap}} - \pi_m$ as the in-effect cost of maintenance $m$. This is an adjusted maintenance cost used in the subproblem with the same spirit as the in-effect flight cost. Substituting the in-effect flight cost $\bar{\beta}_{c,f}$ and maintenance cost $\bar{\beta}_{c,m}$ in Equation 3.11, the reduced cost of aircraft $c$’s route $l$ becomes

$$\bar{\beta}_{c,l} = \sum_{f \in F} \bar{\beta}_{c,f} \delta_{f,l} + \sum_{m \in M} \bar{\beta}_{c,m} \delta_{m,l} - \rho_c. \quad (3.12)$$

Since $\rho_c$ is a constant given by the master problem, the subproblem for every aircraft $c$ becomes an optimization problem of generating a route $l$ that minimizes its total in-effect cost caused by the flights and maintenances selected in the route.

### 3.4.4 Solving Subproblems

The goal of the subproblems is to find routes with negative reduced cost. In each iteration of the column generation framework, $|C|$ subproblems are solved. For each subproblem of one aircraft, the optimal route with the most negative reduced cost is obtained. The process is repeated until there is no route with a negative reduced cost found for any aircraft, which indicates that the current LP solution of the ARSM is optimal. In general, we formulate the subproblem as a special shortest path problem on a connection network. For the clarity of presentation, in Section 3.4.4.1, the basic formulation of the subproblem is presented first without considering airport slots and swappable planned maintenances. Then, in Section 3.4.4.2 and Section 3.4.4.3, these two advanced features are added.

#### 3.4.4.1 Basic Formulation: A Multi-label Algorithm

The basic formulation of the subproblem does not consider airport slots and swappable planned maintenances, but it lays a solid foundation for more complicated problem settings. First, for the subproblems, we build a connection network $G(V,A)$ according to the given schedules of
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flights and maintenances and their operation airports. In the network, nodes $V$ are flights and maintenances, and arcs $A$ are the connections among them. Note that maintenances are treated as a kind of special flight connecting to and from the same airport, so we focus more on flights in the following discussion. Two nodes are directly connected if the airport where the first flight is completed is the same as the airport where the second flight begins. Let earlier departure flights point to later ones. To facilitate finding a route for one aircraft in one subproblem, dummy source and sink nodes are added to the network for the start available airport and end available airport of the aircraft. An example of a flight connection network is illustrated in Figure 3.3, where the aircraft under consideration is scheduled to fly from airport A to airport D. The two numbers in the bracket under each flight node are the flight’s scheduled departure time and arrival time converted in integers, respectively. Note that Node 2 stands for a maintenance conducted at airport B. Each flight’s or maintenance’s in-effect cost $\bar{\beta}_{c,f}$ or $\bar{\beta}_{c,m}$ is associated with the arc pointing to the node.

In the subproblem, the major decision variables are $\delta_{f,l}$ and $\delta_{m,l}$, i.e., whether flight $f$ and maintenance $m$ are included in route $l$. The subproblem becomes one of finding the shortest path from the source node to the sink node in the connection network to minimize the reduced cost, which is equivalent to the length of the shortest path found. However, the tricky part is that a flight’s in-effect cost $\bar{\beta}_{c,f}=\beta_{c,f}^{\text{swap}} + \beta_{c,f}^{\text{delay}} - \pi_f$ is not fully given when the connection network

Figure 3.3 An example of a connection network (The two numbers in a bracket are one flight’s scheduled departure time and arrival time converted in integers)
is built because the flight’s delay cost $\beta^{\text{delay}}_{c,f}$ is also a decision variable in the subproblem. We need to find the shortest path on a network where the traveling cost on the arcs are not completely known. The good news is that it turns out the connection network is an acyclic directed graph since time is not reversible. We propose a multi-label (two-label) algorithm in a dynamic programming framework to solve the subproblem. A label has two elements, path cost and delay, because the shortest path’s cost from the source node to any flight node $i$ depends not only on the shortest path cost to node $i$’s predecessor node, but also on node (flight) $i$’s own delay, and how much flight $i$ should be delayed depends on the delay of its predecessor. Flight delays are decided along arc processing by taking advantage of the fact that the shorter the flight’s delay the better.

Denote label $b_i$ of node $i$ as $(\tilde{\beta}_i, \beta^d_i)$, where $\tilde{\beta}_i$ records the path cost from the source node to node $i$ and $\beta^d_i$ is the delay cost of the flight represented by node $i$. Equivalently, label $b_i$ of node $i$ stands for a partial path (route) from the source node to node $i$. Moreover, suppose two labels $b^1_i$ and $b^2_i$ are in node $i$’s label set $B_i$, i.e., the two labels represent two different paths from the source node to node $i$. We define that label $b^1_i$ dominates label $b^2_i$ if and only if (1) $\tilde{\beta}^1_i \leq \tilde{\beta}^2_i$ and (2) $\beta^d_{i,1} \leq \beta^d_{i,2}$. The basic multi-label shortest path algorithm for the subproblem is summarized in Algorithm 3.1.

The algorithm begins by initializing each node’s label set as $\emptyset$ except for the label set of the source node. For the source node, its label set is initialized as $\{\langle 0, 0 \rangle \}$ and it is treated as a maintenance with scheduled end time equal to aircraft $c$’s start available time. The main loop checks each node in topological order, which means that when a node is checked, all its predecessors have been checked. When a node is checked, the arcs linking the node to its successors are processed one by one according to the connection types to which the arcs belong (flight-flight, flight-maintenance, and maintenance-flight). For a flight-flight arc, given one label (partial path and delay) of the first flight, it is computed how much the second flight needs to be delayed right after the first flight. Note that here, in contrast to many previously
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Algorithm 3.1 Basic multi-label shortest path algorithm

**Input:** aircraft $c$ and its dual $\rho_c$, flight dual $\pi_f$, maintenance dual $\pi_m$, graph $G(V,A)$

**Output:** route $l$ with the minimum negative reduced cost if any

- Initialize the source node’s label set as $\{(0, 0)\}$ and the other nodes’ label sets as empty, i.e., $B_i = 0, \forall i \in F \cup M$.

- For each node $i$ of network $G$ in topological order do
  - For each node $j$ that is a successor of node $i$ do
    - If node $i$ is a flight and node $j$ is a flight then
      Process flight-flight arc $(i, j)$.
    - If node $i$ is a flight and node $j$ is a maintenance then
      Process flight-maintenance arc $(i, j)$.
    - If node $i$ is a maintenance and node $j$ is a flight then
      Process maintenance-flight arc $(i, j)$.
  - End if
- End for
- End for

Select the label $b_i^*$ with the minimum path cost $\tilde{\beta}_i^*$ from the labels of the nodes connecting to the sink node.

- If $\tilde{\beta}_i^* - \rho_c < 0$ then
  - Construct route $l$ by repeatedly tracing back the predecessors of $b_i^*$.
  - Return $l$.
- Else
  - Return null.
- End if
3.4 Aircraft Recovery Model and Column Generation Framework

![Diagram](image)

Figure 3.4 An example of processing flight-flight arc, suppose Flight 4’s dual is zero, turn time is 5 and swap cost is 10 (a) before arc processing (b) after arc processing.

Published works (Bisaillon et al., 2011; Bratu and Barnhart, 2006; Maher, 2016; Thengvall et al., 2003, 2001; Yan and Lin, 1997; Zhang et al., 2016) that duplicate flights to model flight delays blindly and roughly, flight delay is calculated adaptively and precisely in this process. Next, the computed delay is checked against the maximum delay allowed and the aircraft’s end available time; the path cost to the second flight node is computed considering whether an aircraft swap takes place. Finally, if the newly generated label with the computed path cost and flight delay is not dominated by any existing label in the second flight node’s label set, it is inserted and the second flight’s label set is updated. One example of processing a flight-flight arc is illustrated in Figure 3.4, in which we suppose that Flight 4’s dual is zero, turn time is 5, and swap cost is 10.

Alternatively, for a flight-maintenance arc, given one label (partial path and delay) of the flight node, the maintenance is first checked to determine whether it is scheduled for the aircraft under consideration. If not, because it is assumed in this section that maintenance cannot be swapped, the flight-maintenance arc processing ends, so it is ensured that the generated route in the subproblem does not contain any maintenance that does not belong to the aircraft. Furthermore, because maintenance cannot be delayed, if it is detected that the flight arrives after the maintenance begins, the current label is skipped and the next label of the flight node begins.
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processing. There is no turn time required between flight and maintenance. The rest of the process is almost the same as the flight-flight arc processing. Similarly, for a maintenance-flight arc, its processing is almost identical to the flight-flight arc, except that the maintenance’s delay must be zero and no turn time is needed.

After all arcs have been processed, the algorithm selects the label $b_i^*$ with the minimum path cost $\bar{\beta}_i^*$ from the labels of the nodes connecting to the sink node. If the obtained reduced cost $\bar{\beta}_{c,l} = \bar{\beta}_i^* - \rho_c < 0$, aircraft $c$’s route $l$ is constructed by tracing back the predecessors of $b_i^*$ and returned to the master problem.

Next, for the completeness of algorithm design, we prove that Algorithm 3.1 finds the optimal route with the minimum reduced cost for the subproblem. First, we start with a lemma.

**Lemma 3.1.** If one label (i.e., a partial route) is a part of an optimal route, any label dominating it in the same label set can also be a part of an optimal route.

**Proof.** Suppose label $b^1 = \langle \bar{\beta}^1, \beta^{d,1} \rangle$, $b^2 = \langle \bar{\beta}^2, \beta^{d,2} \rangle$. They are in the same label set of the same node (flight). Labels $b^1$ and $b^2$ stand for two different partial routes, $l^1$ and $l^2$, respectively, from the source to the node. Suppose $b^1$ dominates $b^2$, and $b^2$ (i.e., partial route $l^2$) is a part of an optimal route. We can build a new route that is composed of two parts: the first part is partial route $l^1$ and the second part is the remaining route in the optimal route excluding $l^2$. Because $b^1$ dominates $b^2$, i.e., route cost $\bar{\beta}^1 \leq \bar{\beta}^2$ and flight delay $\beta^{d,1} \leq \beta^{d,2}$, the new route must be feasible and no worse than the optimal route. The new route is also an optimal route. Label $b^1$ (i.e., partial route $l^1$) can also be a part of an optimal route. \qed

Due to Lemma 3.1, dominated labels are not inserted into the label sets of flight nodes. Because (1) if the dominated label (partial route) is a part of the optimal route, the label dominating it in the label set can replace it as a part of the optimal route and (2) if the dominated label (partial route) is not a part of the optimal route, it should be discarded and hence not inserted into the label set.

We now consider the optimality of the route found by Algorithm 3.1.
Theorem 3.2. Algorithm 3.1 finds the optimal route with the minimum reduced cost for the subproblem.

Proof. We prove the theorem by induction. First, obviously, the optimal route from the source to itself is represented by its initialized label $\langle 0, 0 \rangle$, which means zero route cost and zero delay. Then, consider a node and its predecessors in the connection network. Each predecessor has its label set recording all possible non-dominated labels (partial routes) from the source to the predecessor. Because any route (label) from the source to the node under consideration must be extended from one label of its predecessor and all the non-dominated labels of its predecessors are enumerated, the extended label with the minimal path cost in the node’s label set represents the optimal route to the node under consideration. 

3.4.4.2 Subproblem with Airport Slots

As mentioned in Section 3.2, airport capacity is an indispensable part of the ARP, and it is modeled as airport slots which specify the maximum number of departures and arrivals within specific periods of time. To explicitly take airport slots into account in the subproblem, the term $\sum_{s \in S} \omega_s \psi_{f,s}$ should be included in the in-effect cost $\tilde{\beta}_{c,f}$ of flight $f$ if taken by aircraft $c$. However, similar to the issue of deciding flight delay in the subproblem, $\psi_{f,s}$, i.e., whether or not flight $f$ uses slot $s$, is also a decision variable that renders the traveling cost on the arcs unknown in the connection network. Furthermore, to make things worse, a shorter flight delay is no longer necessarily better: flights might be delayed longer for favorable slots in return. To overcome these difficulties, we propose to adaptively delay flights according to airport slots during the arc processing steps of Algorithm 3.1 so that the possible slots that one flight might fall in and possible duals that one flight can have are fully covered. After a flight is delayed by its preceding flight or maintenance, it is further delayed to the points where slots begin and end. For example, consider Flight 1 in Figure 3.5, originally it falls within no slot, so its in-effect cost is $\tilde{\beta}_{c,f} = \beta_{c,f}^{\text{swap}} + \beta_{c,f}^{\text{delay}} - \pi_f$, which does not include any slot dual. Then, it is delayed to the
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point when it enters the departure slot, because at this point, its in-effect cost \( \tilde{\beta}_{c,f} \) is changed by deducting the departure slot’s dual \( \omega_{dep} \), i.e., \( \tilde{\beta}_{c,f} = \beta_{c,f}^{swap} + \beta_{c,f}^{delay} - \pi_f - \omega_{dep} \). Accordingly, a new label is created by the delay and the in-effect cost. If the label is not dominated by any existing label in the label set of Flight 1, it is inserted, which means a new non-dominated route is found from the source node to Flight 1; otherwise, the route is discarded for further consideration. The process iterates for every point whenever Flight 1 enters or leaves a slot.

The pseudo-code of the process of adaptively delaying flights according to airport slots is given in Algorithm 3.2.

![Figure 3.5 An illustration of adaptively delaying flights for airport slots](image)

**Algorithm 3.2** Adaptively delaying flights for airport slots

**Input:** node (flight) \( i \), the slots of the departure and arrival airports of flight \( i \)

**Output:** node \( i \)’s label set \( B_i \)

- if flight \( i \) does not fall in any slot then
  - Create label \( b_i \) with no dual of any slot.
- else
  - Create label \( b_i \) by the duals of the slots which flight \( i \) falls in.
- end if

- if \( b_i \) is not dominated by any existing label in \( B_i \) then
  - Insert \( b_i \) into label set \( B_i \).
- end if

- for each slot behind flight \( i \) do
  - for each time point where the slot begins or ends do
    - Delay flight \( i \) by \( \beta_i^d \) to the time point.
    - Create label \( b_i \) by \( \beta_i^d \) with the duals of the slots that flight \( i \) falls in.
    - if \( b_i \) is not dominated by any existing label in \( B_i \) then
      - Insert \( b_i \) into label set \( B_i \).
    - end if
  - end for
- end for

- return label set \( B_i \).
3.4 Aircraft Recovery Model and Column Generation Framework

3.4.4.3 Subproblem with Swappable Planned Maintenances

The second enrichment of the subproblem is to swap planned maintenances. At first glance, it seems that this task is not that difficult because maintenances are treated as special flights in the connection network and flights can be swapped. However, unfortunately, because aircraft’s planned maintenances are not synchronized, after swapping, the maximum flying hours, maximum cycles, and maximum interval constraints of an aircraft’s planned maintenance might no longer be feasible. Thus, the multi-label shortest path algorithm, Algorithm 3.1, must be further modified. First, three new label elements, $u_i^h$, $u_i^o$, and $u_i^v$ are added to one label, i.e., a label $b_i$ of node $i$ is redefined as $\langle \bar{\beta}_i, \beta^d_i, u_i^h, u_i^o, u_i^v \rangle$ where $u_i^h$ is the used flying hours, $u_i^o$ is the used number of takeoffs, and $u_i^v$ is the elapsed time since the last planned maintenance along the partial route represented by flight $i$’s label $b_i$. Second, three new conditions are added to the label dominant rule. Label $b_i^1$ dominates label $b_i^2$ if and only if (1) $\bar{\beta}_i^1 \leq \bar{\beta}_i^2$, (2) $\beta_i^d,1 \leq \beta_i^d,2$, (3) $u_i^h,1 \leq u_i^h,2$, (4) $u_i^o,1 \leq u_i^o,2$, and (5) $u_i^v,1 \leq u_i^v,2$. Third, in the flight-maintenance arc processing, a swap cost is incurred if it is a planned maintenance but not for the aircraft $c$ under consideration. Besides, $u_i^h$, $u_i^o$, and $u_i^v$ are reset to zero whenever a planned maintenance node is visited. Last but not least, at the beginning of arc processing, a check is added to determine whether there are enough remaining flying hours, number of takeoffs, and interval time to fly the following flight $j$. If there are, $u_i^h$, $u_i^o$, and $u_i^v$ are updated and used to create a new label to be inserted into the label set of node $j$ if the new label is not dominated. The final algorithms for the subproblem with swappable planned maintenances are detailed in Appendix A.

3.4.5 Column Initialization

Column initialization methods can have a significant impact on the run time of the column generation framework. Initial routes are guesses of the optimal ones. If the guesses are 100% correct, optimal solutions are obtained immediately. In this work, two column initialization methods are proposed to generate the initial routes of aircraft for the master problem: initializ-
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tion by originally feasible planned routes and by a shortest path heuristic. On the one hand, given the recovery character of the ARP, optimal solutions usually resemble the original routes planned for aircraft. Hence each aircraft’s planned route is used for initialization if it remains feasible after disruptions. On the other hand, assuming flight duals are zero and considering only swap cost and delay cost, subproblems are solved to initialize aircraft’s routes as shortest path problems. These routes represent the preferred routes of an aircraft, regardless of other aircraft’s choices. Note that one subproblem can output more than one initial route, if multiple non-dominant routes can be found in the sink node. The numerical experiments in Section 3.5.3.1 corroborate the effectiveness of using the two initialization methods together.

3.5 Computational Study

3.5.1 Data Description

To validate the performance of the proposed column generation framework, a computational study was carried out and the results are presented in this section. Five scenarios from real airline operation data were tested. The five scenarios were used as benchmark problems for the Airline Operations Research Competition organized by Sabre Airline Solutions (2016). The characteristics of the scenarios are summarized in Table 3.1. The scenarios cover a wide range of disruption types and problem scales. Scenarios 1 and 2 are small scenarios with less than 100 flights. Scenario 3 is medium-sized. Scenarios 4 and 5 are large-scale ones. Because the competition does not differentiate planned and unplanned maintenances, all maintenances are assumed to be unplanned and hence not swappable. The impact of swapping planned maintenances is investigated in Section 3.5.4.1.

The cost parameters, i.e., swap cost per flight, delay cost per minute, and cancellation cost per flight, are given by airline companies. In real practice, those cost parameters are determined by airlines’ own preferences and open to adjustment according to the airlines’ needs. Different
3.5 Computational Study

Table 3.1 Characteristics of test scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>No. of flights</th>
<th>No. of aircraft</th>
<th>No. of maint.</th>
<th>No. of airports</th>
<th>Duration (h)</th>
<th>Disruption</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>59</td>
<td>16</td>
<td>23</td>
<td>12</td>
<td>80</td>
<td>Time / Airport mismatch</td>
</tr>
<tr>
<td>2</td>
<td>95</td>
<td>12</td>
<td>0</td>
<td>25</td>
<td>48</td>
<td>Airport closure of 4 hours</td>
</tr>
<tr>
<td>3</td>
<td>417</td>
<td>85</td>
<td>25</td>
<td>35</td>
<td>44</td>
<td>Time / Airport mismatch ATC flow control of 1 hour</td>
</tr>
<tr>
<td>4</td>
<td>586</td>
<td>44</td>
<td>24</td>
<td>37</td>
<td>85</td>
<td>Aircraft on ground for 48 hours</td>
</tr>
<tr>
<td>5</td>
<td>638</td>
<td>44</td>
<td>29</td>
<td>32</td>
<td>90</td>
<td>Aircraft on ground for 8 hours</td>
</tr>
</tbody>
</table>

airline companies have different focuses on their cost components. The cost parameters of the five test scenarios are given in Table 3.2. Moreover, for all scenarios, the turn time between two flights is 30 minutes, and the maximum flight delay allowed is 180 minutes, even though more complicated settings can be accommodated such as a conditional turn time depending on flight types (e.g., domestic or international) in this work.

Table 3.2 Cost parameters of test scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Swap per flight</th>
<th>Flight delay per minute</th>
<th>Cancellation per flight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>4</td>
<td>500</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>10</td>
<td>800</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>8</td>
<td>500</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>4</td>
<td>500</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>4</td>
<td>500</td>
</tr>
</tbody>
</table>

3.5.2 Computational Results

The column generation framework was programmed in C++ and run on a desktop computer with a 3.9 GHz Intel i3 CPU and a Windows 10 operating system. The LP and final IP of the master problem were solved by the commercial solver CPLEX 12.7. Computational results are listed in Table 3.3, where “LP obj.” is the final LP objective value of the master problem when the column generation iteration terminates and “IP obj.” is the final IP objective value. Moreover,
Solving Aircraft Recovery Problem with Airport Capacity Constraints and Maintenance Flexibility

"#CG iterations" is the total number of column generation iterations and "#Routes" stands for the total number of routes generated. The subproblems were implemented by multi-thread programming. Hence, the subproblems were divided to threads and the subproblems in different threads were solved in parallel. Four threads, the maximum number of threads supported by the computer, were used for running the program. Taking Scenarios 4 and 5 for example, there are 44 aircraft and hence 44 subproblems per column generation iteration. Therefore, each thread was responsible for solving \( \frac{44}{4} = 11 \) subproblems in parallel. Table 3.4 summarizes the detailed recovery solutions of the scenarios, and Table 3.5 compares the recovery cost and runtime with those of the winning teams in the competition. Tongji-TOBU solved the problem by randomly selecting from enumerated routes and putting selected promising routes into an IP for optimization (Zhang, 2017). SJTU-THR proposed a local search paradigm which is similar to GRASP (Argüello et al., 1997). Eindhoven Univ. of Tech-OPAC developed math-heuristics to generate routes and select from them.

Table 3.3 Results of test scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>LP obj.</th>
<th>IP obj.</th>
<th>Optimality gap</th>
<th>#CG iterations</th>
<th>#Routes</th>
<th>Run time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1010.00</td>
<td>1010</td>
<td>0.00%</td>
<td>8</td>
<td>194</td>
<td>0.37</td>
</tr>
<tr>
<td>2</td>
<td>4364.00</td>
<td>4364</td>
<td>0.00%</td>
<td>26</td>
<td>396</td>
<td>0.73</td>
</tr>
<tr>
<td>3</td>
<td>4781.00</td>
<td>4781</td>
<td>0.00%</td>
<td>75</td>
<td>6,166</td>
<td>19.72</td>
</tr>
<tr>
<td>4</td>
<td>2124.29</td>
<td>2138</td>
<td>0.65%</td>
<td>262</td>
<td>11,455</td>
<td>145.84</td>
</tr>
<tr>
<td>5</td>
<td>218.00</td>
<td>218</td>
<td>0.00%</td>
<td>351</td>
<td>14,972</td>
<td>251.33</td>
</tr>
</tbody>
</table>

Table 3.4 Detailed recovery solutions of test scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>No. of flight cancellations</th>
<th>No. of flight swaps</th>
<th>Total flight delay (min)</th>
<th>Recovery cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1010</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>14</td>
<td>275</td>
<td>4364</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>21</td>
<td>345</td>
<td>4781</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>89</td>
<td>62</td>
<td>2138</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>21</td>
<td>2</td>
<td>218</td>
</tr>
</tbody>
</table>
### Table 3.5 Comparison of the recovery results with those of the winning teams

<table>
<thead>
<tr>
<th>Scenario</th>
<th>KPIs</th>
<th>Tongji-TOBU</th>
<th>SJTU-THR</th>
<th>Eindhoven Univ. of Tech-OPAC</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recovery cost</td>
<td>1010</td>
<td>1010</td>
<td>1010</td>
<td>1010</td>
</tr>
<tr>
<td></td>
<td>Run time (s)</td>
<td>10.1</td>
<td>1620</td>
<td>10.2</td>
<td>0.37</td>
</tr>
<tr>
<td>2</td>
<td>Recovery cost</td>
<td>4364</td>
<td>4364</td>
<td>4390</td>
<td>4364</td>
</tr>
<tr>
<td></td>
<td>Run time (s)</td>
<td>10.2</td>
<td>1500</td>
<td>10.3</td>
<td>0.73</td>
</tr>
<tr>
<td>3</td>
<td>Recovery cost</td>
<td>4781</td>
<td>4781</td>
<td>4848</td>
<td>4781</td>
</tr>
<tr>
<td></td>
<td>Run time (s)</td>
<td>105</td>
<td>1620</td>
<td>10.1</td>
<td>19.72</td>
</tr>
<tr>
<td>4</td>
<td>Recovery cost</td>
<td>2730</td>
<td>2434</td>
<td>5200</td>
<td>2138</td>
</tr>
<tr>
<td></td>
<td>Run time (s)</td>
<td>139.8</td>
<td>1740</td>
<td>720</td>
<td>145.84</td>
</tr>
<tr>
<td>5</td>
<td>Recovery cost</td>
<td>230</td>
<td>410</td>
<td>1040</td>
<td>218</td>
</tr>
<tr>
<td></td>
<td>Run time (s)</td>
<td>150</td>
<td>1680</td>
<td>720</td>
<td>251.33</td>
</tr>
</tbody>
</table>

![Figure 3.6 Comparison of the recovery results with those of the winning teams](image-url)
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The results of the five test scenarios verify the effectiveness and efficiency of the column generation framework. As indicated in Table 3.3, for the two small scenarios, the problems were solved almost instantaneously. For the middle-sized problem, it was solved within 1 minute. Moreover, for the two large-scale problems, they were solved in less than 5 minutes. In addition, along with the short run time, solution quality was not compromised. Because the master problem is a linear relaxation of the ARSM, which is an IP, the LP obj. column provides a lower bound of the true optimal objective. Given the integer solution obtained (the IP obj. column), the optimality gap is computed by \((\text{IP obj.} - \text{LP obj.})/\text{LP obj.}\). Of the five test scenarios, four scenarios were proved to be optimal by their zero optimality gaps, except for Scenario 4, which yields a very small gap. The good quality of the solutions is also confirmed by the comparison with the results obtained by other methods in Table 3.5 and Figure 3.6. Better solutions are achieved for large-scale scenarios by this work within short run time; for the small- and medium-size scenarios, the optimal solutions are found much faster. The column generation framework proposed in this study displays clear superiority over the methods proposed by others. Furthermore, in view of the detailed recovery solutions shown in Table 3.4, it is observed that, due to the relatively high cancellation cost, flights are rarely cancelled in the recovery solutions. Moreover, it is obvious that Scenarios 2 and 3 require much more flight delay than other scenarios because disruptions such as airport closure and ATC flow control on hub airports have a more severe influence on flight operation than other kinds of disruptions.

3.5.3 Numerical Experiments for Computational Performance

3.5.3.1 Impact of Column Initialization

As discussed in Section 3.4.5, the initial columns, i.e., initial aircraft routes, play a critical role in the computational performance of the column generation framework. In this section, taking the two large-scale scenarios, Scenarios 4 and 5, we experimented on the two initialization
methods, namely, the feasible planned routes and shortest path heuristic, and check their impact on run time. In addition, the situation with no initial column was tested as a benchmark for comparison. The computational settings were the same as those in Section 3.5.2. It can be concluded from the results in Table 3.6 that the two methods, when combined, reduce the run time effectively. Because they complement each other and produce good estimations of the optimal duals after the master problem is solved for the first iteration, the total number of iterations of the column generation process is reduced.

Table 3.6 Results of experiments on route initialization methods

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Initialization method</th>
<th>Run time (s)</th>
<th>#CG iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>No initial routes</td>
<td>175</td>
<td>301</td>
</tr>
<tr>
<td></td>
<td>Feasible planned routes</td>
<td>174</td>
<td>307</td>
</tr>
<tr>
<td></td>
<td>Shortest path heuristic</td>
<td>213</td>
<td>337</td>
</tr>
<tr>
<td></td>
<td>Feasible planned routes + Shortest path heuristic</td>
<td>145</td>
<td>262</td>
</tr>
<tr>
<td>5</td>
<td>No initial routes</td>
<td>317</td>
<td>427</td>
</tr>
<tr>
<td></td>
<td>Feasible planned routes</td>
<td>294</td>
<td>384</td>
</tr>
<tr>
<td></td>
<td>Shortest path heuristic</td>
<td>323</td>
<td>429</td>
</tr>
<tr>
<td></td>
<td>Feasible planned routes + Shortest path heuristic</td>
<td>251</td>
<td>351</td>
</tr>
</tbody>
</table>

3.5.3.2 Continuous Delay vs. Discrete Delay

A large portion of the existing literature (Bisailon et al., 2011; Bratu and Barnhart, 2006; Maher, 2016; Thengvall et al., 2003, 2001; Yan and Lin, 1997; Zhang et al., 2016) takes a discrete approach to modeling flight delay: flights are copied blindly and roughly with fixed intervals for all possible delay options. In contrast, in our approach, flight delay is a continuous variable and can be decided adaptively and accurately in the subproblems. In this section, we present the results of a comparison study between the two approaches modeling delay. To be fair, they are both solved in a column generation framework. As suggested by Maher (2016),
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for the discrete delay approach, a flight is copied every 30 minutes until it reaches the maximum delay allowed. Table 3.7 and Figure 3.7 show the results of the comparison.

Table 3.7 A comparison of continuous delay and discrete delay approaches

<table>
<thead>
<tr>
<th>Scenario</th>
<th>LP obj.</th>
<th>IP obj.</th>
<th>IP obj. gap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Discrete delay</td>
<td>Continuous delay</td>
<td>Discrete delay</td>
</tr>
<tr>
<td>1</td>
<td>1010.00</td>
<td>1010.00</td>
<td>1010</td>
</tr>
<tr>
<td>2</td>
<td>5513.00</td>
<td>4364.00</td>
<td>5513</td>
</tr>
<tr>
<td>3</td>
<td>6585.00</td>
<td>4781.00</td>
<td>6585</td>
</tr>
<tr>
<td>4</td>
<td>2156.67</td>
<td>2124.29</td>
<td>2160</td>
</tr>
<tr>
<td>5</td>
<td>230.00</td>
<td>218.00</td>
<td>230</td>
</tr>
</tbody>
</table>

Figure 3.7 IP objective gap between discrete and continuous delay approaches

We can see from Table 3.7 and Figure 3.7 that, for most scenarios, there is a gap between the final IP objective values achieved by the discrete delay and continuous delay approaches. The discrete delay model provides an upper bound of the objective value for the continuous model because the discrete delay model carries out a more restrictive specification on delay
3.5 Computational Study

options. For some case, Scenario 1, for instance, the gap is zero because the optimal recovery solution does not require the delay of any flight, as shown in Table 3.4. However, for some other scenarios, Scenario 3 for example, the gap is as high as 37.74%, because many flights are subject to delay in the solution due to the substantial disruptive impact brought by ATC flow control at the hub airport. There could be large “error” caused by the discrete delay approach; on the contrary, our continuous delay approach can optimize flight delay precisely with zero modeling error.

3.5.3.3 Subproblem Parallelization

To further shorten the run time for potentially larger scenarios in future applications, we carried out computational experiments by more powerful computing machine that can use more threads to further parallelize subproblems and solve master problems more quickly. The program was switched to run on a workstation with two Intel Xeon 3.4 GHz CPUs. The maximum number of supported threads was 24. Scenario 5, the largest scenario, for instance, was solved by utilizing different numbers of threads. The relationship between the run time and number of used threads is recorded in Figure 3.8 and Table 3.8, where “MP time” and “SP time” stand for the times spent on master problems and subproblems, respectively. “IP time” is the time required for solving the final integer programming given all generated routes. Because the master problems were solved by CPLEX, their MP times are independent of the number of threads used to solve the subproblems. However, because of the increasing parallelization of subproblems, the run time spent on subproblems decreases rapidly, from 457 s to 145 s, amounting to a 67.76% drop. In theory, if the subproblems were completely parallelized, i.e., one thread for one subproblem, the run time would be $371/44 + 85 = 93.43$ s, which is about 1.5 minutes, to obtain the same very high-quality solution for the large-scale problem. It should be noted that the run time can be further reduced with a more professional computing environment for real industrial applications.
Figure 3.8 Run time with number of used threads run on a workstation (IP time is too small to be shown)

Table 3.8 Run time with number of used threads run on a workstation

<table>
<thead>
<tr>
<th>No. of threads</th>
<th>MP time (s)</th>
<th>SP time (s)</th>
<th>IP time (s)</th>
<th>Run time (s)</th>
<th>Recovery cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85</td>
<td>371</td>
<td>1</td>
<td>457</td>
<td>218</td>
</tr>
<tr>
<td>2</td>
<td>86</td>
<td>206</td>
<td>1</td>
<td>293</td>
<td>218</td>
</tr>
<tr>
<td>4</td>
<td>84</td>
<td>112</td>
<td>1</td>
<td>197</td>
<td>218</td>
</tr>
<tr>
<td>8</td>
<td>84</td>
<td>96</td>
<td>1</td>
<td>181</td>
<td>218</td>
</tr>
<tr>
<td>16</td>
<td>85</td>
<td>63</td>
<td>1</td>
<td>149</td>
<td>218</td>
</tr>
<tr>
<td>24</td>
<td>86</td>
<td>58</td>
<td>1</td>
<td>145</td>
<td>218</td>
</tr>
</tbody>
</table>
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3.5.4 Computational Studies for Operational Insights

3.5.4.1 The Gain of Maintenance Flexibility

In this section, we investigate the gain brought by swapping planned maintenances. Two scenarios, Scenarios 6 and 7, are based on real airline operational data with distinct unplanned and planned maintenances, as illustrated in Table 3.9. The two scenarios are solved by the column generation framework with subproblems considering swappable planned maintenances, as described in Section 3.4.4.3. Within the 4-day planning horizon of the two scenarios, aircraft must be maintained at least every 60 flying hours, every 30 takeoffs, or every 70 hours, whichever happens first. The cost parameters are listed in Table 3.10. Cancelling and swapping planned maintenances does not incur any cost as long as the maximum flying hours, maximum cycles, and maximum interval constraints relating to the planned maintenances are satisfied. The computational settings are the same as those in Section 3.5.2. In addition, assuming that planned maintenances are not allowed to swap, we solve the two scenarios and compare the results with the ones that permit swapping planned maintenances, as shown in Table 3.11. Remarkably, for both scenarios, when planned maintenances are allowed to swap, the recovery cost is reduced considerably. Flight swaps and delays are reduced by utilizing maintenance swaps. For Scenario 6, the recovery cost drops by 19.78%, and for Scenario 7, it drops by 61.47%. Note that Scenario 7 has more planned maintenances than Scenario 6. It is recommended for airlines to consider maintenance swap as an option during aircraft recovery—a little flexibility would leverage big cost savings.

3.5.4.2 The Value of Airport Slot Quotas

Another operational insight which can be obtained from solving the ARP is regarding the value of airport slot quotas. As described in Section 3.2, when adverse weather occurs and ATC flow control is in place, airlines are allocated slot quotas specifying the maximum number of departures and arrivals the airline can have during flow control periods. In practice, the
Table 3.9 Scenarios with planned and unplanned maintenances

<table>
<thead>
<tr>
<th>Scenario</th>
<th>No. of flights</th>
<th>No. of aircraft</th>
<th>No. of unpl. maint.</th>
<th>No. of plan. maint.</th>
<th>No. of airports</th>
<th>Horizon (h)</th>
<th>Disruption</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>586</td>
<td>44</td>
<td>24</td>
<td>33</td>
<td>37</td>
<td>85</td>
<td>Aircraft on ground for 48 hours</td>
</tr>
<tr>
<td>7</td>
<td>637</td>
<td>44</td>
<td>28</td>
<td>38</td>
<td>32</td>
<td>90</td>
<td>Aircraft on ground for 8 hours</td>
</tr>
</tbody>
</table>

Table 3.10 Cost parameters of Scenario 6 and Scenario 7

<table>
<thead>
<tr>
<th>Cost parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swap per flight</td>
<td>10</td>
</tr>
<tr>
<td>Flight delay per minute</td>
<td>4</td>
</tr>
<tr>
<td>Cancellation per flight</td>
<td>500</td>
</tr>
<tr>
<td>Swap per planned maintenance</td>
<td>0</td>
</tr>
<tr>
<td>Cancellation per planned maintenance</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.11 Comparison of recovery solutions given swappable and unswappable planned maintenances

<table>
<thead>
<tr>
<th>KPIs</th>
<th>Scenario 6</th>
<th>Scenario 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of flight cancellations</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>No. of flight swaps</td>
<td>124</td>
<td>41</td>
</tr>
<tr>
<td>No. of plan. maint. swaps</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>No. of plan. maint. cancellations</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Total flight delay (min)</td>
<td>168</td>
<td>109</td>
</tr>
<tr>
<td>Recovery cost</td>
<td>2912</td>
<td>846</td>
</tr>
</tbody>
</table>

| Recovery cost reduction        | 19.78%     | 61.47%     |
given quota can be traded with other airlines (ICAO, 2013). An airline may enlarge its limited maximum number of departures and arrivals to facilitate its recovery by buying slot quotas from others. Thus, the fundamental question becomes how much a slot quota is worth. For the airline that wants to purchase a slot quota, the answer depends on how much its recovery cost will be reduced if it is allowed one more departure or arrival during the slot period. The answer can be obtained by solving the ARP repeatedly with varying slot quotas. Take Scenario 3 for example, the ATC flow control takes place on a hub airport LEM (Lemmon Municipal Airport), from 4:00 pm to 5:00 pm, 7 May 2014. We keep increasing the maximum number of departures and arrivals from zero and record the corresponding recovery cost achieved after optimization. The computational settings are the same as those in Section 3.5.2, and the results are recorded in Table 3.12. The first row indicates the scenario in which the airline is granted no permission for taking off or landing flights during the ATC control period, which serves as a starting point for the computational experiment. It is observed from Table 3.12 that when the airline is given a higher departure and arrival quota, its recovery cost decreases monotonically. More remarkably, by and large, the marginal value of each additional quota amount continues to drop steadily. This implies that when the airline has already been allocated a sufficient departure and arrival quota, it is not economical to purchase any new slot quotas whose marginal value would be very small; the airline should consider other options to further reduce its recovery cost, for example, by giving out coupons to persuade passengers to wait longer than the prescribed maximum delay.

3.6 Summary

In this chapter, we considered the aircraft recovery problem with airport capacity constraints and maintenance flexibility. Disruptions have a considerable financial impact on the airline industry. When disruptions happen, airlines need to re-schedule flights and re-assign aircraft in real time with minimized recovery cost. In most published studies, airport capacity and flexible
Table 3.12 Marginal values of airport slot quotas

<table>
<thead>
<tr>
<th>Airport slot quota</th>
<th>Recovery cost</th>
<th>Marginal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4781</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>3778</td>
<td>1003</td>
</tr>
<tr>
<td>2</td>
<td>2774</td>
<td>1004</td>
</tr>
<tr>
<td>3</td>
<td>1968</td>
<td>806</td>
</tr>
<tr>
<td>4</td>
<td>1284</td>
<td>684</td>
</tr>
<tr>
<td>5</td>
<td>720</td>
<td>564</td>
</tr>
<tr>
<td>6</td>
<td>280</td>
<td>440</td>
</tr>
<tr>
<td>7</td>
<td>40</td>
<td>240</td>
</tr>
</tbody>
</table>

Maintenances are not considered simultaneously via an optimization approach. To bridge this gap, we proposed a column generation framework to solve the problem. The framework consists of a master problem for selecting routes for aircraft and subproblems for generating routes. Airport capacity is explicitly considered in the master problem and swappable maintenances are incorporated in the subproblem. Instead of discrete delay models, which are widely adopted in much of the existing literature, flight delays are continuous and optimized accurately in the subproblems of this work. Compared to the discrete-delay method, the continuous-delay model improves the accuracy of the optimized recovery cost. In one tested scenario, the accuracy is improved by up to 37.74%. The computational study, which is based on real-world problems, shows that the master problem gives a very tight linear relaxation with a small, often zero, optimality gap. Large-scale problems can be solved within 5 minutes and the run time can be further shortened by parallel computing on more powerful hardware. In addition, from a managerial point of view, the computational experiments reveal that swapping planned maintenances may bring about a substantial reduction in recovery cost of up to about 60%, depending on problem instances. Furthermore, the decreasing marginal value of airport slot quotas is also highlighted for airline recovery operations through computational experiments.
Chapter 4

Coordinated Multi-aircraft 4D Trajectory Planning Considering Buffer Safety Distance and Fuel Optimization

In this chapter, we investigate a coordinated multi-aircraft 4D trajectory planning problem considering buffer safety distance and fuel optimization in the context of 4D Trajectory Based Operations. Section 4.1 gives an introduction of the problem. Section 4.2 presents the contributions of this work. In Section 4.3, we present the discrete representation of airspace and 4D trajectories. Section 4.4 develops a model for the impact of buffer safety distance. Algorithms for coordinated multi-aircraft 4D trajectory planning are developed in Section 4.5, followed by a case study in Section 4.6. In Section 4.7, the results of comprehensive computational experiments to verify the proposed algorithm’s computational performance are presented. Section 4.8 concludes the chapter.
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4.1 Introduction

Each day, thousands of aircraft are flying in the sky. The Air Traffic Management system coordinates travelling aircraft to ensure safety and enhance efficiency. In the current ATM system, the airspace is divided into sectors. A team of air traffic controllers is assigned to be in charge of each sector. After take-off, an aircraft flies along airways traversing sectors one after another according to its flight plan under the direction of air traffic controllers responsible for each sector until its destination airport is approached.

With the development of the global economy, air traffic volume is undergoing rapid growth, particularly in emerging-market countries. The International Civil Aviation Organization estimates that air traffic in the Asia Pacific region will triple by 2030 (ICAO, 2012). The rapid growth of air traffic volume is placing significant challenges on the current clearance-based ATM system. To address such imminent challenges, both the USA and Europe have initiated research and development programs, namely, the Next Generation Air Transportation System (NextGen) (FAA, 2013) and the Single European Sky ATM Research (SESAR) (EUROCONTROL, 2015), respectively, for the future ATM system. Both programs envision 4D Trajectory Based Operations (4D TBO), in which 4D trajectories are calculated and followed using advanced navigation technologies. Aircraft will fly negotiated trajectories and air traffic control will move to trajectory management (FAA, 2013). Air traffic controllers will direct aircraft not only based on their current positions and speeds, but their future intended 4D trajectories as well.

Before an aircraft enters a sector, its airborne flight management system will calculate and submit its preferred estimated 4D trajectory for traversing the sector (FAA, 2016). Because the trajectories are planned individually and independently, they may cause conflicts or congestion, which leads to high systemwise cost. The ATM system, consisting of air traffic controllers, needs to coordinate the received 4D trajectories, carrying out necessary modifications or even...
re-planning to ensure the safety of air traffic and improve its efficiency with the help of decision support tools.

In this chapter, we consider a multi-aircraft 4D trajectory planning problem in the en route phase and our aim is to provide a tool for air traffic controllers to change/re-plan trajectories for each individual aircraft traversing a sector that contains a 3D network of airways and waypoints. Given the required entry and exit waypoints as well as the expected entry time windows and exit times of aircraft, our proposed algorithm framework coordinates the aircrafts’ preferred 4D trajectories and computes final 4D trajectories that ensure conflict-free operation and reduce overall fuel consumption and sector exit delay. To solve the problem, a negotiation-based coordinating process is proposed and modeled as a pure-strategy game among aircraft. The proposed negotiation does not need to be physically carried out among aircraft and air traffic controllers. It can be automatically realized as a part of the algorithm within the tool for facilitating timely decision making for air traffic controllers. The tool can efficiently compute 4D trajectories through an automatic negotiation process, which both guarantees safety and improves efficiency. Moreover, although the tool is developed for ATC, pilots and their airlines can also benefit from it because the tool takes aircraft’s preferred trajectories into account and reduces both delay and fuel consumption, which creates an incentive for them to participate in the process.

Regarding air traffic safety, en route aircraft are required to keep a separation from each other throughout their flight. Two aircraft are defined to be in conflict if their relative distance is less than 5 nm (nautical miles) horizontally and (in China) 300 m vertically. The safety zone of a single aircraft is depicted in Figure 4.1 as a cylinder. If one aircraft is in the safety zone of another, the two aircraft are in conflict. The 5 nm horizontal separation is referred to as the safety distance, which is the minimum separation that two aircraft must keep if vertical separation is not in use. If separation is lost, the air traffic controllers in charge will face punishment. In real practice, air traffic controllers’ priority is to ensure air traffic safety and
they intend to maintain a separation between aircraft several times greater than the required safety distance. The surplus portion of separation, called the buffer safety distance in this study, is used to accommodate potential emergencies, and as a critical tool for regulating air traffic controllers’ workload (Averty et al., 2004; Djokic et al., 2010; Loft et al., 2007; Nagaoka and Brown, 2015). For example, Djokic et al. (2010) point out that, “The higher horizontal proximity, i.e., the closer the aircraft in the horizontal plane, the higher was controller workload.” If aircraft are always kept far from each other, air traffic controllers will experience a relatively low workload. However, excessive buffer safety distance interferes with the efficiency of air traffic, resulting in unnecessary delay and sector capacity loss. Different air traffic controllers will maintain different amounts of buffer safety distance because of the variance within air traffic controllers’ skills, experiences, and personalities. Therefore, a decision support tool is needed to allocate buffer safety distance and manage its tradeoff with air traffic efficiency. To address the problems relating to buffer safety distance, which is desirable in practical ATC operation, we propose an algorithm framework for 4D trajectory planning, that guarantees there will be no conflict and takes buffer safety distance into account.

Figure 4.1 Aircraft safety zone
4.2 Contributions of This Work

We summarize the contributions of this work as follows. First, we propose a coordination mechanism for online multi-aircraft 4D trajectory planning and model it as a pure-strategy game to effectively manage the tradeoff between operating cost and buffer safety distance. Second, a maximum improvement distributed algorithm (MIDA) is correspondingly designed and its convergence to a Nash equilibrium can be guaranteed by only solving single aircraft 4D trajectory planning problems when all the other aircraft’s trajectories are given. Its efficiency and applicability to planning multi-aircraft 4D trajectories online are demonstrated by a case study with real air traffic peak-hour data, and MIDA’s scalability is verified by comprehensive computational experiments for the predicted double and triple future traffic loads. Third, using a discrete airspace representation and discrete timeline, we model 4D trajectories as piecewise linear routes on the time-space network. An efficient dynamic programming algorithm is developed to jointly optimize fuel consumption, arrival delay, and buffer safety distance, with possible aircraft maneuvers including speed adjustments and flight level changes. Deconfliction is guaranteed not only at discrete time instances but also at any given time between them. Fourth, by conducting computational experiments using real traffic data and practical cost factors, we analyze the tradeoff between buffer safety distance and other operating costs resulting from fuel consumption and delay. Compared to the recorded trajectories in the data, the 4D trajectories planned by MIDA are estimated to reduce operating costs by about 16.7% with an even larger minimum separation.

4.3 Discrete Airspace Representation and Problem Formulation

In the current ATM system, en route civil aircraft fly along airways prescribed by the civil aviation authority from waypoint to waypoint. The airways are connected by waypoints and
form an airway network, as illustrated in Figure 4.2. On the other hand, vertically, each airway comprises several flight levels (Figure 4.3). Each flight level is unidirectional. Aircraft in odd flight levels (e.g., 7,500 m) fly from west to east, whereas aircraft in even flight levels (e.g., 7,800 m) fly from east to west.

Figure 4.2 Airway network of Xiamen airspace (Civil Aviation Authority of China, 2014)

Figure 4.3 Flight levels of one airway
4.3 Discrete Airspace Representation and Problem Formulation

In this study, we adopt a discrete approach to describe 4D trajectories due to its high flexibility and effectiveness of modeling. The planning horizon is discretized into time instances and airways are discretized by evenly interpolated virtual waypoints, as shown in Figure 4.4. Consider the time instance set $T = \{1, 2, \cdots, n_t\}$, where $k \in T$ corresponds time $k \cdot \Delta T$ in which $\Delta T$ denotes the time step size. Moreover, the waypoint set is $D = \{1, 2, \cdots, n_d\}$, which includes both physical and virtual waypoints. The distance between two neighboring waypoints in one flight level is $\Delta d$.

![Figure 4.4 Discretized airways with waypoints and 4D legs](image)

Two waypoints $i, j \in D$ are directly connected if aircraft are able to fly from waypoint $i$ to $j$ within one time step $\Delta T$ and comply with the minimum speed $v_{\text{min}}$ and maximum speed $v_{\text{max}}$ constraints specified by aircraft dynamics. We designate one such direct connection as one 4D leg $(i, j, k) \in D \times D \times T$, because it describes a 4D segment traveling from waypoint $i$ to waypoint $j$ within time period $k$ to $k + 1$ as a part of an entire 4D trajectory. Note that waypoints are duplicated along parallel flight levels. Hence, flight level changes are modeled by vertical 4D legs, connecting two waypoints at two different flight levels. Furthermore, speed adjustments are made possible by selecting from among 4D legs of different physical lengths, i.e., the distance travelled in one time step, as illustrated in Figure 4.4.
Denote the set of 4D legs as \( E \) and consider a directed graph \( G(D, E) \) whose nodes are waypoints \( D \) and arcs are 4D legs \( E \). Furthermore, denote the set of aircraft as \( F \). The multi-aircraft 4D trajectory planning problem is to a) decide the sector entry time \( \delta_f \) and exit time \( \alpha_f \) of every aircraft \( f \in F \) and b) route every aircraft on the graph \( G(D, E) \) from its given entry waypoint \( o_f \) to its exit waypoint \( d_f \). Let \( w_f(k) \) denote the waypoint visited by aircraft \( f \) at time instance \( k \). Then, a 4D trajectory can be described by a sequence of waypoints with time \( \{w_f(\delta_f), w_f(\delta_f + 1), \ldots, w_f(\alpha_f)\} \), where \( w_f(\delta_f) = o_f \) and \( w_f(\alpha_f) = d_f \). Equivalently, a planned 4D trajectory of aircraft \( f \) can be viewed as a sequence of connected 4D legs \( r_f = \{(i, j, k) | w_f(k) = i, w_f(k + 1) = j, \text{ for } i, j \in D, k \in T\} \).

The discrete-time-discrete-space modeling approach is an approximation of the continuous airspace and continuous timeline. Continuous 4D trajectories are sampled at synchronized time instances, and the sampled physical positions are approximated by discrete waypoints. The advantages of the discrete method adopted in this study are several. First, conflict-free trajectories are completely guaranteed. As mentioned, 4D trajectories are modeled as sequences of parameterized 4D legs. Hence, conflict-free operation between any two 4D trajectories can be guaranteed if any two 4D legs from the two 4D trajectories are not in conflict. Because of the discrete-time-discrete-space modeling, the relative distance between any two 4D legs, not only at sampled instances but also at any time, can be calculated analytically, as detailed in Section 4.4. In Section 4.5, multi-aircraft 4D trajectory planning is first decomposed into single-aircraft 4D trajectory planning problems. For a single aircraft, the traveling cost of taking 4D legs that will lead to conflict with other aircraft is penalized by positive infinity. Hence, conflicting 4D legs are avoided. Second, a discrete method provides the flexibility to model complicated aircraft maneuvers. Because continuous trajectories are discretized, flight level changes and speed adjustments thus can be modeled as 4D legs as well; otherwise, complicated flight dynamics must be counted for every aircraft, which makes multi-aircraft trajectory planning almost intractable. Last but not least, a discrete-time-discrete-space model
converts continuous trajectory planning to a search over combinations of 4D legs, which opens a door to fast discrete algorithms such as dynamic programming.

4.4 Buffer Safety Distance and Intensity Function

In this study, we examine the effect of buffer safety distance on air traffic control when designing multi-aircraft 4D trajectories. It is widely acknowledged that the relative distances among aircraft play a critical factor in air traffic controllers’ workload (Averty et al., 2004; Loft et al., 2007). ATC real-time simulations also corroborate that aircraft horizontal proximity strongly correlates with air traffic controllers’ workload (Djokic et al., 2010). Air traffic controllers’ perception of the difficulty of an air traffic situation depends on the proximity of aircraft in the sector airspace (Nagaoka and Brown, 2015). If separations greater than the safety distance are always maintained (i.e., buffer safety distances always exist), air traffic controllers experience less intense traffic situations that need to be managed.

According to the Weber-Fechner law in psychology, the resolution of perception diminishes for stimuli of greater magnitude (Johnson et al., 2002). In the ATC context, the effect of buffer safety distance decreases as aircraft are separated further. Bearing this in mind, we developed an intensity scale function of the relative distance between two aircraft to capture the non-linear effect of buffer safety distance. The value of the intensity scale function is then integrated over time to reflect its impact over the planning horizon. The calculated intensity is included in the objective function of the algorithm framework, as demonstrated in Section 4.5. Consequently, the algorithm penalizes a small separation between aircraft more severely than a large one.

More specifically, consider two aircraft, aircraft 1 and aircraft 2, flying their 4D legs respectively within one flight level, as shown in Figure 4.5. Aircraft 1 is flying from waypoint \( i \) to \( j \) and aircraft 2 is flying from waypoint \( p \) to \( q \) from time instance \( k \) to \( k + 1 \). Denote the period start time as \( t_s = k\Delta T \) and the finish time as \( t_e = (k + 1)\Delta T \). The coordinates of aircraft 1 at waypoint \( i \) are \( P_1 \), and aircraft 1’s speed is \( V_1 \); the coordinates of aircraft 2 at waypoint \( p \) are \( P_1 \), and aircraft
2’s speed is $V^2$. Then, the relative start position of the two aircraft is $P = P^1 - P^2$. Similarly, the relative speed of the two aircraft is $V = V^1 - V^2$. Hence, the relative distance between the two aircraft at any time $t \in [t_s, t_e]$ is $d(t) = |P + (t - t_s)V| = \sqrt{(P + (t - t_s)V)^T(P + (t - t_s)V)} = \sqrt{V^T V(t - t_s)^2 + 2P^T V(t - t_s) + P^T P}$. The minimum value $d_{\text{min}}$ of $d(t)$ can be solved analytically as follows. Denote the inside quadratic function as $f(t) = \frac{A}{2} V^T V(t - t_s)^2 + 2P^T V(t - t_s) + P^T P$. Take the derivative of $f(t)$ and set it to 0 as follows: $\frac{df(t)}{dt} = 2V^T V(t - t_s) + 2P^T V = 0 \Rightarrow t = -\frac{P^T V}{V^T V} + t_s$. Let $t^* = \arg\min_{t \in [t_s, t_e]} d(t)$. There are three possible cases for computing $t^*$. If $t_s < -\frac{P^T V}{V^T V} + t_s < t_e$, then $t^* = -\frac{P^T V}{V^T V} + t_s$; if $-\frac{P^T V}{V^T V} + t_s \leq t_s$, then $d(t)$ is monotonically increasing on $[t_s, t_e]$, so $t^* = t_s$; otherwise, $d(t)$ is monotonically decreasing on $[t_s, t_e]$, so $t^* = t_e$.

Once $t^*$ is derived, we can simply have $d_{\text{min}}$ as $d(t^*)$.

Denote $s$ as the safety distance. If $d_{\text{min}} < s$, the two 4D legs $(i, j, k)$ and $(p, q, k)$ are in conflict. Denote the intensity induced by the aircraft flying the two 4D legs $(i, j, k)$ and $(p, q, k)$ as $\phi_{ijpq}$. Define $\phi_{ijpq} = +\infty$ if $d_{\text{min}} < s$, so the traveling cost on conflicting 4D legs is penalized by $+\infty$ in the 4D trajectory planning algorithm introduced in Section 4.5, and conflict-free trajectories can be guaranteed; otherwise, define $\phi_{ijpq} = \int_{t_s}^{t_e} \varphi(d(t))dt$, where $\varphi(d)$ is the intensity scale function, which is designed as an exponential function depicted in Figure 4.6. The intuition behind taking the integral of the intensity scale function $\varphi(d)$ over time...
comes from the surveillance task that air traffic controllers perform when they are on duty. In real practice, air traffic controllers must keep monitoring all the aircraft in the sector all the time. Intensity is accumulated over time. The intensity scale function is used to describe the non-linear effect of buffer safety distance on the perceived intensity of the traffic situation faced by air traffic controllers. It decreases rapidly as the separation between two aircraft increases. The convexity of the function means that, when two aircraft are close, the increase of buffer safety distance causes significant decrease in intensity; in contrast, when the separation is large (e.g., three times the safety distance), increasing the buffer safety distance has little effect.

Some remarks: (a) The choice of the intensity scale function is not unique. Here, it takes an exponential form, as suggested by the Weber-Fechner law (Johnson et al., 2002). It must be a decreasing function since in real life the intensity scale decreases as the buffer safety distance increases. Other possible choices are, for example, step-wise decreasing functions, which mean in a certain range, the increase of the buffer safety distance does not change the intensity scale, but beyond the range, the intensity decreases in a step manner. (b) For 4D legs on two different
flight levels, their intensity $\varphi(d)$ is zero, because aircraft flying at different flight levels are clearly deconflicted. (c) Vertical 4D legs are projected to their neighboring flight levels for the intensity computation. When an aircraft is climbing or descending via a vertical 4D leg, the other 4D legs conflicting with the vertical 4D leg will be blocked due to the huge intensity induced.

4.5 Coordinated Multi-aircraft 4D Trajectory Planning

4.5.1 4D Trajectory Planning as a Pure-Strategy Game

Nowadays Collaborative Decision Making has been widely adopted in ATC practices (FAA, 2014). The main idea of CDM is to share decision-making responsibility between ATC and airspace users, so airspace users have more control over the decision. Airspace users can carry out negotiations with each other for the airspace resource and make economic tradeoffs according to their own interests which the air traffic controllers are not fully aware of. Under CDM, game theory becomes a suitable tool in modeling the 4D trajectory planning problem because the interactions among individual airspace users can be explicitly formulated and analyzed.

In future 4D Trajectory Based Operations, before entering a sector, aircraft submit their preferred 4D trajectories to the ATM system for coordination (FAA, 2016). From the air traffic controllers’ point of view, the coordination simulates a negotiation process among aircraft entering and flying within the sector. Each aircraft, as a party in the negotiation, aims to minimize its own operating cost using its preferred 4D trajectory; meanwhile, after the 4D trajectories proposed by the other aircraft are revealed, a compromise should be made to modify the submitted 4D trajectory to resolve conflicts and alleviate congestion. Such compromise reflects the spirit of coordination: selfish individuals making compromises to optimize the entire system’s performance. After every aircraft re-optimizes and re-submits its own 4D
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trajectory given those of the others, the negotiation process repeats. The coordinated 4D trajectory planning process forms a pure-strategy routing game in which players are aircraft, and the strategies are the all possible candidate 4D trajectories that each aircraft can choose from. The resolution of this routing game is an equilibrium joint routing decision, at which no aircraft is able to further improve its own 4D trajectory unilaterally.

Mathematically, suppose the aircraft set is $F = \{1, 2, \cdots, n_f\}$ and each aircraft $f$’s all possible 4D trajectories are in its set $R_f$, $|R_f| = m_f$. Denote the 4D trajectory chosen by aircraft $f$ as $r_f \in R_f$. Given the 4D trajectories chosen by the other aircraft, i.e., the 4D trajectory combination $(r_1, r_2, \cdots, r_{n_f})$, the cost to aircraft $f$ is

$$\pi_f(r_1, r_2, \cdots, r_{n_f}) = c_{rf} + \phi_{rfr_1} + \phi_{rf}r_2 + \cdots + \phi_{rf}r_{n_f} = c_{rf} + \sum_{g \in F} \phi_{rf}r_g,$$

where $c_{rf}$ is the operating cost (fuel plus delay) of aircraft $f$ flying its candidate 4D trajectory $r_f$ and $\phi_{rf}r_g$ is the intensity between aircraft $f$’s 4D trajectory $r_f$ and aircraft $g$’s 4D trajectory $r_g$. The corresponding $c_{rf}$ and $\phi_{rf}r_g$ can be computed according to the 4D legs comprising $r_f$ and $r_g$.

A Nash equilibrium is a 4D trajectory combination $(r_1^*, r_2^*, \cdots, r_{n_f}^*)$ which satisfies

$$\pi_f(r_1^*, r_2^*, \cdots, r_{n_f}^*) \leq \pi_f(r_1^*, \cdots, r_{f-1}^*, r_f, r_{f+1}^*, \cdots, r_{n_f}^*), \quad \forall f \in F, \forall r_f \in R_f.$$

It can be proved that a Nash equilibrium always exists for the formulated pure-strategy routing game of 4D trajectory planning.

**Theorem 4.1.** The formulated pure-strategy routing game has at least one Nash equilibrium.

**Proof.** Consider an integer quadratic programming (IQP) in which decision variables are as follows.

$$x_{rf} = \begin{cases} 
1 & \text{if aircraft } f \text{ chooses to fly 4D trajectory } r_f \\
0 & \text{otherwise}
\end{cases}$$
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The objective function and constraints are:

\[
\begin{align*}
\min & \sum_{f \in F} \sum_{r_f \in R_f} c_{r_f} x_{r_f} + \sum_{f \in F} \sum_{r_f \in R_f} \sum_{g \in F} \sum_{r_g \in R_g} \phi_{r_f r_g} x_{r_f} x_{r_g} \\
\text{s.t.} & \sum_{r_f \in R_f} x_{r_f} = 1, \forall f \in F \\
& x_{r_f} \in \{0, 1\}, \forall f \in F, r_f \in R_f
\end{align*}
\] (4.1)

The objective function of Equation 4.1 minimizes the overall cost of the chosen 4D trajectories for the group of aircraft under planning. The constraints of Equation 4.2 mean that every aircraft chooses one and only one 4D trajectory, and the constraints of Equation 4.3 consist of the binary constraints for the decision variables. Let \( \{x_{r_f}^*\} \) be the optimal solutions of the IQP, and the corresponding selected 4D trajectories are \( \{r_{r_f}^*\} \), i.e., the selected 4D trajectory combination is \( (r_1^*, r_2^*, \ldots, r_{n_f}^*) \), which should be a Nash equilibrium.

Assume, on the contrary, that \( (r_1^*, r_2^*, \ldots, r_{n_f}^*) \) is not a Nash equilibrium. Then, for some aircraft \( h \in F \), it has a 4D trajectory \( \hat{r}_h \in R_h \) that satisfies

\[
\pi_h(r_1^*, \ldots, r_{h}^*, \ldots, r_{n_f}^*) > \pi_h(r_1^*, \ldots, \hat{r}_h, \ldots, r_{n_f}^*) \iff c_{\hat{r}_h} + \sum_{g \in F} \phi_{\hat{r}_h r_g}^* > c_{r_h} + \sum_{g \in F} \phi_{r_h r_g}^*,
\]

which implies that the optimal objective function value of the formulated IQP holds such that

\[
J^* = \sum_{f \in F} \sum_{r_f \in R_f} c_{r_f} x_{r_f}^* + \sum_{f \in F} \sum_{r_f \in R_f} \sum_{g \in F} \sum_{r_g \in R_g} \phi_{r_f r_g} x_{r_f}^* x_{r_g}^* \\
= \sum_{f \in F} c_{r_f} + \sum_{f \in F} \phi_{r_f r_g}^* \\
= \sum_{f \neq h} c_{r_f} + \sum_{f \neq h} \phi_{r_f r_g}^* + c_{\hat{r}_h} + \sum_{g \in F} \phi_{\hat{r}_h r_g}^*.
\]
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\[ > \sum_{f \in F \setminus h} c_{r^*_f} + \sum_{f \in F \setminus h} \sum_{g \in F} \phi_{r^*_f r^*_g} + c_{r^*_h} + \sum_{g \in F} \phi_{r^*_h r^*_g} \triangleq \hat{f}. \]

Here, \( \hat{f} \) is achieved by \( \{ \hat{x}_{rf} \} \) corresponding the 4D trajectory choice of aircraft \( h \) selecting \( r^*_h \) rather than \( r^*_h \). Solution \( \{ \hat{x}_{rf} \} \) is a better solution than \( \{ x^*_rf \} \), which contradicts the optimality of \( \{ x^*_rf \} \). Hence, 4D trajectory combination \( (r^*_1, r^*_2, \cdots, r^*_n) \) is a Nash equilibrium.

It should be noted that the IQP formulated above is only for the proof of Theorem 4.1, i.e., the existence of at least one Nash equilibrium. Although, in theory, a Nash equilibrium can be obtained from enumerating all possible 4D trajectories and solving the IQP, in practice, the IQP can hardly be used for practical online multi-aircraft 4D trajectory planning because the number of candidate 4D trajectories is tremendously large; the IQP is computationally intractable for real-sized problems. Hence, we next propose a practical distributed algorithm to find an equilibrium solution for 4D trajectory planning, and its efficacy is validated in the case study presented in Section 4.6.

4.5.2 Maximum Improvement Distributed Algorithm

The Maximum Improvement Distributed Algorithm (MIDA) serves as a protocol for the negotiation process among aircraft. It specifies at the end of each iteration of negotiation which aircraft takes the advantage to update its 4D trajectory and the others make compromises. MIDA mimics the procedure of an auction. During each iteration of the algorithm, every aircraft bids to change its current 4D trajectory. The aircraft that not only improves its own cost but at the same time brings the most reduction to the systemwise overall cost is entitled to change. This process continues until equilibrium is reached when no aircraft has the incentive to adjust its 4D trajectory unilaterally. Notably, instead of searching among all the possible 4D trajectories of each aircraft, as in the IQP in the proof of Theorem 4.1, MIDA generates one
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new candidate 4D trajectory for each aircraft in each iteration as a subproblem. Subproblems are distributed among aircraft and can be solved efficiently, which makes MIDA fast at finding an equilibrium.

The framework of MIDA is summarized in Algorithm 4.1. MIDA begins with a set of 4D trajectories which can be initialized by individual single-aircraft 4D trajectory planning regardless of other aircraft. Then, given all other aircraft’s 4D trajectories which are fixed, each aircraft optimizes its own 4D trajectory as a single-aircraft 4D trajectory optimization problem. The aircraft with the highest reduction in the cost function $\pi_f$ is chosen to update its 4D trajectory. If no aircraft can reduce its cost function $\pi_f$ any further, the algorithm stops. The resulting 4D trajectory combination is a Nash equilibrium, as shown in Theorem 4.2.

**Algorithm 4.1 Framework of the maximum improvement distributed algorithm**

```
Initialize 4D trajectory $r^1_f$ for each aircraft $f \in F$
for iteration $n = 1, 2, \cdots$ do
  for aircraft $f = 1, 2, \cdots n_f$ do
    Generate $r^*_f$ which minimizes $\pi_f(r^1_n, \cdots, r^*_f, \cdots, r^n_{n_f})$
    Save $\Delta \pi_f = \pi_f(r^1_n, \cdots, r^*_f, \cdots, r^n_{n_f}) - \pi_f(r^1_n, \cdots, r^n_f, \cdots, r^n_{n_f})$
  end for
  Find $g = \text{arg min}_f \Delta \pi_f$
  if $\Delta \pi_g < 0$ then
    Update $r^{n+1}_g = r^*_g$, and $r^{n+1}_f = r^n_f$ for $\forall f \neq g$
  else
    Exit
  end if
end for
```

One remarkable advantage of MIDA is its scalability with the number of aircraft involved in 4D trajectory planning. Due to its distributed algorithmic feature, in each iteration, the centralized multi-aircraft trajectory planning is decomposed into $n_f$ subproblems, and each subproblem is a single-aircraft 4D trajectory optimization problem in which $r^*_f$ is generated. Moreover, the single-aircraft 4D trajectory planning problem can be equivalently formulated and solved as a shortest path problem, as detailed in Section 4.5.3 below. When more aircraft
are involved, the per-iteration computation load of each aircraft does not change much. The case study in Section 4.6 confirms its efficiency at solving real-sized multi-aircraft 4D trajectory planning problems.

For the completeness of algorithm design, next, we prove the convergence of MIDA regardless of how the aircraft 4D trajectories are initialized.

**Theorem 4.2.** MIDA converges to a Nash equilibrium in a finite number of iterations.

**Proof.** Consider iteration \( n \), at which the 4D trajectory combination is \( \Gamma^n = (r^n_1, r^n_2, \ldots, r^n_{nf}) \), and the corresponding systemwise cost is

\[
J(\Gamma^n) = \sum_{f \in F} c^n_f + \sum_{f \in F} \sum_{g \in F} \phi^n_{fg}.
\]

After the iteration, suppose aircraft \( h \)’s 4D trajectory is updated from \( r^n_h \) to \( r^{n+1}_h \)

\[
J(\Gamma^{n+1}) = \sum_{f \in F, f \neq h} c^n_f + \sum_{f \in F, f \neq h} \sum_{g \in F} \phi^n_{fg} + c^{n+1}_h + \sum_{g \in F} \phi^{n+1}_{hg}.
\]

The overall improvement is

\[
J(\Gamma^{n+1}) - J(\Gamma^n) = (c^{n+1}_h + \sum_{g \in F} \phi^{n+1}_{hg}) - (c^n_h + \sum_{g \in F} \phi^n_{hg})
\]

\[
= \pi_h(r^n_1, \ldots, r^{n+1}_h, \ldots, r^n_{nf}) - \pi_h(r^n_1, \ldots, r^n_h, \ldots, r^n_{nf}) < 0
\]

Hence, after each iteration, 4D trajectory combination \( \Gamma^n \) is updated and the systemwise cost \( J(\Gamma^n) \) strictly decreases. Combination \( \Gamma^n \) cannot revert to any \( \Gamma^{\hat{n}} \), \( \hat{n} < n \), which has already been iterated. Because the number of possible 4D trajectories \( r_f \) is finite, the number of possible 4D trajectory combinations \( \Gamma \) is finite. In the worst case, every possible \( \Gamma \) is iterated and MIDA stops. MIDA must stop within a finite number of iterations. When it stops after iteration \( n \),
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MIDA’s termination condition ensures that

\[ \Delta \pi_f = \pi_f(r^n_1, \ldots, r^n_{f_f}) - \pi_f(r^n_1, \ldots, r^n_{f_f}, \ldots, r^n_{n_f}) \geq 0, \quad \forall r_f \in R_f, f \in F, \]

i.e.,

\[ \pi_f(r^n_1, \ldots, r^n_{f_f}, \ldots, r^n_{n_f}) \leq \pi_f(r^n_1, \ldots, r^n_{f_f}, \ldots, r^n_{n_f}), \quad \forall r_f \in R_f, f \in F. \]

Therefore, it reaches a Nash equilibrium.

\[ \square \]

We have shown the existence of a Nash equilibrium and MIDA’s computational convergence. Moreover, it will be helpful to note that the Nash equilibrium is not unique in this game. As shown in Theorem 4.1, the global optimal solution of the IQP constructed in the proof must be a Nash equilibrium. However, a Nash equilibrium is not necessarily the global optimal solution because of the “non-convexity” of the IQP objective function. The corresponding objective function 4.1 can be equivalently reformulated as

\[ c^T x + \frac{1}{2} x^T Q x, \]

where \( Q \) is a symmetric matrix and represents the intensity between 4D trajectories. For the 4D trajectory planning problem in the IQP form, all the diagonal elements of \( Q \) are zero because the intensity is only defined for two different trajectories. Furthermore, all the other elements in \( Q \) must be nonnegative because the intensity is nonnegative. Based on the two conditions above, matrix \( Q \) must not be positive semi-definite, which is the necessary and sufficient condition for the convexity of objective function 4.1. Therefore, there exist multiple local optimal points which may also be Nash equilibriums. Although the Nash equilibrium found by MIDA cannot guarantee to be the global optimal solution, it can still largely improve the system performance, as shown in the case study in Section 4.6. On the other hand, if run-time restrictions are relaxed, the optimality of MIDA can be enhanced by several ways. For example, multiple randomized initialization can be adopted for approaching the global optimal. Alternatively, MIDA is possibly combined with other meta-heuristics such as genetic algorithms or simulated annealing. The global optimal
solution will be reached with probability one by the combined algorithm because the search space is finite.

4.5.3 Single-Aircraft 4D Trajectory Optimization

Single-aircraft 4D trajectory optimization is a fundamental step of MIDA. Its efficiency determines the algorithm’s overall computational performance. In this section, we demonstrate that the single-aircraft 4D trajectory optimization problem can be formulated as a shortest path problem and hence solved in polynomial time. The problem not only determines the 3D trajectory that every aircraft passes, but also the time at which each waypoint is visited.

The problem is stated as follows. Given the other aircraft’s 4D trajectories \( r_g \) for any \( g \neq f \), aircraft \( f \) decides its sector entry time \( \delta_f \) and exit time \( \alpha_f \), and generates a 4D trajectory \( r_f \), which is a sequence of connecting arcs (4D legs) on \( G(D,E) \), with the objective of minimizing the sum of the costs of fuel, delay, and intensity. Aircraft \( f \)'s entry waypoint is \( o_f \) and exit waypoint is \( d_f \). It must enter the sector within time window \( [k^s_f, k^e_f] \), and the expected exit time is \( k^a_f \). The planned 4D trajectory must ensure there is no conflict with all other aircraft’s given trajectories not only at time instances \( k \in T \) but also any time between them.

To take time dimension explicitly into account, \( G(D,E) \) is duplicated over the time instances to construct a time-space graph, which is sketched in Figure 4.7. Figure 4.7 takes one duplicated airway as an example. Every layer corresponds to one time instance. Nodes are waypoints duplicated on the time instances and arcs across layers are 4D legs. Two dummy nodes (source \( s^+ \) and sink \( s^- \)) are added to facilitate the decision of the sector entry time and exit time. Node \( s^+ \) is connected to every duplicated entry point \( o_f \) within \( [k^s_f, k^e_f] \), and \( s^- \) is connected to every duplicated exit waypoint \( d_f \).

Denote \( c_{ijk} \) as the cost of travelling on 4D leg \( (i,j,k) \). Here, \( c_{ijk} = \omega_1 c_{ij} + \omega_2 \phi_{ijk} \), where \( c_{ij} \) is the fuel consumption cost for an aircraft travelling from waypoint \( i \) to waypoint \( j \) in one time step \( \Delta T \); \( \phi_{ijk} \) is the intensity cost induced by the proximity between aircraft \( f \) and the
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Figure 4.7 A sketch of time-space graph
other aircraft if aircraft $f$ flies from waypoint $i$ to $j$ during time step $k$ to $k+1$; and $\omega_1$ and $\omega_2$ are weights that can be tuned according to application needs. For the arcs connecting $d_f$ of time instance $k$ and the sink $s^-$, $c_{d_fs^-k}$ is defined as the delay cost, i.e., $c_{d_fs^-k} = \omega_2(k - k^d_f)$ where $k - k^d_f$ is exit time delay and $\omega_2$ is weight. For arcs connecting source $s^+$ and $o_f$ of time instance $k$, cost $c_{s^+o_f0} = 0$.

After travelling cost $c_{ijk}$ is associated with each 4D leg, the single-aircraft 4D trajectory optimization problem reduces to finding the shortest path between $s^+$ and $s^-$. The problem can be efficiently solved by the dynamic programming algorithm presented in Algorithm 4.2. Its computational complexity is linear to the total number of 4D legs.

**Algorithm 4.2** A dynamic programming for single-aircraft 4D trajectory planning

```plaintext
Initialize node value $\Psi(s^+) = 0$, $\Psi(s^-) = +\infty$, $\Psi(i,k) = +\infty$, $\forall i \in D, k \in T$

for each 4D leg $(i,j,k)$ do

if $\Psi(j,k+1) > \Psi(i,k) + c_{ijk}$ then

Update $\Psi(j,k+1) = \Psi(i,k) + c_{ijk}$
Mark $i$ as the precedent waypoint of $j$
if $j = s^-$ then

Update sector exit time $\alpha_f = k$
end if

end if

end if

end for
```

### 4.6 Case Study Based on Real Traffic Data

In this section, we apply MIDA to solving 4D trajectories based on real air traffic data. The sector under study is ZSAMAR01 in Xiamen area, one of the busiest ATC sectors in the southeastern part of China. A horizontal view of the airway network of the sector is shown in Figure 4.8. The air traffic data contain information of aircraft passing through the sector from 2:00 pm to 3:00 pm on 7 August 2008, which is the peak hour of the day: every 4 s, all in-sector aircraft’s 3D locations (3D coordinates) are sampled and stored in the database; therefore, the real 4D trajectories of all aircraft are recorded. In total, 31 passing aircraft were
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included in the planning horizon. The aircraft fly at three flight levels (7,800, 7,500, and 7,200 m) in the upper space of the sector. The sector serves as a major transitional airspace between airport terminal area and higher en-route airspace. For example, for aircraft taking off from Xiamen airport and flying north (e.g., to Beijing), they follow airways P84-DO and DO-P48 before climbing to higher sectors in the middle way of DO-P48 under the direction of air traffic controllers, as illustrated in Figure 4.9. In the model, vertical 4D legs connecting flight levels are added to facilitate aircraft flight level changes, as described in Section 4.3.

Figure 4.8 Xiamen ZSAMAR01 sector

The parameter settings for the case study are as follows: time step $\Delta T = 1$ minute, the distance between neighboring waypoints $\Delta d = 1$ nm. Aircraft can change their speeds among 360, 420, and 480 knot. Sector entry points $o_f$ and sector exit points $d_f$ were extracted from
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Figure 4.9 Flight levels and a sample aircraft trajectory

traffic data. Entry time windows \([k^e_i, k^f_i]\) and expected times of arrival \(k^a_f\) were set according to the data flight plans. Fuel consumption \(c_{ij}\), which is the fuel consumed flying from waypoint \(i\) to waypoint \(j\) in one time step \(\Delta T\), was derived from the Base of Aircraft Data (BADA) developed by EUROCONTROL (2016). The fuel consumption curves of A320, which is one of the most commonly used civil aircraft types, is shown in Figure 4.10.

Weights, \(\omega_1\) for fuel consumption and \(\omega_3\) for sector exit delay, can be set according to financial analysis. Following Soler et al. (2014), the unit fuel cost was estimated to be 1.30 USD/kg, and the CO2 emission cost for each kilogram of fuel is 0.11 USD/kg. Hence, \(\omega_1\) equals 1.41 USD/kg, the sum of the two costs. For the cost of delay, assuming 21.35 USD/hour as the average value of a passenger’s time (Soler et al., 2014) and a typical 150-seat A320 aircraft with 80% occupancy, the cost of 1 minute of delay of one aircraft \(\omega_3\) amounts to 42.7 USD/minute. Weight \(\omega_2\) for intensity is difficult to quantify. Roughly speaking, it should be linked to air traffic controllers’ scaled salary, taking workload into consideration (Sherali et al.,
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2006), or it can be considered as the safety cost of different intensity scales. In this study, our aim is to develop a 4D trajectory planning tool to coordinate aircraft traversing a sector for air traffic controllers. As the tool’s users, air traffic controllers can set the intensity weight $\omega_2$ freely as a parameter of the tool; $\omega_2$ reflects the heterogeneity within air traffic controllers: conservative air traffic controllers tend to specify larger $\omega_2$ to encourage higher buffer safety distance. The effect of $\omega_2$ on intensity and aircraft separation is studied by numerical tests below.

Given the parameters discussed above, MIDA was run for scenarios corresponding to different settings of intensity weight $\omega_2$. Each aircraft’s 4D trajectory was initialized by single-aircraft 4D trajectory optimization regardless of the other aircraft. MIDA was programmed in C++ running on a desktop computer with a 3.9 GHz Intel i3 CPU and 32 GB RAM in Windows 10 OS. The computational results are summarized in Table 4.1 and plotted in Figure 4.11. All scenarios were solved in about 1 s. In Table 4.1, the “Monetary cost” column equals
the fuel and delay costs converted to USD by cost factors $\omega_1$ and $\omega_3$. “Min separ.” stands for the minimum horizontal relative distance that occurs between any pair of aircraft not separated vertically through the planned 4D trajectories. Furthermore, the total time during which aircraft separation was less than three times the safety distance was computed and is presented in “Dur. in 3*s.” The “Delay” column sums up all aircraft’s sector exit delays.

![Figure 4.11 Impact of intensity weight on 4D trajectories intensity and minimum separation](image)

Several observations can be made from Table 4.1. First, with increasing cost weights for intensity, the separations among planned 4D trajectories continue to increase in a stepwise manner (Figure 4.11). When the cost weight is low, in Scenario 1 for example, the minimum separation is 7 nm, with only a 2 nm buffer safety distance. In contrast, after the cost weight is increased to 70, the minimum separation distance increases to 11 nm, which is more than twice the safety distance (5 nm). Second, as indicated by the “Dur. in 3*s” column, for all planned 4D trajectories, the duration for which some aircrafts’ in-effect horizontal separation is less
Table 4.1 Results of multi-aircraft 4D trajectory planning under different intensity weights

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Intensity</th>
<th>Cost Separation Run (weight)</th>
<th>Fuel (kg)</th>
<th>Delay (min)</th>
<th>Monetary cost ($)</th>
<th>Intensity Min separ. (nm)</th>
<th>Dur. in 3*s (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>10637.90</td>
<td>0</td>
<td>14999.44</td>
<td>0</td>
<td>1.01</td>
<td>7.00</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>10640.66</td>
<td>0</td>
<td>15003.33</td>
<td>0</td>
<td>0.79</td>
<td>8.00</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>10650.18</td>
<td>0</td>
<td>15016.75</td>
<td>0</td>
<td>0.34</td>
<td>9.00</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>10652.93</td>
<td>0</td>
<td>15020.64</td>
<td>0</td>
<td>0.23</td>
<td>10.00</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>10652.93</td>
<td>0</td>
<td>15020.64</td>
<td>0</td>
<td>0.23</td>
<td>10.00</td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>10652.93</td>
<td>0</td>
<td>15020.64</td>
<td>0</td>
<td>0.23</td>
<td>10.00</td>
</tr>
<tr>
<td>7</td>
<td>70</td>
<td>10655.69</td>
<td>0</td>
<td>15024.53</td>
<td>0</td>
<td>0.17</td>
<td>11.00</td>
</tr>
<tr>
<td>8</td>
<td>80</td>
<td>10655.69</td>
<td>0</td>
<td>15024.53</td>
<td>0</td>
<td>0.17</td>
<td>11.00</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>10655.69</td>
<td>0</td>
<td>15024.53</td>
<td>0</td>
<td>0.17</td>
<td>11.00</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>10655.69</td>
<td>0</td>
<td>15024.53</td>
<td>0</td>
<td>0.17</td>
<td>11.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1 Results of multi-aircraft 4D trajectory planning under different intensity weights.
than three times the safety distance is very small, less than 2 minutes, compared to the whole length of the planning horizon of one hour. In other words, most of the time, aircraft keep a buffer safety distance that is three times more than required. Finally, because of the relatively large weight for the delay, all aircraft’s exit delay costs are minimized to zero and the delay cost does not change with the increasing intensity weight, whereas fuel consumption cost rises mildly. It can be concluded from the “Fuel” and “Min separ.” columns of Scenarios 2 and 3 that every additional nautical mile of buffer safety distance in minimum separation costs at most $10,650.18 - 10,640.66 = 9.52$ kg fuel, which is worth USD 13.42.

Compared to the real trajectories recorded in the data (the metrics computed in the last row of Table 4.1), which are mainly based on the first-come-first-served ATC practice, all planned 4D trajectories by MIDA achieve less monetary cost and most maintain a larger minimum separation and lower intensity. In fact, the intensity and minimum separation of the real trajectories recorded in the data are mainly caused by an encounter of two aircraft, CAA1383 and HXA2656, near the busy crossover waypoint DO. In the beginning, the two aircraft fly towards each other on neighboring flight levels 7,500 and 7,200 m, so deconfliction is maintained vertically. After they pass by each other, as shown in Figure 4.12(a), when HXA2656 begins to climb, vertical separation is lost, and deconfliction is only maintained by horizontal separation, which is 8.4 nm with just a 3.4 nm buffer safety distance. In contrast, according to the 4D trajectories planned by MIDA, Scenario 7 for example, HXA2656’s sector entry time is delayed by 1 minute, and therefore, when it climbs, CAA1383 is further away; the horizontal separation increases to 12.7 nm, more than twice the safety distance, as illustrated in Figure 4.12(b).

The case study shows that, although most of the time in real practice aircraft are separated by abundant buffer safety distance, due to converging airways or improper timing, air traffic controllers still sometimes face intense air traffic situations where more buffer safety distance would be preferred. The algorithm framework developed in this work is able to serve as a
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Figure 4.12 An encounter of two aircraft (a) recorded in data (b) planned by MIDA

decision making tool for air traffic controllers or an ATM system to plan 4D trajectories while considering buffer safety distance in a realistic application context. Compared to the real trajectories recorded in the air traffic data, the planned 4D trajectories are estimated to reduce monetary cost by 16.7%, with less intense air traffic situations and larger minimum separation. On the other hand, from a mathematical point of view, although MIDA does not guarantee a global optimal solution as stated in Section 4.5.2, we may derive a lower bound for the objective value of the optimal solution as follows. First, each aircraft plans its own optimal 4D trajectory regardless of others as the single-aircraft 4D trajectory planning problem described in Section 4.5.3. Then, sum up all aircraft’s fuel and delay costs and exclude the intensity costs. Thus, the lower bound is obtained and we can have an estimated gap between the global optimal solution and the solution by MIDA. The true optimality loss must be less than the estimated gap. For the case study scenarios, the calculated lower bound is $14798.56, the estimated gaps are listed in Table 4.2.
### 4.7 Computational Experiments for Future Traffic Demand

In this section, we present the results of computational experiments carried out to investigate the computing speed of MIDA given the predicted double or triple traffic volumes in the near future (ICAO, 2012). Because MIDA is designed as an online tool for planning 4D trajectories of multiple aircraft entering a sector, its scalability in terms of the increasing number of aircraft is vital for practical applications. In addition, MIDA must maintain proper separation among computed 4D trajectories, even in the more complicated traffic situations when more aircraft are involved.

The computational experiments were based on the same real traffic data in the case study described in Section 4.6. To simulate the future increasing traffic volume, the flight plans of the 31 aircraft from the traffic data were duplicated flight by flight, so that the number of aircraft that need to traverse the sector is gradually increased from 31 aircraft to 94 in total. The parameter settings of the algorithm remained the same as those in Section 4.6. The results of the experiments are summarized in Table 4.3.

The relationship between run time and the number of aircraft is plotted in Figure 4.13, which indicates that MIDA’s run time increases roughly in a linear manner with the increasing number of aircraft. MIDA displays good scalability with the predicted increasing traffic volume. Even

---

### Table 4.2 Estimated gaps to the global optimal solutions

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Weight</th>
<th>Monetary cost ($)</th>
<th>Intensity</th>
<th>Overall cost</th>
<th>Estimated gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>14999.44</td>
<td>1.01</td>
<td>15009.49</td>
<td>1.43%</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>15003.33</td>
<td>0.79</td>
<td>15019.23</td>
<td>1.49%</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>15016.75</td>
<td>0.34</td>
<td>15026.82</td>
<td>1.54%</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>15020.64</td>
<td>0.23</td>
<td>15029.89</td>
<td>1.56%</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>15020.64</td>
<td>0.23</td>
<td>15032.21</td>
<td>1.58%</td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>15020.64</td>
<td>0.23</td>
<td>15034.52</td>
<td>1.59%</td>
</tr>
<tr>
<td>7</td>
<td>70</td>
<td>15024.53</td>
<td>0.17</td>
<td>15036.23</td>
<td>1.61%</td>
</tr>
<tr>
<td>8</td>
<td>80</td>
<td>15024.53</td>
<td>0.17</td>
<td>15037.91</td>
<td>1.62%</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>15024.53</td>
<td>0.17</td>
<td>15039.58</td>
<td>1.63%</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>15024.53</td>
<td>0.17</td>
<td>15041.25</td>
<td>1.64%</td>
</tr>
</tbody>
</table>
Table 4.3 Results of computational experiments with increasing number of aircraft

<table>
<thead>
<tr>
<th>Number of aircraft</th>
<th>Min separ. (nm)</th>
<th>Dur. in 3*s (min)</th>
<th>Run time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>11</td>
<td>0.53</td>
<td>1.03</td>
</tr>
<tr>
<td>34</td>
<td>11</td>
<td>1.53</td>
<td>2.19</td>
</tr>
<tr>
<td>37</td>
<td>11</td>
<td>1.53</td>
<td>3.28</td>
</tr>
<tr>
<td>40</td>
<td>11</td>
<td>2.70</td>
<td>5.50</td>
</tr>
<tr>
<td>43</td>
<td>11</td>
<td>2.71</td>
<td>8.45</td>
</tr>
<tr>
<td>46</td>
<td>11</td>
<td>2.71</td>
<td>10.58</td>
</tr>
<tr>
<td>49</td>
<td>11</td>
<td>2.71</td>
<td>12.42</td>
</tr>
<tr>
<td>52</td>
<td>11</td>
<td>2.71</td>
<td>14.05</td>
</tr>
<tr>
<td>55</td>
<td>7</td>
<td>3.29</td>
<td>15.85</td>
</tr>
<tr>
<td>58</td>
<td>7</td>
<td>3.52</td>
<td>19.24</td>
</tr>
<tr>
<td>61</td>
<td>6</td>
<td>8.04</td>
<td>21.71</td>
</tr>
<tr>
<td>64</td>
<td>6</td>
<td>8.04</td>
<td>24.35</td>
</tr>
<tr>
<td>67</td>
<td>6</td>
<td>15.87</td>
<td>28.21</td>
</tr>
<tr>
<td>70</td>
<td>6</td>
<td>13.86</td>
<td>36.75</td>
</tr>
<tr>
<td>73</td>
<td>6</td>
<td>17.12</td>
<td>36.50</td>
</tr>
<tr>
<td>76</td>
<td>6</td>
<td>20.58</td>
<td>38.69</td>
</tr>
<tr>
<td>79</td>
<td>6</td>
<td>21.06</td>
<td>41.55</td>
</tr>
<tr>
<td>82</td>
<td>6</td>
<td>21.13</td>
<td>43.16</td>
</tr>
<tr>
<td>85</td>
<td>6</td>
<td>23.91</td>
<td>48.29</td>
</tr>
<tr>
<td>88</td>
<td>6</td>
<td>35.31</td>
<td>49.19</td>
</tr>
<tr>
<td>91</td>
<td>6</td>
<td>36.83</td>
<td>53.96</td>
</tr>
<tr>
<td>94</td>
<td>6</td>
<td>39.25</td>
<td>61.98</td>
</tr>
</tbody>
</table>
for the largest computational case, MIDA finishes in about 1 minute. Remarkably, MIDA’s run time can be further reduced if it is run on more powerful hardware for real industrial applications. Moreover, MIDA, as a distributed algorithm, can be implemented by parallel computation: in each iteration, the subproblem of each aircraft is independent of each other, so subproblems can be solved in parallel to shorten run time rather than in serial, as in the current implementation.

In addition, safety separations among aircraft are still strictly maintained, even under the more congested traffic situations. Figure 4.14 shows the decreasing minimum separation in terms of the increasing number of aircraft. Because intensity weight $\omega$ is fixed relatively high at 100, in the experiments at the beginning, the minimum separation is maintained at 11 nm, more than twice the safety distance. However, with increases in populating aircraft,
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the minimum separation quickly drops. This proves that, although a large intensity weight encourages aircraft separation, the intensity term in the overall cost only serves as a kind of soft constraint. When traffic volume increases, the computed 4D trajectories by MIDA will automatically reserve a lower buffer safety distance to accommodate a higher traffic volume. Table 4.3 also shows that the total duration for which aircraft separation is less than three times the safety distance is substantially increased when there are more aircraft. In other words, aircraft fly closer to each other to make more airspace for the additional aircraft.

![Minimum Separation with Increasing Number of Aircraft](image)

Figure 4.14 Minimum separation with increasing number of aircraft

Based on the computational results, it can be concluded that MIDA, as a tool for online 4D trajectory planning, will be scalable with the rapidly increasing traffic volume predicted for the upcoming decades. More significantly, from a managerial perspective, the computational experiments reveal the benefits that 4D Trajectory Based Operations will bring to Air Traffic
Control: increased airspace capacity, decreased air traffic controller workloads, and assured air safety. The shift from clearance-based to trajectory-based control will play a vital role in the future Air Traffic Management system which will be developed and improved continuously to tackle the challenges of future air traffic.

4.8 Summary

In this chapter, we considered a coordinated multi-aircraft 4D trajectory planning problem in the context of 4D Trajectory Based Operations. The problem takes into account fuel, delay, and intensity, which is mitigated by buffer safety distance, with possible aircraft maneuvers including speed adjustments and flight level changes. To solve the problem, using a discrete-time-discrete-space representation, we modeled 4D trajectories as sequences of 4D legs, and the impact of buffer safety distance was discussed and modeled. Because the minimum distance between two 4D legs can be computed analytically, conflict-free of 4D trajectories is guaranteed at any time, not only at sampled time instances. We then formulated the problem as a pure-strategy game, and developed MIDA to find an equilibrium at which no aircraft can unilaterally improve further. MIDA iterates by solving subproblems that generate single-aircraft optimal 4D trajectories efficiently, so it does not need all possible 4D trajectories as input and select from them. Proofs of the existence of the equilibrium and the convergence of the algorithm were given. A case study based on real air traffic data shows that MIDA is able to solve 4D trajectories for online application with an estimated 16.7% reduction in monetary cost and allocate abundant buffer safety distance at the minimum separation point, which results in less intense air traffic situations. Comprehensive computational experiments were carried out and MIDA’s scalability was verified for the predicted doubled and tripled future traffic loads.
Chapter 5

Conclusions and Future Work

In this chapter, the key results and contributions of this dissertation are summarized. Possible directions to further advance the research of this dissertation are discussed.

5.1 Conclusions

With the advancement of the global economy, more and more people choose to travel by air. In spite of the convenience brought by air travel, with the rapid growth of air traffic demand, the inefficiency of the Air Transport System has become a salient problem. Flight delays, cancellations, and air traffic congestion cost customers and airlines a large amount of money every year. In this dissertation, we addressed the inefficiency of the Air Transport System from two perspectives, namely, airspace users (airlines) and ATM service providers (air traffic controllers). Accordingly, two critical problems were investigated at the operational level of the ATS, the aircraft recovery problem and 4D trajectory planning.

From the perspective of airspace users, we considered the aircraft recovery problem with airport capacity constraints and maintenance flexibility. Disruptions are almost inevitable in every airline’s daily operations, and they have a considerable impact on the airline industry. There exists a particular need to develop computational tools for airlines to manage disruptions
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swiftly in real life. After an airline’s original flight schedule is disrupted, the problem is how to re-schedule flights and re-assign aircraft in real time with minimized recovery cost in compliance with various operational constraints. A column generation framework was proposed to solve the problem with a provable optimality gap. The framework comprises a master problem for selecting routes for aircraft and subproblems for generating the routes. Airport capacity and maintenance flexibility are explicitly considered in the framework. Flight delays are continuous decision variables and are optimized accurately in the subproblems. The computational study based on real airline operation data shows that the master problem gives a very tight linear relaxation with small, often zero, optimality gap. Large-scale problems can be solved within 5 minutes and it was validated that the run time could be further shortened by parallelizing subproblems on more powerful computing machines.

The major contributions of the aircraft recovery problem part of this dissertation are as follows. First, we proposed an optimization approach to solving the aircraft recovery problem with airport capacity constraints and maintenance flexibility. Optimal or near-optimal solutions with optimality gaps can be obtained within a short computation time. Airport capacity is explicitly modeled in the master problem and swappable planned maintenances can be directly incorporated in the subproblems. Second, operational insights were derived for maintenance flexibility. In this model, aircraft can swap planned maintenances so as to adjust the time and place where the aircraft are maintained. Case studies show that swapping planned maintenances may bring a reduction in recovery cost by about 20% to 60%, depending on the problem instance. Furthermore, the decreasing marginal value of airport slot quotas was discovered through computational experiments. Third, regarding the modeling and algorithmic part of this work, instead of being modeled by discrete flight copies blindly and roughly, flight delays are computed adaptively and precisely as continuous variables. Compared to the discrete-delay method, the continuous-delay model improves the accuracy of the optimized recovery cost. In one test scenario, the accuracy is improved by up to 37.74%. In addition, we implemented the
column generation framework by multi-thread programming, which shortens the run time of the largest scenario by 67.76%.

From the perspective of ATM service providers, we considered the coordinated multi-aircraft 4D trajectory planning problem. With the development of advanced satellite-based communication, navigation and surveillance technologies, 4D Trajectory Based Operations has become a promising solution for the future ATM system. The core of 4D TBO is to plan 4D trajectories for aircraft traversing an ATC sector. The planned 4D trajectories need to specify each aircraft’s position at any time, ensuring conflict-free operation and reducing fuel and delay costs, with possible aircraft maneuvers such as speed adjustment and flight level change. In contrast to much of the published literature, the impact of buffer safety distance is also under consideration in this dissertation, and deconfliction is guaranteed at any given time, not only at discrete time instances. We formulated the 4D trajectory planning problem as a pure-strategy game in which individual aircraft are players and all possible 4D trajectories are strategies. An efficient maximum improvement distributed algorithm was developed to find the equilibrium at which no aircraft can unilaterally improve further. Proofs of the existence of the equilibrium and the convergence of the algorithm are given. A case study based on real air traffic data shows that the algorithm is able to solve 4D trajectories for an online application with an estimated 16.7% reduction in monetary costs and allocate an even larger buffer safety distance at the minimum separation point. The scalability of the algorithm was verified by computational experiments for projected doubled and tripled future traffic loads.

The key contributions of the 4D trajectory planning part of this dissertation are as follows. First, a coordination mechanism was proposed and modeled as a pure-strategy game for online 4D trajectory planning among aircraft. As a pioneering work, the tradeoff between operating costs and buffer safety distance can be decided by an automatic decision support tool. Second, a maximum improvement distributed algorithm was carefully designed that decomposes multi-aircraft problems into single-aircraft problems, with no need to enumerate all possible 4D
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trajectories in advance. Its convergence to a Nash equilibrium was proved and its applicability and scalability were demonstrated by comprehensive computational experiments. Third, based on discrete airspace and discrete timeline representation, 4D trajectories are modeled as piecewise linear routes on time-space network. Hence, a fast dynamic-programming algorithm was developed for the single-aircraft problem, jointly optimizing fuel consumption, arrival delay, and buffer safety distance. Finally, from a managerial point of view, by conducting computational experiments using real traffic data and practical cost factors, the tradeoff between buffer safety distance and other operating costs were analyzed quantitatively.

In conclusion, this dissertation explored the methods and technologies to improve the efficiency of the Air Transport System in response to the imminent challenges caused by the ever-growing air traffic volume and continuously occurring operational disruptions. Two seminal problems, namely, the aircraft recovery problem and 4D trajectory planning, were studied from the two perspectives of the Air Transport System. Both problems were formulated as special routing problems, and because of the large computational scale of the two problems encountered in real life, ad hoc route generation algorithms were designed that exploit decomposition techniques. As airlines and ATM service providers are the two indispensable stakeholders of the ATS, this dissertation makes enlightening contributions to enhancing the operation of civil aviation from an optimization point of view. In general, the route generation algorithms proposed in this dissertation also provide inspirations for other real-life large-scale problems in logistics systems, such as railway transportation, maritime transportation, and most recently, unmanned aerial vehicle (UAV) transportation.

5.2 Future Work

For the aircraft recovery problem, some practical features are to be added to the model. First, multiple types of aircraft can be included, because in the subproblem, it is not difficult to check whether a flight is compatible with the aircraft’s type. Second, as already discussed, conditional
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Turn time depending on flight type (e.g., domestic or international) or aircraft type could be accommodated by the current framework, which is built on a connection network. Third, to further accelerate the computational speed, parallel computing implemented by networked high-performance computers is also a promising direction, although it requires more advanced knowledge and skills in computer networking and programming. Moreover, from a broader point of view, as the ARP is a part of the Airline Disruptions Management, we will integrate the aircraft recovery problem with passenger itinerary recovery in future. Models considering maintenance capacity at airports are also under consideration.

For the 4D trajectory planning, the work can be further enriched in the following ways. First, in the work, assumptions are adopted. For example, aircraft are regarded as points. Aircraft trajectories are assumed to be piecewise linear. Timeline is discretized to time instances and airways are discretized to waypoints. We assume that, in each discrete time step, aircraft fly from one waypoint to another in constant speed. Aircraft can only change speed among several options at waypoints. Although the assumptions greatly simplify the computation and make online multi-aircraft 4D trajectory planning tractable, some details of the real problem are lost. For future work, more detailed aircraft dynamics shall be included, or the model will be built on a more accurate continuous-time-discrete-space framework. Second, receding horizon planning will be implemented to extend the current algorithm framework for solving problems with a longer planning horizon. Third, weather, as a critical factor in aviation, should be included in the model, possibly by modeling its impact on 4D legs directly. For instance, if adverse weather is too severe, affected 4D legs can be blocked on the time-space graph. Furthermore, the current study assumes the conformity of aircraft. In reality, deviation between the planned 4D trajectories and actual flown ones is inevitable. The positions of aircraft may be modeled using probability. Moreover, as discussed in the end of Section 4.5.2, MIDA does not guarantee to find the equilibrium which corresponds to the global optimal because the problem is "non-convex" and multiple local optimal solutions exist. In this regard, meta-heuristics
such as genetic algorithms or simulated annealing may be combined to enhance the algorithm. Multiple randomized initialization shall also be tested.

Last but not least, because the current framework is for a single sector, the coordination of 4D trajectory planning among multiple neighboring sectors is of great interest, both for theoretical research and for practical implementation. The problem can be formulated by a two-stage approach. In the first stage, individual sector makes its own 4D trajectory planning. In this stage, the input is aircraft’s planned entry/exit waypoints and times, and output is the optimized 4D trajectories (including the optimized entry/exit waypoints and times). Since 4D trajectories are optimized individually by sectors, there might be conflicts on neighboring sectors’ borders. In the second stage, given the optimization results of the first stage, the optimized entry/exit waypoints and times will be modified and input back to the problems in the first stage for re-optimization. The process repeats until no conflict exists between neighbouring sectors. By and large, it is about coordination among multiple sectors. The difficulty is to devise an algorithm for the second stage problem. The algorithm must ensure convergence and effectiveness.

In terms of the entire Air Transport System, although airspace users and ATM service providers were both studied in this dissertation, the possibility of interaction and collaboration between them was not considered fully. For instance, in the 4D trajectory planning problem, the air traffic controllers may explicitly encourage aircraft to choose slightly more expensive but less congested trajectories, so equilibrium could be reached more quickly. Furthermore, airports, the other stakeholder of the ATS, were not researched in detail in this dissertation, although airport capacity is considered in the aircraft recovery problem. The efficacious integration of airspace users, airports, and ATM service providers is of great significance for further enhancing the efficiency and reliability of the Air Transport System as a whole.
Publications


References


References


References


References


Appendix A

Appendix for Chapter 3

The algorithms for the subproblems considering planned preventive maintenances in Section 3.4.4.3 are as follows.
Algorithm A.1 Process flight-flight arc \((i, j)\)

for each label \(\langle \vec{\beta}_i, \beta_i^d, u_i^h, u_i^o, u_i^v \rangle\) in node \(i\)’s label set \(B_i\) do

   if flight \(j\)’s scheduled departure time \(t_j^c <\)
      flight \(i\)’s scheduled arrival time \(t_i^c + \beta_i^d + TurnTime\) then
      Set flight \(j\)’s delay \(\beta_j^d = t_j^c + \beta_i^d + TurnTime - t_j^c\).
   else
      Set \(\beta_j^d = 0\).
   end if

   if \(\beta_j^d > MaximumDelay\) then
      continue loop
   end if

   if flight \(j\)’s arrival time delayed by \(\beta_j^d\) > aircraft \(c\)’s end available time then
      continue loop
   end if

   if \(u_i^h + t_j^c - t_j^s > MaximumFlyingHour\) then
      continue loop
   end if

   if \(u_i^o + 1 > MaximumCycle\) then
      continue loop
   end if

   if \(u_i^v + (t_j^c + \beta_j^d) - (t_i^c + \beta_i^d) > MaximumInterval\) then
      continue loop
   end if

   if flight \(j\)’s planned aircraft is aircraft \(c\) then
      Set \(\vec{\beta}_j = \vec{\beta}_i + \beta_j^d - \pi_j\).
   else
      Set \(\vec{\beta}_j = \vec{\beta}_i + \beta_j^d - \pi_j + FlightSwapCost\).
   end if

   Set \(u_j^h = u_i^h + t_j^c - t_j^s\).
   Set \(u_j^o = u_i^o + 1\).
   Set \(u_j^v = u_i^v + (t_j^c + \beta_j^d) - (t_i^c + \beta_i^d)\).

   if label \(\langle \vec{\beta}_j, \beta_j^d, u_j^h, u_j^o, u_j^v \rangle\) is not dominated by any label in node \(j\)’s label set \(B_j\) then
      Insert \(\langle \vec{\beta}_j, \beta_j^d, u_j^h, u_j^o, u_j^v \rangle\) to \(B_j\).
      Delete the labels which are dominated by \(\langle \vec{\beta}_j, \beta_j^d, u_j^h, u_j^o, u_j^v \rangle\) in \(B_j\).
      Mark \(\langle \vec{\beta}_j, \beta_j^d, u_j^h, u_j^o, u_j^v \rangle\)’s predecessor as \(\langle \vec{\beta}_i, \beta_i^d, u_i^h, u_i^o, u_i^v \rangle\).
   end if

end for
**Algorithm A.2** Process flight-maintenance arc \((i, j)\)

```latex
\textbf{Algorithm A.2} Process flight-maintenance arc \((i, j)\)

\begin{algorithm}
\begin{algorithmic}
\FOR{each label \((\bar{\beta}_i, \beta^d_i, u^h_i, u^o_i, u^v_i)\) in node \(i\)'s label set \(B_i\)}
\IF{maintenance \(j\) is not compatible with aircraft \(c\)}
\STATE \textbf{break loop}
\ENDIF
\IF{maintenance \(j\)'s scheduled departure time \(t^d_j\) $<$ flight \(i\)'s scheduled arrival time \(t^e_i + \) flight \(i\)'s delay \(\beta^d_i\)}
\STATE \textbf{continue loop}
\ENDIF
\IF{maintenance \(j\)'s planned aircraft is aircraft \(c\)}
\STATE Set $\bar{\beta}_j = \bar{\beta}_i - \pi_j$.
\ELSE
\STATE Set $\bar{\beta}_j = \bar{\beta}_i - \pi_j + \text{MaintSwapCost}$.
\ENDIF
\STATE Set $\beta^d_j = 0$.
\STATE Set $u^h_j = 0$, $u^o_j = 0$, and $u^v_j = 0$.
\IF{label \((\bar{\beta}_j, \beta^d_j, u^h_j, u^o_j, u^v_j)\) is not dominated by any label in node \(j\)'s label set \(B_j\)}
\STATE Insert \((\bar{\beta}_j, \beta^d_j, u^h_j, u^o_j, u^v_j)\) to \(B_j\).
\STATE Delete the labels which are dominated by \((\bar{\beta}_j, \beta^d_j, u^h_j, u^o_j, u^v_j)\).
\STATE Mark \((\bar{\beta}_j, \beta^d_j, u^h_j, u^o_j, u^v_j)\)'s predecessor as \((\bar{\beta}_i, \beta^d_i, u^h_i, u^o_i, u^v_i)\).
\ENDIF
\ENDFOR
\end{algorithmic}
\end{algorithm}
```
Algorithm A.3 Process maintenance-flight arc \((i, j)\)

for each label \(\langle \bar{\beta}_i, \beta^d_j, u^h_j, u^o_j, u^v_j \rangle\) in node \(i\)’s label set \(B_i\) do

if flight \(j\)’s scheduled departure time \(t^s_j < \) maintenance \(i\)’s scheduled end time \(t^e_i\) then

Set flight \(j\)’s delay \(\beta^d_j = t^e_i - t^s_j\).
else
Set flight \(j\)’s delay \(\beta^d_j = 0\).
end if

if \(\beta^d_j > MaximumDelay\) then
    continue loop
endif

if flight \(j\)’s arrival time delayed by \(\beta^d_j > \) aircraft \(c\)’s end available time then
    continue loop
endif

if \(u^h_j + t^e_j - t^s_j > MaximumFlyingHour\) then
    continue loop
endif

if \(u^o_j + 1 > MaximumCycle\) then
    continue loop
endif

if \((t^e_j + \beta^d_j) - (t^e_i + \beta^d_i) > MaximumInterval\) then
    continue loop
endif

if flight \(j\)’s planned aircraft is aircraft \(c\) then
    Set \(\bar{\beta}_j = \bar{\beta}_i + \beta^d_j - \pi_j\).
else
    Set \(\bar{\beta}_j = \bar{\beta}_i + \beta^d_j - \pi_j + FlightSwapCost\).
endif

Set \(u^h_j = u^h_i + t^e_j - t^s_j\).
Set \(u^o_j = u^o_i + 1\).
Set \(u^v_j = u^v_i + (t^e_j + \beta^d_j) - (t^e_i + \beta^d_i)\).

if label \(\langle \bar{\beta}_j, \beta^d_j, u^h_j, u^o_j, u^v_j \rangle\) is not dominated by any label in node \(j\)’s label set \(B_j\) then

Insert \(\langle \bar{\beta}_j, \beta^d_j, u^h_j, u^o_j, u^v_j \rangle\) to \(B_j\).

Delete the labels which are dominated by \(\langle \bar{\beta}_j, \beta^d_j, u^h_j, u^o_j, u^v_j \rangle\) in \(B_j\).

Mark \(\langle \bar{\beta}_j, \beta^d_j, u^h_j, u^o_j, u^v_j \rangle\)’s predecessor as \(\langle \bar{\beta}_i, \beta^d_i, u^h_i, u^o_i, u^v_i \rangle\).
end if

end for