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Abstract

In-memory computing has been demonstrated to be an efficient computing infrastructure in the big data era for many applications such as graph processing and encryption. The area and power overhead of CMOS technology based memory design is growing rapidly because of the increasing data capacity and leakage power along with the shrinking technology node. Thus, a newly introduced emerging memory technology, racetrack memory, is proposed to increase the data capacity and power efficiency of modern memory systems. As the design requirements of the conventional logic are different from that of the emerging memory based logic for in-memory computing, the conventional well-developed CMOS technology based logic designs are less relevant to the emerging memory based in-memory computing. Therefore, novel logic designs for racetrack memory are required.

Traditional logic design with separate chips is focusing on high speed, which causes large area and power consumption. Implementing efficient logic design for in-memory computing is challenging due to the demanding requirement for area and power. Firstly, as the computing logic for in-memory computing is built in memory, the available area budget is limited, otherwise the data density of the memory system would be affected. Secondly, due to the thermal constraint of the memory chip, the available energy budget for computing logic design is limited. Large energy consumption may cause malfunction and even permanent damage to the memory chip because of high temperature. Finally, the adoption of emerging memory technologies makes the logic design more challenging due to their unique characteristics such as the sequential access mechanism of racetrack memory.
This thesis addresses the above challenges in racetrack memory based in-memory logic design as follows. First, for general computing operations, we first propose racetrack memory based half and full adders. The proposed magnetic full adder is implemented with pre-charged sense amplifiers (PCSA) and magnetic tunnel junctions (MTJ). By reusing parts of the logic design, the magnetic full adder significantly improves the area and energy efficiency compared with CMOS-based full adder and the state-of-the-art magnetic full adder.

Second, based on the proposed magnetic full adder, we propose a pipelined Booth multiplier by exploring the inherent sequential access mechanism of racetrack memory, which achieves high area and energy efficiency. In order to increase the throughput of proposed Booth multiplier, we further parallelize the generation and addition of the partial products of the proposed Booth multiplier. Unlike the area- and energy-consuming adder array architecture in conventional CMOS technology based designs, the proposed multiplier utilizes a weight-based parallel architecture. In order to ensure the high energy efficiency, we propose an optimization that transforms the energy-demanding write operations to shift operations. With this optimization, the weight-based parallel multiplier achieves high throughput while maintaining high area and energy efficiency.

Third, for specific applications, we propose an efficient racetrack memory based design to accelerate modular multiplication. Modular multiplication is widely used in various applications such as cryptography, number theory, group theory, ring theory, knot theory, abstract algebra, computer algebra, computer science, chemistry and the visual and musical arts. In order to implement modular multiplication efficiently, a novel two-stage scalable modular multiplication algorithm is proposed to significantly reduce the delay. An efficient architecture based on racetrack memory is further developed to reduce the number of required adders. Racetrack memory based application specific design for modular multiplication shows significant improvement compared with the state-of-the-art CMOS technology based implementation in area, energy, and performance.

Overall, this thesis has made contributions to address the challenges in racetrack memory based in-memory logic design, and we demonstrate significant im-
provements in terms of area overhead and energy consumption in comparison with the state-of-the-art CMOS technology based logic design.
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Chapter 1

Introduction

According to Moore’s law [1], hardware becomes cheaper and higher-performing along with the technology development. The continuous effort on improving cost and capacity of memory opens up the possibility of in-memory computing [2, 3, 4]. Nowadays, the explosion of data and the ever-growing requirement for fast data analysis in the big data era make in-memory computing an efficient computing infrastructure for many applications such as graph processing and encryption [5]. In-memory computing bridges the gap between memory and processor, alleviates the I/O pressure and reduces the overhead of data movement. However, it poses challenges on area, energy, and performance because of the shrinking of feature sizes and integration of computing logic. For memory cells in in-memory computing system, emerging memory technologies such as racetrack memory are proposed to improve the data density and power efficiency. However, developing computing logic that efficiently handle the computing tasks still remains an open question.

The logic design for emerging memory based in-memory computing has become a crucial issue because of the rapid progress of semiconductor technologies and adoption of emerging memory technologies. The area and power overhead of CMOS technology based memory design is growing in recent years because
of the increasing data capacity and leakage power along with the shrinking technol- 
ogy node. In addition, DRAM cannot scale easily below 40nm according to in-
ternational technology roadmap for semiconductors (ITRS) [6]. In order to fur-
ther increase the memory capacity and avoid the thermal emergencies due to the 
end of Dennard scaling, emerging memory technologies such as racetrack mem-
ory are adopted. However, with the application of in-memory computing, new 
concerns are raised. Firstly, the computing logic occupies large area overhead, 
which decreases the data density of the memory. In addition, large area overhead 
of the computing logic incurs the increase of fabrication cost. Secondly, the en-
ergy efficiency is a critical concern in the design of in-memory computing logic. 
With the ever-decreasing feature size, the static power of CMOS-based integrated 
circuits has increased dramatically, which results in the end of Dennard scaling. 
For example, in integrated circuits fabricated with 45nm or smaller processes, 
static power contributes to over 50% of the total power. High power density 
causes high temperature in memory chips which severely affects the reliability 
and performance of the memory [7], which result in the so-called power-wall 
problem [8]. Finally, the emerging memory technologies have unique features. 
For instance, racetrack memory has sequential access mechanism. Computing 
logic design without considering it would result in overhead in terms of perfor-
mance, area, and power. In order to address such problems, logic designs for 
emerging memory based in-memory computing are required.

In the remainder of this chapter, we first introduce emerging memory tech-
nologies especially racetrack memory. Second, we briefly summarize the logic 
design with traditional CMOS technology and magnetic technology. Third, we 
discuss the motivation of this thesis. Fourth, we list the contributions we made 
in the logic design for racetrack memory based in-memory computing that are
included in this thesis. Finally, we demonstrate the organization of the whole thesis.

1.1 Emerging Memory Technologies

Understanding the adoption of emerging memory technologies is critical to design efficient emerging memory based in-memory logic. With the shrinking of technology node, the traditional CMOS technology based memory suffers from the scaling and power-wall problem [6]. Researchers shift their efforts and interests to emerging, resistive memory technologies to realize memory system with lower cost, higher capacity and lower energy. In addition, non-volatility of the resistive memory also makes it an ideal candidate for future memory systems. Resistive memory technologies store digital information by the high/low resistance of its memory cell. According to the mechanism, resistive memory technologies are categorized as phase change memory (PCM), ReRAM (memristor), spin-transfer-torque magnetic random access memory (STT-RAM or STT-MRAM), etc.

Resistance of PCM is determined by the phase of phase change material [9]. The phase change material has two states which are amorphous (high resistance) and crystalline (low resistance), respectively. Performance of PCM is determined by the set process, i.e., the transition from amorphous to crystalline phase, while its power efficiency is limited by the reset process i.e., the transition from crystalline to amorphous phase. Memory cell design and phase change materials determine the performance of PCM. Careful designs should be applied to simplify processing, optimize power efficiency, and reduce reset current. Overall, phase change materials demonstrate desirable scaling behaviors, but suffer from high cost and high crystallization temperature. Resistance of ReRAM (memristor) is
determined by atom distance [10]. ReRAM is promising due to its large on/off ratio, fast speed, and long endurance. Recently, a 16 GB Conductive-Bridge RAM (CBRAM), a type of ReRAM, test chip has been reported [11]. However, ReRAM still suffers from reliability, variability, and failure mechanisms.

For STT-MRAM, the resistance is determined by magnetic polarity [12]. Injection current changes the magnetic polarity to switch the state between high and low resistance. The STT-MRAM cell and its peripheral circuits are shown in figure 1.1. With STT-MRAM, a memory cell is mainly comprised of a magnetic tunnel junction (MTJ).

Like STT-MRAM, racetrack memory is a spin-based memory but with much higher data density [13]. With STT-MRAM, a memory cell is mainly comprised of a magnetic tunnel junction (MTJ). Instead of storing data in MTJs, racetrack memory stores data in a magnetic nanowire and only uses MTJs to write and read data. The racetrack memories and the peripheral circuits [13] are shown in figure 1.2. A single nanowire can contain 256 bits demonstrated by the racetrack memory manufactured so far [14], which results in high data density. Racetrack memories with vertical track and horizontal track are shown in figure 1.2.A and

![Figure 1.1: Spin-transfer-torque magnetic random access memory](image-url)
Figure 1.2: Racetrack memory

Figure 1.2.B, respectively. With reading and writing heads shown in figure 1.2.C and figure 1.2.D, the vertical track structure enables the racetrack memory to further utilize the chip space in 3D manner. Figure 1.2.E shows the racetrack storage array with vertical tracks, which can be applied as an external storage with ultra-high data density. Using as shift registers, its intrinsic shift property can improve the area and energy efficiency considerably. In addition, racetrack memory scales well below 10nm, and leverages existing CMOS manufacturing techniques and
processes, which makes it an ideal memory technology for memory intensive applications.

1.2 Computing Logic Design

Computing logic can be categorized as general computing logic and application specific computing logic. The fundamental logic circuits for general computing mainly contains the half adder, the full adder, the multiplier, etc. The general computing logic usually serves as the arithmetic circuits in general computing unit such as central processing unit (CPU). The application specific computing logic is dedicated according to different applications. For traditional CMOS technology based design, the general computing logic is well-developed. Both adders and multipliers are thoroughly explored [15, 16, 17, 18]. Traditional CMOS technology based ASIC for specific applications is also well-studied. However, the traditional logic design for CMOS only technology is not applicable to in-memory computing scenario. This is because traditional CMOS technology based designs have large area overhead, which does not fit into in-memory style.

The rapid progress of semiconductor technology on deep sub-micro and nanometer scale announces the end of Dennard Scaling. The power consumption of the CMOS technology based design becomes more and more important. In order to alleviate the power-wall problem, magnetic device comes in to the view of researchers. A number of magnetic adders are developed and optimized for energy and area efficiency [19, 20, 21]. Due to the non-volatility of the magnetic device, the magnetic adders have non-volatile property too. The magnetic adders can be further divided into two categories according to the non-volatility. Partially non-volatile adders use the MTJ as one of their operand, which results in
the need to charge volatile data from CMOS registers [21, 20, 22, 23]. Fully non-volatile adders store all the operand in the non-volatile states, which leads to safe turn-off and power-on of the logic circuits [24, 25]. For the magnetic multiplier, to the best of our knowledge, there is no previous work. Magnetic device is also adopted to implement application specific design for low power consumption and area overhead.

1.3 Motivations

With wide adoption of emerging memory technologies and in-memory computing infrastructure, new challenges have been posed to in-memory logic design. Firstly, in order to ensure the large capacity and high data density of memory, the area budget of in-memory logic is limited. For instance, in Micron’s Hybrid Memory Cube (HMC) system [2], for one memory stack, only about 50mm² of logic layer can be used for compute units. Due to the limited area budget, only simple logic operations such as “AND” and “OR” can be realized in memory for current in-memory computing systems. Therefore, computing logic, specifically, arithmetic logic with high area efficiency is required. In this thesis, we propose in-memory arithmetic designs with ultra-high area efficiency to address this problem. In addition, the mismatch between the low compute throughput and the available high bandwidth has negative influence on the overall system performance. To address this problem, in-memory computing logic with high throughput is required. In this thesis, we propose in-memory arithmetic designs with high throughput per area to bridge this gap. Secondly, for in-memory computing, the large energy consumption incurs thermal issues, which could cause malfunctioning of the memory chip. Thus, the computing logic design for in-memory
computing has rigorous energy constraint to avoid causing thermal issues. Therefore, energy efficiency plays an important role for in-memory computing logic design. However, conventional logic design cannot fit into the in-memory computing scenario because of the large energy consumption. In this thesis, we propose highly energy efficient in-memory computing logic to alleviate the stringent energy constraint. Finally, the application of emerging memory technologies requires customized design to take advantage of the unique features while avoiding its adverse impact. For instance, racetrack memory has magnetic nanowires as its storage media, which achieves ultra-high data density but leads to the sequential access mechanism. Therefore, dedicated designs should be applied. In this thesis, we propose in-memory computing logic that takes advantages of the memory features to realize high efficiency.

1.4 Contributions

In this thesis, we have three contributions in logic design for racetrack memory based in-memory computing.

- Firstly, we propose racetrack memory based half and full adders as the fundamental in-memory arithmetic circuit cells, which significantly improve the area overhead and energy consumption compared with CMOS technology only adder designs and the state-of-the-art magnetic adders. In this work, we first propose a resistive half adder with MTJs and Pre-Charge Sensing Amplifier (PCSA), which achieves high energy and area efficiency. Then by reusing parts of the logic circuit, we propose a magnetic full adder, which significantly reduces the area overhead and energy consumption compared with the CMOS-based full adder and the state-of-the-art magnetic full adder. This work is introduced in Chapter 3.
• Secondly, we propose **racetrack memory based Booth multipliers** as the fundamental in-memory arithmetic circuit cells. In this work, we first propose a pipelined Booth multiplier by exploring the inherent sequential access mechanism of racetrack memory, which achieves high area and energy efficiency. Then, we propose a weight-based parallel Booth multiplier to enhance the throughput performance of the proposed Booth multiplier while maintaining high area and energy efficiency. Unlike the area- and energy-consuming adder array architecture in conventional CMOS multipliers, the proposed weight-based parallel architecture parallelize the multiplication according to the bit weight in the partial products. We explore and analyze the Booth multipliers with different architectures, radix base, and input length. In addition, we propose an optimization on the Booth multiplier to transform the required write operations to shift operations, which reduces the energy consumption dramatically. This work is introduced in Chapter 4.

• Finally, we propose a **racetrack memory based two-stage modular multiplier** for specific applications, which accelerates the computation-intensive modular multiplication in various applications such as cryptography, number theory, abstract algebra, chemistry and the visual and musical arts. Our design shows the potential of the racetrack memory based computing logic for application specific designs. In this work, a novel two-stage scalable modular multiplication algorithm is proposed to significantly reduce the delay. In addition, an efficient architecture based on racetrack memory is further developed to reduce the number of required adders. Racetrack memory based application specific design for the modular multiplication shows
significant improvement compared with the state-of-the-art CMOS technology based implementation in terms of area, energy, and performance. This work is introduced in Chapter 5.

1.5 Organization

This dissertation is organized as follows. Chapter 2 reviews the previous studies. Chapters 3, 4, 5 introduce the three contributions of racetrack memory based magnetic adders, racetrack memory based magnetic multiplier and racetrack memory based application specific modular multiplier. Chapter 6 concludes this dissertation and introduces the future work.
Chapter 2

Background and Literature Review

In this chapter, we first introduce the background knowledge related to this thesis, including racetrack memory technology, adder and Booth multiplier, and Montgomery multiplication. Then we review the related work to this thesis, including applications of emerging memory technologies, logic designs for in-memory computing, and hardware implementations of modular multiplication.

2.1 Background

2.1.1 Racetrack Memory

Racetrack memory is a newly introduced non-volatile memory developed by a team led by Stuart Parkin in early 2008 [13]. The storage media of racetrack memory are the nanowires, which are like the racetracks of data. A nanowire consists of a nano-magnetic stripe, on which multiple magnetic domains are separated by non-magnetic regions called domain walls (DW). Therefore, the racetrack memory is also called domain wall memory.

Fig. 2.1 shows the structure of the racetrack memory which stores data on a magnetic stripe. Along with the stripe, each storage unit has a very short width (e.g., 50-100 nm) divided by the magnetic DW. With the shifting current at the end of magnetic stripe, the domain wall between each unit can be shifted along
Figure 2.1: Basic structure of vertical magnetic tunnel junction and the racetrack memory

with the direction of the current. The magnetic stripe can be very long, which can contain 256 bits demonstrated by the racetrack memory manufactured so far [14].

Two vertical magnetic tunnel junctions (MTJ) are used for DW nucleation and detection as shown in Fig. 2.1. The MTJ consists of two ferromagnetic (FM) layers with an oxide barrier between them. One of the FM layers has fixed magnetization direction while the other one has a free one. When the magnetization direction of the two layers is the same, the resistance of the MTJ is low, otherwise, the resistance is high. Once we have the magnetization direction of the fixed FM layer in the MTJ as a reference, we can use the magnetization direction in the free FM layer to denote two different states. Thus, the “0”, “1” binary state can be perfectly represented and stored.

According to the figure, the MTJ$_W$ is used to write data into the racetrack memory, while the MTJ$_R$ is used to read the data out. Such a structure makes
the racetrack memory extremely high data density and low read/write energy. However, when the data needs to be accessed, it has to be shifted to the access ports, which will cause overhead in terms of energy and access time. Therefore, a careful design should be applied to avoid the adverse effect of the sequential access mechanism of the racetrack.

2.1.2 Adder and Booth Multiplier

Adder is one of the most basic building units of any kind of multiplier and other arithmetic units. Usually, in CMOS-based computing system, the adder is implemented by CMOS transistors, which have large area overhead and energy consumption. In addition to conventional CMOS adders, there are many magnetic full adders proposed [19], [20]. Among these magnetic adders, some of them are partially non-volatile due to use of the MTJ as only one of their operands. Some of them use MTJs as both operands, however, their designs require a large number of MTJs, resulting in large overhead in terms of area and power, especially the writing power.

Multiplication is the fundamental arithmetic operation in various kinds of data intensive applications such as asymmetric encryption, image processing, etc. The processing of a multiplication can be divided into two stages, which are generation and addition of the partial products. According to the generation and addition of partial products, multipliers can be mainly classified into serial multipliers and parallel multipliers. The serial multiplier uses shift and add algorithm to realize multiplication with limited area and power while having relatively large delay. The parallel multiplier computes the partial products in parallel first, then sums them together to obtain the final result. The parallel multiplier has shorter delay but larger area and power overhead compared with the serial multiplier. In
conventional CMOS-based multiplier design, the throughput is usually regarded as the first design target because of the high area and energy budget. An adder array architecture is applied to make the best of parallelism in addition of partial products, which incurs large area overhead and energy consumption.

In order to improve the efficiency of the multiplier, many optimized multiplication algorithms are proposed. Among various kinds of optimization algorithms, Booth optimization algorithm is one of the most efficient multiplication algorithms for binary digit multiplication [26]. Booth algorithm focuses on the optimization of generating partial products. With different radix, the Booth algorithm is modified into radix-2 modified Booth algorithm, radix-4 modified Booth algorithm and so on. Among these modified Booth algorithms, modified Booth algorithm with radix-4 is the most suitable one for binary implementation because efficient shift operations are mainly involved. It also has a fixed number of partial products and thus eases the implementation of related Booth encoder and decoder.

2.1.3 Montgomery Multiplication

We use RSA as an example asymmetric cryptography algorithm to illustrate our multiplication design since RSA algorithm is widely used with high reliability [27]. In the encryption and decryption operations, the modular exponentiations are computed using equations Eq. 2.1 and Eq. 2.2, where $C$ and $P$ are cipher and plain text, respectively. $E$ and $D$ are encryption key and decryption key, respectively, while $M$ is the modulus.

$$C = P^E \ mod \ M$$  \hspace{1cm} (Eq. 2.1)

$$P = C^D \ mod \ M$$  \hspace{1cm} (Eq. 2.2)
The encryption and decryption operations of RSA algorithm are very costly in computing time and resource. In order to accelerate the modular multiplication, Montgomery multiplication algorithm is proposed. It replaces the costly division operation in modular operation with the efficient shift operation [28].

The Montgomery modular multiplication works as follows. For an $n$-bit modulus $M$, given two integers $x$ and $y$, the $M$ residues of $x$ and $y$ with respect to $r$ can be expressed as: $X = x \times r \; (\text{mod} \; M)$, $Y = y \times r \; (\text{mod} \; M)$, where $r$ is an integer that can ease the division. The Montgomery product of $X$ and $Y$ is equal to the $M$ residues of $xy$ with respect to $r$, which is shown as:

$$Z = X \times Y \times r^{-1} = x \times y \times r \; (\text{mod} \; M) \quad \text{(Eq. 2.3)}$$

Assuming $x$ equals to $y$ and with $X$ precomputed, the $M$ residues of $x^n$ with respect to $r$ can be recursively computed using Equation Eq. 2.3. Then it is convenient to obtain $M$ residues of $x^n$. $r$ is usually set as $2^n$ to replace division operations with shift operations. Since the core operation of encryption and decryption is Montgomery multiplication, the efficiency of Montgomery multiplication determines the overall efficiency of the whole cryptography algorithm.

Because Montgomery multiplication algorithm is a very efficient method for modular multiplication, many researchers have implemented it for general-purpose processor and application specific integrated circuit (ASIC) [29, 30, 31, 32]. However, none of them has proposed emerging memory based design of Montgomery multiplication.

2.2 Literature Review

2.2.1 Applications of Racetrack Memory

In this section, we review the related work to emerging memory technologies, especially the racetrack memory and its applications in CPUs, GPUs, and application-
specific processors.

2.2.1.1 Emerging Memory Technologies

Emerging memory technologies are the foundation of the emerging memory based logic. According to the data storage medium, the traditional memory technologies such as DRAM and flash are categorized as charge-based memories which store data by charging on capacitance. The emerging memory technologies are categorized as resistive memories which store data by adjusting the resistance of its storage medium. The resistive memories are non-volatile, which protect the valuable data against the loss of electrical power.

Phase change memory (PCM) [33] is one of the most commonly adopted non-volatile emerging memories. The resistance of PCM is determined by the phase of phase change materials [9, 34]. A lot of studies exploit the possibility of using PCM as the memory for the future computer systems [35, 36, 37, 38, 39, 40]. However, PCM suffers from high programming current density and limited write endurance [41, 42, 43].

The resistance of ReRAM (memristor) is determined by atom distance [10]. ReRAM typically refers to the electrical switching between different resistance states observed in numerous metal oxides (e.g., NiOx, HfOx, TiOx, TaOx, PrxCa1 xMnO3), although similar phenomenon has also been reported in non-oxide materials (e.g., silicon, sulfides, chalcogenides). Due to its promising scalability, CMOS compatibility, and high performance, it attracts great attention [44]. Research interest on ReRAM materials is lasting, for example, the research on resistive switching in ALD HfOx and TaOx [45, 46]. However, the theory and related technology of the memristors are far from mature [47, 48].

The resistance of Spin-transfer torque magnetic random-access memory (STT-MRAM) is determined by magnetic polarity [12, 49]. STT-MRAM has advan-
tages of high performance, low power, and unlimited endurance. Due to its advantages, it is widely explored as the main memory in modern computer systems [50, 51]. Especially for its high performance, it is also regarded as one of the candidates for future cache memory [52, 53, 54, 55].

Racetrack memory is a recently introduced emerging non-volatile memory which stores the data based on the magnetic polarity too [13]. Unlike STT-MRAM using MTJ as the main storage element, racetrack memory stores data in ferromagnetic nanowires [56, 57]. A racetrack memory nanowire can store multiple bits, which achieves high data density. According to the racetrack memory manufactured so far [14], a single nanowire can contain 256 bits. Compared with STT-MRAM, it has much higher data density due to the advantages of multiple-bit store and access ports share [56]. However, access ports share causes the sequential access mechanism, which has negative influence over the performance [58]. There are many studies proposed to utilize the advantages of racetrack memory [59, 60, 61, 62]. Because of its high data density, high speed, and low power consumption, racetrack memory is promising to be applied in all memory hierarchy from register to external storage [63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 62]. Existing studies of using racetrack memory in CPUs mainly focus on building cache systems. Some studies proposed racetrack memory based designs for traditional L1 and L2 caches, while others proposed designs for scratchpad memory.

2.2.1.2 Racetrack Memory in CPUs

For cache memory in CPUs, Venkatesan et al. [65] explore the use of racetrack memory within the on-chip L1 and L2 cache of general purpose computing platforms. In order to address the impact of sequential access, several management
schemes at the device, circuit, and architecture levels are proposed, including data migration policies, bit-interleaving scheme and so on. Due to the higher data density, their cache design achieves large area overhead and energy consumption reduction compared to both STT-MRAM and SRAM caches. Venkatesan et al. [67] also present another L2 cache design, where a pre-shifting approach is adopted to hide shift latency. When the cache is accessed, a prediction is performed to predict the next block to be accessed. Then the expected block is pre-shifted to its statically assigned port. If the prediction is accurate, then the shift operation is avoided otherwise the accessed block is shifted to the nearest read port. Compared with SRAM and STT-MRAM caches, their design improves the efficiency in terms of performance and energy consumption. Zhang et al. [73] propose a nanowire organization that can reduce the access energy. Usually, in racetrack memory designs, multiple heads of a track share the same bitline and sourceline, which leads to low heads utilization. In their design, multiple heads of a track share the sourceline but have different bitlines, which alleviates contention on shared bitline and enables the parallel access. By virtue of their technique, the number of required shift operation is reduced and energy efficiency is improved.

For scratchpad memory, Mao et al. [74] explores three data placement strategies to reduce the shift overhead including first come first store, most access in middle and most access first. In order to cope with the dynamics of the working sets, a genetic algorithm is adopted to perform data allocation in racetrack memory. For large capacity storage applications, Park et al. [75] propose a racetrack memory based graph processing approach. In their design, racetrack memory provides byte addressability with low read and write latency. With pointer-assisted graph representation, the performance of graph algorithms is enhanced. Compared with graph processing approaches based on SSD, the performance of
their approach is improved because of the lower access latency of racetrack memory.

2.2.1.3 Racetrack Memory in GPUs

Racetrack memory is proposed as various components in GPUs, such as shared memory, register file, and GPU cache. Venkatesan et al. [66] design the entire cache hierarchy for GPUs with racetrack memory, including L1 cache, L2 cache, instruction cache, shared memory, and constant cache. They propose architecture management policies to reduce the shift latency incurred by the sharing of access ports. A racetrack memory based fully associative buffer is designed to alleviate the large shift penalties. Compared with SRAM and STT-MRAM based design, their designs show higher performance and energy saving. Atoofian and Saghir [72] present an address predictor based technique to hide shift penalties in racetrack memory based L2 cache in GPUs. Three address predictors, including a stride predictor, a context predictor, and a hybrid predictor, are proposed. They show that the hybrid predictor which combines the stride and context predictor has the highest performance. The racetrack memory based cache with the hybrid predictor has comparable performance with the SRAM based caches.

Due to the advantages of high data density, racetrack memory is also promising in the register file (RF) design of GPUs. The capacity requirement of RF in GPUs is much larger than in CPU, it makes the racetrack memory an attractive candidate for the RF in GPUs [76]. Many researchers use racetrack memory to implement high capacity GPU RF. Various techniques are proposed to reduce the shifting overhead of racetrack memory based RF, such as pre-shifting [77, 71, 69], warp scheduling [63], and intelligent register mapping [77, 63].
2.2.1.4 Racetrack Memory in Application-Specific Processors

The holistic efficiency in area, power, and performance makes the racetrack memory a suitable memory material for application-specific processors, where different memory structures show different access properties and capacity requirements. Venkatesan et al. [64] explore the application of racetrack memory in recognition and mining processors. In such a processor, racetrack memory is used to build the first memory level, a 64KB FIFO, where streaming read operations dominate. They show that their spin-based design is more efficient in both performance and energy consumption compared with the CMOS-only design. Chung et al. [78] propose a racetrack memory design to exploit serial access for area- and energy-efficient digital signal processor (DSP). Because many DSP applications are featured by sequential memory access, they present racetrack memory based embedded memories for DSP, such as the LIFO in the Viterbi decoder, an input register of FIR filter, and FIFO RFs in the FFT processor. Compared with SRAM and STT-MRAM based designs, racetrack memory based design is more efficient in area overhead and power consumption.

2.2.2 Logic Design for In-memory Computing

2.2.2.1 CMOS Technology Based Logic Design

As in-memory computing shows advantages in both the performance and energy efficiency, it attracts a lot of research interests. A lot of in-memory computing architectures are proposed in the last decades, such as integrating processing units and main memory in a single chip [79, 80, 81, 82] as well as the emerging 3D integration technology [83, 84].

A key issue for in-memory computing systems is the type of the processing elements. Conventional CMOS technology based logics are well-developed [85,
1-bit half adder and 1-bit full adder are included in the standard cell library for the convenience of designers [89, 90].

Usually, a multiplier is built using adders as basic elements. The operation of a multiplier can be divided into two stages: partial products generation and partial products addition. According to the generation of partial products, multipliers can be mainly classified into serial multipliers and parallel multipliers. The serial multiplier uses “shift and add” algorithm to realize multiplication with limited area and power cost but having relatively large delay. The parallel multiplier computes the partial products in parallel first, and then sums them together to obtain the final result. The parallel multiplier has shorter delay but larger area and power overhead compared with the serial multiplier. There also exist many algorithms to optimize the multiplication such as Karatsuba’s algorithm [91], Toom-Cook algorithm [92] and Booth algorithm [93]. Among various kinds of optimization algorithms, Booth optimization algorithm is one of the most efficient multiplication algorithms for binary digit multiplication, while other optimization algorithms are more efficient in scenario where operands are not binary digits [26]. However, conventional CMOS based arithmetic circuit designs usually consume large area and power. Therefore, they are not feasible for in-memory computing systems due to the tight area and power budgets.

2.2.2.2 Magnetic Logic Design

With the shrinking of technology node, the power efficiency of CMOS technology based logic is dominated increasingly by the leakage power [94]. Magnetic logic has ultra-low static power and attract the interest of researchers. Various kinds of magnetic logic designs are proposed in order to improve power efficiency of in-memory computing systems. Chabi et al. [95] propose a magnetic
flip-flop to reduce the static power by the combination of checkpointing operation, power gating and self-enable mechanisms. They show that their design has lower power consumption compared to conventional CMOS technology based flip-flop. Onkaraiah et al. [96] present a non-volatile flip-flop based on Bipolar ReRAMs (Bi-RNVFF). The proposed flip-flop achieves high power efficiency and safe “power-on, power-off” property. Zhao et al. [97] propose magnetic flip-flop and programmable logic function look-up tables (LUTs). The proposed magnetic flip-flop has much smaller area overhead and power consumption than any existing CMOS technology based flip-flop. In addition, because of the non-volatility of the magnetic device, magnetic LUT (spin-LUT) enables non-volatile and programmable implementation of logic functions. Thus, the magnetic programmable circuits based on the magnetic LUTs achieve both real “instant-on” and dynamical reconfiguration.

As the basic element of arithmetic circuits, magnetic adders are also proposed to alleviate the severe power concern. According to the size of addends, adders are categorized into 1-bit adders and multi-bit adders. Meng et al. [19] propose a 1-bit magnetic full adder in 2005 based on programmable spintronic logic devices for future magnetic CPUs. Matsunaga et al. [20] have fabricated a 1-bit non-volatile full adder based on logic-in-memory architecture using MTJs in combination with MOS transistors, which verifies the feasibility of the magnetic adder. Ren et al. [23] conduct a comprehensive energy and performance analysis on a 1-bit magnetic full adder and compare it with the CMOS full adder. Gang et al. [22] make effort for the reliability of the magnetic adder by presenting a 1-bit magnetic full adder with thermally assisted switching MTJ cell. Deng et al. [21] present a 1-bit magnetic full adder based on STT-MRAM. By the virtue of hybrid MTJ/CMOS design, it provides advantageous power and area efficiency compared with conventional CMOS-only full adder.
In addition to 1-bit magnetic full adder, a few studies have been reported for multi-bit ones. Trinh et al. [25] propose a magnetic adder based on racetrack memory in 2013. According to their design, a 1-bit non-volatile magnetic full adder is proposed. Their magnetic full adder is a MTJ/CMOS hybrid design composed of MTJ logic tree and PCSA circuits, which occupy 14 transistors and 16 MTJs. With the proposed adder as the building element, a serial multiple-bit adder is implemented by shifting the operands to the adder inputs to perform serial addition. In their design, an 8-bit serial adder is realized and analyzed. Compared with CMOS technology based serial adder, their design significantly reduced area overhead and energy consumption.

Deng et al. [24] present a synchronous 8-bit non-volatile full adder based on MTJs. Instead of shifting the operands to the adder inputs to perform serial addition, they implement the 8-bit adder in the carry-ripple manner. Three synchronous 8-bit non-volatile full adder structures are proposed considering the trade-offs between performance and energy consumption. However, eight cycles are required to read or write the eight bits data in the proposed 8-bit full adder. Compared with CMOS technology based carry ripple adders, it achieves full non-volatility and nearly zero leakage power. Yuhao Wang et al. propose an in-memory Advanced Encryption Standard (AES) encryption design based on racetrack memory [98]. However, their design is for AES, a symmetric encryption scheme which needs many unique logic operations. Thus, the generality of the design is limited.

2.2.3 Hardware Implementations of Modular Multiplication

Modular multiplication is widely used in various applications such as cryptography, number theory, group theory, ring theory, knot theory, abstract algebra,
computer algebra, computer science, chemistry and the visual and musical arts. It is the most important operation in many public-key cryptosystems such as RSA (RivestShamirAdleman) and Elliptic-curve cryptography (ECC) cryptosystems [27, 99, 100, 101, 102]. However, the key size of the contemporary cryptosystem is very large because of the security requirement along with the ever-increasing computing speed. For instance, it is claimed that 2048-bit keys are sufficient until 2030 and an RSA key length of 3072 bits should be used if security is required beyond 2030 [103]. Due to the large key size, the operands of the modular multiplication are large integers, which incurs long computation time and large resources overhead. Thus, numerous algorithms and hardware implementations have been presented to perform the modular multiplication with large integers more efficiently. Montgomery algorithm is one of the most widely used one to accelerate the modular multiplication by replacing the costly division operations with a series of shifting operations [28, 104, 105]. Because Montgomery multiplication algorithm is a very efficient method for modular multiplication, many researchers have proposed specific hardware designs to enhance its performance. According to the input precision, hardware implementations of Montgomery modular multiplication can be categorized into fixed-precision implementations and variable-precision implementations.

2.2.3.1 Fixed-precision Implementations

In fixed-precision implementations, multiplicand and modulus are processed in full-precision while the multiplier is processed bit by bit [106, 107, 108, 109, 110, 111, 112]. In order to improve performance, high-radix implementations with fixed-precision have also been proposed [107, 113]. However, the high-radix implementations are usually complex. The performance overhead caused
by the implementation complexity offsets the desired performance improvement. Walter et al. [114] conduct an exhaustive theoretical investigation of the high-radix modular multipliers for the design trade-offs between performance and area overhead. Compared with high-radix designs, low-radix designs attract more research interests because it is more suitable for hardware implementations [115].

Fixed-precision implementations lack scalability when considering the possible increase of the operand size. Because the digits in multiplicand and modulus are handled as a whole, the operand size cannot be altered, otherwise the hardware needs to be redesigned. Thus, the fixed-precision implementations are prone to obsolescence. In addition, the fixed-precision implementations have problems of large fan-out of signals, complex routing, and large wire delays due to the large operand size. Systolic architectures can help to improve these problems at the cost of extra hardware resources [116, 117].

2.2.3.2 Variable-precision Implementations

In order to address the problems of the fixed-precision implementation, variable-precision implementations with scalable architecture are proposed [118, 119, 32, 120, 30, 121, 122].

Tenca and Koc [118, 32] propose the first variable-precision implementation of the Montgomery modular multiplication. With their implementation, a word-based data path is presented that can perform Montgomery modular multiplication with any precision as long as the input operands are expressed in the word manner. In their design, the multiplicand and modulus are processed word by word while the multiplier is processed bit by bit. This scalable architecture has two major advantages. Firstly, it addresses the concern of scalability. Since this architecture processes the multiplicand and modulus word by word, it can process
operands with larger sizes after the hardware fabrication. Secondly, the high fan-out problem is also alleviated as the word size is much smaller than the operand size.

Tenca et al. [119] propose a high-radix variation of the scalable architecture of the Montgomery modular multiplication. In their design, radix-8 is used as an example to illustrate the high-radix design. They adopt Booth-recoding techniques to improve the efficiency of the multiplication. However, it also suffers from the large overhead caused by the complexity of high radix. Harris et al. [120] improve the performance of the scalable architecture by processing the operand in the reverse manner and implement their design on a field-programmable gate array (FPGA). However, the extra performance overhead of the proposed architecture offsets the desired improvement. Erkay et al. [123] and Akashi et al. [124] implement Montgomery modular multiplication with scalable architecture with CMOS technology based ASIC. They analyze the design trade-offs between different design parameters such as the word length, the number of the pipeline stages. Their analysis shows that a pipeline consisting of several stages is more efficient than a single unit processing very long words. Working with relatively short words diminishes data paths in the final circuit, which reduces the required bandwidth.

Chen et al. [125] design a microcode-based architecture with a reconfigurable data path controlled by the micro-instruction for Montgomery modular multiplications in various public-key cryptosystems. Huang et al. [121] propose two new hardware architectures to reduce the latency by pre-computing partial results using two possible assumptions regarding the most significant bit of the previous word. However, their design lacks scalability and needs extra hardware resources. When the word size is small, the area overhead of their design is very
large. Shieh et al. [30, 31] propose scalable Montgomery modular multiplication architectures to reduce the delay and memory access by manipulating the intermediate variables and dedicated task scheduling. However, the complexity of the proposed scheme degrades the performance and area efficiency.

2.3 Summary

This section introduces the background knowledge related to this thesis, including racetrack memory technology, adder and Booth multiplier, and Montgomery multiplication. This section also reviews the relevant studies in emerging memory technologies, especially the racetrack memory technology. The logic designs of general computing cells with CMOS-only technology and CMOS/magnetic hybrid technology are reviewed too. For the application specific design, hardware implementations of modular multiplication for asymmetric cryptography are analyzed. Based on the previous studies, we propose three new studies for racetrack memory based logic design. Our work shows innovation in the following aspects.

Previous studies in 1-bit magnetic full adders are mostly partially non-volatile [20, 19, 22]. Because these studies of magnetic full adders only use MTJ as one of their operands. Thus, the advantages of spintronic devices are not fully exploited. Moreover, it is difficult to extend these 1-bit magnetic full adders to multi-bit structure. Magnetic full adders like [25, 24] are fully non-volatile, however, their designs require a large number of MTJs, resulting in large overhead in terms of area and power, especially the writing power. For example, the magnetic full adder in [25] costs 14 transistors and 16 MTJs, which means that 16 bits data need to be written and shifted to the adder, consuming considerable amount of power. When compared with previous designs, our work has two innovative points. Firstly, our proposed adders are fully non-volatile. The logic circuits
can be safely turned off. Secondly, by reusing parts of the logic design, the proposed full adder significantly reduces the area overhead and energy consumption compared with the state-of-the-art magnetic full adder [25].

Previous studies in CMOS technology based multipliers adopt adder array architecture to maximize the speed [17, 88]. However, the adder array occupies large area and consumes considerable amounts of energy. In order to improve the area and energy efficiency, our work develops a pipelined low-power Booth multiplier by exploring the inherent sequential access mechanism. The multiplier is deeply pipelined to exploit the advantages of racetrack memory while avoiding the adverse impact of its sequential access mechanism. In order to increase the throughput, our work proposed a weight-based parallel architecture. The proposed weight-based parallel architecture parallelizes the multiplication according to the bit weight in the partial products. In order to ensure high energy efficiency, we propose an optimization that transforms the energy-demanding write operations to shift operations. With the proposed optimization, the weight-based parallel multiplier achieves high area and energy efficiency while maintaining high performance in throughput.

Previous studies in scalable Montgomery modular multiplication are word-based parallel implementations with hardware pipelining, in which the operations in different iterations of the outer loop are executed in parallel to reduce the latency at the cost of more hardware overhead [32]. However, the data dependency between two successive iterations in the algorithm limits the throughput. Various techniques are proposed to solve this problem at the cost of high design complexity and large overhead [30, 31]. Compared with previous works, our work has three innovative points. Firstly, our work proposes a novel two-stage scalable modular multiplication algorithm to address the data dependency problem
at nearly no extra cost. Secondly, our implementation is based on the racetrack memory, which is very efficient in terms of area overhead and power consumption. Finally, our work has an optimized architecture for the proposed algorithm.
Chapter 3

Racetrack Memory Based Magnetic Half Adder and Full adder

In-memory computing has been demonstrated to be an efficient computing infrastructure in big data era for many applications such as graph processing, encryption, etc. Racetrack memory is a newly introduced memory technology. It allows high data density fabrication and thus is a good fit for in-memory computing. However, building in-memory arithmetic circuits together with the memory cells for in-memory computing affects both the memory density and power efficiency. And the conventional well-developed CMOS-based arithmetic circuits don’t fulfil the more stringent area and energy constraints. As a result, it remains challenging to build efficient in-memory arithmetic circuits on racetrack memory for general in-memory computing. To that end, we present a series of fundamental in-memory arithmetic circuits as in-memory computing cells including adders and multipliers. The presented circuits perform the logical operations based on the memory cell and reuse part of the peripheral circuits and can be constructed efficiently using racetrack memory technique. The resulting design realizes high area and energy efficiency while maintaining considerable performance.

To build the arithmetic circuits, in this chapter, we propose highly area and energy efficient racetrack memory based magnetic half adder and full adder. Ex-
Experimental results show that the proposed magnetic full adder saves 66% area and 56.3% energy compared with the state-of-the-art magnetic full adder.

3.1 Introduction

With the development of information technology, we are entering the big data era, where large amount of data needs to be created, processed and transferred in the cloud. Owing to the increase of memory capacity, in-memory computing has become a popular computing infrastructure for many applications in big data, such as graph processing and encryption.

With in-memory computing, computation is executed in memory, which bridges the gap between memory and processor. In addition, the data transfer between the memory and the processor for simple arithmetic operations can be avoided. Thus, the power consumption of the data transfer in many applications can be dramatically reduced. As in-memory computing can be beneficial to applications on both performance and energy efficiency, it attracts a lot of research interests. A lot of in-memory computing architectures are proposed in the last decades, such as integrating processing units and main memory in a single chip [79, 80, 81, 82] as well as emerging 3D integration technology [83, 84].

As the storage and logic media, the memory technology and the embedded computing logic units are critical for an in-memory computing system. Racetrack memory is a newly introduced memory technology that has the advantages of high data density, non-volatility, low power, and high speed [13]. It is a promising technology that not only can be used in all hierarchy of memory systems from external storage to register files, but also can be applied to logic designs for in-memory computing. Despite the great potential of using racetrack memory for in-memory computing, there is still a lack of efficient general arithmetic circuits.
In this chapter, we present racetrack memory based in-memory arithmetic circuits including a magnetic half adder and a magnetic full adder. Since addition is one of fundamental arithmetic operations, which is also one of fundamental arithmetic operations in various kinds of data intensive applications such as compression, image processing, etc, the proposed racetrack memory based arithmetic designs are general and applicable to many in-memory computing applications. We first present a racetrack memory based magnetic half adder. Then we present a racetrack memory based magnetic full adder on top of the half adder. Compared with the state-of-the-art magnetic full adder design, our proposed magnetic full adder saves 66% area and 56.3% power [25].

The rest of the chapter is organized as follows. In Section 3.2, the racetrack memory based half adder is presented. Section 3.3 presents our design of the racetrack memory based full adder on top of the half adder design. In Section 3.4, experimental results are presented and analyzed. Section 3.5 concludes this chapter.

3.2 Racetrack Memory Based Magnetic Half Adder

Addition is the fundamental building components of the arithmetic operators. Its area and energy efficiency is thus of vital importance to the in-memory computing cells. The half adder is the simplest arithmetic circuit, which is more efficient than the full adder in the scenario with no carry-in signal. Thus, half adder design is indispensable in arithmetic circuit designs. Half adder is to add two digits A and B and to produce two outputs i.e. sum and carry-out as given by the following equations. The carry signal represents an overflow into the next digit of a multi-digit addition. It is clear that eventually XOR and AND logic need to
be implemented for a half adder. The logic functions of a half full adder (HA) are given by Eq. 3.1 and Eq. 3.2:

\[ Sum = A \oplus B \]  
\[ C_o = A \cdot B \]

where \(A\) and \(B\) are two addends, \(Sum\) is the result bit while \(C_o\) is carry-out signal to the next stage.

In order to save the energy and area, we use two MTJs to implement the AND logic and one MTJ to implement the XOR logic respectively. Then the MTJ is seated along with the pre-charge sense amplifier (PCSA) and the computation can be performed at the pre-charge phase. Fig 3.1 shows the schematic of our proposed half adder. The left side circuit produces \(Sum\) of input \(A\) and \(B\) while the right side generates the \(C_o\). The processing is similar and here we just take \(C_o\) generation as an example to detail the computation process. At the pre-charge phase, \(CLK\) is set to “0”, MP5 and MP8 are turned on, and both \(C_o\) and \(\overline{C_o}\) are charged to “1” in this phase. When \(CLK\) is changed to “1” in the evaluation phase, MP5 and MP8 are turned off while MN6 is turned on. The two bitlines start to discharge. The bitline with lower resistance, taking bitline of with MTJs as an example, would reach the threshold voltage of PMOS transistor in its opposite branch, namely MP7, faster than the branch with higher resistance. Once the gate voltage of the PMOS reaches the threshold, it is turned on and force the \(\overline{C_o}\) to “1”, which would in turn force the \(C_o\) to “0”. Thus, we get two complementary outputs based on the resistance information stored in the MTJs and the resistor.

A two-input AND logic can be implemented with two serial MTJs. Given different input of A and B, resistance of this bitline can be calculated as shown in Table 3.1. Note that \(R_L\) and \(R_H\) stands for resistance of a low resistance.
state and high resistance state of a MTJ, respectively. In our model, \( R_H \) equals to \( 2.5R_L \). To obtain the AND logic with the PCSA circuit, the resistor on the complementary bitline can be set to be \( 4R_L \).

For a two-input XOR function, the output would be “1” if and only if the two inputs are different. It is very efficient to be realized by MTJ because it is consistent with the intrinsic property of the MTJ. We stack the \( A/B \) together with oxide barrier between them to realize the XOR operation. Previous papers and industrial works show that this structure has the same high/low resistance behaviour with the MTJ which has a fixed reference layer [126, 98, 127]. The
Table 3.2: Truth table of the sum function for the half adder

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>$R_{left}$</th>
<th>$R_{right}$</th>
<th>sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>$R_L$</td>
<td>$2R_L$</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>$R_H$</td>
<td>$2R_L$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>$R_H$</td>
<td>$2R_L$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>$R_L$</td>
<td>$2R_L$</td>
<td>0</td>
</tr>
</tbody>
</table>

schematic of the $Sum$ logic part is also shown in Fig. 3.1. The resistance of the resistor is set to $2R_L$. With $R_H$ equals to $2.5R_L$ in our model, we can get the truth table of the $Sum$ function, which is shown in Table 3.2. After realizing these two logic functions, we get a half adder.

### 3.3 Racetrack Memory Based Magnetic Full Adder

In this section, we illustrate our full adder design. The logic functions of a full adder (FA) are given by the following equations:

$$Sum = A \oplus B \oplus C_i$$  \hspace{1cm} (Eq. 3.3)

$$C_o = A \cdot B + A \cdot C_i + B \cdot C_i$$  \hspace{1cm} (Eq. 3.4)

where $A$ and $B$ are two addends, $Sum$ is the result bit while $C_i$ and $C_o$ are carry-in from previous stage and carry-out to the next stage respectively.

Fig. 3.2 shows the schematic of our proposed full adder. According to the figure, the FA mainly consists of two parts, one is for $Sum$ generation and the other one is for $C_o$ generation. As shown in Fig. 3.2, in the similar way with the half adder design, we use pre-charge sense amplifier (PCSA) to read the information stored in the racetrack memory according to their resistance. As shown in equation Eq. 3.4, the logic function of $C_o$ is in fact a majority function. As long as there are more than one “1” in the three input data, the output of the function is “1”. Hence, we use serial connection of 3 MTJs to form the left branch and a
Figure 3.2: The schematic of proposed magnetic full adder

resistor to form the right branch. The resistance of the resistor is $2R_H$. With $R_H$ equals to $2.5R_L$ in our model, we can get the truth table of the carry function, as shown in Table 3.3.

Sum logic part is the critical part of our design, which leads to considerable amount of power saving compared to the previous MFA design [25]. As shown

Table 3.3: Truth table of the carry function of the full adder

<table>
<thead>
<tr>
<th>$A$</th>
<th>$B$</th>
<th>$C_i$</th>
<th>$R_{left}$</th>
<th>$R_{right}$</th>
<th>$C_o$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$3R_L$</td>
<td>$2R_H$</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$2R_L + R_H$</td>
<td>$2R_H$</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$2R_L + R_H$</td>
<td>$2R_H$</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$R_L + 2R_H$</td>
<td>$2R_H$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$2R_L + R_H$</td>
<td>$2R_H$</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$R_L + 2R_H$</td>
<td>$2R_H$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$R_L + 2R_H$</td>
<td>$2R_H$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$3R_H$</td>
<td>$2R_H$</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 3.4: Truth table of the sum function of the full adder

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>R_{left}</th>
<th>R_{right}</th>
<th>C_{o}</th>
<th>Sum_{in}</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2R_{L}</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>R_{L} + R_{H}</td>
<td>R_{H}</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2R_{H}</td>
<td>R_{H}</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>R_{L} + R_{H}</td>
<td>R_{H}</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>R_{L} + R_{H}</td>
<td>R_{H}</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2R_{H}</td>
<td>R_{H}</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>R_{L} + R_{H}</td>
<td>R_{H}</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2R_{L}</td>
<td>R_{H}</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

in Eq. 3.3, the Sum equals to the three inputs doing XOR operation together. It is a complex logic operation that needs many resources to realize in a conventional manner. Eq. 3.5 shows the logic function presented using basic logic operations.

\[ A \oplus B \oplus C_i = A \cdot B \cdot C_i + A \cdot \overline{B} \cdot \overline{C_i} + \overline{A} \cdot B \cdot \overline{C_i} + \overline{A} \cdot \overline{B} \cdot C_i \]  
(Eq. 3.5)

Instead of using a large number of MTJs to form the logic tree like the previous design, we propose a new structure to realize the logic function for area and power efficiency, which is shown in the left half of Fig. 3.2. The idea lies in the fact that since the logic function of the carry out is a majority function, we can make use of the information carried within \( C_o \). We stack the \( A/B \) and \( B/C_i \) together with oxide barrier between them to realize XOR operation. Previous papers and industrial works show that this structure has the same high/low resistance behaviour with the MTJ which has a fixed reference layer [126, 98, 127]. \( A, B \) and \( C_i \) are shifted into this structure from other parts of the racetrack memory.

As shown in Fig. 3.2, for the ease of explanation, we introduce the interim Sum signal and its complementary signal which are denoted as \( Sum_{in} \) and \( \overline{Sum}_{in} \) respectively. As shown in Table II, the \( R_{left} \) column shows the resistance of left branch in different input patterns. We use a resistor as the right branch with the resistance of \( R_{H} \) whose value equals to \( 2.5R_{L} \). A 2-to-2 MUX is added in the
Table 3.5: Main parameters in the RM model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Default value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{RT}$</td>
<td>Width of racetrack</td>
<td>$1F^*$</td>
</tr>
<tr>
<td>$G_{RT}$</td>
<td>Gap distance between two racetracks</td>
<td>$1F^*$</td>
</tr>
<tr>
<td>$L_D$</td>
<td>Length of the domain in a racetrack</td>
<td>$2F^*$</td>
</tr>
<tr>
<td>$L_{RT}$</td>
<td>Length of racetrack</td>
<td>$128F^*$</td>
</tr>
<tr>
<td>$T_{RT}$</td>
<td>Thickness of racetrack</td>
<td>6nm</td>
</tr>
<tr>
<td>$p$</td>
<td>PMA racetrack nanowire resistivity</td>
<td>$4.8 \times 10^7 \Omega \cdot m$</td>
</tr>
<tr>
<td>$TMR(0)$</td>
<td>TMR with 0 $V_{bias}$</td>
<td>150 %</td>
</tr>
<tr>
<td>$W_{EN}$</td>
<td>Write energy</td>
<td>1pJ</td>
</tr>
<tr>
<td>$W_{DE}$</td>
<td>Write latency</td>
<td>5ns</td>
</tr>
<tr>
<td>$S_{EN}$</td>
<td>Shift energy</td>
<td>0.051pJ</td>
</tr>
<tr>
<td>$J_{nucleation}$</td>
<td>Critical current density for write</td>
<td>$5.7 \times 10^8 A/cm^2$</td>
</tr>
<tr>
<td>$J_{shift}$</td>
<td>Critical current density for shift</td>
<td>$6.2 \times 10^7 A/cm^2$</td>
</tr>
<tr>
<td>$S_{DE}$</td>
<td>Shift latency</td>
<td>500ps</td>
</tr>
</tbody>
</table>

adder to select the correct output. The MUX takes $\text{Sum}_{in}$ and $\overline{\text{Sum}}_{in}$ as inputs, $\text{Sum}$ and $\overline{\text{Sum}}$ as outputs while $C_o$ acts as a select signal. The truth table of $\text{Sum}$ regarding to $A$, $B$, $C_i$ and $\text{Sum}_{in}$ is shown in Table 3.4.

### 3.4 Experiment Results

CMOS 45 nm design kit [89] and a model of perpendicular magnetic anisotropy (PMA) racetrack memory based on CoFeB/MgO structure [128] have been used to perform SPICE simulations for the proposed adders. The main parameters of this PMA racetrack memory model are described in the Table 3.5.

Based on the parameters in the Table 3.5, we simulate our adder with HSPICE. Table 3.6 shows the results of the magnetic half and full adders and the CMOS-based full adder. Note that the delay shown in the table is the worst case delay while the energy is the average energy obtained by the activity set as 0.5 for all the input ports. The “Previous MFA” is the MFA proposed in [25]. As shown in the Table 3.6, our proposed magnetic half adder denoted by “Proposed MHA”
has a shorter delay and lesser energy consumption compared with the proposed magnetic full adder denoted by “Proposed MFA”. The delay of the half adder is 153\text{ps} while the energy consumed is 16.1 f J. The area overhead of the half adder is slightly smaller than the full adder, which is 0.992\text{um}^2. It is reasonable because the half adder has no need to deal with the carry-in signal.

As shown in the Table 3.6, our proposed full adder has a longer delay than the other two FAs. This is because a MUX is added in the adder to trade for power and area. However, the longer delay would make nearly no difference between previous MFA and our proposed MFA, because the write latency of RM is 5\text{ns}, which dominates the latency of the adder. According to the Table 3.5, even the shift delay is much larger than the delay of the adder. Therefore, when the adder runs with the input data, the total delay would be limited by the shift and write delay of the operands. Although our proposed MFA has a slightly larger computing energy than the previous MFA, the number of writes needed by our proposed MFA is much smaller than the previous MFA. As shown in the Table 3.5, the write energy of the RM is at p J level, thus, the computing energy can be ignored when considering writing energy. In this point of view, our proposed MFA saves 56.3% write energy compared with the previous MFA.
3.5 Summary

In this chapter, we propose racetrack memory based arithmetic circuits for general computing operations. The proposed arithmetic circuits include a magnetic half adder and a magnetic full adder. By reusing parts of the logic circuit, the proposed magnetic full adder significantly reduces the area overhead and energy consumption compared with the CMOS-based full adder and the previous magnetic full adders. The experiment results show that our proposed magnetic full adder can save 56.3% write energy compared with the previous state-of-the-art magnetic full adder.
Chapter 4

Racetrack Memory Based Booth Multiplier

In the previous chapter, we proposed racetrack memory based magnetic half and full adders as in-memory computing cells for general computing operations. The proposed adders achieve high area and energy efficiency. In addition to addition, multiplication is also one of the fundamental computing operations in arithmetic computing. High efficiency multipliers are critical for high performance computing systems. In this chapter, with the adder proposed in the previous chapter as the base element, we propose a pipelined Booth multiplier by exploiting the inherent sequential access mechanism of racetrack memory, which achieves high area and energy efficiency.

In order to enhance the throughput, we develop a weight-based in-memory Booth multiplier with different radix base and different input bit length. Unlike the area- and energy-consuming adder array architecture in conventional CMOS-based designs, the proposed multiplier parallelizes the addition of partial products according to the bit weight in the final result. In order to maintain high energy efficiency, we propose an optimization that can transform the energy-consuming write operations to shift operations. By transferring write operations to shift operations, the energy efficiency of the arithmetic circuits can be greatly improved.
In combination with the write optimization, the weight-based parallel Booth multiplier achieves $3.1 \, P_j/\text{bit}$ for 16-bit x 16-bit multiplication size.

4.1 Introduction

Many in-memory magnetic arithmetic circuits are proposed to enhance the area and energy efficiency of the in-memory computing systems. However, the performance of the magnetic arithmetic circuits is either affected by the energy- and time-demanding write operations or the performance-inefficient architecture. In order to address this challenge, in this chapter, we present racetrack memory based in-memory Booth multipliers. Since the multiplication is a fundamental arithmetic operation, which is widely used in various kinds of data intensive applications such as compression, image processing, etc, the proposed racetrack memory based Booth multiplier is general and applicable to many in-memory computing applications. In this chapter, we first present a pipelined Booth multiplier by exploring the inherent sequential access mechanism of racetrack memory, which achieves high area and energy efficiency. Second, in order to enhance the throughput, we propose weight-based Booth multipliers with different radix base and bit length. At last, with the observation that the write operation consumes much larger energy than the shift operation, we optimize the arithmetic circuits to improve the energy efficiency by transforming the required write operations to shift operations. Venkatesan et al. proposed a shift based write to improve the efficiency of racetrack memory [67]. However, their design is a device level design, which is different from our approach. The key contributions of this work can be summarized as:

(i) A pipelined Booth multiplier is proposed by exploiting the inherent sequential access mechanism of racetrack memory, which achieves high area and
energy efficiency.

(ii) A weight-based parallel structure is proposed to improve the throughput of the Booth multiplier while maintaining high area and energy efficiency.

(iii) An optimization is applied on the arithmetic circuits to transform the required write operations to shift operations for performance and energy efficiency.

The rest of the chapter is organized as follows. Section 4.2 presents the pipelined multiplier based on racetrack memory. Section 4.3 discusses the design of the racetrack memory based Booth multiplier with weight-based parallel architecture. In Section 4.4, experimental results are presented and analyzed. Section 4.5 concludes this chapter.

4.2 Pipelined Booth Multiplier Based on Racetrack Memory

Multiplier is a basic arithmetic operator and a large number of multipliers have been explored. Among the various multipliers, Booth multiplier is adopted because it is one of the most efficient multiplication algorithms for binary digit multiplications. Booth multiplier can be typically classified based on the radix such as radix-2, radix-4 and radix-8. While radix-4 stands out because of the hardware implementation efficiency and hence it is thoroughly explored in this work. In radix-4 Booth algorithm, we consider the bits in blocks of three, such that each block overlaps the previous block by one bit. Before grouping the block, a zero is added to the LSB of the multiplier. If there are not enough bits to obtain a MSB of the last block, we sign extend the multiplier by one bit.
Figure 4.1: A 8-bit x 8-bit Booth multiplication with radix-4

For example, if we have a multiplier and a multiplicand which are “01101011” and “00110100” respectively, then we can get four blocks, which are “110”, “101”, “101” and “011”. According to the bits in the four blocks, denoted by $Y_{2i-1}$, $Y_{2i}$ and $Y_{2i+1}$, we can get four partial products by the corresponding re-coding rule shown in Table 4.1. In our example case, the four partial products are multiplication of multiplicand with “-1”, “-1”, “-1” and “2” consecutively. Then the sum up of the four partial products gives the multiplication result. The operation of the Booth multiplication is illustrated in Fig. 4.1. The procedure of the Booth multiplier can be classified into two steps: partial products generation and partial products addition. First, we present our implementation of the partial products generation.
Table 4.1: Radix-4 based encoding and decoding regarding to multiplicand

<table>
<thead>
<tr>
<th>$Y_{2i-1}$</th>
<th>$Y_{2i}$</th>
<th>$Y_{2i+1}$</th>
<th>Partial Product</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0* Multiplicand</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1* Multiplicand</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1* Multiplicand</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2* Multiplicand</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-2* Multiplicand</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>-1* Multiplicand</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>-1* Multiplicand</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0* Multiplicand</td>
</tr>
</tbody>
</table>

4.2.1 Partial Products Generation

For the performance concern, we implement partial products generation in parallel. Since we choose radix-4 Booth algorithm, we need to implement radix-4 based Booth encoder and decoder. Table 4.1 shows the encoding and decoding regarding to different block inputs.

As shown in the table, $Y_{2i-1}$, $Y_{2i}$ and $Y_{2i+1}$ are digits of the input blocks of the multiplier. “0*” means the partial product equals to zero multiplying the multiplicand. It is the same for “1*”, “2*”, “-1*” and “-2*” respectively. First, we need to decode the block inputs to decide which partial products is needed for the multiplication. Then control signals are computed in the encoding step according to the following equations Eq. 4.1-Eq. 4.5 to control the generation of corresponding partial products.

$$zero = Y_{2i-1} \cdot Y_{2i} \cdot Y_{2i+1} + \overline{Y_{2i-1}} \cdot \overline{Y_{2i}} \cdot \overline{Y_{2i+1}}$$  \hspace{1cm} (Eq. 4.1)

$$one = \overline{Y_{2i-1}} \cdot \overline{Y_{2i}} \cdot Y_{2i+1} + Y_{2i-1} \cdot Y_{2i} \cdot \overline{Y_{2i+1}}$$ (Eq. 4.2)

$$two = \overline{Y_{2i-1}} \cdot Y_{2i} \cdot Y_{2i+1}$$  \hspace{1cm} (Eq. 4.3)

$$ne\_two = Y_{2i-1} \cdot \overline{Y_{2i}} \cdot \overline{Y_{2i+1}}$$ (Eq. 4.4)

$$ne\_one = Y_{2i-1} \cdot \overline{Y_{2i}} \cdot Y_{2i+1} + Y_{2i-1} \cdot Y_{2i} \cdot \overline{Y_{2i+1}}$$ (Eq. 4.5)
Note that these logic functions are implemented by CMOS logic. Since we need to generate the partial products in parallel, the data stored in the racetrack memory need to be re-organized in a certain fashion to enable the parallel operation.

Fig. 4.2 shows the data organization of the multiplier and the multiplicand. Although our design has great scalability and can be applied to 64-bit multiplier, for simplicity, we use 8-bit data as an example to illustrate the data organization and the data flow in the multiplier. As shown in Fig. 4.2, the multiplicand $X$ is stored in the memory stripe in series, while the multiplier $Y$ is stored in separate memory stripes. This data organization ensures that the bits of multiplier can be accessed concurrently, so that the partial products can be generated in parallel. As we can see from Fig. 4.2, if the multiplier has 8-bit, then there are four partial products to be generated based on the four 3-bit groups in the multiplier. According to different partial products, there are different transformations to be applied.

For radix-4 Booth algorithm, there are five kinds of transformations which are remain, negation, left-shifting, plusing-one, and setting-to-zero. Among the five transformations, remain would not cause any change, and can be ignored. Negation can be realized by applying a 2-to-2 MUX controlled by control signals in front of writing circuits, which is shown in Fig. 4.2. The selecting signal of the MUX can be the result of OR function of $ne\_one$ and $ne\_two$, which means either signal is valid, negation would be applied to the multiplicand to generate the required partial products. Left-shifting and setting-to-zero can be realized by controlling the shifting circuit, which is shared with the racetrack memory itself. Since the initial state of the racetrack memory is zero, setting-to-zero means doing nothing. Plusing-one can be realized by setting the initial $C_i$ to “1” when conducting the addition operation.
4.2.2 Addition of Partial Productions

After obtaining all the required partial products, we need to sum them together.
In order to exploit the inherent advantages of racetrack memory, we pipeline the
addition operation. Since the racetrack memory itself can be used as the stage
register, the pipelined addition can be very deep, which is very efficient for data
intensive applications.

Fig. 4.3 shows the pipelined addition based on racetrack memory. For sim-
plcity, we take 8-bit multiplication as an example, which means the final result
has the length of 16 bits. For the ease of illustration, we use a single stripe in the
figure to represent the stripe set of the corresponding operand. For 8-bit multipli-
cation, there are four partial products, which should be added together. Instead of
feeding the four partial products to four different stripe sets, we feed them to two
stripes sets with multiple access ports. We build the proposed adder right next to (or a few units away from) the access ports. We feed two partial products to the left adder and the other two partial products to the right adder respectively. Then we use the adder in the middle to sum up the results generated by the left and right adders, which is shown with blue arrows in Fig. 4.3. The final result is written into a stripe used to store the result of the multiplication, which is demonstrated by the green arrow in the figure. With such a structure, we can implement the multiplier with much less resource. As an example, in the figure, we show how the four generated partial products in Fig. 4.1 are feed into the proposed pipelined Booth multiplier. With cases having longer bit length, this structure can save more resource in terms of racetrack memory units.
4.3 Booth Multiplier with Weight-based Parallel Architecture

In the previous section, we propose a pipelined Booth multiplier with high area and energy efficiency. However, the throughput of the proposed Booth multiplier is limited due to the architecture of the multiplier. In order to enhance the throughput, in this section we develop a weight-based in-memory Booth multiplier.

4.3.1 Weight-based Parallel Architecture

In this section, we use the Booth multiplier proposed in the previous section as the baseline design. The baseline Booth multiplier design has two major problems. Firstly, the throughput of the multiplier is limited due to its architecture. With the baseline architecture, although the partial products are generated in parallel, for an individual partial product, it is generated bit by bit. The addition of the partial products is pipelined taking the generated partial products as input. Therefore, the number of applied adders is limited, which limits the throughput. For \( n \) \(-bit\) \( n \) \(-bit\) multiplication, the number of applied adders is \((n/2) - 1\). For example, for \( 32 \) \(-bit\) \( 32 \) \(-bit\) multiplication, the number of applied adders is 15, which limits the throughput of the baseline Booth multiplier. Secondly, although the number of write operations required by the adders and multiplier is minimized, there are still a large number of write operations required in the multiplier design, which consumes considerable amount of energy.

In order to address the first problem, a weight-based parallel architecture is proposed to improve the throughput. In traditional CMOS multiplier design, in order to realize the addition of partial products in parallel, the addition is usually realized by an array of adders, which is fast at the cost of large area overhead and
energy consumption. However, for arithmetic circuits in in-memory computing, large area and energy consumption are not favoured. Weight-based parallel architecture generates the digits in an individual partial product in parallel and add them based on the weight of each digit. Unlike adder array architecture in conventional CMOS-based design, our proposed weight-based parallel architecture improves the throughput of the design while maintaining high area and energy efficiency. With weight-based parallel architecture, $2n - 2$ adders are utilized for $n$ bit $X$ $n$ bit Booth multiplication.

For the second problem, in order to maintain the high energy efficiency of our proposed Booth multiplier when we enhance its throughput, a novel write optimization that transforms write operations to shift operations are proposed to further improve the energy efficiency.

4.3.1.1 Parallel digits generation for the partial products

In baseline Booth multiplier, although the partial products are generated in parallel, for an individual partial product, it is generated bit by bit. In weight-based parallel architecture, addition of the partial products needs to be further parallelized, which requires further parallelization of the partial products generation. In order to realize parallel partial products generation required by the weight-based parallel architecture, the data organization is adjusted. As shown in Fig. 4.4, the multiplicand $X$ is stored in the memory stripe in parallel, while the multiplier $Y$ is stored in series. The multiplier $Y$ is processed three bits a time and the following bits are shifted to the read port accordingly. This data organization ensures that the bits of multiplicand can be accessed concurrently, so that each bit in partial products can be generated in parallel.
4.3.1.2 Weight based parallel addition of the partial products

The optimized architecture of the addition of the partial products is shown in Figure 4.5. As we state above, the traditional adder array based addition architecture incurs large area overhead and energy consumption, which is not favoured in in-memory design. For area and energy efficiency, we present an architecture that causes less area overhead and energy consumption while achieving high performance. We use an 8-bit X 8-bit multiplication as an example to illustrate the optimized architecture. As mentioned in previous section, for 8-bit X 8-bit multiplication, there are four 16-bit partial products, which are denoted by P1, P2, P3, and P4. Binary digits in the four partial products can be grouped into 16 sets, which contain data with same weight. For example, set 1 contains data with weight $2^0$, and set 2 contains data with weight $2^1$. For digits in each set, there is an adder equipped to add them up.

The architecture for 8-bit X 8-bit radix-4 Booth multiplication is shown in
fig. 4.5. As shown in the figure, there are 14 adders in total including 13 full adders and a half adder. For data set with weight $2^3$ to weight $2^{15}$, bits in each set are fed into a full adder. In these full adders, output signal *sum* is fed into one input of itself and the bits in the corresponding set are fed into the other one. The *carry-out* signal of the full adder with lower weight is fed into the *carry-in* input of the full adder with higher weight, which is shown in the figure. For data set with weight $2^2$, the bits are fed into a half adder because there is no carry signal delivered from previous data set. The bits in data set $2^0$ and $2^1$ are sent to output directly as the final result because all bits in sets with weight $2^0$ and $2^1$ are zero except bits in partial product $P_1$, thus, there is no need to perform addition. With such an architecture, the addition of the partial products can be pipelined with enough parallelism.

Figure 4.5: Weight-based parallel addition of the partial products
4.3.2 Write Optimization

As shown in Table 3.5, a write operation consumes 20 times energy as a shift operation. Therefore, if the write operations could be transformed to shift operations, the amount of energy consumed would be reduced considerably. In racetrack memory system design, the write operation is inevitable, because the value in the nanowire needs to be stored. However, in racetrack memory based logic design, the storage unit is used to perform the logic computation, which allows the possibility to transform the write operations to shift operations.

Figure 4.6 shows our proposed method to transform the write operation to the shift operation. In previous design, the data is written into a stripe and shifted to the MTJ to perform computation. However, in our proposed structure, each input MTJ is equipped with a stripe, on which there are “1”, “0” stored in advance. When a “1” signal needs to be written and shifted into the input MTJ, a “1” would be shifted into the input MTJ through the equipped stripe controlled by the shifting circuits. It is the same when a “0” signal needs to be written into the input MTJ. With such a structure, the energy-consuming write operation is transformed into the energy-efficient shift operation at the cost of area overhead. Since write operations have the largest delay, this optimization would also benefit the overall delay. The trade-off between the area overhead and energy and performance efficiency is illustrated in the experimental results section.

4.4 Experimental Results

In this section, we present the experimental results of our proposed designs in terms of area overhead, energy consumption, and throughput. Different design trade-offs are explored by comparing Booth multipliers with different radix base, architectures, and input length.
4.4.1 Experiment Setup

A CMOS 45 nm design kit [89] and a validated model of perpendicular magnetic anisotropy (PMA) racetrack memory based on CoFeB/MgO structure [129] have been used to perform SPICE simulations for the proposed half and full adders. The main parameters of this PMA racetrack memory model are described in the Table 3.5. We adopt a circuit level racetrack memory model from [128] and the non-volatile memory modelling tool NVSim [130] to estimate the performance, power consumption, and area overhead for our proposed Booth multipliers.

4.4.2 Adders with Write Operation

Table 4.2 shows the results of the proposed half and full adders with and without write optimization. As shown in the table, with write optimization, all the related write operations of the adder are transformed into shift operations. In this sense, the MFA with write optimization eliminates almost all the energy consumed com-
Table 4.2: Comparison of the number of required write operations for different adders

<table>
<thead>
<tr>
<th></th>
<th>Delay</th>
<th>Energy</th>
<th>Write operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMOS FA [25]</td>
<td>100ps</td>
<td>15$f.J$</td>
<td>NA</td>
</tr>
<tr>
<td>Previous MFA [25]</td>
<td>180ps</td>
<td>7.6$f.J$</td>
<td>16</td>
</tr>
<tr>
<td>Proposed MFA w/o write-opt</td>
<td>240ps</td>
<td>19$f.J$</td>
<td>7</td>
</tr>
<tr>
<td>Proposed MHA w/o write-opt</td>
<td>153ps</td>
<td>16.1$f.J$</td>
<td>4</td>
</tr>
<tr>
<td>Proposed MFA w/ write-opt</td>
<td>240ps</td>
<td>19$f.J$</td>
<td>0</td>
</tr>
<tr>
<td>Proposed MHA w/ write-opt</td>
<td>153ps</td>
<td>16.1$f.J$</td>
<td>0</td>
</tr>
</tbody>
</table>

pared with MFAs without write optimization. Note that the area overhead is not shown in this table. The area overhead is discussed in the following section.

4.4.3 Multipliers

In this subsection, the experimental results of the proposed Booth multipliers with different radix base, architectures, and input length are presented.

4.4.3.1 Throughput

Fig. 4.7 shows the throughput of proposed Booth multiplier with different architectures, radix base, and input length. The effect of the write optimization for the throughput is also shown in the figure. From the figure, we make the following observations.

First, with weight-based architecture, the throughput of the Booth multipliers is much larger than the ones with baseline architecture. Without write optimization, for radix-2 base, the throughput of Booth multiplier with weight-based parallel architecture is about 2x of the original architecture for same input length. This is because the applied adders in weight-based parallel architecture is about
two times of the baseline architecture due to the weight-based parallel addition of the partial products. For radix-4 base, the throughput of Booth multiplier with weight-based parallel architecture is about 4x of the one with baseline architecture for same input length. Because with radix-4 base, the number of partial products is reduced to half, which leads to the reduction of the number of applied adders to half in the baseline architecture. However, for the weight-based parallel architecture, the number of applied adders remains the same for different radix base, which leads to four times throughput compared with the baseline architecture.

Second, the write optimization plays a significant role in the energy consumption. With write optimization, for the same architecture, radix base, and input length, the throughput of the multiplier is increased dramatically. This is because the most time-consuming operation in the pipelined multiplier is the write operation, which requires 5\(ns\), while the shift operation and the logic processing are
much faster than the write operation. Therefore, once write operations are transformed to shift operations, the delay of the multiplier is reduced dramatically, which improves the throughput of the multiplier considerably.

Third, the throughput of Booth multipliers with baseline architecture is fixed for different radix base and input length, while the throughput of Booth multipliers with weight-based parallel architecture is fixed for different input length but increases with different radix base. This is due to the scheme of the addition of partial products in baseline architecture, which ensures the throughput of Booth multiplier with lower radix base and larger input length at the cost of more applied adders and energy consumption compared with the ones with higher radix base and shorter input length. For weight-based parallel architecture, radix-4 based Booth multiplier has about two times the throughput of the radix-2 based one, due to the half number of partial products and unaltered number of applied adders.

4.4.3.2 Area overhead

Area overhead of proposed Booth multipliers with different architectures, radix base, and input length are shown in Fig. 4.8. According to the figure, we make the following observations. First, the weight-based parallel architecture incurs more area overhead than the baseline architecture. For example, as shown in the figure, with radix-4 base and input length as 32-bits, area overhead of Booth multiplier with weight based parallel architecture is 1.28x as that with baseline architecture. Due to the weight based addition of partial products in weight based parallel architecture, the number of applied adders is larger than that of baseline architecture, which leads to the larger area overhead. In the same example, with radix-4 base and input length as 32-bits, there are 15 adders applied in the baseline architecture, while there are 61 adders applied in the weight based parallel
architecture. Thus, the number of applied adders in the weight based parallel architecture is nearly four times as that of original architecture. However, the area overhead increment is not that much. This is because the area overhead of partial products generation circuits and other peripheral circuits makes up a high proportion in the overall area overhead. In this example, the area overhead of adders in the baseline architecture is only about 10% of the total area overhead. While in the weight based parallel architecture, the area overhead of adders is about 31% of the total area overhead.

Second, higher radix base of the Booth multipliers causes more area overhead. As shown in the figure, for baseline architecture, with fixed input length, the area overhead of radix-4 based Booth multiplier is larger than the radix-2 one. Let us use 32-bit input length as an example, the area overhead of radix-4 based Booth multiplier is 1.24x as the radix-2 based one. Although the number of applied adders for radix-4 based Booth multiplier is less than that of radix-2 based
one, the partial products generation circuits for radix-4 base is much more complicated than that for radix-2 base, which incurs much larger area overhead. For Booth multipliers with weight based parallel architecture, the situation is similar. Taking 32-bit input length as an example, the area overhead of radix-4 based Booth multiplier is 1.29x as the radix-2 based one. With same number of applied adders, more complicated partial products generation circuits make the area overhead of radix-4 based Booth multiplier larger than the radix-2 based one.

Third, the area overhead increases with the increase of input length. It is reasonable because with the increase of input length, the number of required adders and partial products generation circuits increases, which leads to the increase of area overhead. With identical architecture, radix base, and input length, Booth multipliers with write optimization has slightly larger area overhead than the ones without write optimization due to the peripheral circuits of the write optimization.

4.4.3.3 energy consumption

Fig. 4.9 shows the energy per bit of the proposed Booth multipliers with different architectures, radix base, and input length. We make the following observations. First, in addition to throughput, write optimization contributes dramatically to the energy efficiency. As shown in the figure, the energy consumption of the Booth multiplier with write optimization is negligible compared with that without write optimization. This is because the write operation is the most energy-consuming operation which consumes 1 pJ per operation as shown in Table 3.5. While energy consumption of other operations and logic processing are at fJ level.

Second, without write optimization, the number of write operations dominates the energy consumption of the multipliers. From the figure, we can see that without write optimization, for same input length and radix base, the energy per
bit of the Booth multiplier with baseline architecture is almost the same as the one with the weight based parallel architecture. The number of applied adders in the multiplier with the weight based parallel architecture is about two times that with the baseline architecture, which means the number of write operations also have this “two times” correspondence. Therefore, the energy consumed in the multiplier with the weight based parallel architecture ought to be two times the one with the baseline architecture. However, the throughput of the multiplier with the weight based parallel architecture is about two times the baseline one, which leads to similar energy per bit for the two multipliers with different architectures.

Third, without write optimization, for same architecture and input length, the energy per bit of radix-4 based Booth multiplier is about a half of the radix-2 based one. There are two cases: (1) for radix-4 based Booth multiplier with the baseline architecture, it has about half number of applied adders as the radix-2 based one, which leads to the half number of write operations resulting the half
energy per bit; (2) for the radix-4 based Booth multiplier with the weight based parallel architecture, it has same number of applied adders as the radix-2 based one. However, in this case, the throughput of the radix-4 based multiplier is about double the radix-2 based one, which results in the half the energy per bit. With write optimization, for the same input length, the radix-4 based Booth multiplier is more efficient than the radix-2 based one in terms of energy per bit due to the same reason.

4.5 Summary

In this chapter, with the half and full adder as building blocks, we develop in-memory Booth multipliers with different radix base and different input bit length. A pipelined Booth multiplier is proposed by exploiting the inherent sequential access mechanism of racetrack memory, which achieves high area and energy efficiency. In order to enhance the throughput, we develop a weight-based in-memory Booth multiplier. With weight-based parallel architecture, the throughput of the Booth multipliers can be doubled or even quadrupled compared with the baseline design.

In order to maintain the high energy efficiency, we propose an optimization that can transform the energy-consuming write operations to shift operations. By transferring write operations to shift operations, the energy efficiency of the arithmetic circuits can be greatly improved.
Chapter 5

Two-stage Modular Multiplier Based on Racetrack Memory

Asymmetric cryptography algorithms such as RSA are widely used in applications such as blockchain technology and cloud computing to ensure the security and privacy of data. However, the encryption and decryption operations of asymmetric cryptography algorithms involve many computation-intensive multiplications, which require high memory bandwidth and involve large performance and resource overheads. Emerging non-volatile memory technologies such as racetrack memory are regarded to be promising for all levels of memory hierarchy to reduce the area and power overhead due to their high data density and nearly zero leakage. In this chapter, we propose an efficient racetrack memory based in-memory design to accelerate the modular multiplication for asymmetric cryptography algorithms. A novel two-stage scalable modular multiplication algorithm is proposed to significantly improve the delay. An efficient architecture is further developed to reduce the number of required adders by half. Experimental results show that our proposed scheme improves the energy efficiency by 45.9\%, the area efficiency by 93.6\% and achieves 8x the throughput per area compared with the state-of-the-art CMOS-based implementation.
5.1 Introduction

The area and power overhead of CMOS technology based memory is growing dramatically because of the increasing leakage power along with the shrinking technology node. In order to reduce the area and power overhead while meeting the requirement of large data storage, emerging non-volatile memories have been proposed to implement all levels of the memory hierarchy due to their near-zero leakage power and small area. Among various non-volatile memories, the racetrack memory is regarded as a good candidate to implement all levels of the memory system [13], even to perform logic computations [98] because of its advantages of ultra-high data density, low power, and high speed. Particularly, the high energy and area efficiency of racetrack memory make it an ideal platform for main data storage.

In order to protect the security of stored data, asymmetric cryptography algorithms such as the RSA algorithm and elliptic curve cryptography are widely used in various applications such as blockchain technology and cloud computing. However, transferring data between memory and processor simply for data encryption and decryption would incur significant overhead. In order to alleviate the memory bandwidth limitation and I/O pressure, in-memory hardware accelerated encryption and decryption have been proposed. However, there is still another unsolved challenge. The massive modular multiplications involved in the encryption and decryption operations of the asymmetric cryptography algorithms require a large amount of energy and area in CMOS technology.

To address the challenges, we propose an efficient racetrack memory based in-memory computing scheme to accelerate the modular multiplication. It satisfies the ultra-high data density requirement and realizes energy-efficient in-memory encryption/decryption. To the best of our knowledge, this is the first work that
focuses on racetrack memory based modular multiplication. We first propose a novel two-stage scalable modular multiplication algorithm to double the performance of the baseline algorithm. Second, in order to further reduce the overhead, we present an efficient architecture of the modular multiplier to reduce the number of required adders by half. Our proposed scheme improves the energy efficiency by 45.9%, the area efficiency by 93.6% and achieves 8x of throughput per area compared with the state-of-the-art CMOS-based implementation.

The key contributions of this work can be summarized as follows:

(i) The first work focusing on racetrack memory based modular multiplier design to accelerate the in-memory data encryption and decryption for asymmetric cryptography.

(ii) A novel two-stage scalable modular multiplication algorithm presented to double the performance of the baseline modular multiplication.

(iii) An efficient architecture proposed to reduce the number of required adders by half, achieving remarkable reduction of the area and energy overhead.

The rest of the chapter is organized as follows. In Section 5.2, basic design of word-based Montgomery multiplication is introduced. Section 5.3 presents the two-stage scalable modular multiplication algorithm. An efficient architecture based on racetrack memory is detailed in Section 5.4. In Section 5.5, experimental results are presented and analyzed. Section 5.6 concludes this chapter.

5.2 Word-based Montgomery Multiplication

Tenca and Koc et al. proposed a word-based parallel implementation with hardware pipelining, in which the operations in different iterations of the outer loop
Algorithm 1 Word-Based Radix-2 Montgomery Multiplication Algorithm

**Input:** $X, Y, M$

**Output:** $Z = X \cdot Y \cdot 2^{-n} \mod M$

$X = \{x_{n-1}, x_{n-2}, \ldots, x_0\}$

$Y = \{y_{n-1}, y_{n-2}, \ldots, y_0\}$

$M = \{m_{n-1}, m_{n-2}, \ldots, m_0\} = \{M^{e-1}, \ldots, M^1, M^0\}$

1: $Z \leftarrow 0$
2: for $i = 0; i < n; i++$ do
3: \hspace{1em} $(\text{carry}|Z^0) = Z^0 + x_i \cdot Y^0$
4: \hspace{1em} $q = Z^0_0$
5: \hspace{1em} $(\text{carry}|Z^0) = (\text{carry}|Z^0) + q \cdot M^0$
6: for $j = 1; j < e; j++$ do
7: \hspace{2em} $(\text{carry}|Z^j) = x_i \cdot Y^j + Z^j + \text{carry}$
8: \hspace{2em} $q = Z^j_0$
9: \hspace{2em} $(\text{carry}|Z^j) = (\text{carry}|Z^j) + q \cdot M^j$
10: \hspace{2em} $Z^{j-1} = (Z^j_0|Z^j_{w-1}, \ldots, Z^j_1)$
11: end for
12: $Z^{e-1} = (\text{carry}|Z^{e-1}_{w-1}, \ldots, Z^{e-1}_1)$
13: end for

are executed in parallel to reduce the latency at the cost of more hardware overhead [32], as shown in Alg. 1. The algorithm addresses the scalability problem by processing multiplicand $Y$ and modulus $M$ word by word while processing the multiplicand $X$ bit by bit. For a modulus $M$ with $n$-bit precision, there are $e = \lceil n + 1/w \rceil$ words with $w$ bits.

In Alg. 1, the word index is marked with superscript while bit index is marked with subscript and the concatenation of two binary digits is expressed with “|”. With each $x$ bit, the algorithm uses two loops to process $Y$ and $M$ word by word. Each word of $Z$ is obtained by additions followed by a shift operation. The word-based processing is efficient, however, the data dependency between the two successive iterations in the algorithm limits the throughput. The reason is that after computation of word $Z^j$ and $Z^{j+1}$ in one iteration, the least significant bit (LSB) of $Z^{j+1}$ would be shifted to be the most significant bit (MSB) of $Z^j$. With parallel processing, the data dependency of the algorithm is shown in Fig. 5.1.
Here, one processing element is used to process one \( x \) bit, and generate one \( Z \) word in one clock cycle. All bits in \( x \) are processed in parallel. Due to data dependency, the MSB of \( Z_j \) word computed using \( x_i \) cannot be obtained until the \( Z_{j+1} \) word computed using \( x_{i-1} \) is obtained, which leads to an initial delay of two clock cycles for each processing element. With the precision of the multiplicand equal to \( n \), the total delay can be as long as \( 2(n - 1) + e \) clock cycles.

### 5.3 Proposed Modular Multiplication Algorithm

Since the Montgomery multiplication involves addition and shift operations, and the shift operation is an intrinsic operation of racetrack memory, it is very efficient to realize Montgomery multiplication based on racetrack memory. However, the two cycles delay and a large amount of processing resources required are challenging for efficient in-memory implementation. In this section, we propose a
novel two-stage scalable modular multiplication algorithm, which doubles the performance of the baseline word-based modular multiplication.

5.3.1 Independence of MSB Operation

The disadvantage of the previous algorithm lies in the fact that there exists data dependency between two words of the intermediate results because of the right shift operation. We observe that the dependency is only related to the MSB of word $Z^j$. Moreover, in multi-bit additions, the operation on MSB does not affect the operation on the lower bits. Since the words of $Z$ are generated by additions, we can process the lower bits, the vast majority, in advance without obtaining the MSB.

For example, given two 8-bit binary numbers $a = "11111111"$ and $b = "10001001"$, the sum of the two numbers is $c = "110001000"$. If the MSB of $b$ is not known in the first place, we can assume that the MSB of $b$ is “0”. We denote the assumed $b$ by $b'$, which equals “00001001”. We now calculate the intermediate sum of $a$ and $b$, namely the sum of $a$ and $b'$, which is denoted by $c'$. By adding $a$ and $b'$, $c'$ is obtained as “10001000” without knowing the MSB of $b$. When the MSB of $b$ is determined, if the MSB is “1”, then we only need to add “1” in the eighth bit of $c'$, resulting in $c = "110001000"$. Otherwise, the result is unaltered as $c = "100001000"$. From this example, we can see that the last addition is very efficient and independent of the bits whose weight are lower than $2^7$, which leads to very small overhead. Therefore, in our algorithm, the MSB of $Z$ is assumed as 0 in the first step, and the final result is updated when the MSB of $Z$ is determined.

As the foundation of our proposed two-stage algorithm, the correctness of the independence of MSB operation is ensured by lemma 5.1.
Algorithm 2 Optimized Word Based Radix-2 Montgomery Multiplication Algorithm

**Input:** X, Y, M

**Output:** Z = X \cdot Y \cdot 2^{-n} \mod M

1: Z ← 0
2: for i = 0; i < n; i + + do
3: (carry|Z^0) := Z^0 + x_i \cdot Y^0
4: q = Z^0
5: if i > 0 then
6: CM = Z^1
7: end if
8: (carry|Z^0) = (carry|Z^0) + q \cdot M^0 + CM \cdot 2^{w-1}
9: Z^0 = (0|Z_{w-1}^{(0)}, ..., Z_1^{(0)})
10: for j = 1; j < (e - 1); j + + do
11: (carry|Z^j) = Z^j + x_j \cdot Y^j + carry
12: q = Z^j
13: if i > 0 then
14: CM = Z^{(j+1)}
15: end if
16: (carry|Z^j) = (carry|Z^j) + q \cdot M^j + CM \cdot 2^{w-1}
17: Z^j = (0|Z_{w-1}^j, ..., Z_1^j)
18: end for
19: (carry|Z^{e-1}) = Z^{e-1} + x_{e-1} \cdot Y^{e-1} + carry
20: q = Z_{e-1}^{e-1}
21: (carry|Z^{e-1}) = (carry|Z^{e-1}) + q \cdot M^{e-1}
22: Z^{e-1} = (carry|Z_{w-1}^{e-1}, ..., Z_1^{e-1})
23: end for
Lemma 5.1 Given two binary numbers \(a\) and \(b\) doing addition, the addition on bits with higher weight does not affect the bits with lower weight in the final addition result.

Proof: Assume the number \(a\) has more bits than \(b\) and is expressed as “\(a_{n-1} a_{n-2} \ldots a_1 a_0\)” while the binary number \(b\) is expressed as “\(b_{m-1} b_{m-2} \ldots b_1 b_0\)”. Both \(n\) and \(m\) are positive integers and \(n > m\). For any integer \(i\), where \(i \leq m\), in the final result, the bit with weight \(2^i\) is decided by \(a_i\), \(b_i\), and carry-in bit from weight \(2^{i-1}\).

There are four cases: (1) all of the three bits are “1”, then the bit with weight \(2^i\) is “1” and the carry-in bit to weight \(2^{i+1}\) is “1”; (2) two of the three bits are “1”, then the bit with weight \(2^i\) is “0” and the carry-in bit to weight \(2^{i+1}\) is “1”; (3) one of the three bits is “1”, then the bit with weight \(2^i\) is “1” and the carry-in bit to weight \(2^{i+1}\) is “0”; (4) none of the three bits is “1”, then the bit with weight \(2^i\) is “0” and the carry-in bit to weight \(2^{i+1}\) is “0”. None of the four cases affects the bit with weight lower than \(2^i\). For any integer \(i\), where \(m < i \leq n\), the situation is similar. Thus, Lemma 1 holds. We can similarly prove when \(a\) has no more bits than \(b\).

5.3.2 Two-stage Algorithm

Based on this observation, we optimize the algorithm for \(n > 1\) as shown in Alg. 2, where \(X\), \(Y\), \(M\) are expressed in the same manner as in Alg. 1. We divide each processing node in Fig. 5.1 into two stages as shown in Fig. 5.2, where the semi-circles labeled as S1 and S2 represent the stage 1 and stage 2 in each processing node, respectively. In the first stage of processing element \(i\), 
\[(carry|Z^j) = x_i \cdot Y^j + Z^j + carry\]

is computed assuming the MSB of \(Z^j\) is 0. While in the second stage, 
\[(carry|Z^j) = (carry|Z^j) + q \cdot M^j + CM \cdot 2^{w-1}\]

is computed using corrected MSB denoted by \(CM\) delivered from processing.
element \( i - 1 \). The data dependency of the two-stage algorithm is illustrated in Fig. 5.2. Therefore, with the proposed two-stage algorithm, the two clock cycles initial delay of each processing element in the previous algorithm has been reduced to one stage delay. The total delay of the algorithm could be reduced by nearly half.

**First stage (line 11-15):** In stage 1 of processing element \( i \), we assume the MSB of \( Z^j \) is 0 and start to compute the addition on the lower bits immediately with \( x_i \cdot Y^j \) and \textit{carry}. It saves one stage waiting time for each processing element. With the computation in the first stage, \( Z_0^j \) in the first stage denoted as \( q \) is determined, which would be used in the second stage. We note that since the addition of \( CM \) in the second stage does not affect the result related to the lower bits, \( q \) obtained from the first stage is correct. Therefore, \( Z_0^j \) in the second stage can be obtained ahead of time by \( q \) and \( M_0^j \) in the first stage. Similarly, in the
first stage of processing element $i - 1$, the LSB of word $Z^{j+1}$ is also computed and then assigned to $CM$. Then $CM, q$, and the resulted $Z^j$ are delivered to the second stage of processing element $i$.

**Second stage (line 16-17):** In stage 2 of processing element $i$, with the data from first stage, $(\text{carry}|Z^j) = (\text{carry}|Z^j) + q \cdot M^j + CM \cdot 2^{w-1}$ can be computed. After the final result of $Z^j$ in the second stage is obtained, a right shift operation is applied on it before it is delivered to the following processing element. The right shift operation is a one-bit shift operation assuming the shift-in MSB is “0”.

### 5.4 Architecture Design and Optimization

#### 5.4.1 Processing Element Design and Optimization

In order to implement the proposed design in Alg. 2, we present an efficient pipelined processing element, which performs the key operation in two stages. The first stage is to compute $Z^j + x_i \cdot Y^j + \text{carry}$ while determining its LSB denoted by $q$. The second stage is to compute $Z^j + q \cdot M^j + CM \cdot 2^{w-1}$. If simply counting the additions in two stages, it requires four adders. As one processing element is used to process one $x$ bit, it requires a large amount of area and power consumption, if the length of $X$ is large. In order to reduce the overhead, some optimizations have to be applied to the processing element design.

#### 5.4.1.1 Basic Operation

Due to the property of the MTJ in racetrack memory, the XOR function and majority function are very efficient. With these two logic functions, an adder can be built. The circuits that perform the XOR and the majority functions are shown in Fig. 5.4(a) and Fig. 5.4(b), respectively.
For the XOR logic function in the figure, \( R_1 \) equals \( (R_L + R_H)/2 \). We stack the \( A/B \) together with an oxide barrier between them to realize the XOR logic function. Previous papers and industrial products show that this structure has the same high/low resistance behavior as the MTJ which has a fixed reference layer [126, 98]. When “A” and “B” are different, the output is “1” (“0” otherwise), which realizes the XOR function.

For the majority function, \( R_2 \) equals \( 2R_H \), and “A”, “B” and “C_in” are shifted into the MTJs with one fixed “0” reference layer. With \( R_H \) equals 2.5\( R_L \) in our model, if the number of “1” signal among the three inputs is larger than the number of “0” signal, the output would be “1” (“0” otherwise). Therefore, it realizes the majority function. Based on these two efficient logic functions, we design our adder, the fundamental processing unit for our design.

5.4.1.2 Adder Design and Optimization

In our design, for a standard full adder, two separate XOR logic gates are used to compute \( \text{sum} = A \oplus B \oplus C_{\text{in}} \). A majority logic gate is used to compute the \text{carry} logic. With the current design, operations in one processing element require four full adders. However, we observe that the two additions in each stage have three operands, among which there is an operand containing at most one “1” bit. Particularly, for addend \( CM \cdot 2^{w-1} \), only its MSB is possible to be “1”. Similarly, only one bit in addend \( \text{carry} \) is possible to be “1”. Note that the \( \text{carry} \) signal has two bits.

Based on this observation, we propose a new adder design to reduce the number of required adders by half. Fig. 5.4(c) shows the architecture of our proposed design. Compared with a standard full adder, our adder has an extra XOR logic gate and an extra input \( S \). This adder can be used to perform operations in both
the stages. When it is used in stage 1, the $S$ input is connected to the carry signal and when used in stage 2, the $S$ input is connected to the $CM$ signal. As the racetrack memory shifts the input bit by bit into the MTJ, we use one copy of the proposed adder to perform the pipelined n-bit ripple-carry addition. It means the adder first computes the LSB addition of addend $A$, $B$, and $S$. Then the carry out bit, $C_o$ is written into MTJ as $C_{in}$ of the next bit addition. Depending on the bit value of $S$, the mechanism of the logic is as follows.

**Case 1:** If the bit “$S_i$” is “0”, then “$C_{in}$” is the output of the XOR gate. In this case, “$C_{in}$” is used as the carry in signal of the full adder. The behaviour of the full adder is unaltered.

**Case 2:** If the bit “$S_i$” is “1”, depending on the value of $C_{in}$, the behavior of the adder changes. If $C_{in}$ is “0”, then “$S_i$” used as the carry in signal of the full adder, which is similar with Case 1. If $C_{in}$ is “1”, it means the four input bits could all be “1”. Since the adder only has two output bits, which are not enough to represent the result, we have to postpone the carry computation to the next clock cycle. For example, if $A_i$, $B_i$, $C_{in}$ are “1, 1, 1”, respectively, then in the current clock cycle, the output of the three XOR gates are all “0”. Therefore, $Sum$ is “0”, and $C_o$ is “1”. Then $C_o$ is fed to $C_{in}$ for the next clock, and $S_i$ remains without being shifted to the next bit. The postponement continues until the cycle when $C_{in}$ turns to “0”. With carry and $CM$ having independent shifting stripes, the pipeline timing is not affected. Fig. 5.3 shows an example of how the adder operates. In this example, the three addends are “119”, “123”, and “32”, respectively. $S'$ indicates the actual digit in the $S$ port.

Note that such mechanism is only efficient for $S$ with only one “1” bit. With such a logic structure, the number of required full adders is reduced to half at the cost of one XOR logic gate for each adder and one transmission gate for the $S_i$ shift control.
A (119)  |  0 0 1 1 1 1 0 1 1 1
B (123)  |  0 0 1 1 1 1 0 1 1 1
C_in     |  0 1 1 1 1 1 1 1 1 0
S (32)   |  0 0 0 1 0 0 0 0 0 0
S'       |  1 1 1 0 0 0 0 0 0 0

Result (274)  |  1 0 0 0 1 0 0 1 0 0

Figure 5.3: An example of how the optimized adder operates

Figure 5.4: The structure of basic logic units and proposed adder
5.4.1.3 Processing Element Design

Fig. 5.5 shows the design of the processing element, which consists of two cascaded adders proposed above. Each adder in the processing element is used to implement one stage in the proposed two-stage modular multiplication. The AND operation shown in the figure is realized by using the bit signal to control the writing of word signal. The two adders in the processing element are pipelined to increase the throughput and hardware utilization.

5.4.2 Architecture of the Proposed Modular Multiplication

Fig. 5.5 shows the architecture of the proposed modular multiplication. The architecture of the multiplication consists of a buffer to store the data fetched from the memory, pipelined PEs, and shift registers for the multiplication. The shift registers are used to shift the data such as $Y$, $M$, and $X$ to the corresponding PEs. Note that all the registers and control logic in the architecture are realized by race-track memory based registers and logic, which are very efficient in area overhead and energy consumption compared with CMOS-based designs. According to the
figure, PEs in the architecture are pipelined to parallize the operations of the outer loop in the proposed algorithm. Since the racetrack memory itself can be used as the stage register, this pipelined structure achieves high efficiency in energy consumption and area overhead.

5.5 Experimental Results

In this section, we present the experimental results of the proposed design in area overhead, energy consumption, and throughput. We compare our design with the state-of-the-art Montgomery multiplication designs which are implemented using CMOS-based ASIC [30, 31].

5.5.1 Experiment Setup

To evaluate our proposed scheme, the following experiment platform has been set up. At the device level, a CMOS 45 nm design kit[89] and a validated model of perpendicular magnetic anisotropy (PMA) racetrack memory based on CoFeB/MgO structure[129] have been used to perform SPICE simulation for the evaluation of the proposed adder. Table 5.1 shows the key parameters of the device model. We adopt a circuit level racetrack memory model from [128] to estimate the performance, power consumption, and area overhead for the buffer and registers. We modify the non-volatile memory modelling tool NVSim [130] together with the adopted racetrack memory model [128] to evaluate the design of the modular multiplier. NVSim is a circuit-level estimator which evaluates the circuit area, performance, and power by estimating properties of cells and their peripheral circuitry. It is widely used in academic studies [59, 63, 62].
Table 5.1: Main parameters in the RM model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Default value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W_{RT} )</td>
<td>Width of racetrack</td>
<td>1 ( F )</td>
</tr>
<tr>
<td>( G_{RT} )</td>
<td>Gap distance between two racetracks</td>
<td>1 ( F )</td>
</tr>
<tr>
<td>( L_D )</td>
<td>Length of the domain in a racetrack</td>
<td>2 ( F )</td>
</tr>
<tr>
<td>( L_{RT} )</td>
<td>Length of racetrack</td>
<td>128 ( F )</td>
</tr>
<tr>
<td>( T_{RT} )</td>
<td>Thickness of racetrack</td>
<td>6 ( nm )</td>
</tr>
<tr>
<td>( p )</td>
<td>PMA racetrack nanowire resistivity</td>
<td>4.8 ( \times 10^4 ) ( \Omega ) ( m )</td>
</tr>
<tr>
<td>( TMR(0) )</td>
<td>TMR with 0 ( V_{bias} )</td>
<td>150 %</td>
</tr>
<tr>
<td>( W_{EN} )</td>
<td>Write energy</td>
<td>1 ( pJ )</td>
</tr>
<tr>
<td>( J_{nucleation} )</td>
<td>Critical current density for write</td>
<td>5.7 ( \times 10^6 ) ( A/cm^2 )</td>
</tr>
<tr>
<td>( W_{DE} )</td>
<td>Write latency</td>
<td>5 ( ns )</td>
</tr>
<tr>
<td>( S_{EN} )</td>
<td>Shift energy</td>
<td>0.051 ( pJ )</td>
</tr>
<tr>
<td>( J_{shift} )</td>
<td>Critical current density for shift</td>
<td>6.2 ( \times 10^7 ) ( A/cm^2 )</td>
</tr>
<tr>
<td>( S_{DE} )</td>
<td>Shift latency</td>
<td>500 ( ps )</td>
</tr>
</tbody>
</table>

Table 5.2: Results of the basic logic

<table>
<thead>
<tr>
<th></th>
<th>XOR</th>
<th>Maj</th>
<th>Proposed pipelined adder</th>
<th>Two cascaded CMOS adders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay</td>
<td>100 ( ps )</td>
<td>110 ( ps )</td>
<td>212.9 ( ps )</td>
<td>200 ( ps )</td>
</tr>
<tr>
<td>Energy</td>
<td>2.88 ( fJ )</td>
<td>2.43 ( fJ )</td>
<td>13.47 ( fJ )</td>
<td>30 ( fJ )</td>
</tr>
<tr>
<td>Area</td>
<td>0.679 ( um^2 )</td>
<td>0.852 ( um^2 )</td>
<td>2.889 ( um^2 )</td>
<td>20.08 ( um^2 )</td>
</tr>
</tbody>
</table>

5.5.2 Evaluation of Basic Logic

Table 5.2 shows the performance in terms of delay, energy, and area of the XOR logic, the majority logic (Maj), and the presented pipelined adder. The results of the two cascaded CMOS adders which can fulfill the same function as our proposed pipelined adder are also listed in the table for comparison. As shown in the table, the MTJ based basic logic are slower than the CMOS-based logic, however, they are very efficient in terms of energy consumption, and area overhead.

The proposed pipelined adder has an energy efficiency of 13.47 \( fJ \) per operation which is 45% of the two cascaded CMOS adders. For the area overhead, the proposed pipelined adder is 14.4% of the two cascaded CMOS adders.
5.5.3 Evaluation of Modular Multiplication

In our experiment, the memory is set as RAM with a capacity of 1MB and block size of 512 bits. The result data of the CMOS-based design are extracted from the reported results in [30] and [31] with corresponding technology scaling. Comparison of the three designs is shown in Fig. 5.6. Note that the comparison is conducted with the precision $n$ set as 2048 bits and the word length $w$ set as 16 bits.

**Energy per bit:** The results of energy per bit of the three schemes are shown in Fig. 5.6(a). Our proposed scheme has an energy efficiency of $68.2\, pJ/b$ which improves the energy efficiency by $75.2\%$ and $45.8\%$ compared with the two CMOS-based ASIC designs in [30] and [31], respectively. It is because that non-volatile memory itself can be used as the stage and shift registers. Furthermore,
the logic gates based on MTJ are energy efficient. With shifting racetrack memory based register, our design saves a considerable amount of energy compared with designs using CMOS-based ones.

**Area:** Fig. 5.6(b) shows the area of our proposed design and the two CMOS-based designs for comparison. Our proposed scheme improves the area efficiency by 92% and 93.6% compared with the two CMOS-based ASIC designs in [30] and [31], respectively. Our proposed design has an area of $5231 \text{um}^2$, which is 1.7% of the racetrack memory area. The low percentage of computing logic in memory is critical such that the in-memory logic does not affect the data density of the memory.

**Throughput:** The throughput results are shown in Fig. 5.6(c). The throughput of our proposed design is 50.1% of the CMOS ones [30, 31] because that the speed of racetrack memory based logic is slower than the CMOS-based one. Besides, the shift delay of racetrack memory is up to 500 $\text{ps}$ per bit.

However, as shown in Fig. 5.6(d), the throughput per area of our proposed design is 6.4x and 8x compared with the two CMOS-based ASIC designs in [30] and [31], respectively.

**Word length exploration:** As a scalable modular multiplication scheme, one of the multiplicands is processed word by word. Hence the length of the word is a critical parameter that affects the performance of the scheme. The results of energy per bit and throughput with fixed area budget are shown in Fig. 5.7 and Fig. 5.8. The results are shown for two precision $n$ settings, which are 1024 bits and 2048 bits respectively. For each precision, we compare the results with word length, $w$ set as 8 bits, 16 bits, 32 bits, and 64 bits.

As shown in the figure, with the increase of word length, the energy per bit increases considerably, while the throughput increases by a small amount. In
our design, the length of shifting register is set as the same length as word length. With the fixed area budget, the transistor drive strength is fixed. For the energy per bit, when the length of racetrack memory based register increases, the number of domains on the racetrack increases, which leads to the increase of shifting energy.

For the throughput, when the word length decreases, the number of iterations in inner loop increases, which leads to more processing time on the carry logic, resulting in a decrease of throughput. Therefore, with a fixed area budget, the design becomes more energy efficient if the word length is small. However, if the word length is too small, the energy consumption for processing carry logic becomes large, which leads to worse energy efficiency.

**Precision exploration:** Fig. 5.7 and Fig. 5.8 also show the energy per bit and throughput of the design with two precision settings, which are 1024 bits and 2048 bits, respectively. With a fixed area budget, as the precision increases, the energy per bit increases while the throughput decreases. For applications with increasing precision, if the throughput needs to be guaranteed, more computing resources are required, which leads to increasing area overhead.
5.6 Summary

In this chapter, we propose an efficient two-stage modular multiplier based on racetrack memory. It achieves the ultra-high data density requirement while realizing efficient in-memory modular multiplication. Our proposed scheme improves the energy efficiency by 45.9%, the area efficiency by 93.6% and achieves 8x of throughput per area compared with the state-of-the-art CMOS-based implementation.
Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this dissertation, we explore the racetrack memory based logic design for in-memory computing systems. To solve the challenges posed by the demanding area and power requirements, we made the following contributions:

- Racetrack memory based in-memory half and full adders are proposed. Our proposed adders significantly reduce the area overhead and energy consumption compared with CMOS technology-only adder designs and the previous magnetic adder designs. Experiment results show that our proposed full adder can save 66% area and 56.3% energy compared with the previous state-of-the-art magnetic full adder.

- A pipelined Booth multiplier is proposed by exploiting the inherent sequential access mechanism of racetrack memory, which achieves high area and energy efficiency. Weight-based parallel architecture is proposed to increase the throughput of the magnetic Booth multiplier. An optimization is proposed to transform the required energy-consuming write operations to shift operations to ensure the high energy efficiency. Experimental results
show that in combination with the write optimization, the racetrack memory based Booth multiplier with weight-based parallel architecture achieves $3.1Pj$/bit for 16-bit x 16-bit multiplication size.

- A racetrack memory based two-stage modular multiplier is proposed to accelerate the computation-intensive modular multiplication for specific applications while minimizing the required area overhead and energy consumption. Experimental results show that our design improves the energy efficiency by 45.9%, the area efficiency by 93.6% and achieves 8x of throughput per area compared with the state-of-the-art CMOS-based implementation.

Overall, in this dissertation, we propose high efficiency in-memory computing logic for racetrack memory based in-memory computing system. For the limited area budget problem, we improve the area efficiency dramatically to realize complex computing in memory. For the throughput and bandwidth gap, we bridge it by increasing the throughput per area of the in-memory computing logic. For the stringent energy constraint, we alleviate it by minimizing the energy consumption of the in-memory computing logic.

The proposed computing logic includes arithmetic computing cells for general purpose computing and specialized computing logic for modular multiplication. The in-memory computing infrastructure with specialized computing logic is attractive for many important applications such as graph computing and so on. The application of racetrack memory based in-memory infrastructure to these applications needs further exploration.
6.2 Future Work

Racetrack memory based in-memory computing has shown great potential for many pivotal applications, such as security in big data era. In this section, we discuss some new directions for our future work.

6.2.1 Racetrack Memory Based Reconfigurable Modular Multiplier for Both RSA and ECC

RSA and ECC are two of the most popular public key cryptosystems in modern computer security domain. However, these two cryptosystems require modular multiplications over different Galois Fields (GF). The two-stage modular multiplier we proposed aims at the modular multiplication over GF \((p)\), which is the core operation in the encryption and decryption operations in RSA. Regarding ECC, modular multiplications over GF \((p)\) and GF \((2^m)\) are required in its point multiplication [131]. Thus, in order to accelerate both RSA and ECC with the same accelerator, a hardware modular multiplier that can accelerate modular multiplication over both GF \((p)\) and GF \((2^m)\) is required. In the future, we are going to design a reconfigurable dual-field modular multiplier. With the reconfigurability, it can be configured for either RSA-based application or ECC-based application.

6.2.2 In-memory CGRA Design for Homomorphic Encryption with Montgomery Multiplication

A fully homomorphic encryption (FHE) scheme is an encryption scheme that would enable arbitrary computation on encrypted data. Its delicate feature opens up many new possibilities in the cloud-centric, data-driven world. It is regarded as a critical cryptographic tool in building a secure and reliable cloud computing environment. The first FHE scheme proposed by Gentry et al. [132] attracts
interests of many researchers. However, existing software FHE implementations remain impractical due to their limited performance. Therefore, an efficient hardware accelerator is required.

Coarse-grained reconfigurable architecture (CGRAs) consist of an array of a large number of function units (FUs) interconnected by a mesh style network [133]. The FUs in the CGRA can execute common or domain-specific word-level operations, including addition, subtraction, and multiplication. In contrast to fine-grained reconfigurable architecture, CGRAs have short reconfiguration times, low delay characteristics, and low power consumption. Thus, CGRAs are suitable for the acceleration of homomorphic encryption scheme, which has regular computing pattern. With our proposed reconfigurable dual-field modular multiplier and adders as the FUs, in-memory CGRAs have potential to accelerate the homomorphic encryption efficiently.

6.2.3 In-memory Accelerator for Encrypted Database

With the development of cloud computing, confidentiality of user data is becoming an important concern [134]. However, online applications are vulnerable to theft of sensitive information because adversaries can exploit software bugs to gain access to private data. In addition to the adversaries, curious or malicious administrators may capture and leak data too. Encrypted database, such as CryptDB [135], is a kind of database management system that can provide practicality and provable confidentiality in the face of these attacks.

The confidentiality of the encrypted database is ensured by various kinds of encryption schemes, including symmetric encryption schemes, such as AES, and asymmetric encryption schemes, such as RSA and ECC. The capability of race-track memory based logic for asymmetric schemes and symmetric schemes is
shown in our work and previous works. In addition, the in-memory database system is explored and analyzed by many researchers due to the increasing memory capacity [136]. Therefore, we are interested in exploring the possibility to accelerate the encrypted database with our proposed racetrack memory based in-memory computing design.
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