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Emergent Superconductivity in Low Dimensions

by Diane ANSERMET

Low-dimensional systems provide the opportunity to explore the relationship between electronic correlations, dimensionality, inhomogeneities, and superconductivity. In this work, single crystals of the quasi-one-dimensional Na$_{2-x}$Mo$_6$Se$_6$ are studied, composed of MoSe filaments weakly coupled by Na atoms and subject to intrinsic disorder ($\delta > 0$). Na$_{2-x}$Mo$_6$Se$_6$ is demonstrated to display strong electronic correlations in its normal state, whereas a superconducting ground state emerges from Anderson localized electrons. Two novel behaviors of the superconducting state are observed: first, a disorder-induced enhancement of the superconducting transition temperature; second, a reentrant phase coherence with increasing temperature, magnetic field, and current. The intrinsic properties of Na$_{2-x}$Mo$_6$Se$_6$ are analyzed to offer a thorough understanding of these phenomena. The emergence of superconductivity in such low-dimensional systems provides a fruitful playground to explore electronic order and correlations.
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</tr>
<tr>
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<td>Magnetic flux quantum</td>
<td>$\Phi_0 = \frac{\hbar}{2\pi}$</td>
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<td>Planck's constant</td>
<td>$h$</td>
<td>$\approx 6.626 \times 10^{-34}$ Js</td>
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<td>Speed of light</td>
<td>$c$</td>
<td>$\approx 2.997 \times 10^{8}$ m/s</td>
</tr>
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<td>Vacuum permeability</td>
<td>$\mu_0 = 4\pi \times 10^7$ N/A$^2$</td>
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</thead>
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<td>$E_a$</td>
<td>activation energy for Josephson tunnelling</td>
<td>eV</td>
</tr>
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<td>$E_c$</td>
<td>localization critical energy (=mobility edge)</td>
<td>eV</td>
</tr>
<tr>
<td>$E_g$</td>
<td>energy gap</td>
<td>eV</td>
</tr>
<tr>
<td>$E_F$</td>
<td>Fermi energy</td>
<td>eV</td>
</tr>
<tr>
<td>$E_J$</td>
<td>Josephson energy</td>
<td>eV</td>
</tr>
<tr>
<td>$H_c$ (or $H_{c2}$)</td>
<td>critical field (in type-II superconductor)</td>
<td>T ($=10^4$ Oe)</td>
</tr>
<tr>
<td>$H_P$</td>
<td>Pauli limit</td>
<td>T ($=10^4$ Oe)</td>
</tr>
<tr>
<td>$I_c$</td>
<td>critical current</td>
<td>A</td>
</tr>
<tr>
<td>$l$</td>
<td>electron mean free path</td>
<td>m</td>
</tr>
<tr>
<td>$j_s$</td>
<td>superconducting current density</td>
<td>A/m²</td>
</tr>
<tr>
<td>$m$</td>
<td>electron pair mass (= $2m_e$)</td>
<td>kg</td>
</tr>
<tr>
<td>$k$ (or $k_F$)</td>
<td>wave vector (at the Fermi energy)</td>
<td>1/m</td>
</tr>
<tr>
<td>$N(E)$</td>
<td>electron density of states (=DoS)</td>
<td>1/eV</td>
</tr>
<tr>
<td>$n_s$</td>
<td>local density of superconducting electrons</td>
<td>-</td>
</tr>
<tr>
<td>$T_{BKT}$</td>
<td>BKT transition temperature</td>
<td>K</td>
</tr>
<tr>
<td>$T_J$</td>
<td>Josephson temperature</td>
<td>K</td>
</tr>
<tr>
<td>$T_{MI}$</td>
<td>metal-insulator transition temperature</td>
<td>K</td>
</tr>
<tr>
<td>$T_c$</td>
<td>critical temperature</td>
<td>K</td>
</tr>
<tr>
<td>$T_{ons}$</td>
<td>onset temperature of superconducting fluctuations</td>
<td>K</td>
</tr>
<tr>
<td>$T_{pin}$</td>
<td>charge pinning temperature</td>
<td>K</td>
</tr>
<tr>
<td>$T_R$</td>
<td>reentrance threshold temperature</td>
<td>K</td>
</tr>
<tr>
<td>$T_x$</td>
<td>single-particle dimensional crossover temperature</td>
<td>K</td>
</tr>
<tr>
<td>$t_{</td>
<td></td>
<td>}$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>------</td>
</tr>
<tr>
<td>$t_L$</td>
<td>transverse hopping energy</td>
<td>eV</td>
</tr>
<tr>
<td>$R_N$</td>
<td>normal state resistance at $T_{on}$</td>
<td>Ω</td>
</tr>
<tr>
<td>$R_n$</td>
<td>normal state resistance of a 1D wire</td>
<td>Ω</td>
</tr>
<tr>
<td>$R_t$</td>
<td>tunneling resistance</td>
<td>Ω</td>
</tr>
<tr>
<td>$U$</td>
<td>Coulomb repulsion energy</td>
<td>eV</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>superconducting energy gap</td>
<td>eV</td>
</tr>
<tr>
<td>$\epsilon_k$</td>
<td>Fermi level</td>
<td>eV</td>
</tr>
<tr>
<td>$K_p$</td>
<td>Luttinger charge parameter</td>
<td>-</td>
</tr>
<tr>
<td>$\lambda_L$</td>
<td>London penetration depth</td>
<td>m</td>
</tr>
<tr>
<td>$\nu_F$</td>
<td>Fermi velocity</td>
<td>m/s</td>
</tr>
<tr>
<td>$\xi_L$</td>
<td>localization length</td>
<td>m</td>
</tr>
<tr>
<td>$\xi(T)$</td>
<td>GL coherence length</td>
<td>m</td>
</tr>
<tr>
<td>$\xi_0$</td>
<td>BCS coherence length</td>
<td>m</td>
</tr>
<tr>
<td>$\rho$</td>
<td>electrical resistivity</td>
<td>Ωm</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>electrical conductivity</td>
<td>S/m</td>
</tr>
<tr>
<td>$\Psi(r)$</td>
<td>superconducting complex order parameter</td>
<td>-</td>
</tr>
<tr>
<td>$\omega_D$</td>
<td>Debye frequency</td>
<td>Hz</td>
</tr>
</tbody>
</table>
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Superconductivity: History and Motivations

1.1 History

In 1911 in Leiden, H. K. Onnes studied the transport properties of mercury using liquid helium, and saw its electrical resistivity suddenly disappear [3]. He observed this phenomenon in several other elements as well and gave it the name “superconductivity”. Approximately 20 years later, in 1933, W. Meissner and R. Ochsenfeld [4] showed that a material in the superconducting state expels the applied external magnetic field, becoming a perfect diamagnet. This behavior is now commonly known as the Meissner effect. These discoveries settled the two distinctive characteristics of a superconductor: below a critical temperature, it shows perfect electrical conductivity and diamagnetism.

It was first the brothers F. and H. London in 1935 who provided a theoretical understanding of the superconducting state [5]. They explained how the minimization of the free energy carried by the supercurrent was responsible for the Meissner effect. They developed phenomenological models which were formulated along the fundamental observations but did not explain how they were connected to each other.

Then in 1950, V. L. Ginzburg and L. Landau (GL) proposed a phenomenological theory [6] which successfully explained the macroscopic properties of superconductors. They introduced the superconducting order parameter which describes the superconducting electrons. The same year, the dependence of the superconducting critical temperature to the isotopic mass of the material was observed [7], which suggested that superconductivity might be taking place through electron-phonon interactions. Although a microscopic understanding was still missing, GL theory allowed A. A. Abrikosov to predict two categories of superconductors [8], known today as type-I and type-II.
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A complete understanding of the microscopic mechanism was finally proposed by J. Bardeen, L. N. Cooper and J. R. Schrieffer (BCS) in 1957 [9]. The BCS theory explained how electrons can reduce their energy by pairing mediated by phonons (Cooper pairs), resulting in a gap in the density of states at the Fermi energy. This theory revolutionized the field of superconductivity and is still nowadays the most advanced understanding we have of the superconducting state. A few years later, L. Gor’kov showed how GL theory was a limited form of the BCS theory [10] and how the superconducting order parameter was proportional to the energy of the electron pairs.

The outcome of the GL and BCS theories allowed the field of superconductivity to advance at a great pace: alloyed materials were developed into commercial superconducting wires in 1962. In the same year, Josephson discovered that supercurrents could tunnel through a thin insulator [11] which led to further commercial applications such as superconducting quantum interference devices (SQUIDs). However, the critical temperature of all known superconductors still remained incredibly low (<< 77 K, liquid nitrogen temperature).

In 1986, the discovery of a critical temperature at 35 K in the perovskite lanthanum barium cooper oxide (LBCO) was made by G. Bednorz and K. A. Müller in the IBM laboratory in Zürich [12]. Shortly after, higher critical temperatures were discovered in many similar materials [13], and reached temperatures above the boiling point of nitrogen. The microscopic mechanism responsible for their superconducting state can not be fully explained by the BCS theory and these materials provided new areas and challenges to explore high temperature superconductivity.

Today, we still stand far from the holy grail of room temperature superconductivity [14, 15]. The high-temperature superconductors still lack complete theoretical understanding and face several experimental barriers. The field of superconductivity seems to need a fresh, new approach to looking for functional superconductors, within maybe some forgotten, but fruitful materials.
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1.2 Motivations: a fresh look towards functional superconductors

The motivations for this work rose from, first, the desire to understand better the establishment of superconductivity in low-dimensional materials. The aim was to comprehend the limits of superconducting fluctuations as they are detrimental to the stability of the superconducting state. As fluctuations are inherently present in one-dimensional (1D) superconductors, low-dimensional materials are ideal candidates for their study.

Secondly, low dimensions provide the opportunity to explore the relationship between superconductivity, electronic correlations, dimensionality, and disorder. In order to develop new functional superconductors, it is crucial to include aspects of real materials (e.g. disorder, dimensionality) in the investigation. The objectives were to explore the influence of the normal state on the emergence and stability of a superconducting state.

It is generally acknowledged that disorder impacts strongly 1D materials compared to 3D systems. However, the effect of disorder on 3D systems subject to strong electronic correlations is still poorly understood: usually, electronic properties in such systems are overly complicated to simulate and experimental data are difficult to interpret.

The study of quasi-1D (q1D) systems can provide insightful information to the field of strongly correlated materials. A q1D material consists of 1D nanofilaments weakly coupled perpendicular to their main axis. The coupling of a multitude of filaments forms a 3D matrix whose electronic properties are still highly influenced by the system's anisotropy. As 1D physics is relatively well understood, one would "simply" need to add weak coupling between the filaments to simulate the bulk properties. In addition, if disorder is introduced into the matrix, all the ingredients are in hand: strong electronic correlations, disorder and, with the right choice of material, superconductivity as well.

The key aims driving applied superconductivity are as follows: first, developing functional superconductors that can be used at higher temperature, magnetic field or current. Secondly, modeling new materials resilient to inhomogeneity (disorder) and superconducting fluctuations (destruction of coherent superconductivity). However, both aims seem to be incompatible since increasing temperature, magnetic field, current, or disorder are inherently causing fluctuations and destruction of the superconducting state.

The stability of the superconducting state with dimensionality and disorder can be explored using a q1D material: theories developed for 1D systems can easily be adapted to the q1D morphology, and strong electronic correlations and disorder present in the normal state can provide information about the emergence of the superconducting state. Unfortunately, fabrication techniques for nanofilamentary composites are still in their
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infancy, limiting the choice of materials for such study.
In consequence, the present work focuses on q1D bulk single crystals exhibiting intrinsic disorder: $\text{Na}_{2-\delta}\text{Mo}_6\text{Se}_6$ where $\delta > 0$ represents Na vacancies. This investigation provides the very first experimental analysis of their electronic ground state and its interplay with disorder and dimensionality.

The scope of the results presented in this thesis is beyond the specific material of this study: it highlights universal behaviors and provides information on disordered q1D systems. The interdependence between the nature of the normal and the superconducting states show promises for future applications. This work is anticipated to instigate the development of new engineered nanofilamentary materials exhibiting similar or enhanced superconducting properties.
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Introduction and theory

2.1 Superconductivity

2.1.1 Experimental signatures of superconductivity

When a superconducting material is cooled below its critical temperature $T_c$, it undergoes an electronic phase transition wherein the electrons pair to form a boson with integer spin. This new particle, called Cooper pair, can move in the crystal without dissipation. This leads to the first signature of superconductivity: below $T_c$, the electrical resistance drops to zero (figure 2.1a). Additionally, in the presence of an applied magnetic field, the superconducting material establishes persistent electric currents near its surface, which induce an expulsion of all magnetic flux (perfect diamagnetism). This leads to the second signature of superconductivity: the Meissner effect (figure 2.1b).

![Figure 2.1: Schematic of the two signatures of superconductivity: (a) The resistance drops to zero below the critical temperature $T_c$. (b) The Meissner effect, where the superconductor (SC) exhibits perfect diamagnetism at $T < T_c$.](image)

Inspired from Tinkham [16].
2.1.2 A macroscopic quantum phenomenon

Although every atom in a macroscopic object obeys the law of quantum mechanics, it is generally not possible to observe quantum effects on the macroscopic scale: thermal motion masks quantum irregularities. However, in the case of superconductivity, it is possible to witness macroscopic quantum phenomena: the parameters that characterize macroscopic objects (e.g. the flux in a superconducting ring) are quantized. In a homogeneous superconductor, the electron system is highly coherent: the superconducting electrons have to be considered as a single quantum mechanical entity. This was first observed and developed in the phenomenological theories of the London brothers [5].

The London equations

The first London equation describes the perfect conductivity of the superconducting state (figure 2.1a). A superconductor preserves the original current distribution within the bulk limit:

$$\frac{\delta j_s}{\delta t} = \frac{n_se^2}{m} E$$

Where $j_s$ is the superconducting current density, $n_s$ the local density of superconducting electrons and $E$ the electric field.

The second London equation describes the Meissner effect and illustrates the expulsion of the magnetic field $B$ within a superconductor:

$$\nabla \times j_s = \frac{n_se^2}{m} B$$

These equations were developed to explain the experimental observations of the superconducting transition. However, they do not explain how these phenomena are linked to each other. While providing a first glimpse of the macroscopic scale of the superconducting state, they gave key concepts for the complete understanding of superconductivity developed later.

Flux quantization

A superconducting ring has a stable supercurrent due to the zero resistance state and is therefore in a stationary state. As superconductivity is a macroscopic quantum phenomenon, the stationary state is determined following quantum conditions: the electron states are controlled by the requirement that the wavefunction around the loop be single valued, so the phase has to wind by $2\pi$. This imposes a quantization condition on the
superconducting state: the magnetic flux inside a superconducting ring can only have discrete values of the magnetic flux quantum $\Phi_0$:

$$\Phi = n\Phi_0$$

where $n$ is an integer and $\Phi_0 \equiv \frac{\hbar}{2e} \approx 2.07 \times 10^{-15} \text{ Wb}$. This was first observed by Fritz London [17] who wrongly calculated the value of the flux quantum considering that single electrons were carrying the supercurrent. This will be corrected only with the BCS theory, describing the superconducting carrier as a pair of electrons.

2.1.3 Bardeen-Cooper-Schrieffer theory

The experimental observation of a dependence of the value of $T_c$ with the mass of the material’s isotopes (isotope effect) suggested that phonons were involved in the electron pairing mechanism. This was considered by J. Bardeen, L. N. Cooper and J. R. Schrieffer [9] who formulated the BCS theory, transforming our understanding of superconductivity.

In a superconductor at $T = 0$, electrons sufficiently near the Fermi level may couple, forming Cooper pairs. To understand the formation mechanism, the motion of the ions in a material needs to be considered. Electrons move with Fermi velocity $v_F = \frac{\hbar k_F}{m_e}$, while ions move with a much slower velocity $v_i = \nu_i m_e/m_i$ where $m_e$ and $m_i$ are the electron and ion mass, respectively. A flowing electron will attract positive ions and therefore polarize their environment. As $\nu_i \ll \nu_F$, this polarization takes a long time ($\tau \sim 2\pi/\omega_D \sim 10^{-13} \text{ s}$, $\omega_D$ being the Debye frequency) which will provoke an attraction on a second flowing electron. This will lead to an effective positive interaction between the two electrons (figure 2.2), with a distance $\nu_F \cdot \tau \sim 100 \text{ nm}$. If this effect is larger than any present repulsive Coulomb interactions, this will result in a net attraction between the two electrons, and the Cooper pair will be the most energetically favorable state.

The polarization induces a lattice deformation, which is characterized by the vibrational (i.e. phonon) frequencies. To conserve the momentum during the electron-electron (e-e) interaction, the resulting phonon must have a frequency lower than a critical value $\omega_D$. This defines the cut-off energy $\hbar \omega_D$ of the pair’s attractive potential. If the electrons energy differences are higher than $\hbar \omega_D$, the interaction becomes repulsive. The pairing energy is therefore directly dependent on the mass $M$ of the lattice ions, as $\omega_D \propto M^{-1/2}$, thus explaining the isotope effect.
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Figure 2.2: An electron creates a polarization of the lattice structure due to the positive charge of the ions. This will in turn attract another electron, creating a net attraction between the two electrons.

The critical temperature $T_c$ at which the superconducting state is unstable is:

$$T_c = 1.13 \frac{\hbar \omega_D}{k_B} \exp \left( -\frac{1}{N(0)V} \right)$$

Which can be approximated as:

$$T_c \propto \omega_D \exp \left( -\frac{1}{\lambda_{e-ph}} \right)$$

where $\lambda_{e-ph} = N(0)V$ is the electron-phonon interaction with $N(0)$ the density of states (DoS) at the Fermi level for electrons of one spin orientation and $V$ the interaction potential.

Cooper pairs are usually formed by two electrons with opposite spin and momentum\(^1\). They behave as single particles (bosons) and are characterized by a wavefunction obtained from the two particle wavefunction with the lowest-energy state with zero total momentum:

$$\psi (r_1 - r_2) = \sum_{k>k_F} g_k e^{i k (r_1 - r_2)}$$

where $r_1$ and $r_2$ are the positions of the two electrons in real space and $g_k$ corresponds to the probability to find the Cooper pair in real space. $\psi$ is complex with an amplitude and a phase.

The energy separating the ground state from the excited states is known as the pairing energy $\Delta$, i.e. the superconducting energy gap. The electron energy relative to the

\(^1\)Some exceptions occur: for example Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) phases emerge from Cooper pairs with non-zero net momentum.
Fermi level $\epsilon_k$ is dependent on the electron momentum $k$. These two terms describe the elementary excitation energies of a superconducting system as follows:

$$E_k = \sqrt{\epsilon_k^2 + |\Delta|^2}$$  \hspace{1cm} (2.7)

where $E_k$ is the excitation energy of a quasiparticle of momentum $\hbar k$, known as the Bogoliubov quasiparticle [16].

At the Fermi surface where $\epsilon_k = 0$, $E_k = \sqrt{|\Delta|^2} > 0$ and provides an energy scale for the stability of the superconducting state. Therefore, $2\Delta$ can be understood as the binding energy of a Cooper pair.

The energy gap is expected to reach zero at $T_c$ (as the superconducting state is destroyed above $T_c$), leading to $E_k \to |\epsilon_k|$. Hence, at $T > T_c$, the excitation energy is equal to that of an electron in the normal state.

Using this definition together with the symmetry of $|\epsilon_k|$ and the derivations of the matrix elements of the interaction potential $V_{kk'}$ (representing the scattering of the Cooper pair with momentum $(k, -k)$ to $(k', -k')$), a useful estimate for the energy gap at $T = 0$ is obtained [16]:

$$2\Delta_0 \approx 3.5kT_c$$  \hspace{1cm} (2.8)

For $0 < T < T_c$, the energy gap is expected to decrease with increasing temperature (figure 2.3).

The gap is weakly affected by the increase of $T$ for $T << T_c$, until a significant number of particles become thermally excited: close to $T_c$, the gap magnitude is approximated as follows:

$$\frac{\Delta(T)}{\Delta_0} \approx 1.76 \left(1 - \frac{T}{T_c}\right)^{1/2}$$  \hspace{1cm} (2.9)

The characteristic size of a Cooper pair is described as the BCS coherence length $\xi_0$:

$$\xi_0 = \frac{\hbar v_F}{\pi \Delta_0}$$  \hspace{1cm} (2.10)
The BCS approximations remain valid in the weak-coupling limit \( \lambda_{e-ph} = N(0)V \ll 1 \). Except when mentioned, the experimental results and analysis presented in this work were considered in the weak-coupling limit.

2.1.4 Ginzburg-Landau theory: the complex order parameter

While BCS theory provides a detailed microscopic understanding of the superconducting state, it is also necessary to consider macroscopic variations such as spatial inhomogeneities. Ginzburg-Landau (GL) theory \([6]\) provides a phenomenological framework to consider the spatial evolution of superconductivity.

GL theory introduces the superconducting condensate wavefunction in the form of a complex order parameter \( \Psi(\mathbf{r}) \):

\[
\Psi(\mathbf{r}) = |\Psi(\mathbf{r})| e^{i\varphi(\mathbf{r})} \tag{2.11}
\]

where the amplitude \( |\Psi(\mathbf{r})|^2 \) represents the local density of superconducting electrons \( n_s(\mathbf{r}) \) and the phase \( \varphi \) gradient determines the supercurrent flow. Any variations of \( n_s(\mathbf{r}) \) (and therefore \( |\Psi(\mathbf{r})| \)) are proportional to the variation in the BCS energy gap \( \Delta \), i.e. the binding energy of the electron pairs.

In cases where \( n_s(\mathbf{r}) \) varies spatially, the theory considers an expansion of the free-energy density \( f \) in powers of \( |\Psi|^2 \) \([16]\). This expansion assumes that if \( \Psi = 0 \) the free energy density is that of the normal state \( f_{ns} \):

\[
f(|\Psi|^2, T) = f_{ns} + \alpha |\Psi|^2 + \frac{1}{2} \beta |\Psi|^4 + \ldots \tag{2.12}
\]
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where $\alpha$ and $\beta$ are temperature dependent phenomenological parameters of the theory. By definition, the superconducting state is stable when the free energy is minimized, i.e. when $dF/d|\Psi|^2 = 0$.

This leads to the following for $T < T_c$:

$$|\Psi|^2 = -\alpha/\beta$$ (2.13)

The evolution of the complex order parameter can then be traced by minimizing $f$ when subject to small spatial variations.

The GL theory defines two characteristic lengths in a superconductor:

1. The GL penetration depth $\lambda$ which corresponds to the depth of the penetration of an external magnetic field inside the superconductor:

$$\lambda = \sqrt{\frac{me^2\beta}{8\pi e^2 |\alpha|}}$$ (2.14)

where $m = 2m_e$ is the Cooper pair mass.

This was first derived by the London brothers (from equation 2.2) using Ampere's law².

2. The GL coherence length $\xi$ which corresponds to the characteristic length over which spatial variations in $\Psi$ take place:

$$\xi = \frac{\hbar}{\sqrt{2m |\alpha|}}$$ (2.15)

The GL penetration and coherence lengths show the same dependence to $\alpha \propto (T - T_c)$ near $T_c$ which diverges as $(T_c - T)^{-\frac{1}{2}}$ at $T \sim T_c$. Their ratio $\kappa = \lambda/\xi$ provides a useful tool to describe superconductors: type-I for $\kappa < 1/\sqrt(2)$ and type-II for $\kappa > 1/\sqrt(2)$ have been defined due to their very different behavior in a magnetic field [8].

Type-I superconductors fully expel all external magnetic field at $T < T_c$, leading to a single critical field $H_c(0)$.

In type-II superconductors, the field first partially penetrates the material at $H_{c1}(0)$ in the form of vortices, and then fully destroys superconductivity at $H_{c2}(0)$ (figure 2.4a).

In the vortex state (between $H_{c1}(0)$ and $H_{c2}(0)$), the magnetic field is large inside the vortices, exposing a normal state, while the superconducting state is maintained everywhere else.

²Ampere's law: $\nabla \times B = \mu_0 J$ where $J$ is the current density.
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FIGURE 2.4: Schematics of (a) the temperature dependence of the critical fields $H_{c1}$ and $H_{c2}$ in a type-II superconductor, and (b) the spatial variation of the amplitude of the order parameter $|\Psi|^2$ and the magnetic field $B$ inside a vortex in a type-II superconductor. $L$ is the distance from the center of the vortex. Adapted from Mourachkine [14].

Selecting an isolated vortex, the physical meaning of $\xi$ and $\lambda$ for the spatial variation of $|\Psi|^2$ and in applied field $B$ is presented in figure 2.4b.

Type-I superconductivity is present in most bulk metals such as aluminum, lead or mercury, while type-II superconductors are usually alloys or complex oxide ceramics (cuprates).

The difference between the GL coherence length $\xi$ and the BCS coherence length $\xi_0$ can be understood as follows: $\xi_0$ is the Cooper pair size at $T \sim 0$ [16], whereas $\xi$ is temperature dependent and provides a range over which the phase of the order parameter remains stable:

$$\xi(T) = \frac{\xi_0}{\sqrt{1 - T/T_c}} \quad (2.16)$$

Thus, $\xi$ can be calculated directly from the BCS expression (equation 2.10).

In the framework of the GL theory, the flux quantization within the vortex core leads to an important relationship between $H_{c2}$ and $\xi$:

$$\Phi_0 = 2\pi \xi^2 H_{c2} \quad (2.17)$$
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In ideal bulk superconductors, the phase of the order parameter is coherent everywhere at $T < T_c$. However, in superconductors subject to inhomogeneities or with reduced dimensions, the phase may be incoherent: this is defined as fluctuating superconductivity. A true zero resistance will arise only from complete phase coherence. However, a sudden drop in $R(T)$ may indicate the onset of superconductivity, although fluctuating. Additionally, a partial Meissner effect may be detectable once some sections of the sample exhibit phase coherence.

To achieve a large and stable superconducting order parameter, both $|\Psi(r)|^2$ and $\varphi$ need to be addressed: an ideal superconductor would possess a large $|\Psi(r)|^2$ (linked to the energy gap $\Delta$) and a highly stable $\varphi$. From equations 2.10 and 2.16, we know that $\Delta$ is inversely proportional to $\xi$. However, inhomogeneities develop more easily in superconductors with short $\xi$ since it costs less energy to create phase fluctuations. It is therefore interesting to study the stabilization of the phase of the superconducting order parameter in inhomogeneous systems with short $\xi$, such as low-dimensional materials.

2.2 Superconductivity in low dimensions

Superconductivity can take place in all dimensions, however its stability will depend on the interplay between the dimensionality and $\xi$. If one of the dimensions is reduced to a scale of the order of $\xi$, the system might not achieve long-range phase coherence.

In a purely one-dimensional (1D) system, the superconducting state is dominated by phase fluctuations, leading to a non-zero resistance. The aim of this section is to study 1D phase fluctuations, discuss how they take place and present earlier works where they have been observed. The concept of quasi-1D (q1D) systems will then be introduced through systems composed of coupled nanowires. Attention will be paid on how such a geometry may be useful to overcome phase fluctuations [1, 2].

2.2.1 One-dimensional phase fluctuations

The phenomenon of phase fluctuations was addressed by Little in 1967 [18], where he studied whether a supercurrent could decay in a ring geometry due to thermodynamic fluctuations. The same year, Langer and Ambegaokar [19] derived a GL free energy barrier at which a transition from one local free energy minimum to another could take place in a thin wire under current-bias, provoking a decay in the supercurrent. These studies showed that a 1D superconducting nanowire at $T < T_c$ exhibits a finite resistance. This phenomenon was explained by analyzing the phase fluctuations of the order parameter (figure 2.5). The two local free energy minima differ by a phase of $2\pi$ along the length of a wire. Therefore, if a transition from one minimum to another takes
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Figure 2.5: (a) The superconducting order parameter $\Psi$ along a current-carrying wire (x-axis) where the magnitude is perpendicular to the wire length. Top: at equilibrium. Bottom: near the phase slip event. (b) Spatial variation of the phase $\varphi$ and the amplitude $|\Psi|$ of the order parameter during the slippage event. The size of a phase slips typically scales with the coherence length $\xi$. Adapted from Arutyunov et al. [20].

place, the phase will slip by $2\pi$, generating a topological defect. This creates a voltage pulse and therefore, a non-zero resistance. The amplitude of the order parameter will be locally suppressed, as $|\Psi|^2 = n_a$.

For $T > 0$, the superconducting order parameter is always subject to both quantum and thermal fluctuations [21]. However, in a bulk material, these fluctuations do not affect the long-range phase coherence. In nanowires with diameter $d \leq \xi$ the order parameter only depends on the position $x$ along the wire. Consequently, even small fluctuations lead to phase slips due to the low energy cost and destroy phase coherence. These phase slips can be generated either from thermal fluctuations at sufficiently high $T$, i.e. $T \leq T_c$, called thermally activated phase slips (TAPS), or from quantum fluctuations arising at $k_B T < \Delta_0$ and persisting down to $T = 0$, known as quantum phase slips (QPS).

The effect of reduced dimensionality on the superconducting state has been widely studied from a fundamental point of view and for practical applications. Progress made before 2008 on 1D superconducting transitions are reviewed in Arutyunov et al. [20]. The main observation is a broadening of the superconducting transition close to the 1D limit, as predicted and observed by Giordano [22]. A comparison between a wire near the 1D limit ($d \sim \xi$) and a 2D thin film is presented in figure 2.6 [23]. This data set shows how the transition in the 1D wire is widened due to QPS and TAPS contributions.
Thermally activated phase slips

The theory describing TAPS was originally developed by J. Langer, V. Ambegaokar, D. McCumber and B. Halperin [19, 24]. The TAPS contribution to the total resistance can be expressed as:

\[ R_{TAPS}(T) = \frac{\pi \hbar^2 \Omega}{2e^2 k_B T} \exp \left( \frac{-\Delta F}{k_B T} \right) \]  \hspace{1cm} (2.18)

where \( \Delta F \) is the energy barrier over which the phase slips are thermally activated.

The time scale of the fluctuations is fixed using a prefactor \( \Omega \) related to the attempt frequency of random excursions in the superconducting order parameter:

\[ \Omega = L \left( \frac{\Delta F}{k_B T} \right)^{1/2} \frac{1}{\tau_{GL}} \]  \hspace{1cm} (2.19)

where \( L \) is the length of the wire and \( \tau_{GL} = [\pi \hbar / 8 k_B (T - T_c)] \) is the GL relaxation time.

To obtain an expression of the energy barrier \( \Delta F \), Lau et al. [25] developed the following expression for the analysis of the superconducting transition in MoGe nanowires:

\[ \Delta F(T) = C k_B T_c \left( 1 - \frac{T}{T_c} \right)^{3/2} \]  \hspace{1cm} (2.20)
where $C$ is a dimensionless parameter relating the energy barrier for phase slips $\Delta F$ to the thermal energy near $T_c$:

$$C \approx 0.83 \left( \frac{L}{\xi(0)} \right) \left( \frac{R_q}{R_n} \right)$$

(2.21)

where $R_q = h/4e^2 = 6.45 \, k\Omega$ is the resistance quantum for Cooper pairs and $R_n$ the normal state resistance of the wire.

The total resistance of the 1D filament is evaluated by including the normal state resistance assumed to be temperature independent for simplicity:

$$R_{fit} = \frac{1}{1/R_n + 1/R_{TAPS}}$$

(2.22)

Several experiments reported the observation of TAPS in nanowires. For example, Rogachev et al. [26] showed good fits of the TAPS model to Nb nanowires under applied magnetic fields (figure 2.7). The peaks visible in the TAPS fits at the highest temperatures are mathematical artifacts, which originate from the fitting equations and can be ignored.

![Figure 2.7: $R(T)$ in Nb nanowires of thickness 8 nm, length 120 nm, and with $R_n = 700 \, \Omega$. The superconducting transition are fitted using TAPS model (solid lines) for different fixed magnetic fields. Data and fits from Rogachev et al. [26].](image-url)
Quantum phase slips

The theory describing QPS was mainly developed by A. D. Zaikin, D. S. Golubev, A. van Otterlo and G. T. Zimańyi [27–29]. QPS arise due to quantum fluctuations in the order parameter and persist even at $T = 0$. The QPS contribution to the resistivity becomes relevant when $k_B T < \Delta_0$ [21]. In a weakly-coupled superconductor ($2\Delta_0 = 3.5k_B T_c$), this corresponds to the temperature range $T < 0.86T_c$.

The QPS contribution to the resistivity may be modeled as [20]:

$$R_{QPS} = A_Q B_Q R_n^2 L^2 \exp \left[ -A_Q \frac{R_n L}{\xi(0)^2} \right]$$

(2.23)

where $A_Q$ and $B_Q$ are constants.

Finally, the total resistance of a 1D wire is evaluated as the sum of the quasiparticle contribution and the TAPS + QPS terms:

$$R_{fit} = \frac{1}{1/R_n + 1/(R_{TAPS} + R_{QPS})}$$

(2.24)

The effect of QPS on transport measurements is shown in figure 2.8, where thinner wires exhibit combined QPS and TAPS behavior. The TAPS model is used near $T_c$ while the QPS model applies at lower temperature. The visible tail in the resistance at lower temperature is a typical signature of QPS [20].

![Figure 2.8: $R(T)$ in Sn nanowires with diameter between 20 and 100 nm, ($\xi_0 \sim$ 200 nm). The 70 and 100 nm wires data were fitted with TAPS model. The 20, 40 and 60 nm wires data were fitted with TAPS+QPS model. Fits are shown as solid lines. Data and fits from Tian et al. [30].](image)
2.2.2 Quasi-one-dimensional superconductors

Experiments on pure 1D nanowires provided considerable information on the stability of the superconducting state as a function of dimensionality. However, 1D superconductors are not suitable for applications due to fluctuations and size limitations (as $d \ll \xi$, where in general $\xi < 1 \mu m$). It would still be of great interest to develop superconducting materials with a 1D morphology for applications such as cables, but with a high phase stiffness. Also, low-dimensional systems with short coherence length exhibit attractive properties such as high critical fields (equation 2.17).

In this light, it is appealing to join several 1D superconducting wires and allow them to electrically couple, combining both attractively short $\xi$ and phase-coherent superconductivity.

While the nature of the coupling will be discussed in the next section, one can already visualize the structure of a q1D system as presented in figure 2.9. Q1D systems can be considered as an array of filaments, where the electron dynamics within a chain are characterized by energy scales much larger than the coupling between the chains.

The electron dynamics are defined by the electron hopping energies, which describe the overlap of the electron wavefunctions. A q1D material is expected to exhibit large transport along the wires (i.e. longitudinal hopping energy $t_\parallel$) compared to between the wires (i.e. transverse hopping energy $t_\perp$). While $t_\parallel$ and $t_\perp$ can be calculated from band structure using density functional theory, it is also possible to obtain a good estimate of the anisotropy of the electronic transport from the ratio of the longitudinal and transverse conductivity $\sigma_\parallel/\sigma_\perp$.

FIGURE 2.9: Schematic of a q1D system, where electrons in the normal state (e, left) and Cooper pairs in the superconducting state (2e, right) can hop from one wire to another. The electronic properties of this system depend whether electrons or Cooper pairs can hop coherently between the 1D wires.
In such systems, electrons can hop from one wire to another under favorable conditions: coherent electron hopping can only occur if $t_\perp$ is sufficiently large. The value of $t_\perp$ corresponds to the warping of the Fermi surface, where a smaller $t_\perp$ equals a flatter Fermi surface. From here, one may introduce the concept of a dimensional crossover as a function of the system’s Fermi surface anisotropy and the variation of external energies, such as temperature. Understanding this dimensional crossover is the key to the physics of 1D systems.

Let us first consider a system with negligible electron interactions. In Fourier space, the kinetic energy is expressed as \[ (2.25) \]
\[
\varepsilon(k_\parallel, k_\perp) = -t_\parallel \cdot \cos(k_\parallel a) - t_\perp \cdot \cos(k_\perp b) \]
where $a$, $b$ are measured parallel and perpendicular to the chains, respectively. If $t_\perp \ll t_\parallel$, equation (2.25) expresses an open Fermi surface. As long as the external excitation energy (such as temperature) is of a larger scale than the warping of the Fermi surface (controlled by $t_\perp$), the warping is washed out and the electron wavefunctions evolve uniquely in 1D, along the chains (1D transport, figure 2.10). At $T < t_\perp$ all correlation functions become sensitive to the warping (3D transport, figure 2.10). Hence in ideal 1D systems, a 1D to 3D electronic dimensional crossover is expected to take place at $T = t_\perp$.

The discussion on dimensional crossover may now be extended to the superconducting state. If the wires are superconducting, Cooper pairs may hop coherently between the chains depending on the amplitude of the tunneling energy, which is determined by the Josephson coupling perpendicular to the wires. Josephson tunneling is a second order process which may occur only for $T < t_\perp^2/t_\parallel$ [31]: now bosonic pairs are considered
instead of fermions. For most q1D materials, the superconducting transition takes place at \( T_c < \frac{t_1}{t_\parallel} \) and the transition is 3D: when the Cooper pairs are formed, they can hop from one chain to the other. In this case, the transition is identical to that of a bulk superconductor, even though the transport remains highly anisotropic.

On the other hand, if the anisotropy and the pairing interaction are both sufficiently large, the onset temperature for superconducting fluctuations \( T_{on} \) may be greater than \( \frac{t_1}{t_\parallel} \). In this case, a 2-step superconducting transition occurs [1, 2]. First at \( T_{on} \), 1D superconductivity develops along the wires and is dominated by fluctuations due to phase slips. Then, at \( T \sim \frac{t_1^2}{t_\parallel} \), Cooper pairs hop between the chains, suppressing phase slips and establishing phase coherence. It is only upon the establishment of transverse coupling that the state can be truly coherent as otherwise, the phase slips of the order parameter generate non-zero voltage pulses at some points in the wires.

A one step superconducting transition has been reported in charge transfer organic superconductors known as the Bechgaard salts [32]. These materials are layered with a strong in-plane anisotropy, making them electronically q1D (figure 2.11a). The Bechgaard salt \((TMTSF)_2PF_6\) was shown to superconduct below \( T_c = 0.9 \) K under a pressure of 12 kBar (figure 2.11b) [32].

This material shows a relatively large ratio between the perpendicular and parallel hopping energies [33]: \( t_\parallel = 3000 \) K and \( t_\perp = 230 \) K. As the Cooper pair dimensional crossover takes place at \( \frac{t_1^2}{t_\parallel} = 18 \) K, the observed superconducting transition is the

\[ \frac{R(T)}{R(4.6 \text{ K})} \]

\[ \text{Temperature (K)} \]

**Figure 2.11**: Superconductivity in the q1D Bechgaard salt \((TMTSF)_2PF_6\). (a) Side view of the crystal structure of \((TMTSF)_2PF_6\). Each TMTSF molecule is shown with the electron orbitals. The material is the most conductive along the \( a \) axis. From Mourachkine [14]. (b) Normalized resistance \( \frac{R(T)}{R(4.6 \text{ K})} \) in two different samples with an applied pressure of 12 kbar. From Jérome et al. [32].
one of a 3D material: the superconducting transition drops sharply in contrast to that observed in 1D nanowires.

A two-step superconducting transition has been observed in carbon nanotubes embedded in a zeolite matrix [34] (figure 2.12). For this engineered material, no hopping energies have been theoretically studied, but various experimental works report interesting features inherent to 1D superconducting transitions [34].

Transport measurements were performed using two- and four-probe contact configurations (figure 2.12a). The suppression of the transition to lower temperature with applied magnetic field indicates its superconducting origin (figure 2.12b).

In both types of contact configuration, a hump appearing midway through the transition is observed, although it is clearer in the 4-probe experiment. This is a signature of the 1D to 3D dimensional crossover.

In the analysis of these carbon nanotubes matrices, the crossover is described to take place via a Berezinskii-Kosterlitz-Thouless (BKT) transition, where phase coherence is established via phase locking in the transverse plane perpendicular to the nanotubes. A BKT transition describes a 2D transition from free vortices and antivortices to vortex-antivortex pairs with decreasing temperature (see chapter 7 for more details).

![Figure 2.12: Superconductivity in a 1D matrix of carbon nanotubes. (a) Sketches of a sample where the different components are indicated. Two contact modes were used: two-probe (top) and four-probe (down). The dashed blue lines represent the current paths. (b) $R(T)$ at $I = 1 \mu$A. The magenta curve is the four-probe data and the others are two-probe data. The inset shows a magnified view of the superconducting transition. From Wang et al. [34].](image-url)
2.2.3 Superconducting transition in a quasi-one-dimensional system

Q1D systems such as filamentary materials cannot be analyzed as single quantum wires with pure phase slips theories since their diameter is expected to be much greater than $\xi$. However, they are composed of multiple 1D filaments, each dominated by phase slips at $T > t_1^2/t_1$. The 1D TAPS model is adapted to describe a q1D network of uncoupled filaments. As superconductivity is expected to be fluctuating only close to $T_{ons}$ (phase coherence develops at $T \sim t_1^2/t_1$), QPS are not considered in this analysis.

The q1D material is modeled as a $m \times n$ array of 1D filaments, i.e. a $m \times n$ network of identical resistors (representing wires) with resistance $R_n$ (figure 2.13). The choice of a 2D array to describe a crystal existing in 3 spatial dimensions is made purely for simplicity, since the resistance of a line of $n$ resistors in parallel is equivalent to that of a $\sqrt{n} \times \sqrt{n}$ lattice. The total resistance of the $m \times n$ array is $R_N = mR_n/n$, where $R_N$ corresponds to the experimentally measured normal state resistance of the q1D material.

Below $T_{ons}$:

$$\frac{1}{R} = \frac{1}{R_N} + \frac{n}{m} \frac{1}{R_{TAPS}}$$  \hspace{1cm} (2.26)

where $R_{TAPS}$ is the TAPS resistance of a single superconducting filament of length $L$, which appeared in equation 2.22. The first step is to re-express the parameter $C$ from equation 2.21 in terms of $R_N$:

$$C \approx 0.83 \left( \frac{Lm}{n\xi(0)} \right) \left( \frac{R_d}{R_N} \right)$$  \hspace{1cm} (2.27)

Then, an effective length $L_{eff} = Lm/n$ is defined and the phase fluctuation attempt frequency $\Omega$ is renormalized accordingly. This yields:

$$\frac{1}{R} = \frac{1}{R_N} + \frac{1}{R_{eff}}$$  \hspace{1cm} (2.28)

Here, $R_{eff}$ is the total TAPS contribution to the resistance, controlled by the fitting parameter $C$.

This shows that the standard TAPS model can describe a q1D geometry using a geometrically renormalized length $L_{eff}$. Note that in the present model, a single average characteristic length has been chosen for simplification. This is likely to be realistic for macroscopic q1D systems comprising a multitude of such filaments.
To the best of our knowledge, it is the first time such adaptation of the 1D TAPS model is proposed. Its validity and application to the experimental results will be discussed in chapters 6 and 7, where this model is used to estimate the average diameter of a filament in a q1D crystalline material.

2.3 Josephson coupling

Electrons can tunnel through an insulating barrier separating two normal metals, with their tunnel current density decaying exponentially along the barrier. If the normal metal sections are replaced by superconductors, the normal electrons at the Fermi level are replaced by Cooper pairs at $T < T_c$, and tunneling would be expected to take place only under a sufficiently large applied voltage which would break the pairs, i.e. for $eV \geq 2\Delta_0$. However, B. Josephson showed in 1962 that Cooper pairs could tunnel through the barrier with the same probability as single electrons [11].
A simple way to understand this effect is to consider a superconductor - insulator - superconductor (SIS) junction as a molecule of $H_2$: the molecular binding exists due to the overlap of the electron wavefunctions of the two $H$ atoms. In the same way, the two superconductors will be coupled when the Cooper pairs wavefunctions overlap. The macroscopic tunneling wave function is a coherent state which propagates through the barrier.

Josephson coupling was initially described for SIS junctions, but it can be extended to more general cases [16, 35]: if two superconducting regions are separated by a non-superconducting thin barrier, called a weak link, a coupling can be established via tunneling of Cooper pairs through the weak link (figure 2.14). Weak links can be insulating or metallic barriers, narrow constrictions, or grain boundaries in an inhomogeneous material [35].

![Figure 2.14: A Josephson junction: two weakly-coupled superconductors A and B (red) are separated by a weak link (blue). Phase-coherent superconductivity is established by Cooper pairs (2e) tunneling through the weak link.](image)

### 2.3.1 The Josephson junction and critical current

In a Josephson junction, a zero resistance supercurrent $I_s$ can develop between two superconducting regions:

$$I_s = I_c \sin(\Delta \varphi)$$  \hspace{1cm} (2.29)

where $\Delta \varphi$ is the phase difference and $I_c$ the critical current corresponding to the maximum supercurrent the junction can withstand.

If such a junction possesses a voltage difference $V$, $\Delta \varphi$ evolves as:

$$\frac{d(\Delta \varphi)}{dt} = \frac{2eV}{\hbar}$$  \hspace{1cm} (2.30)
leading to an alternating $I_s$ with amplitude $I_c$ and frequency $2eV/h$.

Conventionally, the case when $V = 0$ is known as the dc Josephson effect, while $V \neq 0$ is the ac Josephson effect [16].

The value of the critical current $I_c$ defines the strength of the phase coupling. $I_c(T)$ in a Josephson junction was derived by V. Ambegaokar and A. Baratoff [36]:

$$I_c(T)R_N = \frac{\pi \Delta(T)}{2e} \tanh \left( \frac{\Delta(T)}{2k_BT} \right)$$

where $R_N$ is the normal state resistance.

This equation is an important general result implying that at $T = 0$, $I_cR_N = \frac{\pi \Delta(0)}{2e}$: in an ideal Josephson junction, the critical current (and hence the coupling) is maximized at $T = 0$ [16].

In a homogeneous junction under an applied magnetic field $H$, oscillations in $I_c$ will be observed with a period of $\pi Hz/\Phi_0$ where $w$ is the width and $t$ the thickness of the junction [37]. These oscillations are usually referred to as a Fraunhofer pattern [16, 38] and characterize the homogeneity of the junction. Consequently, if a material is composed of inhomogeneous Josephson junctions of varying dimensions, a Fraunhofer pattern will not be visible in the experimental data.

### 2.3.2 The Josephson Energy

The potential energy accumulated in a junction is defined as the coupling energy, or Josephson energy $E_J$ [16]:

$$E_J \equiv \frac{hI_c}{2e} = \frac{\Phi_0I_c}{2\pi}$$

$E_J$ characterizes the strength of the coupling. By combining equations 2.31 and 2.32, the evolution of $E_J(T)$ is given by:

$$E_J(T) = \frac{h}{2eR_N} \Delta(T) \tanh \left( \frac{\Delta(T)}{2k_BT} \right)$$

A Josephson junction can be considered as a non-linear inductance which accumulates energy from the flowing current. $E_J$ represents the accumulated energy, in contrast to a real inductance where the current generates a magnetic field.
2.3.3 Internal Josephson junctions in low-dimensional superconductors

Josephson coupling in q1D systems will take place only for $T \sim t_{\perp}^2/t_{\parallel}$ and a direct relationship can be established between the hopping energies and the Josephson energy. Let us consider a Josephson junction composed of two superconducting wires, where the surrounding matrix constitutes the weak link. Here, $E_J$ is proportional to the spatial overlap of the Cooper pair wavefunctions from each wire which is controlled by their hopping energies. The minimum energy required to establish Josephson coupling in such junctions is:

$$E_J^{\text{min}} = \frac{\hbar}{2eR_N} \Delta(T_J) \tanh \left( \frac{\Delta(T_J)}{2kT_J} \right)$$  \hspace{1cm} (2.34)

where $T_J \sim t_{\perp}^2/t_{\parallel}$ is the Josephson temperature, corresponding to the maximum temperature at which Josephson coupling can take place in the system.

A real q1D material is composed of a multitude of such two-wire Josephson junctions, where each junction is characterized by a singular $R_N$ and accordingly $E_J^{\text{min}}$. Additionally, $t_{\perp}^2/t_{\parallel}$ defines theoretically the minimum temperature at which the coupling takes place: any e-e correlation or renormalization of $t_{\perp}$ or $t_{\parallel}$ will modify the real value of $T_J$. This is therefore only a very approximate approach which, however, provides a good theoretical ground to analyze real q1D systems.

2.4 Disorder and superconductivity

Disorder such as the introduction of impurities or atomic vacancies is present in most functional superconductors. Numerous theoretical and experimental studies on the effect of disorder on superconductivity have been performed since the 1950s [39–55], leading to either suppression, persistence, or enhancement of superconductivity.

The presence of disorder in a conductive system provokes electron-impurity scattering, changing the ballistic motion of free electrons to diffusive and reducing the electron mean-free path $l$. If $\xi_0 \ll l$, a superconductor is considered to be in the clean limit. On the contrary, if $k_F \ll l \ll \xi_0$, the material is considered a dirty superconductor (where $k_F$ is the Fermi wave vector). In the dirty limit, the effective coherence length is reduced as $\xi \approx \sqrt{\xi_0 l}$ [56].
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When \( l \) is reduced by disorder below a critical value \( l_c \sim 1/k_F \), the diffusive motion of electrons is suppressed and extended Bloch waves become localized. This was first proposed by Anderson [39] and is known as Anderson localization or strong localization.

In a system with reduced dimensions, the effect of disorder will be greatly enhanced. Electron path possibilities decrease with decreasing dimensions (figure 2.15) and even a small level of disorder in 1D will affect electron transport.

In low-dimensional systems, small levels of disorder are expected to induce Anderson localization [57]. Therefore, weakly disordered low-dimensional systems can be considered as effectively strongly disordered.

\[ \text{Electrons in 3D} \quad \text{Electrons in 1D} \]

**FIGURE 2.15:** Impact of reduced dimensions on electron transport. As the dimensionality decreases, electrons confinement increases.

In the presence of strong disorder, electrons near the Fermi level spatially localize, creating an insulating ground state at \( T = 0 \). However, electrons near the Fermi level in the presence of even the smallest net attraction (created by phonon interactions) can form Cooper pairs, leading to a superconducting ground state.

Hence, a disordered metal with a superconducting instability experiences competition between the superconducting and insulating ground states as \( T \to 0 \).

2.4.1 Electron localization in three dimensions

In a bulk material with weak disorder, electrons are normally scattered but remain extended through the entire space. When \( l \sim l_c \), electron wavefunctions become localized and their amplitude drops exponentially with distance from the localization center \( r_0 \) [56]:

\[
|\psi| \sim \exp \left( \frac{|r - r_0|}{\xi_L} \right)
\]  

(2.35)

The exponential drop can be visualized as an envelope surrounding the wavefunction with a characteristic decay length equal to the localization length \( \xi_L \). The difference
between an extended and a localized wavefunction is depicted in figure 2.16a. The stronger the disorder, the shorter is $\xi_L$.

In a disordered material subject to Anderson localization, a critical energy $E_c$, known as the mobility edge, separates the extended from the localized states (figure 2.16b). For low levels of disorder, $E_F > E_c$ and the wavefunctions remain extended. For large levels of disorder, the Fermi energy $E_F < E_c$ and the system is localized. When $E_F = E_c$ the system undergoes the so-called Anderson transition from extended to localized states, which has been experimentally demonstrated to be continuous: no sudden drop of the conductivity appears in the transport measurement. This continuity is achieved due to thermally-activated electron hopping between localized states. Therefore, the system is fully insulating (with no transport enabled) at $T = 0$.

\[ \delta \approx \frac{1}{N(E_F)\xi_L} \] \hspace{1cm} (2.36)

This expression provides an energy scale for determining whether a disordered material subject to localization can still undergo a superconducting transition: if $\Delta_0 >> \delta$, a
superconducting ground state is favorable to an insulating one. Superconductivity can therefore take place within localized states assuming $\xi_0 \leq \xi_L$.

### 2.4.2 Anderson theorem

Theoretical studies on the interplay between disorder and superconductivity were first performed by A. A. Abrikosov and L. P. Gork’ov [40] and P. W. Anderson [41] in 1959. They showed that the transition from free electron motion to diffusive motion does not affect the superconducting state, as long as the impurities were non-magnetic, i.e. as long as disorder does not break time-reversal invariance. This is nowadays known as the Anderson theorem. This theorem was derived for the case of conventional superconductors: BCS-like with an isotropic energy gap (s-wave superconductors).

In conventional superconductors, it is expected that the value of the superconducting critical temperature $T_c$ does not suffer from the reduction of $l$ provoked by electron scattering. Indeed, the BCS expression of $T_c$ only depends on the Debye frequency and the electron-phonon coupling (equation 2.5). However, this argument stays valid only for $l > l_c$, i.e. when electrons do not experience localization. When the electron wavefunctions become localized, other effects have to be taken into account such as electron hopping or Coulomb repulsion.

### 2.4.3 Metal-insulator transition in two dimensions

At sufficiently strong disorder, the Anderson theorem does not apply anymore: either electron localization or the combination of electron scattering and Coulomb repulsion leads to the suppression of $T_c$. The explanation for the latter effect was provided in 1982 by S. Maekawa et al. [42, 43], after several superconductor-insulator transitions were observed in 2D disordered materials.

The presence of large disorder can lower $T_c$ in thin films as:

$$\ln \frac{T_c}{T_{c0}} \approx -\frac{g_1}{3} R \ln^{3} \left( \frac{\omega_D}{T_c} \right)$$

(2.37)

where $g_1 = N(0)V$ is the dimensionless constant of the local interactions $V$ (such as Coulomb repulsion and Cooper pair attraction) and $R$ the surface resistance of the film. In the presence of Coulomb interaction, $g_1 = 1$ and equation 2.37 describes the suppression of $T_c$ by disorder (with increasing $R$).
This effect was studied by A. Finkelstein [44] who showed the suppression of superconductivity in amorphous MoGe films (figure 2.17). Superconductor-to-insulator transitions in disordered systems are widely caused by dimensionally-enhanced Coulomb pair breaking due to electron scattering. Here, disorder directly controls the sheet resistance of the amorphous film, which is inversely proportional to its thickness. The thickness of the film controls the anomalous diffusion present in disordered metals: the thinner the film, the smaller the screening of the renormalized Coulomb interaction and the larger the impurity scattering. This combined effect leads to a suppression of $T_c$.

Coulomb pair-breaking is not the only mechanism which can destroy superconductivity in 2D thin films. Emergent granularity, i.e. macroscopic inhomogeneity in a thin film, also tends to suppress the superconducting state. A granular material consists of grains of a characteristic size $b$ embedded in a matrix of normal metal or insulator with a certain resistance (figure 2.18). A granular material can develop a superconducting state if the average energy spacing $\delta_e$ between the electron wavefunctions inside a grain is smaller than the superconducting gap $\Delta_0$:

$$\delta_e = \frac{1}{N(0)b^3} < \Delta_0$$  \hspace{1cm} (2.38)

This equation therefore defines the minimum size of a grain for a granular material to develop superconductivity.

A coherent superconducting state will be established when Cooper pairs can tunnel between the grains. This is controlled by the distance between the grains and the resistance of the matrix material. Granular superconductivity has been experimentally investigated in various systems, such as lead films deposited on ultra-cold SiO substrates [46]. Transport results from this material are presented in figure 2.19.
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FIGURE 2.18: Schematic of a granular material, where the grains need to have a minimum size to develop a superconducting state (equation 2.38). Coherent superconductivity can be established by tunneling of Cooper pairs (2e) between the grains.

FIGURE 2.19: Suppression of the superconducting transition $T_c$ by disorder in 2D granular Pb films deposited on ultra-cold SiO substrate. $R(T)$ decreases upon increasing the film thickness (from top to bottom). From Frydman [46].

This growth technique produces island-like films, where each island has an average size $b$ directly controlled by the thickness of the film. With increasing film thickness (i.e. decreasing $R$), an insulator-to-superconductor quantum phase transition occurs. Below a critical thickness the films are insulating, while above this critical size all the films show $T_c \approx 7K$. This means that the superconducting transition inside each grain takes place at the same temperature. While the intermediate curves show the emergence of fluctuating superconductivity (with a non-zero resistive state), phase-coherent superconductivity develops in the three thickest films (three bottom curves). This is a signature of an established tunneling between the grains [56].

In addition to the amorphous Mo-Ge films and granular Pb films presented in figure 2.17 and 2.19, superconductor-insulator transitions have been reported in Bi films [47], ultrathin Be films [48], thin TiN films [49], and amorphous thick In-O films [50] to cite.
only a few examples.

### 2.4.4 New approaches and theories

Considering again the equation developed by Maekawa (equation 2.37), the evolution of $T_c$ can be studied in the absence of Coulomb interactions. When the Coulomb repulsion is strongly suppressed, $g_1$ describes the attraction between electrons in Cooper pairs and takes the value $g_1 < 0$, which is defined by the BCS theory as $g_1^{-1} = \ln(\omega_D/T_c)$, leading to [54]:

$$
\ln \frac{T_c}{T_{c0}} \approx \frac{1}{3} R \ln^2 \frac{\omega_D}{T_c}
$$

(2.39)

This expression indicates a possible enhancement of $T_c$ with $R$ in a disordered superconductor if the Coulomb repulsion is negligible or suppressed.

Such an enhancement has recently been theoretically predicted to develop in systems where disorder induces Anderson localization [51–55]. Close to the mobility edge, in the critical region between extended and localized states, the electron wavefunctions are subject to multifractality. In order to still extend throughout the system while being partially localized, each wavefunction occupies a fractal dimension in real space, developing a scale-invariant pattern such as the one observed in a snowflake or a fern leaf.

The combination of a suppressed Coulomb repulsion and the presence of Anderson localization (hence multifractality of the electron wavefunctions) in a disordered superconductor has been predicted to enhance e-e interactions and, therefore, the superconducting pairing energy.

Until now, this effect has only been theoretically predicted and no experimental data has confirmed this hypothesis. The work presented in Chapter 6 and published in Petrović et al. [2] is the first experimental study compatible with the multifractal theories. This suggests that q1D systems could be suitable candidates to observe such an enhancement of superconductivity.
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Experimental methods

Measuring low-dimensional superconductivity requires advanced ultra-low temperature instruments and techniques. Operation of such apparatus is non-trivial: it is necessary to acquire a good understanding of their functional principles. This chapter aims to relay the essential information for the experimental work performed in this thesis.

First, our two custom-made cryogenic systems manufactured by Janis Research Company [58] are introduced: a dilution refrigerator and a variable temperature insert (VTI). The cryostats have been designed to operate with customized superconducting magnets, developed by Cryomagnetics [59] and customized by Janis Research Company. The two cryostats incorporate a tail corresponding to a long vertical insert which fits inside the superconducting magnets. This allows the sample area to sit at the center of the magnetic field. Operating superconducting magnets implies a large consumption of liquid helium (LHe): helium recovery and re-liquefiers are therefore matched up with the customized magnets.

The chapter then continues with the measurement apparatus. First are presented the electronics setup and functionalities necessary for the data collection during the measurements, with an explanation of the acquired parameters. Secondly, a general presentation of two fully automated systems by Quantum Design [60] is provided. These instruments were used for complementary transport and magnetization measurements: the physical property measurement system (PPMS) and the magnetic property measurement system (MPMS). The last part of the chapter is dedicated to the sample fabrication and contact preparation for the transport measurements.
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3.1 The dilution refrigerator

The available temperature range of our cryogen-free dilution refrigerator lies between 4 K and $\sim 20$ mK. The pre-cooling is achieved by the mean of a He gas pulse tube refrigerator, composed of two main parts:

1- the pulse tube where the He gas is subject to smooth and periodic pressure variations and which possesses two heat exchangers at the entrance and exit for heat dissipation.

At the high temperature side, a small orifice separates the heating and the cooling effect.

2- the regenerator situated at the cold temperature side and which consists of a porous material with large specific heat. The heat of compression at the end of the regenerator is dissipated to the surrounding via a heat exchanger.

To reach milliKelvin (mK) temperature, the system takes advantage of the enthalpy of mixing of two helium isotopes $^3$He and $^4$He.

$^4$He becomes superfluid at $\sim 2.17$ K \cite{61}, while $^3$He remains a normal liquid at the temperature range considered here\(^1\). The temperature of the normal fluid-to-superfluid transition is lowered in $^4$He diluted with $^3$He (figure 3.1). At $T \sim 0.9$ K and $\sim 67 \%$ $^3$He concentration, phase separation occurs: a pure $^3$He (pure phase) coexists with a solution of superfluid $^4$He and 6.6\% $^3$He (dilute phase).

\( ^1 \) $^3$He becomes superfluid only at $\sim 0.92$ mK \cite{61}.

\textbf{Figure 3.1:} Phase diagram of $^3$He and $^4$He gas mixture. The red arrow indicates the typical dilution refrigerator mixture content ($\sim 12\%$ $^3$He). Adapted from Pobell \cite{61}.
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The entropy, specific heat, and viscosity of \(^4\text{He}\) are negligible below 1 K due to its superfluidity [62]. \(^4\text{He}\) therefore constitutes an inert background only acting as a diluting medium for \(^3\text{He}\). From specific heat measurements [61], it has been shown that the enthalpy of \(^3\text{He}\) in the dilute phase is larger than in the pure phase. Therefore, if \(^3\text{He}\) is forced to migrate from the pure to the dilute phase, the temperature falls according to the enthalpy difference and a cooling power is obtained.

\(^3\text{He}\) has a finite solubility in \(^4\text{He}\) even for \(T = 0\) K. This is critical for the functioning principle of the dilution refrigerator: it ensures that the enthalpy exchange can take place even at the lowest operating temperatures.

3.1.1 Mixture circulation and condensation

The internal section of our dilution refrigerator is presented via a schematic in figure 3.2 and pictures in figure 3.3. In both figures the numbers correspond to the steps explained in the text. The names italicized in the text are indicated in the schematic.

1. The gas mixture comes from room temperature dumps through an injecting line (return line).

2. The gas mixture is precooled by the 60 K cold plate (1st stage) thermally connected by a highly flexible link to the pulse tube cold head’s 1st stage, figure 3.3b.

3. (a) The gas mixture is further cooled using a regenerator heat exchanger, composed of a capillary soft-soldered to the 1st and 2nd stage of the pulse tube, figure 3.3b.

(b) A 3 K cold plate (2nd stage) is thermally connected by a highly flexible link to the 2nd stage, figure 3.3b.

This design allows the mixture to reach \(\sim 4\) K at the 2nd stage. This is the signature of the Janis cryogen-free (dry) dilution refrigerator: pre-cooling to 4 K does not require a corresponding compressor and LHe bath, providing a more cost-effective system.

4. The gas mixture flows into the mixture condensing unit (MCU), a double-layered flexible hose where the cold \(^3\text{He}\) gas exiting the system circulates around the outside, figure 3.3c,d.

5. The gas mixture is condensed by passing through a Joule-Thompson expander followed by a thin capillary with large flow resistance (impedance) with inner diameter \(\sim 0.25\) mm and length \(\sim 30\) cm, figure 3.3d. A 5 cm long secondary capillary follows the impedance to ensure full liquefaction.
6. The liquid mixture flows through a stainless steel spiral-in-tube continuous heat exchanger (CHE), figure 3.3d.

7. The liquid mixture accumulates in the mixing chamber (MC), where the phase separation occurs. An intermediate cold plate (ICP) minimizes heat leaks to the mixing chamber. The mixing chamber rests on its own cold plate, figure 3.3e. Because of its higher density, the dilute phase (⁴He-rich) lies below the pure phase.

8. The liquid dilute phase flows to the Still chamber (Still) through a pipe at the
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bottom of the mixing chamber, figure 3.3e. The Still chamber contains a sharp-edged diaphragm to suppress superfluid film flow\(^2\).

The Still chamber is used as a \(^3\)He pump: \(^3\)He has a much higher partial pressure than \(^4\)He at the Still temperature, which leads to pure \(^3\)He gas evaporation.

9. The cold \(^3\)He gas circulates in the outside layer of the MCU before exiting the refrigerator through the *Still pumping line* which is of a large diameter (10 cm) to provide strong pumping power, figure 3.3c.

The \(^3\)He gas is finally re-injected through the return line to complete the mixture condensation loop.

\(^2\)Depending on their surface tension, ordinary liquids can creep up solid walls. This is observed for example with alcohol or petroleum. \(^3\)He is a superfluid and also possesses this property. However, in this case the behavior is restricted by a high critical velocity (about 20 cm/s). This means that \(^3\)He can very easily flow up the walls of the Still chamber.
Before initial condensation, a mechanical heat switch between the different cold plates provides an accelerated cooling. This heat switch is made of oxygen-free high thermal conductivity (OFHC) copper with a reduced diameter at each plate. A corresponding multi-contact thermal link is mounted at the 1st stage, 2nd stage, and Still cold plates. A clearance hole with a finger stock is mounted at the ICP cold plate. Finally, the heat switch terminates in a tapered end which matches a corresponding tapered receptacle on the MC cold plate.

The heat switch is manually engaged using a vertical linear manipulator. When starting the cool down from room temperature, the heat switch has to be fully engaged to ensure a good thermal contact between each stage, especially between the 2nd stage and the MC. The initial condensation will only take place with a heat switch fully engaged. However, the heat switch has to be removed once $T < 3\, \text{K}$ to reach mK base temperatures.

### 3.1.2 Thermal isolation and radiation shielding

Thermal isolation constitutes the bulk of the cryostat and includes isolation from heat conduction and convection, infrared (IR) radiations, and mechanical vibrations. A schematic and picture are presented in figures 3.4 and 3.5, respectively.

For heat isolation, the dilution refrigerator dewar is maintained under high vacuum ($\sim 10^{-6}\,\text{mbar}$ at room temperature). The vacuum is sealed by the outer vacuum chamber ($\text{OV}_C$), an aluminum cylinder closed by two stainless steel plates. The thermal insulation of the electrical wires will be discussed in section 3.1.5.

Each cold plate (1st stage, 2nd stage, Still, ICP and MC) is composed of OFHC copper with the Still, ICP and MC plates gold-plated. These provide thermal anchors for the mixture circulating system and measurement probe, and control the thermal gradient from the top at room temperature to the bottom at mK. The largest thermal gradient is between the 1st stage (60 K) and the 2nd stage (3 K). To achieve this massive gradient, the 2nd stage is attached to the 1st stage with carbon fiber supports, providing a good thermal insulation and strong mechanical resistance. The connections between 2nd stage, Still, and ICP are composed of stainless steel, and the link between the ICP and the MC cold plates can be of either carbon fiber or stainless steel.

Three IR radiation OFHC copper shields surround the mixture condensing system: these are attached on the 1st stage, 2nd stage and Still cold plates. A high vacuum is maintained between each shield to prevent conductive heating.

The dilution refrigerator incorporates a tail providing the geometrical configuration to operate with the customized superconducting magnets. The sample area is at the bottom of the tail, 89 cm below the MC cold plate (figure 3.4). The sample area is protected by
FIGURE 3.4: Dilution refrigerator: thermal and RF shields of the cryostat chamber. Each shield is presented in a different color for ease of visualization. The cryostat incorporates a tail which sits either in a ground hole or inside the customized magnets.
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FIGURE 3.5: Picture of the dilution refrigerator as viewed in the measurement room. The cryostat is sitting on top of a hole in the ground, to fit the length of the tail.

the three IR shields, each of which incorporates a tail. The thermal contacts between the sample and the cryostat will be detailed in section 3.1.6.

For additional thermal isolation, the 1st stage cold plate and shield (including the tail) are surrounded by multi-layer superinsulation. This is composed of highly reflective thin sheets of mylar: each layer of such superinsulation halves the black body radiation.

The pulse tube compressor inescapably brings noise and vibration. The cold head is installed on top of the cryostat (figure 3.5) and is pulsed by a remote motor connected to the compressor (figure 3.6). The pulse tube motor is installed remotely from the cold head using a 90 cm long flexible line to minimize vibrations, and electrical isolators are mounted between the cold head and the motor to minimize incident radio frequency (RF) noise and noisy grounds from the motor.

The equipment generating large noise or vibration (pumps, compressors, etc.) is located in the pump room and connected to the cryostat through the room's wall (figure 3.6). The measurement laboratory slab is mechanically disconnected from the pump room, isolating the measurement setups from the vibrations noise (figure 3.7). Any electrical ground-line noise generated by the pumps and vacuum gauges is blocked using a ceramic isolator on the Still pumping line. In addition, the measurement room is surrounded by a Faraday cage which is connected to a clean electric ground.
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**Figure 3.6:** Schematic of the complete dilution refrigerator system. The blue arrows indicate the direction of mixture circulation.

**Figure 3.7:** Schematic of the laboratory slab. The cryostats (here the dilution refrigerator) can be moved from a superconducting magnet to another or can directly sit on the lab floor, where the tail fits into the hole in the laboratory floor. The laboratory slab is mechanically disconnected from the pump room. Snapshot of an animation from L. F. N. Ah Qune, PHYNE laboratory website [63].
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The gas mixture is stored in two dumps which can be isolated from the system with two valves when the cryostat is not operating. These dumps are fixed to the main control rack consisting of the various pressure gauges, valves, and control computer, inside the pump room (figure 3.6). When operating the system with the control computer, the gas mixture is injected at low pressure from the dumps to the cryostat.

3.1.3 Mixture cleaning

The mixture is circulated in a closed loop. However, it is still necessary to consider an eventual impurity leakage which has the potential to block the main impedance during the cool down. Two systems are in place to clean the gas mixture.

First, before reaching the cryostat, the gas mixture passes through a LN\textsubscript{2} charcoal cold trap (figure 3.6) which cleans the gas from any impurity that can be absorbed by charcoal at $T \geq 77$ K. Before initiating a cool down, the gas mixture is cleaned through the cold trap for more than 24 hours at a reduced flow. It is also essential to regenerate the cold trap regularly by isolating it from the mixture circulating loop, warming it up to room temperature and evacuating it to high vacuum.

Secondly, a refined gas mixture cleaning occurs at the 1st stage through a smaller charcoal cold trap mounted with a porous filter with 2 $\mu m$ pore size preventing small charcoal particles from entering the refrigerator (figure 3.3a).

3.1.4 Mixture circulation control and monitoring

The mixture gas circulating system is controlled using a Janis Research Company designed program installed in the control computer. A screen-shot of the operating program is shown in figure 3.8. The pulse tube compressor (PT compressor) and the two pumps can be turned on/off by the program.

A combination of electrically (G1, G2, and G3) and mechanically (G4, G5, G6 and G7) monitored gauges provide pressure readings for the full system. The mixture gas flow is also electrically monitored.

Several electrical valves (V1 to V14) enable control of the gas mixture circulation using the program. During initial condensation, the gas flow is regulated through a variable aperture leak valve (V5). Additional mechanical valves (V15 to V21) provide further safety measures such as preventing the gas mixture from circulating when the dilution refrigerator is disconnected.
3.1.5 Electrical connections

It is essential to monitor and manipulate the temperature of each cold plate for successful mixture condensation and circulation. This is achieved via thermometers and heaters arranged as follows:

A calibrated Cernox™ thermometer and a 25 Ω heater are installed on each of the 1st and 2nd stage cold plates; a RO600A ruthenium oxide temperature sensor with standard calibration and a 100 Ω heater are installed on the Still cold plate; a RO600A ruthenium oxide temperature sensor is installed on the ICP cold plate; a calibrated resistance JRS1000-05 ruthenium oxide temperature sensor and a 100 Ω heater are installed on the MC cold plate.

The various heaters and thermometers are electrically connected via an external 32-pin feedthrough mounted on the OVC pumping port, situated on the OVC top plate (figure 3.9a). Additional electrical connections on the external port are provided to the user for measurement purposes: three 32-pin hermetic electrical feedthroughs and eighteen double-ended hermetic coaxial SMA feedthroughs.

Heat can flow through the electrical wires from the external feedthroughs. This may induce two undesired effects. First, warmer electrical wires would raise the cryostat temperature and affect the stability of the base temperature. Secondly, heat from the measurement cables might affect the sample under test (e.g. suppressing superconductivity).

To prevent heat flow, all electrical wires are anchored at each cold plate (figure 3.9b).
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3.1.6 Measurement probes

Two measurement probes can be used with our customized dilution refrigerator: the cold finger and top loader probes. The cold finger consists of an internal silver insert...
fixed below the mixing chamber plate. The cold finger has to be mounted internally, which implies that the OVC and radiation shields have to be manually disassembled for sample installation and removal. Using this probe, the sample base temperature reaches $\geq 20\text{ mK}$.

The top loader probe consists of an external vacuum space (load lock, figure 3.10) mounted on a flange situated on the OVC top plate. The vacuum is maintained by a double O-ring sliding seal and monitored by a pressure gauge. Various copper guide tubes located on the refrigerator cold plates prevent the top loader from being caught during the loading and unloading process.

In this project, most measurements were performed using the top loader, allowing us to prepare, change, and fix the sample and its electrical connections while keeping the dilution refrigerator under vacuum. However, the top loader probe needs careful management of the thermal contact and isolation to prevent heat diffusion. When this method is handled with precaution, the base sample temperature usually reaches $\sim 30\text{ mK}$. In addition, the top loader provides a much wider measurement temperature range due to the weaker link to the mixing chamber.

Thermalization of the system is achieved through direct thermal contact between the probe and each cold plate. The probe’s mating thermal stages are indicated in figure 3.10 by the names of their matching cold plates. Their sizes gradually decrease from the 1st stage to the mixing chamber. A good mechanical contact between the probe and the cold plates is achieved using the force generator gradually tightened during the cool down (figure 3.10). Good thermal contact and chamber vacuum are the keys to successful mixture condensation when using the top loader.

The sample stage is mounted at the bottom of the top loader (sample stage schematic and picture in figure 3.10). When the top loader is fully inserted, the sample sits at the bottom of the tail. The sample can be glued to the stage using GE varnish: a mechanically stable, thermally conducting, and electrically insulating epoxy. A temperature sensor and a 25 $\Omega$ heater are also mounted on the sample stage (sample stage schematic in figure 3.10).

The sample is connected using coaxial cables, composed of a conductive wire surrounded by a dielectric insulation, a conducting shielding and wrapped by a plastic jacket insulation. The conductive shielding is connected to the ground. The sample is connected to loose copper coaxial cables connected to small pins installed on the sample stage (sample stage schematic and picture in figure 3.10). The pins are connected to the probe stainless steel coaxial cables to reduce heat diffusion via the cables. The probe cables
Figure 3.10: The top loader probe used for the measurements in the dilution refrigerator. The mating thermal stages are indicated by the names of their matching cold plates. The sample stage and thermal anchoring are highlighted. The thermal anchoring is similar on all the mating thermal stages. The top loader has a total length of 363 cm, with the load lock mounting flange at the mid-point.
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are thermally insulated and are connected to an hermetic feedthrough at the probe external electrical connections (figure 3.10). The unused feedthroughs are grounded using 50 Ω connectors to reduce RF radiation in the measurements. Heat diffusion through the wires is prevented via thermal anchoring at each mating thermal stage (thermal anchoring picture in figure 3.10).

3.2 The variable temperature insert

The second customized cryostat used in this work was a VTI, whose main source of cooling power is a pulse tube refrigerator. Our VTI operates in the temperature range 1.6 - 300 K: the pulse tube refrigerator allows the system to reach ~ 3 K through the injection of He gas, while lower temperatures are reached by pumping a small LHe condensate reservoir. Comparing to the dilution refrigerator discussed earlier, this system is quicker and easier to operate. However, the finite LHe volume and the temperature fluctuations from the pulse tube prevent its use for extended measurements at fixed temperature below ~ 10 K.

3.2.1 Helium condensation and circulation

The various components described in the text are labeled by blue letters corresponding to the ones in figure 3.11 and 3.12.

The pulse tube refrigerator's 1st stage (A) base temperature is 57 K and the 2nd stage (B) ~ 3 K. A heat exchanger (C) is present between the 1st and 2nd stage, which consists of a stainless steel tube soldered onto the 2nd stage regenerator. The room temperature incoming gas is precooled at the 1st stage and is further cooled to approximately 4 K by flowing through the heat exchanger. Once the gas has reached the 2nd stage, it flows through a thin capillary (D) to then reach the vaporizer (E) which lies at the bottom of the tail. The gas condenses under high enough pressure (~ 7 PSI) and will start to accumulate at the vaporizer once its temperature is low enough (~ 4.7 K).

The LHe accumulates in the vapor cooled tube (F), a long tube of outer diameter 5 cm made of multiple sections of stainless steel and copper. The vapor cooled tube surrounds the sample tube (G), where the sample is inserted using a probe. A thermal link (H) made of copper straps connects the 2nd stage cold plate to the vapor cooled tube. Base temperature is reached by stopping the incoming He gas and gradually pumping on the LHe condensate inside the vapor cooled tube via a manual valve and a dry scroll pump.
3.2.2 Thermal isolation and radiation shielding

Thermal isolation is achieved by a high vacuum environment (\( \sim 10^{-6}\) mbar at room temperature) in the OVC surrounding the cryostat. The OVC is made of an aluminum cylinder closed by stainless steel plates (figure 3.13). The bottom plate incorporates a stainless steel tail. The temperature gradient between the top plate and the vaporizer is achieved via a 50 K cold plate thermally connected by flexible copper braids to the pulse tube’s 1st stage and a 3 K cold plate bolted onto the bottom of the 2nd stage (figure 3.12).

Inside the VTI, an IR radiation shield is attached to the 50 K cold plate. The shield
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Figure 3.12: Pictures of the He circulating system in the VTI. The blue letters correspond to the components in figure 3.11 and the description in the text.

Figure 3.13: Picture of the VTI as viewed in the measurement room. The cryostat is sitting on top of a hole in the ground to fit the length of the tail.

incorporates a tail to protect the vapor cooled tube and the sample tube. The cold plate and tail are wrapped with mylar superinsulation to minimize black body radiation.

To prevent mechanical noise from reaching the cryostat, the installation of the pulse tube refrigerator is identical to that of the dilution refrigerator: the pulse tube motor is installed remotely from the cryostat to minimize vibration (figure 3.13) and an electrical isolator is installed between the pulse tube cold head and the motor to reduce incident
RF noise and ground fluctuations. Also, the compressor is stored in the pump room and is connected to the motor through the wall.

3.2.3 Helium gas cleaning

Before starting a cool down, room temperature He gas is flushed several times through the circulating system. Between each gas flush, the vapor cooled tube is pumped to vacuum. To prevent any remaining contaminant from blocking the circulation, a removable charcoal trap is installed on the 50 K cold plate (figure 3.12).

3.2.4 Electrical connections

The electrical connections exit the cryostat through two 32-pin hermetically sealed feedthroughs shown in figure 3.14. One feedthrough is connected to the different heaters and thermometers inside the cryostat. A generic silicon diode thermometer and a 25 Ω heater are installed on both the 50 K and 3 K cold plates. A calibrated Cernox\textsuperscript{TM} thermometer and a 25 Ω heater are installed at the bottom of the vaporizer.

![Image of electrical feedthroughs](image)

**FIGURE 3.14:** Picture of the electrical feedthrough of the VTI: two 32-pin hermetically sealed feedthroughs provide connections to the heaters and thermometers of the cryostats, as well as extra wires for the user's measurements.

Heat diffusion along the electrical wires is prevented by thermal anchors at the 50 K and 3 K cold plates and wire wrapping around the heat exchanger, visible in figure 3.12.

3.2.5 Measurement probe

During measurements, the sample needs to lie at the bottom of the tail, just above the vaporizer (figure 3.11). The sample is inserted in the cryostat using a top loader.
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probe (figure 3.15) which slides inside the sample tube. The sample tube is a vacuum tight tube welded to the vapor cooled tube at the top of the cryostat. The top loader is installed on the cryostat through its load lock mounting flange, connected to the sample tube’s flange. The sample stage possesses a male tapered shape, which mates with a female tapered end at the bottom of the sample tube. A small force generator at the top of the probe ensures good mechanical contact between the probe and the sample tube, essential for a low base temperature at the sample. Thermal stabilization is maintained with Be-Cu finger stock thermal anchors at the 50 K plate and the 3 K plate (thermal anchoring picture in figure 3.15). During normal operation, the sample temperature closely matches the temperature of the vaporizer.

A calibrated Cernox™ thermometer is installed at the sample stage to separately monitor the temperature of the sample (sample stage schematic and picture in figure 3.15). The thermometer measures temperature in the 325 – 1.4 K range. The sample is fixed on the stage using GE varnish (sample stage picture in figure 3.15).

The probe incorporates two 32-pin hermetic feedthroughs and ten hermetically sealed double-ended SMA feedthroughs which exit at its top via the external electrical connections (figure 3.15). The 32-pin feedthroughs are connected to insulated manganin or insulated copper wires, while the SMA feedthroughs are connected to electrically floating copper or stainless steel coaxial cables.
FIGURE 3.15: The top loader probe used for the measurements in the VTI. The sample stage and the Be-Cu finger stock thermal anchoring are highlighted. On the schematic of the sample stage, only 1 loose Cu coaxial wire is depicted for clearer visualization, although 4 wires were actually connected.
During the measurements, the sample was connected to the SMA feedthroughs via the probe stainless steel coaxial cables (which possess a much lower thermal conductance than the copper wires) and to loose Cu coaxial wires (sample stage schematic and picture in figure 3.15). A system of two double-ended pins was used between the probe wires and the loose Cu wires to minimize thermal diffusion to the sample. This is an important step because in the VTI, no thermal anchoring of the wires is performed along the probe unlike the dilution refrigerator's top loader. All the unused feedthroughs were grounded using 50 Ω connectors to reduce noise in the measurements.

3.3 Superconducting magnets

Magnets made of superconducting materials are an attractive solution to generate large magnetic fields without resistive heating. Also, as no dissipation occurs within the coil at constant field, a power supply rated at ~ 1 kW (easily obtainable from a domestic 13 A socket) is sufficient to charge the magnet.

3.3.1 Superconducting magnet materials

Superconducting magnets operate below the $T_c$ and $H_c$ of the material from which they are made. Table 3.1 presents the two most common superconducting materials used in magnets: NbTi and Nb$_3$Sn.

<table>
<thead>
<tr>
<th>Material</th>
<th>$T_c$ [K]</th>
<th>$H_c$ [T] at 4.2 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>NbTi</td>
<td>9.8</td>
<td>12</td>
</tr>
<tr>
<td>Nb$_3$Sn</td>
<td>18.05</td>
<td>22.1</td>
</tr>
</tbody>
</table>

Table 3.1: Critical temperature $T_c$ and field $H_c$ of the two most common superconducting materials used in magnets.

From the values of $T_c$ and $H_c$, it is necessary to operate the superconducting magnet inside a LHe bath. If the magnet is operated at temperatures or fields higher than the critical values, it will enter the normal resistive state. This will lead to a rapid heating of the system due to the large current flow through resistive wires, provoking a large boil off in the LHe bath. It is important to prevent such events and to protect the magnet and surrounding apparatus from the associated large energy dissipation and mechanical strain to the magnet system.
3.3.2 Stored energy and forces in a magnet

The energy stored in a magnet depends on its geometry and operating conditions. The magnet being a solenoid, the amount of energy is:

\[ W = \frac{1}{2}LI^2 \]  

where \( L \) is the magnet inductance [H], \( I \) the operating current [A] and \( W \) the stored energy [J]. The typical magnets used in experimental laboratories can store a maximum energy of a few kJ to a few \( 100 \) kJ. When a magnet suddenly looses its superconducting state (quench), the stored energy is converted to heat in a few seconds. The windings need therefore to be protected using a copper matrix (twisted multi-filamentary superconducting/Cu wires) and diodes.

During operation, a large applied current is present in the magnet’s winding generating a high magnetic field. The induced axial forces compress the winding and the induced radial forces expand the diameter of the magnet. Even small movements can lead to local heating due to friction and generate a quench. The wires are therefore impregnated in a strong epoxy layer, which restrains any movement. During the first few operations, the magnet needs to be trained, which consists of sweeping the field progressively to step values and returning back to zero between each step. Normally, once the magnet has been trained properly, no movement of the wires should occur.

3.3.3 Magnet specifications

The two superconducting magnets used during this project were: a 16 T solenoid and a 9 T/4 T vector magnet, both customized to operate with the dilution refrigerator and the VTI. The 16 T magnet consists of a single solenoid generating a vertical field; the 9 T/4 T vector magnet consists of a 9 T solenoid generating a vertical field and a \( 2 \times 2 \) T split pair generating a horizontal magnetic field. The solenoid and split pairs of the 9 T/4 T vector magnet can be operated simultaneously up to a 3.5 T rotating vector sum. The technical details are presented in table 3.2. The magnets are presented by schematics and pictures in figures 3.16 and 3.17, respectively.
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<table>
<thead>
<tr>
<th>Superconducting magnet</th>
<th>vector</th>
<th>solenoid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central vertical field (at 4.2 K)</td>
<td>9 T</td>
<td>16 T</td>
</tr>
<tr>
<td>Central horizontal field (at 4.2 K)</td>
<td>4 T</td>
<td>–</td>
</tr>
<tr>
<td>Current at max. vertical field</td>
<td>50.5 A</td>
<td>114.2 A</td>
</tr>
<tr>
<td>Current at max. horizontal field</td>
<td>81.02 A</td>
<td>–</td>
</tr>
<tr>
<td>Field to Current ratio (vertical)</td>
<td>0.178 T/A</td>
<td>0.140 T/A</td>
</tr>
<tr>
<td>Field to Current ratio (perpendicular)</td>
<td>0.049 T/A</td>
<td>–</td>
</tr>
<tr>
<td>Total inductance $L$ (vertical)</td>
<td>46.5 H</td>
<td>115.4 H</td>
</tr>
<tr>
<td>Total inductance $L$ (horizontal)</td>
<td>52.4 H</td>
<td>–</td>
</tr>
<tr>
<td>Superconductor (Twisted Multi-filamentary wires)</td>
<td>NbTi/Cu</td>
<td>NbTi/Cu &amp; Nb$_3$Sn</td>
</tr>
</tbody>
</table>

Table 3.2: The design specifications of the custom-made superconducting magnet.

In both systems, the magnets are surrounded by a LHe chamber which is thermally shielded by a LN$_2$ chamber and an OVC. The LN$_2$ reservoir has a capacity of 110 L and the LHe reservoir a capacity of 80 L. The levels of the LHe and LN$_2$ baths are monitored using level probes. Monitoring the level of the LHe bath is of primary importance as the magnet needs to be immersed in the liquid at all times during operation. The nitrogen shielded LHe dewar opens to a neck on its top (figure 3.16). A helium gas venting adapter and a sliding seal are installed to the neck, to be sealed with the tail of the VTI or dilution refrigerator. The magnets are pre-installed on a plate at the bottom of the LHe bath, with the center of the magnet coil corresponding to the center of the sliding seal insert.

The cryostats are aligned by four male inserts (situated at their base) with four mating female support stand-offs on the magnet dewar top-flange (figure 3.17).

If no cryostat is installed in the magnet dewar, the dewar neck is closed with a blank flange. In both cases (with or without a cryostat), a slight over-pressure inside the dewar is maintained to prevent air from entering the system. The pressure is monitored with a gauge installed on the LHe fill port.

To monitor and optimize LHe loss during measurements, various flow meters are installed on the dewar’s top flange: four flow meters are on the solenoid 16 T magnet and five flow meters are on the 9 T/4 T vector magnet (figure 3.17). The flow meters are connected to the helium fill port, the high current lead ports (one for the 16 T magnet, two for the 9 T/4 T vector magnet), the LHe level sensor port, and the dewar neck. The heat load introduced to the LHe reservoir varies at each port and also depends on the applied
Figure 3.16: Schematic of (a) the 16 T solenoid magnet and (b) the 9 T/4 T vector magnet systems. The magnets lie inside the LHe bath chamber, which is thermally isolated by a LN$_2$ bath and vacuum (OVC). The tail of the cryostats is inserted through the dewar neck.
current through the current leads. The flow meters allow us to independently adjust the gas flow at each port.

3.3.4 Operating modes

Once the magnet is charged, no further power is necessary to maintain the field (persistent mode). A current is therefore only required to vary the generated field (continuous mode). The persistent mode is achieved using a persistent switch, a superconducting wire across the input terminals of the magnet. A small heater is located close to the
Chapter 3: Experimental methods

persistent switch. Before a current is injected into the magnet via the current leads, the heater must warm the persistent switch above its $T_c$ to make it resistive. Once the desired field is generated, the heater is turned off and the persistent switch returns to its superconducting state. In this mode, the current flows in a closed loop inside the magnet and the current leads are no longer needed. No power is further required to maintain the magnetic field, which stays stable as long as the magnet is in LHe. The persistent mode has two main advantages over continuous mode. First, turning off the power supply to the current leads strongly reduces the heat load on the LHe bath. Due to the high cost of LHe, it is important to minimize the boil-off. Secondly, the stability of the magnetic field is higher in the persistent mode.

3.3.5 Electrical connections

Current is applied to the magnet via a pair of vapor-cooled brass leads. On the 9 T/4 T vector magnets, two pairs of current leads are installed: one pair for the 9 T solenoid magnet and one for the $2 \times 2$ T split pair magnet (figure 3.18). These leads are installed on separate vent ports and connected to a model 4G dual integrated power supply provided for the system and developed by Cryomagnetics.

The temperature inside the LHe reservoir is monitored using two Allen-Bradley carbon resistance thermometers installed on the magnet; one at the top and one at the bottom.

![Figure 3.18: Picture of the electrical connections on the 9 T/4 T vector magnet.](image-url)
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The electrical feedthroughs on each magnet dewar are as follows: for the user’s personal requirements, one 32-pin hermetically sealed electrical feedthrough; for magnet wiring such as the voltage taps, the persistent switch heater(s) and the two Allen-Bradley carbon resistance thermometers, a 32-pin on the 9 T/4 T vector magnet (feedthrough B in figure 3.18) and a 19-pin hermetically sealed electrical feedthrough on the 16 T solenoid magnet. The LHe level sensor has a separate 4-pin hermetically sealed electrical feedthrough (feedthrough C in figure 3.18).

3.4 Helium recovery and re-liquefying systems

The magnets have a LHe storage capacity of 80 L and need to be refilled every 3-4 days, depending on the magnet operating mode (continuous or persistent). To avoid large expenses in LHe, a maximum of the evaporated gas is recovered and re-condensed. In our laboratory, two types of re-liquefier are used: a helium recovery and re-liquefying plant (figure 3.19a) and a small re-liquefier which can be mounted directly on the magnet (figure 3.19b).

The helium recovery and re-liquefying plant is installed outside the measurement room due to the noise generated and its large dimensions (figure 3.19a). The boil-off gas from the LHe magnet chamber is transferred to a large balloon which inflates with incoming gas. The gas is then compressed via a large compressor into empty bottles. The maximum recovery gas storage capacity is 555 L. The gas is purified by a LN$_2$ trap and then condensed using a pulse tube compressor. The liquid is finally stored in the re-liquefier dewar, which allows easy transfer to a portable dewar. At full working capacity, the plant can produce up to 21 L of LHe a day.

Additionally, a small re-liquefier can be mounted directly on top of the magnet (figure 3.19b). This provides a direct injection of LHe during measurements. A one-way gas pipe is connected to the recovery line (between the magnet and the balloon of the He recovery plant), which provides He gas to the small re-liquefier. A pulse tube compressor condenses the gas, which is directly re-injected into the LHe magnet chamber via a vertical pipe. The use of a one-way valve ensures a minimum pressure inside the re-liquefier, as a too low pressure might cause air to enter and freeze, blocking the pipes and the cold head. The daily production of the system depends on the boil-off rate of the magnet, and can be adjusted using a heater. In the case of the present work, the production was of the order of a few liters per day.
3.5 Electronics

The samples were measured using the following electronic instruments (figure 3.20 and 3.21): a current source to apply an AC current (Keithley 6221 [64]), a lock-in amplifier to measure the frequency-dependent voltage signal (Stanford Research System 830 or 850 [65]), and two temperature controllers (Lakeshore models 336, 340, or 370 [66]), one connected to the cryostat and the other to the measurement probe.

All the electronics were connected to a central computer via fiber optic cables. The connection to the computer was achieved via a General Purpose Interface Bus (GPIB) to USB connection (figure 3.20). The data were then acquired and recorded using
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Figure 3.20: Data acquisition setup for measurements in the dilution refrigerator and the VTI. In the case of very low resistance signals, a pre-amplifier was used to amplify the signal between the sample probe and the lock-in amplifier. A trigger link cable from the current source provides the reference phase $\theta_{\text{ref}}$ to the lock-in amplifier.

Labview programs developed in our laboratory by A. Paré and S. He. The programs were personally adapted according to the measurement requirements and to improve data recording speed. The setup was similar for measurements in the dilution refrigerator (using two Lake Shore models 370) or the VTI (using one Lake Shore model 336 and one Lake Shore model 340).

3.5.1 Electronics description

The current source: The current source is used to apply a current (DC or AC) to a sample. Ideally, it should output a constant current regardless of the sample or lead resistance. This system possesses an internal oscillator and provides a reference phase $\theta_{\text{ref}}$ to the lock-in amplifier.

The lock-in amplifier: The lock-in amplifier can be understood as a very sensitive, phase-dependent voltmeter. It detects AC signals using phase-sensitive detection which singles out very small measured signals at a given frequency from a large noisy background (up to thousands of times larger).

The sample is excited at an AC current with reference frequency $\omega_r$. The lock-in detects the signal from the sample at $\omega_r$ as $V_{\text{sig}} \cdot \sin(\omega_r t + \theta_{\text{sig}})$, where $V_{\text{sig}}$ is the signal amplitude and $\theta_{\text{sig}}$ is the signal phase. Then, the lock-in generates its own signal $V_L \cdot \sin(\omega_L t + \theta_{\text{ref}})$ using the phase reference $\theta_{\text{ref}}$ from the current source, where $V_L$ and $\omega_L$ are the lock-in signal and frequency, respectively.
This develops a phase-sensitive detection (psd) as the lock-in will amplify the signal and multiply it by its reference:

\[ V_{psd} = V_{\text{sig}} V_L \sin(\omega_r t + \theta_{\text{sig}}) \sin(\omega_L t + \theta_{\text{ref}}) \]
\[ = \frac{1}{2} V_{\text{sig}} V_L \cos[(\omega_r - \omega_L) t + \theta_{\text{sig}} - \theta_{\text{ref}}] - \frac{1}{2} V_{\text{sig}} V_L \cos[(\omega_r + \omega_L) t + \theta_{\text{sig}} + \theta_{\text{ref}}] \]  

A low pass filter singles out the signal for \( \omega_r = \omega_L \), and the outputs from the phase-sensitive detector are two signals: one DC signal at the difference frequency \( \omega_r - \omega_L = 0 \) and one AC signal at the sum frequency \( \omega_r + \omega_L = 2\omega_r \). The AC signal is extracted containing two main components:

1. the in-phase component \( X \) directly extracted from the previous equation with \( \omega_r = \omega_L \):

\[ V_{psd} = \frac{1}{2} V_{\text{sig}} V_L \cdot \cos(\theta_{\text{sig}} - \theta_{\text{ref}}) \]  

2. the out-of-phase component \( Y \), or quadrature, using a second phase-sensitive detector to multiply the signal by the phase reference shifted by 90°:

\[ V_{psd} = \frac{1}{2} V_{\text{sig}} V_L \cdot \sin(\theta_{\text{sig}} - \theta_{\text{ref}}) \]  

If \( \theta_{\text{sig}} = \theta_{\text{ref}} \), \( X \) measures the signal while \( Y \) is zero.

The current reference frequency \( \omega_r \) can be altered during the measurements: one needs to avoid the electricity grid frequency, in our case 50 Hz and its harmonics.

When an experiment is started, the phase reference is set as \( \theta_{\text{ref}} = \theta_{\text{sig}} \). \( \theta_{\text{ref}} \) is then kept constant and the evolution of \( \theta_{\text{sig}} \) can be traced during the measurement.

The cryogenic temperature controller: To monitor and control the temperature down to LHe temperature and below, specific temperature sensors must be used. Various types of sensors are available: diodes, platinum resistance temperature detectors (RTDs), negative temperature coefficient RTDs or thermocouples. The appropriate sensor is selected depending on its temperature range. At the dilution refrigerator 1st and 2nd stages for example, the temperature sensors are Cernox\textsuperscript{TM}, thin-film negative temperature coefficient RTDs offering high sensitivity above 100 mK even in applied magnetic field. However at lower temperatures, Cernox\textsuperscript{TM} thermometers cannot be used due to self-heating and are replaced by ruthenium oxide sensors.
Local temperatures can be manipulated using the temperature controller connected to small resistive heaters. These are composed of a resistive metal wire mounted on a small metallic bobbin and covered with a highly thermally conductive resin. They are essential to control the amount of condensed mixture inside the dilution fridge, LHe in the VTI and vary the sample temperature during sensitive measurements.

3.5.2 Electrical noise filtering

To prevent RF and high frequency noise from affecting the acquired data, a high performance ground filter manufactured by Holland Shielding Systems \cite{67} was introduced between the experiment earth and our electronics to remove all ground current (figure 3.21). It consists of a low-pass LC circuit and filters signals above a certain cutoff. **Figure 3.21**: Picture of the electronics setup used for the data acquisition in the transport measurements. Here, the electronics are connected to the sample probe of the VTI cryostat.
frequency. It provides an insertion transmission loss of 100dB in the frequency range of 14kHz to 40 GHz.

### 3.6 Automated measurement systems

Two fully automated systems were also used to acquire the experimental data. These systems are developed by Quantum Design [60] to be auto-regulated and user friendly.

#### 3.6.1 The Physical Property Measurement System

The PPMS used in this work possesses a 1.7 – 300 K temperature and -14 to 14 T magnetic field range. It is composed of three main parts (figure 3.22): 1- the measurement dewar which consists of a LHe dewar, a superconducting magnet and a vacuum sample chamber; 2- the control tower which contains all the electronic instruments necessary for data acquisition; 3- a helium re-liquefier (Cryomech PT410) which recovers the dewar helium boil-off and liquefies injected He gas. The PPMS provides quick and accessible transport, magneto-transport and susceptibility measurements.

In this work, the PPMS was mainly used for transport measurements using the AC transport (ACT) option.

![Figure 3.22: Picture of the PPMS complete system.](image)

**AC Transport option**

The ACT option provides precise measurements using a current source and a precision
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FIGURE 3.23: The PPMS AC Transport sample puck: (a) schematic and (b) picture. The sample is glued in the center using GE varnish and the sample contacts are soldered to the puck’s contact pads.

voltmeter (lock-in amplifier) incorporated in the control tower. The resolution of the current source is 0.02 μA and the maximum applied current is 1 A. The voltmeter possesses a similar resolution and range. The available frequency range of the AC current source is from 1 Hz (DC limit) to 1 kHz.

The ACT option supports four types of electrical transport current measurements: resistivity, Hall coefficient, I-V curve and critical current. Basically, I-V curve and critical current are variants of the resistivity measurement and all require the same type of contact connections to the sample. For the Hall measurement, however, a different contact configuration has to be used.

In this work, the ACT option was used to measure resistivity and I-V curves at frequency 1-800 Hz. The data acquired presented a high accuracy with a noise level < 5 nV at $I = 10 \mu A$ (in the dilution refrigerator or VTI, noise level < 20 nV at $I = 10 \mu A$).

The system provides a very user-friendly approach to measurements. The sample simply needs to be glued with GE varnish and connected to a small PPMS puck using 4-probe contact setup (figure 3.23). The sample puck is then inserted into the measurement dewar and the contacts are connected to the internal wires via bottom pins. Data are acquired using the in-built program. The lock-in amplifier provides the in-phase component $X$, the full signal $\sqrt{X^2 + Y^2}$ and the quadrature error $Y \times \delta \phi$ where $\delta \phi$ is the tolerance in the phase calibration of the lock-in, usually in the order of 0.1 degrees [60].
3.6.2 The Magnetic Property Measurement System

The MPMS is a self-contained SQUID magnetometer combined with the necessary electronics for data acquisition. This apparatus is used to detect magnetic moments with a sensitivity down to \( \leq 10^{-8} \) emu. The sample is inserted inside the measurement probe (figure 3.24a) and oscillates inside a superconducting magnet. The magnetic moments are picked up by the SQUID capsule (figure 3.24b), which consists of two Josephson junctions in parallel, where a constant bias current is maintained. The measured voltage oscillates with the changes in phase at the two junctions, which allows the changes in magnetic flux in the SQUID loop to be detected. The induced voltage is proportional to the magnetic moment of the sample: by counting the oscillations, the magnetic moment can be extracted.

During sample measurement, raw voltage readings are taken by the SQUID as a function of the sample position. These voltage readings are performed several times at each sample position to improve measurement resolution. The sample is inserted in the center of the SQUID using a drinking straw and is secured using a smaller straw segment. It is preferable not to use any glue, which could add an

![Figure 3.24](image-url)
unwanted magnetic signature from trapped moisture or oxygen, or from impurities in the glue itself. The straw is then fixed to the sample rod, which is inserted inside the measurement probe (figure 3.24a).

The MPMS is calibrated by measuring a palladium reference sample of cylindrical dimensions 3 mm in diameter and 3 mm in height. The calibration is performed over a range of magnetic fields, where the system calibration factors are adjusted to obtain the correct magnetic moment of the standard sample.

A picture of the full MPMS is presented in figure 3.25. The system is divided into two main parts: on the left is the measurement dewar which includes the measurement probe and the LHe dewar; on the right is the console cabinet which includes the superconducting magnet power supply, the power distribution unit, the gas control unit, the vacuum pump, and all the necessary electronics to extract and process the data.

Figure 3.25: Picture of the MPMS complete system.
3.7 Sample and contacts preparation

The samples measured in this work were single crystals of Na$_{2-\delta}$Mo$_6$Se$_6$ (where $\delta > 0$). In this section, only the preparation of the samples and contacts is described. Material structure and properties are covered in chapter 4.

3.7.1 Sample growth

The samples were grown at the Institutes des Sciences Chimiques de Rennes (CNRS, France) by our collaborators D. Salloum, P. Gougeon and M. Potel. Na$_{2-\delta}$Mo$_6$Se$_6$ crystals were grown using a solid-state synthesis procedure \cite{1, 2, 68, 69}. The precursor materials were MoSe$_2$, InSe, Mo and NaCl, all in powder form. Before use, the Mo powder was reduced under H$_2$ gas flowing at 1000°C for ten hours, in order to eliminate any trace of oxygen. The MoSe$_2$ was prepared by reacting Se with H$_2$-reduced Mo in a ratio 2:1 inside a purged, evacuated and flame-baked silica tube (with a residual pressure of $\sim 10^{-4}$ mbar argon), which was then heated to $\sim 700^\circ$C for two days. InSe was synthesized from elemental In and Se in an evacuated sealed silica tube at 800°C for 1 day.

Powder samples of Na$_{2-\delta}$Mo$_6$Se$_6$ were prepared in two steps. First, In$_{2-\delta}$Mo$_6$Se$_6$ was synthesized from a stoichiometric mixture of InSe, MoSe$_2$ and Mo, heated to 1000°C in an evacuated sealed silica tube for 36 hours. Second, an ion exchange reaction of In$_{2-\delta}$Mo$_6$Se$_6$ with NaCl was performed at 800°C, using a 10% NaCl excess to ensure total exchange \cite{69}. All starting reagents were found to be monophase on the basis of their powder X-ray diffraction patterns, acquired using a D8 Bruker Advance diffractometer equipped with a LynxEye detector (CuK$\alpha_1$ radiation) \cite{1, 2, 69}. Furthermore, in order to avoid any contamination by oxygen and moisture, the starting reagents were kept and handled in a purified argon-filled glovebox.

To synthesize single crystals, a Na$_{2-\delta}$Mo$_6$Se$_6$ powder sample (of mass $\sim 5$ g) was cold-pressed and loaded into a molybdenum crucible, which had previously been out-gassed at 1500°C for 15 minutes under a dynamic vacuum of $\sim 10^{-5}$ mbar. The Mo crucible was subsequently sealed under a low argon pressure using an arc-welding system. The Na$_{2-\delta}$Mo$_6$Se$_6$ powder charge was heated at a rate of 300°C/hour up to 1750°C, held at this temperature for 3 hours, then cooled at 100°C/hour down to 1000°C and finally cooled naturally to room temperature within the furnace.

The resulting samples are dark, slightly shiny, needle-like single crystals of approximate mass 10 – 150 $\mu$g, length 0.1-2 mm and diameter 5-200 $\mu$m. Scanning electron microscope (SEM) images of Na$_{2-\delta}$Mo$_6$Se$_6$ crystals are shown in figure 3.26. The samples are extremely fragile need therefore to be handled with great care during cleaning and
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FIGURE 3.26: SEM picture of Na$_{2-\delta}$Mo$_6$Se$_8$ single crystals. (a) damaged crystal due to manipulation. (b) intact crystal typically used for transport measurements [2].

contact preparation (figure 3.26a). The crystals selected for the measurements were all intact (resembling the crystal shown in figure 3.26b).

Once grown, the crystals are very stable under atmospheric conditions and do not suffer from any oxidation or impurity diffusion. Their lifetime during measurements is determined by their high fragility and sensitivity to thermal cycling. Nevertheless, the crystals always present a certain amount of Na vacancies during their synthesis ($\delta > 0$), which constitutes an intrinsic disorder. Crystal characterization revealed Na deficiencies up to 13% (section 4.3).
3.7.2 Electrical contact preparation

The samples selected for transport measurements had to be of a minimum length (a few hundred μm) for optimized contact size and separation. They were also chosen for their homogeneous surface and shape (constant cross-section). Before contact deposition, the crystals were cleaned with dilute hydrochloric acid (few seconds), then acetone (30 min) and ethanol (30 min). This cleaning procedure ensured an uncontaminated surface from their growth in a Mo crucible and storage. Next, contacts were deposited to probe a straight, undamaged section of the crystal. The substrates used for mounting the samples were 10 × 10 mm² sapphire plates, which provide good electrical insulation and good thermal conductivity.

Two contact configurations were used: longitudinal, to probe the current along the main 1D axis of the crystal (figure 3.27), and transversal, to probe the current in the direction perpendicular to the main axis (figure 3.28).

![Diagram showing 4-Probe longitudinal contacts on Na$_{2-δ}$Mo$_6$Se$_9$ samples. Silver (Ag) epoxy, gold (Au) and copper (Cu) wires are indicated. (a) Picture taken by optical microscope. (b) The four contacts are indicated as set for the 4-probe measurement technique.](image-url)
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In the longitudinal configuration, four Au contacts were first sputtered onto the surface by DC magnetron sputtering for 100 sec with \( I = 30 \) mA using hand-made Al foil mask. Then, a 50 \( \mu \text{m} \) Au wire was glued to each Au pad using Ag epoxy, a 2-component air-drying paste (Epotek E4110). The 50 \( \mu \text{m} \) Au wires are very fragile and were fixed to the substrate with Ag epoxy and connected to 0.1 mm insulated copper wires (figure 3.27). The contacts were finally cured at 70 °C for 3 hours, as recommended by the epoxy manufacturer. Each end contact \((I_+ \text{ and } I_- \text{ respectively})\) thoroughly coats the full tips of the crystal to ensure that the current applied passes through the entire crystal. The voltage contacts \((V_+ \text{ and } V_-\text{ })\) cover the full visible width of the crystal for optimum measurement accuracy.

In the transversal configuration, the distance between the contact was too small to allow Au sputtering. In this case, the wires were directly connected to the sample with Ag epoxy. Two different techniques were used for the contact preparation to obtain optimal

\[\text{FIGURE 3.28: 4-Probe transversal contacts on a Na}_2\text{Mo}_6\text{Se}_6 \text{ sample, using two different preparation techniques. Silver (Ag) epoxy, gold (Au) and copper (Cu) wires are indicated. (a) The four contacts are deposited on the sides of the sample, which is fixed with GE varnish. (b) The four contacts are fixed on top and bottom of the sample in two steps. The red arrows indicate the wires going under the sample. For both techniques in (a) and (b), a schematic shows the 4-probe setup for the measurement.}\]
contact conductivity and surface area. In the first technique (figure 3.28a), the sample was first fixed to the sapphire plate with GE varnish, then 50 µm or 25 µm Au wires with a small drop of Ag epoxy on their tip were deposited on the sides of the sample. In the second technique (figure 3.28b), long 50 µm or 25 µm Au wires were fixed on their end with GE varnish, the sample was then slid beneath them and a drop of Ag epoxy was deposited to connect the wire to the sample. The contacts were then cured to harden them, which subsequently allowed us to flip the sample upside-down and connect the two other contacts on the other side using the same technique.

After curing, the contacts were always verified to be Ohmic ($V = IR$) at room temperature. The typical contact resistance in the longitudinal configuration was $1 - 2 \, \Omega$ and in the transverse configuration $1 - 200 \, \Omega$.

3.7.3 Transport measurement details

The sizes of the samples were measured manually using an optical microscope and the measurement program imageJ. The technique being quite approximate, each measurement was repeated at least 10 times to then be averaged. The standard deviation of each averaging was then defined as the experimental error.

The resistivity values were extracted from the transport measurement as $\rho = R \cdot A/l$, where $R$ is the resistance, $A$ is the cross-sectional area and $l$ the distance between the voltage contacts (figure 3.29). Due to the poor depth visibility of the microscope and the fragility of the crystals, the cross-sectional area was an extremely difficult parameter to estimate. Therefore, a width-to-height ratio technique was used: the width $w$ of the sample was measured to obtain $A_{\text{ideal}} = w^2$. The shape of the sample was then estimated by tilting the sample to obtain the real $A$: a sample of height equal to width would have $A = A_{\text{ideal}}$, while a very flat sample would have $A = 20\% A_{\text{ideal}}$.

Finally, the errors on the resistivity were calculated from the error on the size extraction and the measurement error on $R$. 
FIGURE 3.29: Example of the size measurement method. The distance between the voltage contacts $l$ is measured with the errors indicated by dashed lines. The cross section $A$ is estimated from the sample width $w$ and shape. Here, $l = 0.4$ mm and $w = 0.12$ mm.
Chapter 4

The quasi-one-dimensional $\text{Na}_{2-\delta}\text{Mo}_6\text{Se}_6$

4.1 Introduction

In 1971, a new type of superconductor was discovered by R. Chevrel et al. [70]: the octahedral $A_x\text{Mo}_6X_8$ clusters, where $X =$ chalcogens and $A_x =$ metals interstitial atoms with $0 < x < 4$. The crystalline structure of the compound with $A_x = \text{Pb}$ and $X = \text{S}$ is presented in figure 4.1. These Chevrel phases were shown to have relatively high values for $T_c$ and a very high $H_{c2}$ (15 K and 60 T in PbMo$_6$S$_8$, respectively [71, 72]). At the time, these materials were considered high critical temperature superconductors (high-$T_c$ cuprates had not yet been discovered). Chevrel compounds exhibit unconventional superconducting properties of great interest from a fundamental point of view. For example, the presence of rare earth elements induces ferromagnetism in the material and has been shown to coexist with superconductivity. In HoMo$_6$S$_8$, a non-uniform ferromagnetic phase develops in the superconducting state and is then replaced by long-range magnetic ordering. Therefore, HoMo$_6$S$_8$ is only superconducting between 2K and 0.65K, whereas below 0.65K the material is ferromagnetic [14].

The Chevrel clusters stimulated the development of several new Mo-based materials assembled from Mo$_6X_8$ clusters. The scientific enthusiasm for these materials led M. Potel (in collaboration with the discoverers of the Chevrel phases) to synthesize the q1D molybdenum chalcogenide family [68]: $M_{2-\delta}\text{Mo}_6X_8$ where $M =$ metal, $X =$ chalcogens and $\delta$ represents $M$ vacancies. These crystals can be seen as linear condensations of the Chevrel building units Mo$_6X_8$. They are prepared by high temperature solid-state reaction (section 3.3.1) and are highly stable under ambient environment, making them
suitable for exploratory measurements. However, the fabrication technique leads to non-stoichiometric compounds ($\delta > 0$), hence requiring careful characterization.

4.2 The $M_{2-\delta}\text{Mo}_6\text{Se}_6$ family

The $M_{2-\delta}\text{Mo}_6\text{Se}_6$ compounds (with $M = \text{In}, \text{Tl}, \text{Na}, \text{K}, \text{Rb}, \text{Cs}$) have a highly anisotropic crystalline structure, where 1D chains of hexagonal $(\text{Mo}_6\text{Se}_6)_\infty$ unit cells are weakly coupled by $M$ ions. The crystal structure of the compound with $M = \text{Na}$ can be seen in figure 4.2. The structure is identical for all $M_{2-\delta}\text{Mo}_6\text{Se}_6$ compounds: only the radius of the $M$ atom changes.

$\text{Mo}_6\text{Se}_6$ single wires (separated by dissolution of $\text{Li}_2\text{Mo}_6\text{Se}_6$ crystals) [73] exhibit a metallic ground state down to 5 K: no variations in their lattice constant or periodicity and no evidence for an energy gap opening has been reported. However, when $M$ ions are inserted in the structure, the nature of the ground state drastically changes. A short overview of the literature [74–83] informs us that compounds with elements from group III ($M = \text{Tl}, \text{In}$) have a superconducting ground state, while the elements from group IA ($M = \text{Na}, \text{K}, \text{Rb}, \text{Cs}$) lead to an insulating ground state. For all compounds except $\text{Na}_{2-\delta}\text{Mo}_6\text{Se}_6$, these claims are confirmed by longitudinal transport measurements (figure 4.3). The $\text{Na}_{2-\delta}\text{Mo}_6\text{Se}_6$ compound is the major focus of this thesis: while an insulating behavior is observed with decreasing temperature, a superconducting ground state emerges from the insulating instability [1, 2].
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**Figure 4.2:** Crystal structure of $\text{Na}_2-\delta\text{Mo}_6\text{Se}_6$ view perpendicular (left) and parallel (right) to the chains \([1, 2]\).

**Figure 4.3:** Resistivity $\rho$ as a function of temperature $T$ for the different members of the $M_{2-\delta}\text{Mo}_6\text{Se}_6$ family, where $M = (\text{Tl}, \text{In}, \text{K}, \text{Rb}, \text{Cs})$. Data acquired in the VTI cryostat. The transport behavior of the compound with $M = \text{Na}$ will be the focus of chapters 5, 6 and 7.
4.2.1 The insulating compounds

Very little data exists in the literature for $\text{K}_2\text{o}\text{Mo}_6\text{Se}_6$, $\text{Rb}_2\text{o}\text{Mo}_6\text{Se}_6$ and $\text{Cs}_2\text{o}\text{Mo}_6\text{Se}_6$. They have generally been observed to undergo a gradual metal-insulator (MI) transition with decreasing temperature, leading to an insulating ground state at low temperature [75-77]. The transition was always observed to be smooth and continuous (figure 4.3).

The insulating ground state of these materials is believed to be inherent from the large electropositivity of the group IA elements whose orbitals are relatively higher in energy than the highest occupied levels of the Mo$_6$Se$_6$ chains. It is therefore expected that the IA metals contribute very little to the electron density at the Fermi level. The Fermi planes are barely warped and the electronic properties are believed to be more 1D than for the Tl$_2\text{o}\text{Mo}_6\text{Se}_6$ or In$_2\text{o}\text{Mo}_6\text{Se}_6$ compounds.

Numerous mechanisms can cause a MI transition. In the $M_2\text{o}\text{Mo}_6\text{Se}_6$ literature, periodic modulations in the density of electronic spins or charges with a characteristic spatial frequency were mainly considered. These consist of a low temperature spin or charge-ordered state, respectively, opening an energy gap at the Fermi surface. Spin density waves (SDW) usually imply an anti-ferromagnetic ordering and can be detected by magnetic measurements. In charge density waves (CDW), the opening of an energy gap is observable in the electronic structure (by transport measurements, for example). Especially in a 1D system, CDW can take place via a structural distortion, known as the Peierls transition [84]. Quoting Peierls, in a crystalline structure, a one-dimensional equally spaced chain with one electron per ion is unstable. This can be explained as follows: in a 1D crystal with lattice spacing $a$, the lattice periodicity leads to energy band gaps in the $E - k$ diagram at $k = n\pi/a$ ($n=$integer). For a half-filled band, each ion contributes one electron, up to $k = \pm\pi/2a$. If lattice distortion takes place such as every other ion moves towards each other, the lattice periodicity doubles to $2a$, which effectively introduces new band gaps with $k = n\pi/2a$. This causes small energy savings, based on the distortion of the bands in the vicinity of new gaps: the electrons stay at a lower energy than they would be in the original lattice. Therefore, this lattice distortion becomes energetically favorable once this energy saving is larger than the elastic energy cost of the ion rearrangement.

Experimentally, Peierls transitions can be detected by changes in the crystal structure with lowering temperature.

A few works in the 1980s and 1990s attempted to explain the MI transitions observed in the $M_2\text{o}\text{Mo}_6\text{Se}_6$ family [74, 76, 77, 85]. These studies took into account early band-structure calculations predicting 3 contributions to the Fermi surfaces (one Mo $d$ band and two 3D electron pockets at the zone boundary). These calculations suggested that
a possible structural distortion (Peierls transition) would be absent, as 3D pockets are expected to sufficiently stabilize the structure. However, these early calculations were obtained by non-self-consistent approaches, and were proved later [82] to be incorrect by a more accurate self-consistent method. The correct band structures are presented in this thesis (section 4.4): only a very flat, single Mo $d_{xy}$ band crosses the Fermi level [1, 2, 82]. Structural distortions could therefore take place in this system.

From the recent literature on these insulating materials, the presence of a SDW was refuted in Rb$_{2-\delta}$Mo$_6$Se$_6$ [82], but no clear proof supports the presence or absence of a CDW mechanism. Therefore, understanding the mechanism driving this MI transition remains an open problem.

4.2.2 The superconducting compounds

In$_{2-\delta}$Mo$_6$Se$_6$ and Tl$_{2-\delta}$Mo$_6$Se$_6$ undergo a superconducting transition at $T < 10$ K (figure 4.3) and are the most anisotropic superconductors according to the electronic anisotropy calculated in section 4.4 (table 4.1). The $M = \text{Tl}$ compound in particular has been studied in various works since 1980 [75, 78–83, 86–90].

The longitudinal transport behavior of Tl$_{2-\delta}$Mo$_6$Se$_6$ led to the classification of two types of samples [86]: A-type samples exposed metallic behavior down to the superconducting transition temperature, while B-type samples showed a broad minimum in the normal state resistivity around $T \sim 20–80$ K. Interpretations of the B-type behavior suggested a CDW origin [82].

The superconducting transition in Tl$_{2-\delta}$Mo$_6$Se$_6$ exhibits a hump, suggesting a two-step process for the establishment of superconducting coherence [83] (figure 4.4). Bergk et al. [83] explained this hump as a signature of a Berezinskii-Kosterlitz-Thouless (BKT) transition [91, 92], characterizing a thermally-driven transition from bound vortex-antivortex pairs to free phase vortices with increasing temperature. Additionally, a Meissner state develops in the material at temperature below the observed BKT transition (inset figure 4.4) and confirms phase-coherent superconductivity in Tl$_{2-\delta}$Mo$_6$Se$_6$.

Tl$_{2-\delta}$Mo$_6$Se$_6$ and In$_{2-\delta}$Mo$_6$Se$_6$ exhibit a $s$-wave pairing symmetry [82] and are therefore spin-singlet superconductors. Their superconducting coherence lengths are reported in table 4.1 and their penetration depths are $\lambda || \sim 0.12, 0.13$ $\mu$m and $\lambda \perp \sim 1.5, 2.2$ $\mu$m, respectively [80, 82].
4.2.3 The intermediate compound Na$_{2-\delta}$Mo$_6$Se$_6$

The only experimental study of Na$_{2-\delta}$Mo$_6$Se$_6$ reported in the literature was performed on powder samples [77]: the material was shown to undergo a MI transition suppressed monotonically by pressure, with an emergent superconducting state at $\sim 50$ kbar. This result has never been reproduced since its publication in 1985. In this thesis it is demonstrated that Na$_{2-\delta}$Mo$_6$Se$_6$ lies at the border between superconducting and insulating instabilities, making it the most 1D superconducting material ever studied [1, 2].

The characterization and analysis of the M$_{2-\delta}$Mo$_6$Se$_6$ compounds through transport measurements is highly non-trivial. While large property variations from one compound to another are expected, important variations also occur between different samples of the same compound due to the presence of disorder. Each M ion provides 1 electron, effectively doping the 1D chains. Therefore, any M vacancy ($\delta > 0$) reduces the Fermi energy and creates intrinsic disorder. In consequence, larger $\delta$ equals larger disorder. This disorder has a double effect: first, a reduction of the coupling between the chains, and second, a deterioration in the conductivity along the chains (since M-doping contributes to the carrier density). The vacancy density in the material is directly dependent on the mobility of the M ion during crystal growth. For example, Na is much smaller than Tl and hence Na$_{2-\delta}$Mo$_6$Se$_6$ is expected to exhibit higher levels of disorder than Tl$_{2-\delta}$Mo$_6$Se$_6$ [2]. Indeed, a larger ion mobility would allow more vacancy formation during crystal growth, leading to a larger $\delta$ value.
4.3 Structural Properties

Several Na$_{2-\delta}$Mo$_6$Se$_6$ crystals were characterized by our collaborator D. Chernyshov in the European Synchrotron Radiation Facility (Grenoble, France)\(^1\). This work provided detailed crystallographic information and X-ray diffraction (XRD) patterns to analyze the stoichiometry, nature, and distribution of the eventual disorder in the compound [1, 2].

4.3.1 Crystal structure

Crystals of the M$_{2-\delta}$Mo$_6$Se$_6$ family present a highly q1D chain-like structure. They are composed of 1D (Mo$_6$Se$_6$)$_\infty$ chains, which are stacks of double Mo$_3$ and Se$_3$ triangular units, separated by $M$ guest ions (figure 4.2). The crystals were analyzed at 293 K and 20 K, cooling the crystals using a helium blower. For both temperatures, the structure obtained was a hexagonal lattice with space group P6$_3$/m in agreement with earlier works [68, 74]. At 293 K, the lattice parameters are $a = 8.65\,\text{Å}$, $c = 4.49\,\text{Å}$ (with a minimum inter-chain Mo-Mo separation of 6.4 Å), while at 20 K, $a = 8.61\,\text{Å}$, $c = 4.48\,\text{Å}$. As no deviation of the crystal structure was found between 20 K and 293 K, any crystal distortion such as a Peierls transition can be ruled out from occurring in this material above 20 K [1, 2].

4.3.2 Intrinsic disorder from Na vacancies

As expected from early crystals analyses done by M. Patel’s group in Rennes (unpublished), the Na$_{2-\delta}$Mo$_6$Se$_6$ crystals are non-stoichiometric, i.e. $\delta > 0$. XRD analyses were performed on three randomly-chosen crystals. The data indicate $\delta = 0.2 \pm 0.036$, $\delta = 0.22 \pm 0.030$ and $\delta = 0.26 \pm 0.08$. This corresponds to a Na deficiency of 10, 11, and 13%, respectively. In contrast, the structural refinements indicate that the chains are highly ordered with close to 100% occupancies at the Mo and Se sites. Since Na vacancies are expected to be the main source of disorder in the crystals, it is important to determine their spatial distribution. The observed vacancies could exhibit long or short range order, form clusters within the structure or be entirely randomly distributed. Their spatial distribution has a direct impact on their effect on the electronic

\(^1\)Data was acquired by D. Chernyshov at the Swiss-Norwegian Beamlines (SNBL) of the European Synchrotron Radiation Facility (Grenoble, France) at the end station BM01A, using a PILATUS2M pixel area detector [93]. A monochromatic beam at a wavelength of 0.694 Å was slit-collimated down to a size of 100×100 μm$^2$. The sample-to-detector distance and the parameters of the detector were calibrated using a LaB$_6$ NIST standard. The detector images were recorded by $\phi$-scans in shutter-free mode with a 0.1° angular step. The data were preprocessed by the SNBL Tool Box [94], followed by the CrysAlis Pro software package (Agilent Technologies, version 171.36.24). The crystal structure was solved with SHELXS and subsequently refined with SHELX [95].
properties of the material. For example, any correlation or ordering in the vacancy positions would result in a minor reduction in the electron mobility, while electron localization would uniquely emerge from unclustered randomly-distributed disorder.

An analysis by diffuse X-ray scattering was performed at room temperature on the crystal exhibiting the largest Na vacancy concentration, i.e. $\delta = 0.26$ (figure 4.5). Thermal diffuse scattering (TDS) is observed, giving rise to a blurring in the Bragg spots (i.e. lattice diffraction peaks). As the TDS scales with $Q(u)$, it increases with the reciprocal lattice vector $Q$, where $u$ is the average atomic displacement due to thermal lattice vibrations. The TDS intensity is controlled by structural factors and hence peaks near stronger Bragg reflections: TDS intensity also increases at higher temperature.

![Figure 4.5: Reconstructed layer diffraction patterns from images acquired at 300 K in the (h0k) (left) and (h0k) (right) planes in a Na$_{2-\delta}$Mo$_6$Se$_6$ crystal with $\delta = 0.26$. Measurements were performed by D. Chernyshov at the European Synchrotron Radiation Facility (Grenoble, France).](image)

Various scenarios for the vacancy distribution can be considered. Firstly, if the Na vacancies exhibited long range order, this would be visible through a set of new Bragg reflections. This is not the case here, as all the reflection points correspond to the conventional $M_2$-Mo$_6$Se$_6$ structure.

Secondly, the Na vacancies could exhibit short-range order, such as stripes, planes, chessboard patterns, etc. This would lead to structured diffuse scattering, which appears as weak and diffuse lines connecting the diffraction spots: this is also absent from the images.

Thirdly, the vacancies could form clusters and create Huang scattering [96] due to the elastic distortion of the elastic moduli. Huang scattering would appear as clouds of diffuse scattering near the Bragg spots as distortions occurring in the crystal are caused by the size mismatch from the vacancies. This is not observed in the data.

Since only TDS is detected in the diffraction images, it is safe to conclude that disorder...
due to Na vacancies is randomly distributed [1, 2]. The lack of spatial correlation in the Na vacancy distribution is attributed to the elevated crystal growth temperature, as Na ions have a high mobility due to their small size and low mass.

From this study, it can be concluded that the Na$_2$-$_\delta$Mo$_6$Se$_6$ crystals exhibit intrinsic disorder emerging from Na vacancies which are randomly distributed in the lattice. Since each Na atom donates 1 electron to the conduction band, any absence of Na atoms introduces an intrinsic electronic disorder into the system [1, 2].

4.4 Electronic properties

Electronic structure calculations of Na$_2$-$_\delta$Mo$_6$Se$_6$, Rb$_2$-$_\delta$Mo$_6$Se$_6$, and Tl$_2$-$_\delta$Mo$_6$Se$_6$ have been performed by our collaborators L. Boeri (TU Graz, Austria) and O. K. Andersen (Max Planck Institute Stuttgart, Germany).

4.4.1 Band structure

Our collaborators performed ab initio density functional theory (DFT) calculations of the electronic structure of stoichiometric Na$_2$-$_\delta$Mo$_6$Se$_6$ ($\delta = 0$), using the internal coordinates obtained from the X-ray structural refinement and the full-potential linear augmented-plane-wave method [97]. Their calculations provided nearly identical features to those previously published [82] for Rb$_2$-$_\delta$Mo$_6$Se$_6$, In$_2$-$_\delta$Mo$_6$Se$_6$, and Tl$_2$-$_\delta$Mo$_6$Se$_6$ [1, 2].

The complete band structure is presented in figure 4.6 for $k$ along the central $k_z$-axis ($\Gamma A$) and along lines (AL-LH-HA) perpendicular to it on the Brillouin-zone boundary ($k_z = \pi/c$), with a zoom on the area near the Fermi level $E_F$. The $z$-axis refers to the reciprocal chain axis while $x$ is normal to the chains. A 3D cartoon of the BZ boundary is presented in figure 4.8 together with the real space crystal structure.

The band structures exhibit a single spin-degenerate band of Mo $d_{xz}$ character which crosses $E_F$ at the Brillouin zone (BZ) boundary. Importantly, the band is not gapped at the BZ boundary: a translation by $c/2$ followed by $180^\circ$-rotation around any $z$-axis covers all possible combinations of the crystal. All representations of this Abelian group are enumerated by choosing $k$: the band structure can be folded out to a BZ twice as high with a boundary at $k_z = \pi/(c/2)$ and a formula $M$Mo$_3$Se$_3$ [98].

Parallel to the (Mo$_6$Se$_6$)$_\infty$ chains (in the longitudinal direction), the conduction band is highly dispersive, which suggests a high conductivity. On the other hand, it is weakly dispersive perpendicular to the chains (in the transversal direction). The electronic band structure highlights the large structural anisotropy in Na$_2$-$_\delta$Mo$_6$Se$_6$. 
The dispersion of the conduction band can be characterized by the electron hopping integrals, which describe the electron wavefunction overlap on neighboring sites within a tight-binding scenario and hence control the conductivity. The intra-chain hopping energy $t_{\parallel}$ represents the longitudinal electron flow, while the inter-chain hopping energy $t_{\perp}$ corresponds to the transverse transport. The band structures have been calculated including the $M$-valence orbital characters in the $\text{Na}_{2-\delta}\text{Mo}_6\text{Se}_6$, $\text{Rb}_{2-\delta}\text{Mo}_6\text{Se}_6$ and $\text{Tl}_{2-\delta}\text{Mo}_6\text{Se}_6$ compounds (figure 4.7). These are used to extract numerical values of $t_{\parallel}$ and $t_{\perp}$ in the different compounds.
FIGURE 4.8: Brillouin zone boundary for a hexagonal lattice structure. The letters in red correspond to the lattice points where the electronic band structures are calculated. The real space crystal structure of Na$_{2-\delta}$Mo$_6$Se$_6$ is also presented to highlight the high-conductive direction (along the c-axis).

The value of the longitudinal hopping integral is obtained as follows: the conduction band can be seen to have a width $W$ from a linear extrapolation and folding out to distance $2\Gamma A = \pi/(c/2)$. The value of $W$ is 7.4 eV for Na$_{2-\delta}$Mo$_6$Se$_6$ which corresponds closely to the values for $M=K$, Rb, In and Tl [82]. A corresponding velocity component is obtained from $v_\parallel = W c/(2\pi)$ and, taking the dispersion to be $-2t_\parallel \cos (kzc/2)$, the hopping integral is calculated as $t_\parallel = W/(2\pi) = 1.2$ eV for Na$_{2-\delta}$Mo$_6$Se$_6$. This value is nearly the same in the other compounds, as seen in table 4.1.

To calculate the transversal hopping integral, the in-plane linewidth $w$ of the conduction band is considered. In Na$_{2-\delta}$Mo$_6$Se$_6$, Rb$_{2-\delta}$Mo$_6$Se$_6$ and Tl$_{2-\delta}$Mo$_6$Se$_6$, $w = 90$, 23, and 180 meV, respectively. The relative energies at A, L, and H are respectively $-6t_\perp$, $2t_\perp$, and $3t_\perp$ in terms of the hopping integral between neighboring chains. This yields $t_\perp = w/9 = 10$, 3, and 20 meV for Na$_{2-\delta}$Mo$_6$Se$_6$, Rb$_{2-\delta}$Mo$_6$Se$_6$, and Tl$_{2-\delta}$Mo$_6$Se$_6$, respectively. Here, $t_\perp$ is strongly dependent on the nature of the $M$ ion. Hopping depends on the inter-chain distance (which is larger for Rb than for Na for example) and proceeds via the $M$ cation [1, 2].

The obtained values are summarized in table 4.1, together with values of a few other well
known 1D superconductors such as the Bechgaard salts [32] and purple bronze [99] for comparison. From the values of $t_{\perp}$, it is clear that the superconducting compounds of the $M_{2-\delta}\text{Mo}_6\text{Se}_6$ family are the most 1D superconductors known to date [1, 2].

Now, let us turn to the calculations of the density of states (DoS). The band dispersion is expressed using a tight-binding expression [102] and the global cartesian $xyz$-system with $y$ pointing between nearest - neighbor chains:

$$E(k) = -2t_{\|} \cos\left(\frac{\epsilon}{2} k_x\right) - 2t_{\perp} \left\{ \cos(ak_y) + \cos\left(\frac{a}{2} (k_y + \sqrt{3}k_x)\right) + \cos\left(\frac{a}{2} (k_y - \sqrt{3}k_x)\right) \right\}$$

(4.1)

In order to calculate the DoS $N(E)$, it is necessary to consider its stability towards Na vacancies. With $\omega << W$ being so small, the DoS is simply $N(E) = 1/W$ states per spin per $\text{MMo}_3\text{Se}_3$ independently of $\omega$ and $E$, as long as the dispersion is linear and no other band conducts. It is also independent of the $M$-stoichiometry, from approximately $M_{0.75}$ to $M_{1.05}$. From the XRD pattern, the measured Na content of the crystals ($\delta \leq 0.2$) lies within this range. $N(E) = 0.135$ and 0.166 states/(eV×spin×$\text{MMo}_3\text{Se}_3$) are obtained for $\text{Na}_{2-\delta}\text{Mo}_6\text{Se}_6$ and $\text{Tl}_{2-\delta}\text{Mo}_6\text{Se}_6$, respectively. These values correspond to a bare DoS: they have to be renormalized by electron-phonon (e-ph) and e-e interactions with a mass-enhancement factor $1 + \lambda$. Renormalization was performed using the ratio between the experimental electronic specific heat coefficient $\gamma$ and the bare DoS. However, the values of $\gamma$ are known only for $M=\text{In}, \text{Tl}$ and $\text{Rb}$ [82]. An identical mass enhancement is assumed between $\text{Na}_{2-\delta}\text{Mo}_6\text{Se}_6$ and $\text{In}_{2-\delta}\text{Mo}_6\text{Se}_6$, to finally obtain an enhanced DoS of 0.17 states/(eV×spin×$\text{MMo}_3\text{Se}_3$) for $\text{Na}_{2-\delta}\text{Mo}_6\text{Se}_6$ [1, 2]. The calculated density of states $N(E)$ is presented in figure 4.9 as a function of $E - E_F$.

The DoS remains extremely low until $E - E_F \sim -1$ eV. The visible peak appearing in $N(E)$ below $E - E_F \sim -1$ eV emerges due to a reduced dispersion in the conduction...
4.4.2 Anisotropic evolution in the $M_{2-\delta}\text{Mo}_6\text{Se}_6$ family

The different members of the $M_{2-\delta}\text{Mo}_6\text{Se}_6$ family can be compared by plotting $t_\perp$ as a function of the $M$ atomic radius (figure 4.10). As expected from the calculations, there is a clear correlation between $t_\perp$ and the atomic radius [2]. $t_\perp$ is therefore a key parameter to differentiate the members of the $M_{2-\delta}\text{Mo}_6\text{Se}_6$ family: as $t_\perp$ is reduced, the system becomes more 1D and the electronic ground state changes. Tl$_{2-\delta}\text{Mo}_6\text{Se}_6$ and In$_{2-\delta}\text{Mo}_6\text{Se}_6$ are known to become superconducting, while K$_{2-\delta}\text{Mo}_6\text{Se}_6$ and Rb$_{2-\delta}\text{Mo}_6\text{Se}_6$ become insulating. Na$_{2-\delta}\text{Mo}_6\text{Se}_6$ sits at the border between insulating and superconducting instabilities.

The value of $t_\perp = 120$ K for Na$_{2-\delta}\text{Mo}_6\text{Se}_6$ is also experimentally interesting, suggesting that within the temperature range of the measurement systems available (chapter 3), it may be possible to track the dimensional crossover between 1D and anisotropic 3D transport.

Anisotropy can be quantified using different methods. From the definitions of the hopping energies, $t_\parallel/t_\perp$ is a useful tool to compare filamentary systems. The values are listed in table 4.1. Alternatively, one can experimentally measure the longitudinal and transversal electrical conductivities, $\sigma_\parallel$ and $\sigma_\perp$. Their ratio $\sigma_\parallel/\sigma_\perp$ gives the measured...
transport anisotropy. In Na$_{2-\delta}$Mo$_6$Se$_6$, $t_\parallel/t_\perp = 117$ and $\sigma_\parallel/\sigma_\perp = 3200$, while in Tl$_{2-\delta}$Mo$_6$Se$_6$, $t_\parallel/t_\perp = 52$ and $\sigma_\parallel/\sigma_\perp = 1000$. For both measures, the anisotropy at least doubles from Tl$_{2-\delta}$Mo$_6$Se$_6$ to Na$_{2-\delta}$Mo$_6$Se$_6$.

The high anisotropy emerging from the electronic structure is exacerbated by the presence of disorder ($\delta > 0$). To understand its effect on the electron transport, a simulation tool was developed to study the electron path in a large anisotropic medium [1].

### 4.4.3 Anisotropic random resistor network

The presence of vacancies leads to an inhomogeneous electron flow in the material, as the electrons have to take a percolative route to overcome disorder. This inhomogeneous electron flow can be represented by simulating an anisotropic random resistor network for q1D materials such as the $M_{2-\delta}$Mo$_6$Se$_6$ compounds [1].

The model consists of a 2D $m \times n$ array of nodes, each connected to its 4 nearest neighbors by a resistor (figure 4.11). The anisotropy is simulated by setting the values of transverse resistance $R_{\text{trans}}$ and the longitudinal resistance $R_{\text{longi}}$ as $R_{\text{trans}}/R_{\text{longi}} = 1000$. This value was chosen to represent the order of magnitude of the measured $\sigma_\parallel/\sigma_\perp$ in

![Figure 4.10: Electronic anisotropy in the different $M_{2-\delta}$Mo$_6$Se$_6$ compounds. The colors represent the nature of the ground state: red is superconducting while blue is insulating.](image-url)
Na$_{2-\delta}$Mo$_6$Se$_6$ and Tl$_{2-\delta}$Mo$_6$Se$_6$. Therefore, as expected in a real crystal, a current injected at the base of the array principally flows vertically through $R_{\text{longi}}$. In addition, the presence of disorder is simulated by randomly increasing 10% of $R_{\text{longi}}$ by a factor of $10^n$, simulating 10% $M$ ion vacancies forcing the electrons to take a percolative path.

The current distribution is calculated by applying Kirchoff’s law to each node:

$$\sum_j \sigma_{ij}(V_i - V_j) = 0 \quad (4.2)$$

where $\sigma_{ij} = 1/R_{ij}$ are the conductances between nodes $i$ and $j$ and $V$ is the voltage. Boundary conditions are chosen such that $V = 1$ at the base of the array and $V = 0$ at the top. This creates a set of $m \times n$ coupled simultaneous equations, which are solved by matrix inversion.

The simulations for a 120x120 array are shown in figure 4.12. For randomly distributed vacancies (which is the case for Na$_{2-\delta}$Mo$_6$Se$_6$ as confirmed by the XRD analysis), this leads to a highly inhomogeneous current flow [1]. To analyze in more detail the electrical flow (figure 4.12b), the simulation is evaluated at three different areas by tracing linecuts perpendicular to the current (yellow lines). The result is presented in figure 4.12c: it shows that roughly 50% of the current is carried by only $\sim 10\%$ of the filaments. This confirms that the electrical transport is highly anisotropic across macroscopic disordered Na$_{2-\delta}$Mo$_6$Se$_6$ crystals [1].

![Figure 4.11: Schematic of the resistor network to simulate electrical flow through a q1D material. $R_{\text{trans}}$ is the transverse resistance and $R_{\text{longi}}$ is the longitudinal resistance.](image-url)
FIGURE 4.12: Simulation of highly percolative current flow in a disordered q1D material. (a) Typical random vacancy distribution in a 120×120 array. (b) Results of the simulation of the current distribution, calculated using equation 4.2. The yellow lines indicate the location where the current distribution is evaluated. (c) Results of the current distribution evaluation. Simulations were performed by A. P. Petrović.

As Tl$_{2-x}$Mo$_6$Se$_6$ is the most anisotropic superconductor known until now, this suggests that Na$_{2-x}$Mo$_6$Se$_6$ is an even more extreme q1D material to study due to its crystalline structure and the large presence of Na vacancies. In the following chapters, it will be shown that Na$_{2-x}$Mo$_6$Se$_6$ exhibits a superconducting ground state emerging from a strongly localized electron state, unveiling the emergence of fascinating physical properties in low dimensions.
Chapter 5

The electronic normal state in Na$_{2-\delta}$Mo$_6$Se$_6$

5.1 Introduction

To study the emergence of superconductivity in Na$_{2-\delta}$Mo$_6$Se$_6$, it is first important to understand the nature of its normal state. The presence of e-e interactions will influence the emergence and stability of the superconducting state [50, 103–111]. In Na$_{2-\delta}$Mo$_6$Se$_6$, the electronic structure calculations (chapter 3) predict the electronic state to be 1D at $T > t_{\perp}$ and anisotropic 3D at $T < t_{\perp}$ (where $t_{\perp} \sim 120$ K). However, any e-e interaction renormalizes the hopping energies. The temperature range accessible in the different measurement systems is 300 – 1.6 K (VTI or PPMS) and 4 – 0.02 K (dilution refrigerator). This allows us to study the dimensional crossover in the transport data.

We know from the sample fabrication (section 3.7) and structural properties (section 4.3) that the Na$_{2-\delta}$Mo$_6$Se$_6$ crystals expose different values of $\delta$, i.e. intrinsic disorder. This suggests that each crystal should present slight variations in the transport behavior. The observations and analyses presented in this chapter were published in 2016 in Nature Communications [2].

5.2 General observations

For this project, a large number of crystals have been measured and characterized. Due to their fragile nature, especially under repeated large thermal cycling, most of the crystals showed a finite lifetime and broke during measurements: it was not possible
Chapter 5: The electronic normal state in Na$_{2-\delta}$Mo$_6$Se$_6$

The numerical values for the main transport behaviors in each crystal are summarized in Table 5.1. The following experimental parameters were extracted: the size of the crystal

<table>
<thead>
<tr>
<th>Crystal</th>
<th>Size A/l</th>
<th>ρ(300 K)</th>
<th>T$_{MI}$</th>
<th>ρ(T$_{MI}$)</th>
<th>T$_{ons}$</th>
<th>ρ(T$_{ons}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.6e-6±3e-7</td>
<td>3.41e-7±3.2e-8</td>
<td>72</td>
<td>1.10e-7±2.1e-8</td>
<td>1.68</td>
<td>4.1e-6±2e-7</td>
</tr>
<tr>
<td>B</td>
<td>8.1e-6±3.2e-7</td>
<td>8.32e-7±6.0e-8</td>
<td>73</td>
<td>3.60e-7±2.9e-8</td>
<td>2.01</td>
<td>1.7e-5±1e-6</td>
</tr>
<tr>
<td>C</td>
<td>6.1e-5±5e-6</td>
<td>1.1e-6±1.3e-7</td>
<td>60</td>
<td>4.7e-7±5.3e-8</td>
<td>2.75</td>
<td>6.4e-5±3e-6</td>
</tr>
<tr>
<td>D</td>
<td>7.2e-5±4e-6</td>
<td>1.17e-6±1.4e-7</td>
<td>110</td>
<td>8.14e-7±5.5e-8</td>
<td>4.20</td>
<td>0.3±0.02</td>
</tr>
<tr>
<td>E</td>
<td>3.0e-5±1e-6</td>
<td>1.3e-6±6.2e-8</td>
<td>130</td>
<td>1.0e-6±3.8e-8</td>
<td>4.90</td>
<td>1.0±0.03</td>
</tr>
<tr>
<td>F</td>
<td>5.4e-5±3e-5</td>
<td>5.3e-6±2.3e-7</td>
<td>155</td>
<td>3.62e-7±2.1e-7</td>
<td>5.40</td>
<td>1.5±0.05</td>
</tr>
<tr>
<td>g</td>
<td>7.2e-7±5e-8</td>
<td>5.69e-7±3.5e-8</td>
<td>70</td>
<td>3.09e-7±2.9e-8</td>
<td>1.78</td>
<td>1.5e-5±1e-6</td>
</tr>
<tr>
<td>h</td>
<td>8.4e-7±2e-8</td>
<td>8.57e-7±1.7e-8</td>
<td>74</td>
<td>5.01e-7±3.0e-7</td>
<td>2.22</td>
<td>1.8e-5±1e-6</td>
</tr>
<tr>
<td>i</td>
<td>1.0e-6±2e-7</td>
<td>8.87e-7±5.0e-8</td>
<td>73</td>
<td>3.16e-8±3.0e-9</td>
<td>2.55</td>
<td>8.9e-7±8e-8</td>
</tr>
</tbody>
</table>

**Table 5.1:** Characterization of the measured Na$_{2-\delta}$Mo$_6$Se$_6$ crystals.
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**Figure 5.1:** $R(T)$ plotted on a semi-logarithmic scale for six $\text{Na}_2\text{Mo}_6\text{Se}_6$ crystals. Only crystals A, B and C were measured in the dilution refrigerator, yielding data in the mK range. All data were acquired at $I_{dc} = 10 \mu A$ and $\omega = 1 \text{ Hz}$.
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corresponding to the cross-section area $A$ divided by the length $l$; the value of the room temperature resistivity $\rho(300 \text{ K})$; the metal-insulator transition temperature $T_{MI}$ corresponding to the minimum at intermediate temperature and its resistivity $\rho(T_{MI})$; the onset temperature of superconducting fluctuations $T_{ons}$ corresponding to the maximum at low temperature and its resistivity $\rho(T_{ons})$.

![Figure 5.2: The three different temperature regimes in the transport measurements: regime 1 where $dR/dT > 0$; regime 2 where $dR/dT < 0$; regime 3 where a superconducting instability develops. The transport data is from sample B.](image)

5.2.1 Intrinsic disorder in Na$_{2-x}$Mo$_6$Se$_6$

An estimate of the intrinsic disorder in each crystal is useful to compare the transport characteristics at the transition temperatures. Unfortunately, it was not possible to characterize every crystal by XRD in Grenoble for several reasons. Firstly, the number of crystals tested was too large compared to the time available at the Synchrotron beamline. Secondly, a sample for XRD analysis has to be small and thin, which is opposite to the long and large crystals required for transport measurements. Therefore, it was not possible to extract the Na vacancy value for each crystal. However, the level of disorder can be roughly estimated from the value of $\rho(300 \text{ K})$. XRD analysis (section 4.3) indicated an Na content in the range Na$_{1.7-2}$. The corresponding change in carrier density would give a maximum change of $\sim 15$% in $\rho(300 \text{ K})$. Instead, $\rho(300 \text{ K})$ varies by more than an order of magnitude (table 5.1): this can only be the consequence of a disorder-induced change in the mobility. The electron mean free path
must therefore vary due to the level of disorder [2]. On the other hand, the values of \( \rho(T_{MI}) \) and \( \rho(T_{ons}) \) cannot be considered as measures of disorder. At these temperatures, other electronic instabilities have to be taken into account: the situation is too complex to associate the absolute values of the resistivity purely with the level of disorder. However, it is safe to consider that all crystals are in the same metallic state at \( T = 300 \text{ K} \gg t_L \) with a similar level of electronic correlation [2].

5.3 Luttinger liquid in the high temperature regime

The metallic region is observed at \( T > t_L \). In this regime, the electrons are expected to follow a pure 1D behavior, i.e. to flow coherently along the MoSe chains. Electronic transport in 1D is described by the Luttinger liquid model, which considers collective electron propagation in reduced dimension [31]. This is a major difference from the usual Fermi liquid which holds for free fermionic particles in \( d > 2 \) where interactions do not drastically change particle behavior.

5.3.1 Theory of the Luttinger liquid

In 1D, electronic propagation becomes collective: an electron is obliged to interact with its neighbors in response to an applied field or current. This means that no single particle excitations (quasiparticles) exist anymore: collective excitations dominate the system and are described by Luttinger liquid (LL) theory [112, 113].

Electrons carry a spin which effectively splits from the charge due to the collective nature of the excitations, creating a charge excitation (holon, sound wave) and a spin excitation (spinon, spin wave). The holons and spinons generally have different velocities, causing the electron to separate into these two elementary excitations (figure 5.3).

![Figure 5.3: Charge-spin separation in a Luttinger liquid. In 1D, the electron splits into two collective excitations: the holon (carrying charge) and the spinon (carrying spin). Schematic adapted from Giamarchi [114].](image-url)
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The temperature dependance of the resistance in a clean LL is described as [115]:

$$\rho(T) \sim T^{4n_0}$$  \hspace{1cm} (5.1)

where $n$ is the filling commensurability (here $n = 1$ for the half-filled band in Na$_{2-\delta}$Mo$_6$Se$_6$), $\alpha = 2K_\rho - 3$ and $K_\rho$ is the Luttinger parameter describing the e-e interactions. $K_\rho < 1$ corresponds to repulsive e-e interactions while attractive e-e interactions yield $K_\rho > 1$.

5.3.2 Fits to the Luttinger liquid model

In the presence of disorder, equation 5.1 is no longer valid as disorder tends to renormalize $K_\rho$ [115]. The following aspects of the data indicate that the effect of disorder in Na$_{2-\delta}$Mo$_6$Se$_6$ cannot be ignored [2]: the room temperature resistivity $\rho(300 \text{ K})$ in table 5.1 drastically increases from crystal $A$ to $F$, and the value of $T_{MI}$ in more disordered samples (crystals $D$, $E$, $F$) is higher than $t_1$.

Therefore, the high temperature transport data of crystals $A$ to $F$ presented in figure 5.4 are fitted using a renormalized LL model for disordered systems, equation 5.1, introduced in the following section.

5.3.3 Renormalized energy scales in a disordered system

The LL model for clean systems (equation 5.1) cannot be applied to our disordered material. Instead, $\rho(T)$ in a 1D chain of spinless fermions is described by [115]:

$$\rho(T) \sim T^\alpha$$  \hspace{1cm} (5.2)

where $\alpha = 2K_\rho - 2$.

LL fits to the experimental $\rho(T)$ yield $\alpha \sim 1$ in all crystals, leading to a Luttinger parameter $K_\rho \sim 3/2$ for all the crystals: this corresponds to an attractive e-e interaction [2].

A crossover from a localized to delocalized electron in the ground state has been predicted at $K_\rho = 3/2$ [115]. It was shown that for systems with $1 < K_\rho < 3/2$ the resistivity is expected to first decrease with decreasing temperature until it reaches a crossover temperature, then start increasing again. These predictions correspond very closely to our experimental data (figure 5.4). This suggests that electron localization might be taking place in Na$_{2-\delta}$Mo$_6$Se$_6$ at low temperature.

Dimensional crossover corresponding to an upturn in the resistivity has already been observed in other q1D materials. It has been shown in PrBa$_2$Cu$_4$O$_8$ that an unusual
macroscopic localization regime develops following a dimensional crossover in the electronic state \[116\]. In the purple bronze Li\(_{0.9}\)Mo\(_6\)O\(_{17}\), an upturn in the resistance has been widely reported \[117-119\] and tentatively interpreted as an electronic density wave \[118\]. It seems that in these q1D materials, an interesting interplay between the MI transition and the electronic dimensional crossover is taking place, although this is far from being completely understood.

The presence of e-e interactions in the LL transport renormalizes the single-particle dimensional crossover to a lower temperature \(T_x < t_\perp\) \[31, 120, 121\]:

\[
T_x \sim W \left( \frac{t_\perp}{W} \right)^{\frac{1}{1-\zeta}}
\]

where \(W\) is the conduction bandwidth obtained from band structure calculations and \(\zeta = (K_p + K_p^{-1} - 2)/8 > 0\) the single particle exponent. In the case of no e-e interactions, \(\zeta = 0\) and \(T_x \sim t_\perp\) is obtained. As \(\zeta > 0\) for a system with (attractive or repulsive) e-e interactions, \(T_x\) is always renormalized to a lower temperature. This means that e-e
interactions lower the temperature range over which the system exhibits 1D behavior. The temperature of the dimensional crossover in Na$_{2-x}$Mo$_5$Se$_6$ using $W = 7.4$ eV (section 4.4) and $K_p \sim 3/2$ is renormalized to $T_x \sim 102$ K [2].

The values of $T_{MI}$ are plotted as a function of $\rho(300\,\text{K})$ in figure 5.5. Interestingly, the position of $T_x$ indicates a clear separation between crystals A, B, C and crystals D, E, F.

Crystals A, B, C have a relatively similar $T_{MI} < T_x$. On the other hand in crystals D, E, F, the value of $T_{MI}$ rises and lies at $T_{MI} > T_x$. In these last crystals, the high value of $T_{MI}$ cannot be explained by e-e interaction renormalization. Instead, the presence of a large level of disorder must be taken into account.

In a highly disordered LL featuring an attractive e-e interaction ($K_p > 1$), a minimum has been predicted to develop in $\rho(T)$ at a charge pinning temperature $T_{pin}$ [115]. This temperature represents a threshold where transport in a LL close to half-filling (such as Na$_{2-x}$Mo$_5$Se$_6$) behaves similarly to that in an electronic CDW pinned by disorder. Consequently, $\rho(T)$ begins to diverge despite the absence of a phase transition. In the highly disordered crystals, a dimensional crossover is still expected to take place at $T_x$. However, the resistivity starts to diverge at higher temperature due to the larger levels of disorder in the system, masking the dimensional crossover in the transport measurements [2].

The transport behavior in the high temperature regime is therefore quantitatively compatible with a disordered Luttinger liquid with attractive e-e interactions as indicated by $K_p > 1$ [2].
Chapter 5: The electronic normal state in $Na_{2-\delta}Mo_6Se_6$

It is important to note that at the time of this work, the theory of disordered LL is largely incomplete, and the theory of disordered LL with attractive e-e interactions is hardly explored \cite{31, 115}.

5.4 Metal-insulator transition in the intermediate temperature regime

As seen in figure 5.1, a divergence of the resistance dominates the intermediate temperature region ($\sim 150 - 6$ K, regime 2 in figure 5.2). Upturns or divergence in $\rho(T)$ have been observed in q1D materials and attributed to electron localization \cite{116, 122-124}, LL physics \cite{125}, density wave formation \cite{118, 126, 127}, electron density fluctuations \cite{82}, or proximity to Mott instabilities \cite{100}.

The information available for $Na_{2-\delta}Mo_6Se_6$ and the behavior of the transport data are suggestive of the following: first, below $T_x \sim 102$ K the electronic transport is 3D (although still anisotropic), making LL physics an unlikely possibility; second, $\rho(T)$ in $Na_{2-\delta}Mo_6Se_6$ presents a broad minimum which contrasts strongly with the abrupt jumps in $\rho(T)$ for nesting-driven density waves as reported in q1D, for example NbSe$_3$ \cite{126}.

5.4.1 Mechanisms for the metal-insulator transition

**Thermal Activation**

A phase transition opening an energy gap $E_g$ in the DoS at the Fermi energy exhibits thermally-activated transport following the Arrhenius equation:

$$\rho(T) \propto \exp \left[ \frac{E_g}{k_B T} \right]$$  \hspace{1cm} (5.4)

Mott insulators and fully gapped density wave systems exhibit Arrhenius behavior in their electrical transport.

In $Na_{2-\delta}Mo_6Se_6$, it is safe to consider that any gap opening would lead to a fully gapped Fermi surface: the Fermi sheets are planar and highly-nested (figure 4.6) \cite{2}.

**Weak localization**

In the low disorder limit, quantum interference between impurity-scattered wavefunctions enhances back-scattering even for delocalized electrons: this is known as weak localization. The electron transport is controlled by inelastic scattering events, which leads a logarithmically-divergent resistivity:
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\[ \rho(T) = \rho_0 + \frac{\rho_1}{\ln(T)} \]  \hspace{1cm} (5.5)

where \( \rho_0 \) and \( \rho_1 \) are constants.

Weak localization is a precursor to Anderson localization (strong localization), and takes place at low levels of disorder.

**Anderson localization**

In a strongly disordered system, Anderson localization takes place (section 2.4.1). Transport of localized electrons is generally enabled by phonon-mediated hopping between nearby localized states [128]. This is described by the variable range hopping (VRH) model:

\[ \rho(T) = \rho_0 \exp \left( \frac{T_0}{T} \right)^{\frac{1}{d}} \]  \hspace{1cm} (5.6)

where \( T_0 \) is the characteristic localization temperature and \( d \) is the dimensionality. \( d \) reflects the effective dimensionality of the system and does not accurately correspond to the electronic dimensionality. In Na_{2-\delta}Mo_{6}Se_{6} crystals for example, the electronic transport is anisotropic 3D below \( T_x \sim 102 \) K. However, due to the large structural anisotropy and the electron hopping energy ratio, the effective dimensionality is expected to resemble that of a q1D system, i.e. \( 1 < d < 2 \) [2].

In 1D materials fitted with VRH, \( d = 1 \) also corresponds to Efros-Shklovskii VRH for a system of arbitrary dimensionality, describing the opening of a soft gap at the Fermi level due to Coulomb repulsion [129].

The MI transitions of the least (A) and most (F) disordered crystals are fitted to each model in figure 5.6. All proportionality constants, exponents, and scaling parameters (\( T_0, d, E_g \), etc.) are kept as completely free variables during the least-squares fitting procedure.

The fits to thermal activation and weak localization fail to describe the upturn in the resistivity. In contrast, the fits to the VRH model nicely follow the data. A standard Pearson \( \chi^2 \) test is used to compare the quality of each fit. For both crystals, the fits to VRH present a \( \chi^2 \) value at least two orders of magnitude lower than the other models.

This fitting exercise suggests that as the temperature drops, electrons in Na_{2-\delta}Mo_{6}Se_{6} are strongly localized although no gap develops at the Fermi energy [2].

A more disordered system exhibits states which are more localized in real space, leading to an increased resistance. The extracted \( T_0 \) from the VRH model is proportional to the separation between \( E_F \) and the mobility edge. Therefore, larger level of disorder yields larger \( T_0 \).
Chapter 5: The electronic normal state in Na$_{2-x}$Mo$_6$Se$_6$

5.4.2 Fits to the variable range hopping model

Fits to the VRH model for $\rho(T < T_\alpha)$ are presented in figures 5.7 and 5.8 for all the measured crystals: A to F and g to i, respectively. A zoom onto the lowest temperature behavior of crystals g and h is included, highlighting the presence of a peak at $T_{ons}$. The quality of the fits is confirmed in the insets showing $\rho(T^{1/(1+d)})$ on a semi-logarithmic scale.

Fits to $\rho(T)$ and linear trends in $\rho(T^{1/(1+d)})$ in all crystals indicate that the insulating behavior observed at the intermediate temperature regime is controlled by VRH, due to Anderson localization [2].
The fitting parameters \( T_0 \) and \( d \) extracted from the VRH model are presented in table 5.2. The electronic transport in \( \text{Na}_2-8\text{Mo}_6\text{Se}_6 \) is 3D at \( T < T_x \), where \( T_x \) replaces \( t_1 \) in the model of a q1D system. However, macroscopically, the crystalline structure of the system remains q1D. The values of \( d \) for all crystals reflects the structural dimension: \( d \) lies between 1.2 and 1.7 (table 5.2). In arrays of disordered conducting chains, \( d \) was predicted to be 1.5 [130]. The experimental data are therefore in good agreement with theoretical predictions. As \( d > 1 \) is always observed, any Coulomb gap opening due to Efros-Shklovskii VRH can be discarded.

<table>
<thead>
<tr>
<th>Crystal</th>
<th>Fitting range ([K])</th>
<th>( T_0 ) ([K])</th>
<th>( d ) [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4.5 - 18</td>
<td>78±12</td>
<td>1.3±0.1</td>
</tr>
<tr>
<td>B</td>
<td>4.5 - 18</td>
<td>112±21</td>
<td>1.4±0.1</td>
</tr>
<tr>
<td>C</td>
<td>6 - 28</td>
<td>180±30</td>
<td>1.5±0.1</td>
</tr>
<tr>
<td>D</td>
<td>7.5 - 27</td>
<td>2670±990</td>
<td>1.2±0.1</td>
</tr>
<tr>
<td>E</td>
<td>8 - 20</td>
<td>6500±1050</td>
<td>1.3±0.1</td>
</tr>
<tr>
<td>F</td>
<td>9 - 27</td>
<td>11800±3500</td>
<td>1.6±0.1</td>
</tr>
<tr>
<td>g</td>
<td>4.5 - 18</td>
<td>108±22</td>
<td>1.3±0.1</td>
</tr>
<tr>
<td>h</td>
<td>4.5 - 18</td>
<td>129±31</td>
<td>1.4±0.1</td>
</tr>
<tr>
<td>i</td>
<td>5 - 20</td>
<td>134±36</td>
<td>1.7±0.1</td>
</tr>
</tbody>
</table>

**Table 5.2: VRH fitting range and parameters for all measured crystals.**
Figure 5.7: Intermediate temperature transport exhibiting Anderson localization in crystals A to F: fits to equation 5.6 for $\rho(T < T_x)$ are shown as black lines. Insets: $\rho(T^{1/(1+\delta)})$ plotted on a semi-logarithmic scale highlights the goodness of the fits.
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**Figure 5.8:** Intermediate temperature transport exhibiting Anderson localization in crystals $g$ to $i$: fits to equation 5.6 for $\rho(T < T_x)$ are shown as black lines. For crystals $g$ and $h$ a zoom highlights the peaks at $T_{ons}$. Insets: $\rho(T^{1/(1+d)})$ plotted on a semi-logarithmic scale highlights the goodness of the fits.

**Figure 5.9:** Disorder in Na$_{2-\delta}$Mo$_6$Se$_6$: Characteristic localization temperature $T_0$ versus $\rho(300K)$ for all measured crystals.
Chapter 5: The electronic normal state in Na$_{2-x}$Mo$_x$Se$_6$

Earlier in this chapter, the values of $\rho(300\text{K})$ were presented as a good measure of disorder. The relationship between $T_0$ and $\rho(300\text{K})$ is shown in figure 5.9: from $A$ to $F$ (including $g$, $h$ and $i$), $T_0$ and $\rho(300\text{K})$ monotonically increase. This supports that $\rho(300\text{K})$ and $T_0$ both represent the level of disorder [2].

5.4.3 Signatures of Anderson localization

The VRH fits indicate the role of Anderson localization in the intermediate temperature regime and confirm the increase of disorder from crystal $A$ to $F$ [2]. In addition, signatures of strong electron localization can be tracked in the frequency dependence of the ac conductivity $\sigma(\omega)$, magnetoresistance $R(H)$, and magnetization measurements.

Frequency dependence of the ac conductivity $\sigma(\omega)$

In a strongly-localized material, $\sigma(\omega)$ is expected to display a dependence on $\omega$ even for small frequencies. At zero temperature and in the limit $\omega \to 0$ this relationship derived by Mott follows [128]:

$$\text{Re} \{\sigma(\omega)\} \sim N(E_F)^{2d+2} \omega^\alpha \left| \log \left( \frac{1}{\omega} \right) \right|^\alpha \quad (5.7)$$

where $N(E_F)$ is the DoS at the Fermi level, $l$ is the localization length, $d$ the dimensionality and $\alpha$ an exponent related to the dimensionality. It was originally shown that $\alpha = d + 1$; however recent work considering the Anderson transition suggests that $\alpha = d + 2$ [131]. Figure 5.10 presents the fits to the highest disordered crystals\(^1\) and confirms that equation 5.7 describes the experimental data well [2]. The data were acquired at the lowest temperature achievable while staying in the localized regime, i.e. at $T > T_{\text{ons}}$.

The fitting procedure was performed for different $\alpha$ values. Figure 5.11 indicates the percentage errors in the fits as a function of frequency for $\alpha = 1, 2, 3$. This exercise indicates a superior fit for $\alpha = d + 2 = 3$.

\(^1\)Crystal $E$ broke due to repeated thermal cycles before a full $\sigma(\omega)$ dataset could be completed.
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**Figure 5.10:** Frequency dependence of the ac conductivity $\sigma(\omega)$ in crystal $D$ and $F$. The black lines are the fits to equation 5.7 using $\alpha = 3$. The data were acquired at $T = 4.6$ K and 6 K, respectively.

**Figure 5.11:** Percentage errors $\Delta \sigma = (\sigma_{\text{fit}} - \sigma_{\text{experiment}})/\sigma_{\text{experiment}}$ in the fits to $\sigma(\omega)$ as a function of the frequency $\omega$ for $\alpha = 1, 2, 3$. 
Magnetoresistance $R(H)$

The magnetoresistance in the intermediate temperature regime is presented in figure 5.12 for crystal $D$. At $T = 150$ K, (in the metallic phase $dR/dT > 0$) the effects of disorder are weak and $R \propto H^2$ as expected for an open Fermi surface. At $T = 10$ K (in the insulating phase $dR/dT < 0$) the data show a drop of over 20% from zero-field value for a perpendicular field of 13 T. This behavior corresponds to a delocalization of electronic states and has been predicted for systems in the Anderson localization regime [132]. An applied magnetic field induces Zeeman splitting, hence reduces the localization energy for half the electrons leading to a fall in the measured resistance.

If a Coulomb gap were present at $E_F$, no such delocalization would be possible and the magnetoresistance would be positive as per the usual Efros-Shlovskii VRH order [129]. The large variation in $R(H)$ between 150 K and 10 K correlates with a crossover from metallic behavior to strong localization [2].

Figure 5.12: Normalized magnetoresistance $R(H)/R_{\text{max}}$ as a function of perpendicular magnetic field $H_\perp$ in crystal $D$ at $T = 150$ K and 10 K.
Magnetization and susceptibility $\chi$

In the high temperature regime, $M_{2-8}\text{Mo}_8\text{Se}_6$ are weakly diamagnetic and their dimensionless susceptibility $\chi$ is temperature-invariant [74, 133]. The magnetization of $Na_{2-8}\text{Mo}_8\text{Se}_6$ was measured from room temperature to 1.8 K, the lowest achievable temperature for our SQUID magnetometer. The left graph in figure 5.13 shows a weak paramagnetism emerging below $T_x$. This is due to strong localization within this temperature regime. When the temperature is decreased and crosses $T_x \approx 102$ K, electrons start to localize: weak diamagnetism vanishes and Curie paramagnetism emerges from localized electrons showing a $1/T$ dependence [2]. Such behavior was previously reported in other Anderson localized materials [134].

Furthermore, $\chi$ is presented in the right panel of figure 5.13. The behavior of $\chi$ as a function of $1/T$ is non-linear with $d^2\chi/d(1/T)^2 > 0$ as highlighted with the black straight line. This implies that the paramagnetic spin density increases with decreasing temperature. If paramagnetism were caused by paramagnetic impurities, the spin density would be expected to follow a linear $\chi \propto 1/T$ behavior. Furthermore, $\chi$ is constant at higher temperature, although paramagnetism only emerges at $T < T_x$: paramagnetic impurities would be visible at all temperatures. Finally, any SDW at low temperature would create a peak in $\chi$ due to anti-ferromagnetic ordering. The only visible peak corresponds to $T_{ons}$ and is due to emergent superconductivity (which will be studied in the next chapter).

![Figure 5.13](image_url)

**Figure 5.13:** Signatures of electron localization in the magnetization in crystal $E$. **Left:** Magnetization as a function of $T$ on a semi-logarithmic scale, extracted after careful background subtraction. The dashed line indicates the zero value. **Right:** Dimensionless susceptibility $\chi$ as a function of $1/T$. The black straight line is just a guide to the eye. Data acquired by A. P. Petrović.
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5.4.4 Emergence of a mobility edge

It has been shown that all crystals exhibit strong localization and VRH transport in the divergent resistivity region. However, $\rho(T_{ons})$ increases by 4 orders of magnitude between crystal C and D (figure 5.14). This is observed by a step-like feature in figure 5.9 and 5.14. Such behavior is typically associated with the crossing of the mobility edge, or critical disorder, in 3D materials. The data are therefore suggestive of a crossover to strong localization and the presence of a “q1D mobility edge”\[2\].

In 3D materials, the theoretical understanding of the mobility edge is well developed\[135\]. However, experimental observations of its fundamental nature have only been reported recently\[136\]. A mobility edge theoretically does not exist in 1D as all states are localized for any level of disorder. Nonetheless, the question of whether a mobility edge can develop in q1D materials remains open: once the system has crossed its dimensional crossover temperature $T_x$, the electrons are in an anisotropic 3D state. The observation of a mobility edge in $Na_{2-\delta}Mo_6Se_6$ suggests that disordered q1D systems can indeed exhibit a transition from extended to localized states with increasing disorder, similar to 3D systems.

![Figure 5.14: Evolution of $\rho(T_{ons})$ as a function of $\rho(300 \text{ K})$ for crystals A to F.](image-url)

Other signatures in the transport data are supportive of a mobility edge between crystals C and D. First, the Mott frequency dependence $\sigma(\omega) \propto \omega^2 \log^a(1/\omega)$ (equation 5.7) is not observed in the least disordered crystals (figure 5.15). This confirms that only crystals D to F lie on the insulating side of the mobility edge and exhibit completely localized electronic wavefunction.
Secondly, the evolution of $T_{MI}$ (figure 5.5) from $T_{MI} \approx T_x$ in crystals $A$, $B$, $C$ to the disorder-dependent $T_{MI} = T_{pin}$ in crystals $D$, $E$, $F$ indicates that a critical disorder level is driving the emergence of $T_{pin}$.

Finally, the value of the extracted $K_p \sim 3/2$ for all crystals using the disordered LL model corresponds closely to the predicted crossover from localized to delocalized electrons [115]. This suggests a potential relationship between the dimensional crossover and the presence of a mobility edge [2].

### 5.5 Concluding remarks

The electronic normal state in $Na_{2-\delta}Mo_5Se_6$ is now better understood. At high temperature, it is a disordered LL with attractive e-e interactions. With decreasing temperature, a dimensional crossover from 1D to anisotropic 3D takes place and $t_\perp \approx 120$ K $\rightarrow T_x \approx 102$ K due to disorder.

A further decrease in temperature causes a divergence in the resistivity due to electron localization. The transport data are described by the VRH model, while signatures of strong localization are present in magnetoresistance data, the Mott frequency dependence of the ac conductivity, and magnetization.

Moreover, a mobility edge is observed in several different measurements between less and more disordered crystals. This suggests that even though $Na_{2-\delta}Mo_5Se_6$ is q1D, critical disorder induces a crossover in the electron wavefunctions from an extended to localized state. Such behavior in low-dimensional systems is largely unexplored.
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Superconducting transition and pairing enhancement by disorder

6.1 Introduction

The presence of a superconducting ground state in $\text{Th}_{2-\delta}\text{Mo}_6\text{Se}_6$ and $\text{In}_{2-\delta}\text{Mo}_6\text{Se}_6$ [82, 83, 86] suggests that in $\text{Na}_{2-\delta}\text{Mo}_6\text{Se}_6$, the peak in $\rho(T)$ at $T_{ons}$ may be due to the onset of superconductivity. In the last chapter, the normal state transport was shown to be dominated by VRH transport due to strong electron localization. Nonetheless, the finite resistance measured at $T \geq T_{ons}$ in each crystal indicates that a superconducting instability can develop within the system.

In filamentary materials, phase-coherent superconductivity develops between 1D filaments via Josephson coupling, occurring at temperature $T_J$. The value of $T_J$ can be estimated from the electron hopping energies: $T_J \geq t^2_{1\perp}/t_{\parallel}$ (section 2.3). For most q1D superconductors, the critical pairing temperature $T_c$ is much lower than $t^2_{1\perp}/t_{\parallel}$ and the superconducting transition takes place from an anisotropic 3D normal state. Nevertheless, if the anisotropy of the system and the pairing interaction are both sufficiently large, the onset temperature for superconducting fluctuations $T_{ons}$ may be greater than $t^2_{1\perp}/t_{\parallel}$: in this case, a 2-step superconducting transition occurs. Below $T_{ons}$, 1D superconductivity develops within individual chains and is dominated by phase slips (section 2.2). At lower temperature, transverse Josephson coupling establishes phase coherence at $T_J < T_{ons}$: a Meissner state develops and the electrical resistance falls to zero. In $\text{Na}_{2-\delta}\text{Mo}_6\text{Se}_6$, the second scenario applies as $t^2_{1\perp}/t_{\parallel} \sim 1$ K and $T_{ons} = 1.68 \rightarrow 5.4$ K (tables 4.1, 5.1) [1, 2].
Indications of strongly correlated electron physics in the normal state (attractive Luttinger liquid, Anderson localization) suggest that an emergent superconducting state is likely to be atypical. Trends in the transport data between the different crystals have shown that interesting low temperature phenomena are involved: first, the shapes of the superconducting transition vary strongly between the least disordered (A, B, C) and most disordered (D, E, F) crystals; second, the value of $T_{ons}$ evolves strongly between crystals.

The present chapter discusses the experimental study and the associated analysis: globally-coherent superconductivity is shown to emerge from the coupling of 1D fluctuating filaments. Additionally, the presence of disorder is shown to give rise to an enhancement in $T_{ons}$, $T_J$ and the critical magnetic field $H_{c2}$. A theoretical justification is proposed to explain these observations. This work was published in 2016 in ACS nano [1] and Nature Communications [2].

6.2 Identifying superconductivity in Na$_{2-x}$Mo$_6$Se$_6$

We know from chapter 2 that a superconducting state exhibiting global phase coherence depicts two main signatures in the electronic transport: zero resistance and an emergent Meissner state. To investigate whether the observed peak at $T_{ons}$ is of superconducting origin, these two signatures are tracked in the measured crystals.

The low temperature behavior of $\rho(T)$ is depicted in figure 6.1 (corresponding to figure 5.1 for a smaller $T$ range). In crystals A, B, C the resistance is measured down to 50 mK using the dilution refrigerator: the drop below $T_{ons}$ is sharp and $\rho(T \to 0) \sim 0$.

In a filamentary material such as Na$_{2-x}$Mo$_6$Se$_6$, some parts of the sample may remain in the normal state due to inhomogeneity leading to a finite resistivity at $T = 0$. In the data, the resistivity drops by at least 4 orders of magnitude below $T_{ons}$ and stabilizes close to zero at the lowest temperature. This indicates a phase-coherent superconducting ground state [1, 2].

In contrast, for crystals D, E, F, transport measurements were performed down to $\sim 1.8$ K in the PPMS and show $\rho(T \to 0) \neq 0$: fluctuations in the superconducting state and inhomogeneity are important in these more disordered crystals.

The emergence of a Meissner state is examined using the SQUID magnetometer with base temperature $T = 1.7$ K. Due to the attainable temperature range, only crystals D and E have been measured. Figure 6.2 presents the results of this investigation: a small Meissner state is detected in the zero-field-cooled/field-cooled (ZFC/FC) thermal cycle of the dimensionless susceptibility $\chi$. Comparing the position of $T_{ons}$ and the emergence

---

$^1$Crystal F could not be measured due to a fracture in the crystal.
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of the Meissner state indicates that electron pairing and local 1D coherence develop at higher temperature than any transverse phase coherence: $T_{ons} > T_{Meissner effect}$. The observation of a Meissner state indicates that transverse phase coherence is established at least within certain regions of the crystals [2].

An ideal Meissner state would yield $\chi = -1$ (perfect diamagnetism), while the data indicate $\chi = -10^{-3} \rightarrow -10^{-4}$. This corresponds to superconducting volume fraction of $< 0.1\%$ for these crystals [2]. In q1D materials, the large penetration depth $\lambda$ normal to the 1D axis yield measured superconducting volumes $< 100\%$ [82]. However, the significantly lower value measured here is due to an effect of the large inhomogeneity (disorder)
in the crystals: emergent spatial inhomogeneity is intrinsic to strongly-localized superconductors [51, 52, 108, 137].

This suggests that in highly disordered crystals such as $D$ and $E$, coherent superconductivity is only established within small regions of the crystals [2].

Such observations in q1D superconductors are not unusual. For example, it has been shown that carbon nanotube arrays lose their phase coherence at 2-3 T although their Cooper pairs survive fields up to 28 T [34].

From the experimental data, it is confirmed that the ground state of $Na_{2-x}Mo_6Se_6$ is superconducting: $\rho(T \rightarrow 0) \sim 0$ and a small Meissner fraction are both observed.

### 6.3 The superconducting transition

#### 6.3.1 Emergence of 1D phase-fluctuating superconductivity

The 1D crystalline structure of $Na_{2-x}Mo_6Se_6$ and the value of $T_{\text{ons}} > t_2^\perp /t_\parallel$ indicate that the superconducting state might be subject to phase fluctuations in its order parameter (section 2.2). Fitting to the phase slip models discussed in section 2.2 was therefore carried out in all crystals (figure 6.3). The fits were performed using equation 2.24, which includes TAPS and QPS signatures and equations 2.27 and 2.28 which renormalize the TAPS fitting parameter for q1D systems.

In crystals $A$, $B$, $C$, the fit accurately describes the beginning of the superconducting transition but fails at lower temperature (see insets). Instead, a hump develops in the data and is highlighted in the fit by the transition from solid to dashed lines. The physical meaning of this hump will be discussed in the next section.
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Figure 6.3: Fits to $\rho(T)$ for 1D phase slips in crystals A to F. Insets: Highlights showing the divergence of $\rho(T)$ from the phase slip model in crystals A, B, C.
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In crystals $D$, $E$, $F$, the fit follows the transition down to the lowest measured temperature. In systems with higher levels of disorder, the QPS contribution is enhanced [138]. A QPS contribution is expected to be relevant at $T < 0.86T_{ons}$ and causes a tail in the transport measurements leading to $\rho(T \to 0) \neq 0$ (section 2.2.1). The broadening of the peak in crystals $D$, $E$, $F$ is therefore attributed to a large contribution of QPS in the phase slip mechanism [2].

In typical 1D nanowire measurements, the TAPS fitting procedure is performed using $\xi$ as a fitting parameter, since the length $L$ of the wire is known [25, 26]. In $Na_{2-x}Mo_6Se_6$, $L$ can lie anywhere between $\xi$ and the length of the crystal due to the presence of inhomogeneities and possible macroscopic defects (e.g. cracks). Therefore, the fits were performed using the renormalized expression $Lm/n\xi$ (developed for q1D systems, section 2.2.3) as a fitting parameter. The values are presented in table 6.1 together with the fitting parameters $A_Q$, $B_Q$ for QPS contributions.

<table>
<thead>
<tr>
<th>Crystal</th>
<th>$A_Q$</th>
<th>$B_Q$</th>
<th>$Lm/n\xi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>1.99</td>
<td>19400</td>
<td>0.0145</td>
</tr>
<tr>
<td>$B$</td>
<td>1.81</td>
<td>2330</td>
<td>0.0120</td>
</tr>
<tr>
<td>$C$</td>
<td>0.607</td>
<td>44.4</td>
<td>0.0053</td>
</tr>
<tr>
<td>$D$</td>
<td>0.176</td>
<td>0.379</td>
<td>435</td>
</tr>
<tr>
<td>$E$</td>
<td>0.118</td>
<td>0.385</td>
<td>603</td>
</tr>
<tr>
<td>$F$</td>
<td>0.150</td>
<td>0.337</td>
<td>294</td>
</tr>
</tbody>
</table>

Table 6.1: Phase slip fitting parameters for crystals $A$ to $F$.

In q1D superconductors with a large QPS contribution, $A_Q$ is expected to be of order unity and to decrease with increasing QPS rate [29]: $A_Q$ is larger in crystals $A$, $B$, $C$ as expected from their reduced disorder. The value of $B_Q$ is proportional to the effective length of the 1D filaments [29] and should hence fall as the level of disorder rises: this trend is also observed.

Conversely, $Lm/n\xi$ rises by a factor of $10^5$ between crystals $C$ and $D$, which corresponds to the crossing of the mobility edge (section 5.4.4). Several features contribute to this result [2].

First, $\xi$ falls when disorder increases as predicted for dirty superconductors [56].

Second, spatial inhomogeneity developing in the pairing interaction upon crossing the mobility edge strongly contributes to a further reduction of $\xi$ [51, 108, 139, 140].

Third, the electrical transport in $Na_{2-x}Mo_6Se_6$ is highly percolative (section 4.4.3) due to disorder. The presence of inhomogeneity creates small islands of superconductivity within the localized material and reduces the number of parallel superconducting filaments $n$ within a typical cross-section of the crystal.
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The drastic reduction in $Lm/n\xi$ in crystals $D$, $E$, $F$ supports the small Meissner fraction observed in figure 6.2, as only limited sections of the crystal are superconducting due to the intense level of disorder.

The emergence of 1D superconductivity in $\text{Na}_2\text{Mo}_6\text{Se}_6$ can now be summarized: TAPS dominate the resistivity immediately below $T_{\text{ons}}$ in the less disordered crystals $A$, $B$, $C$ and the contribution from QPS is negligible. The influence of QPS rises strongly in crystals $D$, $E$, $F$ after crossing the mobility edge [2].

6.3.2 Establishment of a coherent superconducting state

A hump develops in $\rho(T)$ in crystals $A$, $B$, $C$ (inset figure 6.3), which in 2D materials is a typical characteristic of a Berezinskii-Kosterlitz-Thouless (BKT) transition [34, 83]. The properties of coupled filamentary materials [141] exhibit similarities to the 2D Coulomb gas, where long-range order is established via a BKT transition. BKT describes a transition from free vortices and antivortices to vortex-antivortex pairs with decreasing temperature [91, 92]. In Josephson-coupled arrays, the BKT transition coincides with the onset of Josephson coupling: $T_{\text{BKT}} = T_J$, inducing phase coherence in the system. Although developed for 2D systems, BKT-type transitions have also been identified in Josephson chains [142], carbon nanotube arrays [34], disordered 1D bosonic systems [143] and $\text{Tl}_2\text{Mo}_6\text{Se}_6$ [83]. Furthermore, recent Monte Carlo simulations of Josephson-coupled filamentary superconductors [144] revealed an exponential divergence of the phase correlation length close to the superconducting transition (one of the BKT transition signatures, see below), thus confirming the transition to be of the BKT universality class.

FIGURE 6.4: Establishment of phase-coherent superconductivity in $\text{Na}_2\text{Mo}_6\text{Se}_6$. The schematic filaments represent the 1D Na-doped Mo$_6$Se$_6$ chains extending along the $c$ axis. The amplitude of the superconducting order parameter $|\Psi|$ is indicated via yellow-red shading, and its phase $\phi$ only becomes globally coherent via a coupling between the filaments (insets).
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A schematic of a filamentary material such as Na$_{2-a}$Mo$_5$Se$_5$ is shown in figure 6.4 [1]. Above $T_J$, there is no coupling between the filaments and the superconducting state is dominated by phase fluctuations of the order parameter (yellow shaded areas). At $T_J$, phase-locking occurs via a BKT-like transition, which takes place in the 2D plane perpendicular to the $c$ axis (insets). To investigate whether this scenario is plausible in Na$_{2-a}$Mo$_5$Se$_5$, a BKT transition can be tracked via transport measurements.

Several electrical transport characteristics are observable in BKT transitions:

1. The current dependence of the voltage $V(I)$ should exhibit a power-law behavior $V \propto I^{\alpha(T)}$, where $\alpha(T)$ is related to the superfluid density $n_s$ by $\alpha(T) = 1 + \pi n_s k_B T / 4 m_e k_B T$. $n_s$ (and hence $\alpha$) rises steeply at the BKT transition, with $\alpha(T_{BKT}) = 3$, predicted by Nelson and Kosterlitz [145, 146]. The sharp jump predicted in $\alpha(T)$ at $T_{BKT}$ is substantially broadened by inhomogeneity in real materials [146, 147].

2. The resistance scales exponentially as $R(T) = R_0 \exp (-bt^{-1/2})$ over a narrow temperature range above $T_{BKT}$, where $t = T/T_{BKT} - 1$ and $R_0$, $b$ are material constants. This was predicted by the Halperin-Nelson model [147–149].

3. Close to $T_{BKT}$, finite size effects limit the exponential divergence of the correlation length, creating a hump in log($R(T)$) [147]. The hump is broadened by current-induced vortex unbinding [150].

Together, these characteristics enable a determination of $T_{BKT}$ from transport experiments, as previously demonstrated in a range of 2D [146, 147, 149, 151] and q1D [34, 83, 152] materials.

A current-dependent transport measurement of crystal $C$ has been performed to track the signatures of a BKT transition. The $V(I)$ curves in the temperature range $0.1 < T < 2.5$ K reveal the emergence of a supercurrent for $T < 1.8$ K (figure 6.5). Non-Ohmic behavior at high currents and temperature is attributed to sample heating [1].

The $V(I)$ curves display a power-law behavior in the 1-2.5 mA range (figure 6.6), where the extracted exponent $\alpha(T)$ exhibits a Nelson-Kosterlitz jump at $\alpha(T) = 3$, establishing $T_{BKT} = 1.72 \pm 0.01$ K [1].

$R(T)$ in crystal $C$ taken at $I = 0.3$ mA and 0.6 mA follows the exponential expression $R(T) = R_0 \exp (-bt^{-1/2})$ over a range $\sim 1.8-1.9$ K (figure 6.7) [1]. By extrapolation, $T_{BKT} = 1.71 \pm 0.03$ K and $T_{BKT} = 1.69 \pm 0.02$ K, in close agreement with the $\alpha = 3$ definition. The determination of the range over which the exponential behavior applies has been theoretically predicted as $X \equiv T(T_{ons} - T_{BKT})/T_{BKT}(T_{ons} - T)$, where $X$
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**Figure 6.5:** Current dependence of the voltage in crystal C for \( T = 0.1 \) to 2.5 K. The data were acquired using 90 \( \mu \)S dc current pulses to prevent sample heating.

**Figure 6.6:** Left: Power law \( V \propto I^\alpha(T) \) fits to the \( V(I) \) data depicted in figure 6.5 for crystal C. Right: Temperature dependence of the exponent \( \alpha \) extracted from the power law fits.

should respect \( 0 < X - 1 \ll 1 \) [149]. In figure 6.7 the fitting range is \( X = 1.16 - 1.37 \), in agreement with theory.

The experimentally-determined \( T_{BKT} \) exceeds the expected two-particle dimensional crossover temperature \( T_J \sim t_2^2/t_{||} = 1.0 \) K. This transverse coupling enhancement is due to two factors [1]. First, any defects (including Na vacancies) strongly reduce the effective \( t_{||} \) due to the ease of blocking electron motion along Na-doped (Mo\_6Se\_6)\_\infty filaments. Second, \( T_J \) is believed to be enhanced at higher temperatures by increasingly strong e-e

\[ \alpha = 0.8 \quad T = 2.5 \text{K} \]

\[ \alpha = 8.13 \quad T = 0.1 \text{K} \]
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Figure 6.7: Exponential scaling of \( R(T) \) above \( T_{BKT} \) for crystal C for applied currents \( I = 0.3 \text{ mA} \) and 0.6 mA. An extrapolation of the linear region to zero (black line) yields \( T_{BKT} = 1.71 \pm 0.03 \text{ K} \) and \( T_{BKT} = 1.69 \pm 0.02 \text{ K} \), respectively. However, the fit performed for \( I = 0.3 \text{ mA} \) must be considered with caution due to the large noise in the data.

Interactions [31]. For comparison, \( \text{TI}_{2-\delta}\text{Mo}_6\text{Se}_6 \) crystals exhibit a closer correspondence between \( T_{BKT} = 4.5 \text{ K} \) [83] and \( t_2^2/t_1^2 = 4.4 \text{ K} \) (Chapter 4, table 4.1) due to their lower TI deficiency (2.5-5%) [79]. This suggests that the \( \sim 10\% \) Na vacancy disorder in \( \text{Na}_{2-\delta}\text{Mo}_6\text{Se}_6 \) has a strong influence on its electronic properties. From the experimental values of \( T_{BKT} \), the Josephson coupling temperature is therefore \( T_J = 1.71 \text{ K} \ [1, 2] \).

The sequential contributions to \( R(T < T_{ons}) \) in crystal C are summarized in figure 6.8 [1]: close to \( T_{ons} \), GL fluctuations of the superconducting order parameter dominate the transport; they are replaced by phase slips as the temperature drops. BKT scaling is only noticeable in a narrow temperature range close to \( T_{BKT} \), limited from above by phase slips and from below by finite size effects and inhomogeneity.
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6.4 Pairing enhancement

The peaks at $T_{ons}$ have been established as the onset of superconductivity and the phase coherence of the superconducting state has been confirmed by the Meissner effect and BKT fits. It is now interesting to explore how their values evolve from crystal $A$ to $F$. As discussed in chapter 5, disorder has a clear influence on the electron transport in Na$_{2-y}$Mo$_y$Se$_5$ and increases from crystal $A$ to $F$ (from the values of $\rho(300 \text{ K})$ and VRH $T_0$). Figure 6.9 illustrates the evolution of $T_{ons}$ as a function of temperature: it rises monotonically from crystal $A$ to $F$.

$T_{ons}$ as a function of $\rho(300 \text{ K})$ in figure 6.10 shows a step-like feature between crystals $C$ and $D$, in accordance with the mobility edge (section 5.4.4). The step observed in figures 5.9, 5.14, and 6.10 is therefore due to the presence of the mobility edge between crystals $C$ and $D$ (creating the step-like feature). In consequence, the disorder level in the 6 measured crystals lies very close to the critical disorder, i.e. the mobility edge. Remarkably, the VRH $T_0$ displays an identical dependence to $\rho(300 \text{ K})$. This suggests that a common physical mechanism drives the enhancement of $T_{ons}$ and $T_0$. It has been
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Figure 6.9: Evolution of $\rho/\rho(T_{ons})$ with temperature $T$ for crystals A to F.

shown that the value of $T_0$ is related to the level of disorder in the system. From these graphs it is suggested that $T_{ons}$ is also linked to disorder in Na$_{2-x}$Mo$_6$Se$_6$ [2].

Figure 6.10: Evolution of the superconducting onset temperature $T_{ons}$ and the localization energy $T_0$ as a function of $\rho(300\text{ K})$. The right hand panel is similar to figure 5.9.

Disorder controls both the superconducting ground state and the insulating upturn in $\rho(T)$ at the intermediate temperature range [2]. Additionally, a plot of $T_{ons}$ as a function of $T_0$, including all crystals (crystals i, h, g as well) presents a positive correlation between the two parameters (figure 6.11). This indicates that the onset temperature for superconducting fluctuations (and hence the pairing energy $\Delta_0$) is enhanced by the presence of localization in Na$_{2-x}$Mo$_6$Se$_6$ [2].

It is important to consider the distinction between the onset of Cooper pairing and the establishment of long-range phase coherence in Na$_{2-x}$Mo$_6$Se$_6$ crystals. It has been suggested [139] that although the pairing energy may increase with disorder, the phase stiffness (i.e. the emergence of Josephson coupling) invariably decreases, thus reducing
the phase coherence temperature and the true superconducting transition. It is necessary

to track the phase stiffness in Na$_{2-\delta}$Mo$_6$Se$_6$ and study how it evolves with disorder.

Figure 6.12 presents the perpendicular magnetic field dependence of $\rho(T)$ in crystal $C$

and crystal $F$, i.e. for disorder level below and above the mobility edge. The data were

acquired in the PPMS.

In crystal $C$ (below the mobility edge), superconductivity is suppressed by $H_{\perp} = 4$ T.

In contrast, the superconducting peak at $\rho(T_{ons})$ in crystal $F$ (above the mobility edge)

is surprisingly resistant to magnetic fields: a superconducting transition still takes place

even at $H_{\perp} = 14$ T.

For both crystals, the critical magnetic field $H_{c2\perp}(T)$ is extracted as equivalent to

$T_{ons}(H_{\perp})$. These are plotted below the experimental data: a clear enhancement of

$H_{c2\perp}(T)$ is observed between crystal $C$ and $F$. We can compare the experimental values

of $H_{c2\perp}(T)$, which is determined by the coherence length $\xi_{\perp}$, to the weak-coupling Pauli

paramagnetic limit $H_P$, which depends with the pairing energy $\Delta_0$. If $H_{c2\perp}(T) > H_P$,

then the phase stiffness is enhanced.

In singlet-paired superconductors such as Na$_{2-\delta}$Mo$_6$Se$_6$, superconducting pairing re-

mains as long as 50% of the Cooper pair spins at $E_F$ prevail antiparallel to the applied

magnetic field. A field limit is reached when the energy cost of preserving the antiparal-

lel spins becomes equal to $\Delta F_{NS} \equiv F_N - F_S$, the difference in free energies between the

normal $F_N$ and the superconducting $F_S$ phase. This is known as $H_P$, the weak-coupling

Pauli paramagnetic limit or the Clogston-Chandrasekhar limit [153].

In this project, we propose a method to estimate the temperature dependence of $H_P$ [2].

$\Delta F_{NS} \equiv F_N - F_S$ can be expressed in terms of the thermodynamic critical field $H_c(T)$:

$$\frac{H_c^2(T)}{8\pi} = \Delta F_{NS}$$

(6.1)
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FIGURE 6.12: Magnetic field dependence of $\rho(T)$ in crystals C and F in fields perpendicular to the main axis. The extracted critical magnetic fields $H_{c2}(T)$ are obtained from $T_{ons}(H)$. 

and for $T = 0$, $\Delta F_{NS} = 1/2 N_P \Delta_0^2$ where $N_P$ is the superconducting pair density.

$H_c(T)$ can be approximated by:

$$H_c(T) = H_c(0) \left( 1 - \left( \frac{T}{T_c} \right)^2 \right)$$  \hspace{1cm} (6.2)

which allows us to write:

$$\Delta F_{NS}(T) = \frac{N_P \Delta_0^2}{2} \left( 1 - \left( \frac{T}{T_c} \right)^2 \right)^2$$  \hspace{1cm} (6.3)

The energy cost of a 50% antiparallel spin population is equal to $F_{AP} = \frac{1}{2} \chi_P H^2$, where the total paramagnetic susceptibility is $\chi_P = 2 \mu_B^2 N_\sigma$ and $N_\sigma$ is the DoS at the Fermi level per spin. At the Pauli limit $H = H_P$ we have $\Delta F_{NS} = F_{AP}$, i.e. the energy saved by forming $N_P(T)$ pairs is balanced by the energy cost of maintaining $N_\sigma$ spins antiparallel.
to $H$. Since $N_p(T) = N_o(T) = \frac{1}{2} N(E_F) \left(1 - \frac{T}{T_c}\right)$, it leads to:

$$H_P(T) = \frac{\Delta_0}{\sqrt{2}\mu_B} \left(1 - \left(\frac{T}{T_c}\right)^2\right)$$

For $Na_{2-x}Mo_6Se_6$, the value of $T_c$ is set to be equivalent to $T_{ons}$ and the temperature dependence of the Pauli limit $H_P(T)$ can be estimated using the experimental data [2].

Returning to crystal $F$ transport data in figure 6.12, $H_{c2\perp} = 14$ T is extracted for $T = 4.6$ K. From the above derivation, $H_P = 3$ T is obtained at the same temperature [2]. Hence, in the crystal with disorder above the mobility edge $H_{c2\perp}$ exceeds $H_P$ by a factor $> 4$. On the other hand, in crystal $C$ (below the mobility edge) $H_{c2\perp} \sim H_P$. An enhancement of $H_{c2\perp}$ signifies that the superfluid phase will survive larger applied magnetic field than the expected Pauli limit. Therefore, phase stiffness is greatly enhanced when crossing the mobility edge towards the localized state.

Another trait of the phase coherence enhancement is observed in the magnetoresistance of crystals $C$ and $D$ at $T = 1.8$ K (figure 6.13). Positive magnetoresistance indicates a superconducting state, as an increasing $H$ suppresses progressively the superconducting pair density. In crystal $C$, superconductivity is suppressed for $H_{\perp} \approx 4$ T and gives way to a giant negative magnetoresistance due to strong localization in the normal state. Adversely, the magnetoresistance in crystal $D$ stays positive up to the highest field, which indicates a greater phase stiffness in this more disordered crystal. The magnetic field data (figure 6.12 and 6.13) suggest that disorder lifts $H_{c2}$, creating strong electronic correlations which raise the pairing energy [51, 139] above the weak-coupling limit [2].
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Finally, the phase coherence temperature $T_J = 1.73$ K in crystal $C$ is higher than the pairing temperature $T_{ons} = 1.68$ K in crystal $A$, which only seems to develop interchain phase coherence at $T_J \sim 0.95$ K (hump in $\rho(T)$, figure 6.3). This supports an enhancement in both pairing and phase coherence by disorder [2]. Accordingly, the offset between $T_{ons}$ and $T_J$ is observed to increase with disorder, ranging from $\sim 0.7$ K in crystal $A$ to $\sim 1.4$ K in crystal $E$.

From the above mentioned experimental evidences: superconductivity is enhanced by disorder in $\text{Na}_2 \cdot \text{sMo}_6\text{Se}_6$ [2]. $T_{ons}$, $T_J$, and $H_{c2}$ substantially increase from the low disordered crystals ($A$, $B$, $C$) to the more disordered ones ($D$, $E$, $F$). The additional crystals ($i$, $h$, $g$) fit within the trend of $T_{ons}$ enhancement due to Anderson localization (figure 6.11). The mobility edge in the normal state, situated between crystals $C$ and $D$, is shown to strongly influence the superconducting state (figure 6.12 and 6.13). Hence, electron localization in the normal state appears to play a major role in the observed enhancement of superconductivity [2].

6.4.1 Possible mechanism for the enhancement of superconductivity

The enhancement of the superconducting transition temperature has been reported in several superconductors since the 1960s.

First in inhomogeneous aluminum films, an enhancement of $T_c$ by at least a factor of 3 was reported in the 1960s [154]. This effect was attributed to a surface-induced reduction in the phonon frequencies [155]. Later, clustering effects [156] and localized magnetic moments at the grain boundaries [157] were proposed as plausible reasons for the enhancement. Recently, an accurate description of the evolution of $T_c$ in metallic nanoparticles has been achieved using a combination of quantum confinement and mass renormalization due to e-ph scattering [158]. For such mechanism, no report of a large enhancement in the pairing energy was found in the literature, which contrasts with the $T_J$ and $H_{c2}$ enhancement observed in $\text{Na}_2 \cdot \text{sMo}_6\text{Se}_6$.

Second in low-dimensional superconductors, impurities have been reported to increase $T_J$ [159] and disorder to enhance the transverse e-ph coupling [160]. These effects are only related to the transverse coupling and are not relevant to the increase in $T_{ons}$. Alternatively, Anderson $U$ impurities have been proposed to locally increase e-ph coupling [161], but a Na vacancy cannot be considered a $U$ impurity since it merely leaves a small charge deficit to be screened on the MoSe chains, without any local $U$ enhancement [162].

Third in amorphous Bi films, superconductivity may be induced with $T_c > 6$ K [163]. This is explained by an enhancement in the DoS at the Fermi level within amorphous
Bi compared to its crystalline form. Yet, increasing disorder in amorphous Bi monotonically suppresses \( T_c \) [47].

Finally in the Chevrel phase PbMo6S8, \( T_c \) rises up to 15 K and \( H_{c2} \) exceeds 80 T. These properties are due to high densities of states and multiple bands crossing the Fermi level, respectively [133]. The electronic structure of the \( M_{2-\delta}Mo_6\)Se\(_6\) family is rather different: \( N(E_F) \) is more than an order of magnitude lower and a single 1D band crosses \( E_F \).

This brief literature review indicates that these reported mechanisms cannot be responsible for the enhancement of superconductivity in \( Na_{2-\delta}Mo_6\)Se\(_6\). Instead, a positive relationship between disorder-induced electron localization and superconductivity is consistently observed in our data.

A separate mechanism for the enhancement of superconductivity in strongly disordered materials suggests that in the absence of Coulomb repulsion, \( T_c \) actually rises with increasing normal state resistance [54]. In highly disordered systems, the electron wavefunctions near the localization mobility edge \( E_c \) become multifractalized: they are partially localized and yet still extend through the system [164]. The uniform and spatially-distributed electron waves are replaced by multifractalized electron eigenfunctions, which only occupy a fraction of the volume within their correlation radii [52]. This leads to a mosaic-like spatial distribution for each electronic wavefunction, composed of finite fractal elements. An illustration from Schenk et al. [165] of the extended \((E_F << E_c)\), localized \((E_F >> E_c)\), and multifractalized \((E_F \sim E_c)\) wave function probabilities in a 3D system is presented in figure 6.14: the multifractalized state extends nearly everywhere while exhibiting localized regions with higher electron site probability.

The formation of local peaks in the multifractal distribution enhances e-e correlations: if a superconducting instability is present, the pairing energy and the critical temperature may be increased [51–54]. This is presented in a simplified graph in figure 6.15 [54]: \( T_c \) is enhanced when the Fermi energy is crossing the mobility edge due to increasing disorder. However, for a too large level of disorder far into the localized state, \( T_c \) is expected to decrease again.

Several theoretical and simulation studies have investigated the multifractality of the electronic wavefunction [165–168]. On the experimental side, a multifractal electronic state has previously been observed in strongly localized 1D metals [169], but no associated enhancement of superconductivity has yet been reported.

\( Na_{2-\delta}Mo_6\)Se\(_6\) has been shown to exhibit Anderson localization in the normal state prior to the emergence of superconductivity [2].

Furthermore, the observation of a mobility edge between crystals \( C \) and \( D \) indicates that the disorder level in the measured crystals lies where multifractality of the electron wavefunction is expected to take place. In order to know if this mechanism can be
responsible for the enhancement of $T_{ons}$, $T_J$ and $H_{c2}$, it is necessary to prove that long-range Coulomb repulsion is screened or negligible.

The first signs of screened Coulomb repulsion is found in the calculated DoS (figure 4.9): the peak present in $N(E)$ below the Fermi level suggests that the background dielectric constant is large, leading to screened Coulomb repulsion [2]. Moreover, the very low...
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DoS at the Fermi level indicates that if Coulomb repulsion was present in the material, it would be weak [2]. Secondly, the high temperature regime presents characteristics of a LL with attractive e-e interaction (figure 5.4). This implies that Coulomb repulsion is weak or negligible [2]. Thirdly, any opening of a soft Coulomb gap at the Fermi level would be visible in $\rho(T)$ at the intermediate temperature regime via Efros-Shklovskii VRH with dimension $d = 1$. The fits to the VRH model yield $d > 1$ (table 5.2), supporting that no gap opens in Na$_{2-x}$Mo$_6$Se$_6$ [2].

Finally, the magnetoresistance $R(H \perp)$ in crystal $D$ at $T = 150$ K and $C$ at $T = 1.8$ K (figures 5.12 and 6.13) support the scenario of Anderson localization with no Coulomb gap: the strong negative $R(H)$ behavior is due to delocalized electrons; the presence of a gap would yield a positive behavior [2].

These observations support the scenario of a multifractal enhancement of superconductivity in Na$_{2-x}$Mo$_6$Se$_6$ with increasing disorder [2]. Quantitative predictions for multifractal enhancement have been made only in 2D and 3D superconductors [53]. Nevertheless, an adaptation of these existing models to the q1D geometry of Na$_{2-x}$Mo$_6$Se$_6$ has been discussed in A. P. Petrović et al. [2]. There, it is demonstrated how the model developed by Burmistrov et al. [53] is closely compatible with the experimental data in Na$_{2-x}$Mo$_6$Se$_6$. Fits to the enhancement of $T_{ons}$ provide values of the multifractal exponent comparable to the predicted values for 2D and 3D systems, supporting this scenario for a q1D material [2]. This analysis is beyond the scope of this thesis although as discussed in the Supplementary of ref. [2], the results provide optimism for further studies in this direction.

6.5 Concluding remarks

The superconducting transition in Na$_{2-x}$Mo$_6$Se$_6$ was studied in detail via transport and magnetization measurements. The data analysis indicates that first, superconductivity is established within single 1D filaments and is dominated by phase slips, creating phase fluctuations of the order parameter. With decreasing temperature, Josephson coupling takes place between the filaments, establishing phase coherence within the system. Therefore, the superconducting state undergoes a 1D to 3D crossover via Josephson coupling between nanofilaments. The temperature of the coupling is well described by the BKT model, suggesting that a BKT-like transition takes place in this q1D system within the 2D-plane perpendicular to the chains. This was previously observed in other q1D systems and theoretically confirmed via Monte-Carlo simulations.
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The presence of disorder in the studied q1D system showed a striking effect in the superconducting ground state: an enhancement of both the superconducting onset temperature $T_{ons}$ and the phase coherence with increasing disorder. This was observed in transport and magneto-transport data. The data analysis indicated that electron localization in the normal state and the suppression of the Coulomb repulsion may be responsible for this effect, as it was recently theoretically proposed.
Chapter 7

Reentrant phase coherence by Josephson coupling

7.1 Introduction

In low-dimensional inhomogeneous systems, Josephson coupling can be a necessary step towards phase-coherent superconductivity. The interplay of Josephson coupling in establishing coherence in granular superconductors has been widely studied (see, for example, reviews from Gantmakher [50] or Beloborodov et al. [170]). In addition, other systems have shown the importance of intrinsic Josephson junctions in their structures. For example, Josephson coupling can be responsible for long-range order in systems including 2D cuprates [171], pnictides [172] and q1D filamentary materials [173]. Here, the weak links form naturally between atomic planes or chains within highly anisotropic crystal structures.

The similarities in the Josephson coupling between a 2D granular film and a q1D crystal can be understood via a schematic (figure 7.1). In a granular film, Cooper pairs hop between two grains, similar to hopping between two filaments in a q1D material. The theories developed for granular systems may therefore be adapted to filamentary materials [1].

It was shown in chapter 6 that a coherent superconducting state is established in Na$_{2-\delta}$Mo$_6$Se$_6$ in crystals $A$, $B$, $C$ ($R(T \to 0) \sim 0$, figure 6.1). These crystals were measured down to mK temperatures and the stability of the superconducting ground state was investigated in depth in crystal $C$.

This chapter presents the results of this study: not only does Josephson coupling play an eminent role in establishing a superconducting state, it also controls the stability of this state as a function of temperature $T$, magnetic field $H$ and current $I$. This work shows
that a coherent superconducting state develops at non-zero \((T, H, I)\), which constitutes reentrant superconductivity. Additionally, it is shown how such behavior in filamentary materials can be predicted by the Josephson energy. This work was published in 2016 in *ACS Nano* [1].

### 7.2 Reentrant superconductivity: a short overview

A reentrant behavior describes the development or stabilization of superconductivity upon raising \(T\), \(H\), or \(I\). This phenomenon has been predicted and observed in various systems [174–199]. The majority of technological applications require superconductors to operate at non-zero \((T, H, I)\), which implies that reentrance is a highly desirable feature.

#### 7.2.1 Reentrant superconductivity by Josephson coupling

The very first experimental observation of reentrance was made by Lin *et al.* in 1984 [174] (figure 7.2a), following two independent predictions of the effects of charging energy on the critical temperature in granular superconductors by E. Simanek in 1979 [175] and K. B. Efetov in 1980 [176]. Lin *et al.* analyzed granular \(\text{BaPb}_0.75\text{Bi}_0.25\text{O}_3\) and attributed the observed reentrance to the decoupling of the superconducting grains at low temperature, which was associated with the reduction of charge carriers in the grain boundaries. These experimental results motivated deeper analysis of the mechanism controlling reentrance: in 1985, Simanek [177] discussed the interplay between the Josephson energy \(E_J\) and the Coulomb repulsion \(U\) as the main factor mediating the reentrance in granular systems (figure 7.2b). Later, Belevtsev *et al.* [178] reported a reentrant behavior in ultrathin amorphous films of bismuth (figure 7.2c) and explained it through the expression of \(E_J\).

Belevtsev *et al.* analyzed the reentrant behavior through \(E_J(T, I)\) for granular materials. In their model, they considered a system composed of nearly identical grains separated...
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Figure 7.2: Reentrant superconductivity in granular materials. (a) Reentrance in $R(T)$ experimental data in BaPb$_{0.75}$Bi$_{0.25}$O$_3$ for different applied currents and magnetic fields: (1) 11 µA, 0.5 G; (2) 72 µA, 0.5 G; (3) 94 µA, 2.0 G; 72 µA, 216 G. From Lin et al. [174]. (b) Reentrance in the theoretical phase-ordering temperature ratio $T_c/T_c^*$ plotted as a function of parameter $\alpha = zE_J/U$. $T_c^*$ is the critical temperature when $U$ is zero. The dashed lines A and B indicate the reentrant portions of the phase diagram. From Simanek [177]. (c) Reentrance in sheet $R(T)$ in ultrathin amorphous films of bismuth. The inset highlight the tails of the superconducting transition for $H = 0$ kOe (full circles) and 47 kOe (open circles). From Belevtsev et al. [178].

by insulating weak links. Phase coherence develops between the grains following a similar expression to equation 2.33:

$$E_J = \frac{\pi \hbar}{4e^2R_t} \Delta(T) \tanh \left( \frac{\Delta(T)}{2kT} \right)$$

(7.1)

where $R_t$ is the tunneling resistance between the grains expressed as:

$$R_t^{-1} = \frac{e^2}{\hbar} \frac{\hbar \omega_t}{E_a}$$

(7.2)

The activation energy $E_a$ is the characteristic energy scale describing the quantized level mismatch and typical capacitive charging energy $2e^2/C$ of each superconducting grain [176, 200]; $\omega_t$ is the frequency of electron jumps between grains, which controls the probability $P$ of tunneling through the weak link:
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\[ P \sim \omega_c^2 \sim A \exp \left[ -\frac{2s}{\hbar} \left( \frac{2me_e\Phi_0}{s} \right)^{1/2} \right] \cdot \exp \left[ -\frac{E_J}{k_BT} \right] \] (7.3)

where \( A \) is a constant, \( s \) the barrier thickness, \( m_e \) the electron mass, and \( \Phi_0 = \Phi - eV \) the effective barrier height.

This model showed that for inhomogeneous materials, reentrance may occur if \( E_J(T, I) \) rises with respect to the thermal energy (or the Coulomb energy in a granular material) [175-180]. A rise in \( E_J \) facilitates Cooper pair transfer between the regions: once \( E_J \) becomes sufficiently large, phase coherence is established. However, Belevtsev et al. did not explain the observed reentrant behavior with applied magnetic field. Nevertheless, this approach is the most advanced theoretical work developed for reentrant superconductivity by Josephson coupling in inhomogeneous materials.

7.2.2 Reentrant superconductivity by other mechanisms

Several other mechanisms have been proposed to induce a reentrant superconducting state.

**Jaccarino-Peter effect**: In some ferromagnetic materials, superconductivity can be induced by a large applied magnetic field through the compensation of the exchange field between the magnetic moments and the conduction electrons. This reentrance by field compensation is known as the Jaccarino-Peter effect [181] and has been observed in rare-earth compounds [182], Chevrel phases [183] (figure 7.3) and 2D organic insulators [184].

**FFLO phase**: In superconductors under large applied magnetic field, a Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state [185, 186] can emerge from Cooper pairs with non-zero total momentum and periodically modulated order parameter. For a FFLO phase to take place, the Maki parameter \( \alpha = \sqrt{2H_{orb}/H_P} \) [201] must be > 1.6, where \( H_{orb} \) is the orbital limiting field (due to the overlap of field-induced vortices), typically estimated from the Werthamer-Helfand-Hohenberg formula \( H_{orb}(T = 0) = 0.7T_c|dB_c/dT|_{T_c} \) [202]. This reentrance mechanism has been reported in low-dimensional Bechgaard salts [187-189], heavy fermion materials [190, 191], and superconductor/ferromagnet layered systems [192], to cite only a few. The typical emergence of a FFLO state is presented in figure 7.4.

**Magnetic impurities**: Magnetic impurities in nanowires and films have been predicted [194] and observed [195] to induce reentrance for a narrow \((T, H, I)\) parameter range. A reduction in the exchange scattering rate by impurity polarization is believed
to cause reentrance. This effect is induced by applied magnetic field $H \neq 0$ and large applied current $I \geq I_c$.

**Vortex pinning**: A reentrant behavior has been reported by Cordoba et al. [196] in films highly populated with vortices. In this case, the reentrance mechanism is driven by vortex pinning and induced by a magnetic field. The vortices are confined in narrow constrictions by surface superconductivity, leading to a reentrant zero-resistance state.
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Fermi surface reconstruction: High magnetic fields have induced the emergence of a superconducting state in the ferromagnet URhGe [197, 198]. This mechanism is explained by Yelland et al. [198] as a magnetic field-tuning of the Fermi surface, where Fermi surface pockets vanish at the zero-temperature field-induced Lifshitz transition (change of the Fermi surface without symmetry breaking).

Here, it is important to note that all these reentrance mechanisms are magnetic field dependent, with the exception of Josephson coupling.

7.3 Experimental study of the superconducting state

The following experimental data were obtained from a detailed study of crystal C in the dilution refrigerator and superconducting magnets. As we have seen in chapters 5 and 6, this crystal develops a stable $R \sim 0$ state at low temperature. The superconducting state is now investigated further to clarify the role of Josephson coupling on the superconducting phase coherence. As a side note, the color code used in the two previous chapters is not perpetuated here.

The superconducting transition in $R(T)$ for different applied currents is first presented in figure 7.5: notably, the transition and ground state strongly vary with increasing current. While it was previously suggested that crystal C had a coherent superconducting ground state, it seems to only be the case above a $\sim 100 \mu$A threshold current.

![Figure 7.5: Low temperature transport data $R(T)$ in Na$_2$-$_4$Mo$_6$Se$_6$ crystal C for different applied currents $I = 0.5 \mu$A to 1 mA.](image)
7.3.1 Further investigation of the 1D superconducting transition

From band structure calculations and the analysis of the transition discussed in section 6.3, the superconducting transition is known to be 1D at $T > T_J$, i.e. where no Josephson coupling is yet established [1, 2]. The analysis in the previous chapter suggests an important contribution to $R(T)$ from TAPS rather than QPS [2]. To identify a pure TAPS signature, transport data for four different applied currents are analyzed using equation 2.22 (figure 7.6).

In agreement with the previous observations, the TAPS model accurately reproduces $R(T)$ independent of the excitation current $I$: there is a universal onset of fluctuating 1D superconductivity [1]. However, interesting features appear with the variation of $I$: the position of the hump is displaced to lower temperature as the current increases. For $I \leq 0.1$ mA, the resistance forms a plateau after the initial drop, before rising again at a lower temperature (reentrant superconductivity) [1]. In contrast, for $I > 0.1$ mA the resistance begins to diverge from the fitting at $T \sim 1.8$ K but continues to fall before saturating at low temperature (phase-coherent superconductivity) [1].

![Figure 7.6](image-url)  
**Figure 7.6:** Fits to TAPS model in transport measurements $R(T)$ for various applied currents $I = 1 \mu$A to 0.6 mA, on linear (left) and semi-logarithmic (right) scales. The fits are shown as black lines switching to dotted lines where they deviate from the experimental data.
7.3.2 Observations of reentrant phase coherence

The characterization of the BKT-like transition performed in section 6.3.2 has demonstrated that long-range phase coherence is established in Na$_{2-\delta}$Mo$_6$Se$_6$ through a transition from fluctuating 1D superconductivity to a Josephson-coupled 3D superconducting ground state [1, 2].

A rise in resistance as $T \to 0$ for $I \leq 0.1$ mA (figure 7.5) suggests that the transverse phase coherence is fragile and reentrant. The evolution of $R(T)$ with current is detailed in figure 7.7 where an offset of 0.2 $\Omega$ between each curve highlights the reentrance.

Three important trends may be identified in figure 7.7. First, the superconducting transition is conventionally suppressed to lower temperature as $I$ increases. Secondly, for $T < 1$ K the resistance falls as $I$ rises, i.e. phase coherence is established upon increasing $I$. Thirdly, the resistance rises (i.e. phase coherence is lost) upon reducing the temperature for $I \leq 0.1$ mA. Long range superconducting order is thus reentrant: it is only stable within a well-defined region of non-zero $(T, I)$ phase space [1].

![Diagram of reentrant phase coherence](image)

**Figure 7.7:** Reentrant phase coherence in $R(T, I)$ and critical current $I_c(T)$. **Left:** $R(T)$ in zero magnetic field, acquired using 8 different currents $I = 0.5$ $\mu$A to 1 mA. An offset of 0.2 $\Omega$ separates each curve for clarity; dashed lines indicate $R = 0$ for each data-set. **Right:** Temperature dependence of the critical current $I_c(T)$. Red circles correspond to data from $R(T)$ while blue data at larger $I_c$ are extracted from figure 6.5a. The solid line shows the best $I_c(T)$ fit to equation 7.4.

Figure 7.7 also shows $I_c(T)$ (right hand panel). $I_c(T)$ values are extracted from the $R(T)$ data (left hand panel) and the $V(I)$ data (figure 6.5), defined as $I_c(T) \equiv I(R(T) = 80\% \ R_N)$, where $R_N$ is the normal-state resistance at $T_{ons}$.

$I_c(T)$ is fitted to the standard Bardeen relation derived for bulk superconductors [203]:
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\[ I_c(T) \propto \left(1 - \left(\frac{T}{T_c}\right)^2\right)^{3/2} \]  

(7.4)

where \( T_c = T_{\text{on}} \). Interestingly, \( I_c(T) \) does not follow equation 7.4 but remains unusually large at high temperature [1].

To determine whether phase coherence is also reentrant in magnetic field, the magneto-transport is measured in fields perpendicular and parallel to the \( c \) axis for two different currents: large current \( I = 0.6 \) mA (figure 7.8) and low current \( I = 1 \) \( \mu \)A (figure 7.9). The measurements were performed in the dilution refrigerator combined with the superconducting vector magnet where the achievable fields were \( H_\parallel \leq 8.5 \) T and \( H_\perp \leq 3.5 \) T.

\[ \text{FIGURE 7.8: Evolution of } R(T) \text{ in parallel } (H_\parallel \perp c, \text{ left}) \text{ and perpendicular } (H_\perp \perp c, \text{ right}) \text{ magnetic fields for large applied current } I = 0.6 \text{ mA. The values of the applied fields are indicated for each measurement.} \]

\[ R(T) \] for a large applied current \( (I = 0.6 \) mA, figure 7.8) are similar to those of a conventional superconductor and no reentrance is observed, although the transition is significantly broadened due to the large anisotropy and inhomogeneities. This signifies that transverse phase coherence has already been stabilized by the large applied current. Hence, the applied magnetic fields induce a purely destructive effect on superconductivity [1].

The anisotropy of the system is evident from the values of the applied fields: a peak is still visible at \( H_\parallel = 8.5 \) T, while superconductivity is completely destroyed at \( H_\perp = 2 \) T. The estimation of \( H_{c2\perp}|(T) \) and superconducting coherence lengths are discussed in the analysis section.

On the other hand, \( R(T) \) in low applied current \( (I = 1 \) \( \mu \)A, figure 7.9) shows an unconventional behavior. In the presence of an applied magnetic field, \( R(T) \) rises at low temperature, indicating a field-induced reentrance. The data in parallel magnetic fields
show a shift of the reentrant minimum towards lower temperature with increasing field. In perpendicular field the data show quite complex behavior. First, for $H_{\perp} = 0.75\ T$, $R(T)$ falls again below $T = 0.5\ K$ which corresponds to double-reentrance [180, 204]. Such behavior has been observed in granular systems and attributed to superconducting fluctuations, suppression of Cooper pair tunneling, and eventual macroscopic phase coherence as $R(T \rightarrow 0)$ [205, 206]. This cannot be the case in Na$_{2-\delta}$Mo$_6$Se$_6$ as both phase coherence and double-reentrance are absent as $T \rightarrow 0$ in the $H = 0\ T$ data. Instead, a possible explanation could come from mesoscopic fluctuations causing a divergent $H_{c2}$ [207].

Secondly, an outstanding divergence of $R(T)$ for $T \leq 0.8\ K$ and $H_{\perp} \geq 2.5\ T$ is observed. This is attributed to magnetic field-induced Cooper pair localization, which has been predicted to occur in 1D materials when a field is applied perpendicular to the high-conductivity axis [208]. In the normal state, the conditions for localization are $\hbar\omega_c >> t_\perp$ and $k_BT << t_\perp$ (where $\omega_c$ is the cyclotron frequency $\mu_0 H e/m_e$). Since electrons are paired for $T < T_{ona}$, single-particle hopping is replaced by Josephson tunneling as the transverse coupling mechanism: $t_\perp$ becomes $t_\perp^2/t_{||}$ in the above condition. The estimation yields a minimum field of 1.3 T, in good agreement with the data [1]. This observation adds credence to the key role of Josephson coupling in establishing phase coherence.

The reentrance observed in $R(T)$ in figures 7.7 and 7.9 can be summarized by separately measuring $R(T)$, $R(H_{\perp||})$, and $R(I)$ (figure 7.10). In the superconducting phase of Na$_{2-\delta}$Mo$_6$Se$_6$, the resistance is minimized at non-zero $(T, H, I)$: this indicates a reentrant behavior as a function of all three parameters [1].
The magnetoresistance in figure 7.10 is initially positive for \( R(H_{\perp}) \), before falling steeply to the minimum value as Josephson coupling is established. If pair-breaking was taking place with applied field, transport would show a gradual, monotonic negative magnetoresistance prior to reentrance at low temperature [209]. Since no such feature is observed, quasiparticle tunneling is unlikely to play a major role in the reentrant behavior of Na_{2-\delta}Mo_{6}Se_{6} [1].

### 7.4 Analysis

#### 7.4.1 Determination of \( H_{c2} \) and \( \xi(0) \)

As expected for a q1D superconductor, the magneto-transport in figures 7.8 and 7.9 varies strongly with the field orientation, regardless of the applied current. The anisotropy is quantified via the temperature dependence of the upper critical fields \( H_{c2 \parallel, \perp}(T) \) and plotted in figure 7.11.

The critical fields are defined as \( H_{c2}(T) = H(R(T) = 80\% R_N) \) to consistently characterize the entire superconducting phase, since the error in \( T_{\text{ons}}(H, I) \) is large for high \( (H, I) \) and \( T_{\text{BKT}}(H, I) \) cannot accurately be extracted across all \( (H, I) \) datasets.

To estimate the values of \( H_{c2 \parallel}(0) \) and \( H_{c2 \perp}(0) \), the Werthamer-Helfand-Hohenberg (WHH) model [202] is used to fit the low current \((I = 1 \mu\text{A})\) data:

\[
\ln \frac{1}{t} = \sum_{n=-\infty}^{\infty} \frac{1}{2n + 1} - \left[ \frac{2n + 1}{t} + \frac{\hbar}{t} + \frac{(\alpha H/t)^2}{2n + 1 + (\hbar + \hbar_{so})/t} \right]^{-1} \quad (7.5)
\]
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FIGURE 7.11: Determination of $H_{c2}$ from the $R(T, H)$ data defined as $H_{c2}(T) \equiv H(R(T) = 80\%R_N)$. The dotted/dashed lines are fits representing upper/lower limits to $H_{c2}$. The WHH fits were performed by A. P. Petrović.

Where $t = T/T_c$, $\alpha = -5.2758 \times 10^{-5}$ is the Maki parameter, $\tan = -(4/\pi^2)H_{c2}/(dH_{c2}/dT)_{T=1}$ the reduced magnetic field and $\lambda_{so}$ the spin-orbit coupling.

The errors in the fits are defined as follows: for $H_{c2 \parallel}(T)$, the WHH equations are calculated with $H_{c2}(T + \delta T)$, where $\delta T$ is the error on the temperature axis; for $H_{c2 \perp}(T)$, the lower limit is defined by the WHH fit while the upper limit assumes that $H_{c2}(T)$ is linear at all temperatures as was suggested in Tl$_{2-\delta}$Mo$_6$Se$_6$ [79]. The results of the fits can be read on the $T = 0$ axis in figure 7.11 and are summarized in table 7.1.

Values of the coherence lengths $\xi_{\parallel}(0)$ and $\xi_{\perp}(0)$ can be extracted using the estimates of $H_{c2 \parallel, \perp}(T = 0)$ and GL theory (equation 2.17). The values obtained are presented in table 7.1 and yield an anisotropy $\epsilon \equiv \xi_{\parallel}(0)/\xi_{\perp}(0)$ of $3.14 \leq \epsilon \leq 4.90$ [1].

<table>
<thead>
<tr>
<th></th>
<th>$\parallel$</th>
<th>$\perp$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{c2}$ (T)</td>
<td>15.7 18.0 3.66 5.02</td>
<td></td>
</tr>
<tr>
<td>$\xi(0)$ (nm)</td>
<td>14.4 21.0 4.28 4.58</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 7.1: Experimental values of $H_{c2}$ and $\xi(0)$ parallel ($\parallel$) and perpendicular ($\perp$) to the chains in Na$_{2-\delta}$Mo$_6$Se$_6$.

The value of the estimated $\epsilon$ is lower than the 12.6 reported for Tl$_{2-\delta}$Mo$_6$Se$_6$ and 17 for In$_{2-\delta}$Mo$_6$Se$_6$ [82], although $t_{\perp}$ is smaller in Na$_{2-\delta}$Mo$_6$Se$_6$. The variation in the anisotropies can be explained as follows [1]:

First, disorder from the high Na vacancy density strongly suppresses $\xi_{\parallel}(0)$ and hence $\epsilon$. This is apparent by the orbitally-limited values for $H_{c2 \perp}$ in Tl$_{2-\delta}$Mo$_6$Se$_6$ and In$_{2-\delta}$Mo$_6$Se$_6$:
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0.47 T and 0.25 T respectively [82], an order of magnitude lower than the 3.7-5 T measured for Na$_{2-\delta}$Mo$_6$Se$_6$.

Second, the estimated $H_{c2\parallel} \approx 16-18$ T exceeds the weak-coupling BCS Pauli limit $H_P \equiv \frac{\Delta_0}{\sqrt{4\pi n}} = 5.0$ T by a factor $> 3$. This means that paramagnetic rather than orbital limiting must be suppressing superconductivity for $H \parallel c$. Therefore, GL theory may only provide an upper limit for $\xi_{\parallel}(0)$.

7.4.2 Estimation of the filamentary diameter

The results of the TAPS+QPS fitting procedure performed in section 6.3 allow us to estimate the typical diameter $d_F$ of the superconducting filaments in Na$_{2-\delta}$Mo$_6$Se$_6$ crystal C [1]. The effective sample length was defined $L_{eff} = L/\alpha$, where $L$ is the length of one unit in a $m \times n$ array of filaments. First, let us assume that current flows homogeneously through the crystal. The size of the sample is set as $L \times w$ (where $w = 0.4$ mm is the voltage contact separation in crystal C) and the TAPS fitting parameter $L_{eff}/\xi(0)$ is equal to $L/\alpha = (n\xi_{\parallel})(0)$. Using the experimental $\xi_{\parallel}(0) = 14 \rightarrow 21$ nm (table 7.1), the number of filaments in a typical crystal cross-section $n$ can be deduced and hence the filament diameter can be estimated. For $I = 1 \mu$A, $n = 3.5 \rightarrow 2.3 \times 10^6$ is obtained and using the crystal cross-section $A \sim 8 \times 10^{-9}$ m$^2$, a maximum filament diameter $d_F = 54 \rightarrow 66$ nm is deduced [1].

However, it has been demonstrated in section 4.4 that the current is largely anisotropic in a disordered q1D material (figure 4.12). The typical current-carrying fraction of the crystal cross-section is therefore small ($\ll A$), leading to a considerable reduction in $d_F$ [1].

To estimate the reduction in $d_F$, the experimentally-determined $T_{BKT} = 1.71$ K is used to extract a Josephson energy [210] $E_J \equiv 2k_B T_{BKT}/\pi = 94$ $\mu$eV and the inter-filamentary critical current $I_c \equiv 2eE_J/h = 46$ nA. Defining a total critical current $I_c(T = 1.71K) = 1.2$ mA from the $V(I)$ data presented in the previous chapter (figure 6.5), the number of current-carrying filaments in the crystal cross-section is estimated $(n_{J} = I_c/I_c) = 2.6 \times 10^4$, which is considerably smaller than the $n = 3.5 \rightarrow 2.3 \times 10^6$ filaments deduced from the TAPS fitting. The ratio of these values $n_{J}/n$ provides an approximate fraction of the total crystal cross-section carrying a supercurrent, implying a typical filamentary diameter $d_F = 0.41 \rightarrow 0.74$ nm. The Se-Se diameter of a single (Mo$_6$Se$_6$)$_\infty$ chain is 0.60 nm and the hexagonal lattice parameter $a = 0.86$ nm: for $T_{BKT} < T < T_{ons}$, single (Mo$_6$Se$_6$)$_\infty$ chains are behaving as 1D superconducting filaments, as expected from the electronic band structure [1].
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7.4.3 Mechanism for reentrant superconductivity in Na$_{2-x}$Mo$_6$Se$_6$

From the experimental data, the mechanism controlling the reentrant phase coherence in Na$_{2-x}$Mo$_6$Se$_6$ can easily be identified. The observation of reentrance at $H = 0$ and $I << I_c$ (figures 7.5 to 7.10) directly absolves mechanisms such as exchange-field compensation (Jaccarino-Peter effect), FFLO state formation, vortex pinning, Fermi surface reconstruction and magnetic impurities from being responsible for reentrance. In addition, the effect of magnetic impurities is unlikely to play a major role in Na$_{2-x}$Mo$_6$Se$_6$, since the crystals show no evidence for any significant magnetic impurity content (figure 5.13). The only known mechanism left to explain reentrant superconductivity in Na$_{2-x}$Mo$_6$Se$_6$ is by Josephson coupling.

The experimental data in section 6.3 and the band structure calculations (section 4.4) have also shown that the dimensional crossover in the superconducting transition is due to Josephson coupling between the (Mo$_6$Se$_6$) chains [1, 2]. In conclusion, the reentrant phase coherence in Na$_{2-x}$Mo$_6$Se$_6$ takes place by Josephson coupling [1], as previously observed in inhomogeneous materials.

7.4.4 Calculations of the Josephson energy

The origin of the reentrance can be clarified by estimating the $(T, H, I)$ dependence of $E_J$ within the analytical framework proposed by Belevtsev et al. for inhomogeneous superconductors (equations 7.1, 7.2, 7.3). In the filamentary Na$_{2-x}$Mo$_6$Se$_6$ [1]:

$$E_J = \frac{\pi h}{4e^2 R_t} \Delta(T) \tanh \left( \frac{\Delta(T)}{2kT} \right)$$  \hspace{1cm} (7.6)

where $R_t = E_a/e^2 \omega_T$ is taken as the tunneling resistance between two superconducting filaments, with the characteristic tunneling frequency:

$$\omega_T \sim A \exp \left[ - \left( \frac{2m_e^2 \varphi_0}{h^2} \right)^{1/2} \right] \cdot \exp \left[ - \frac{E_a}{k_BT} \right]$$  \hspace{1cm} (7.7)

where $\varphi_0 = (\Phi - eV)$ is the effective barrier height.

In granular superconductors for which these equations were initially derived, $E_a$ is the capacitive charging energy of each grain. In Na$_{2-x}$Mo$_6$Se$_6$, there is no charging energy of the filaments: the filaments are conductive and the conduction is strongly influenced by Na vacancy disorder [1, 2]. The normal state of this material is strongly localized at low temperature (section 5.4). The system can be understood as 1D superconducting...
filaments in which the normal state is governed by strongly localized electrons displaying VRH transport. In the model for $E_J$, the activation energy $E_a$ can therefore be characterized using VRH theory. The VRH model is extrapolated to describe the normal state magnetoresistance [1, 211]:

$$R(H) \propto \exp \left[ \frac{T_0(H)}{T} \right]^{\frac{1}{1+d}}$$

(7.8)

Here, the normal state $R(T)$ and $R(H)$ (figure 7.12) can be used to extract the VRH fitting parameters. The fit to $R(T)$ is identical as the one discussed in Chapter 5 (figure 5.7, crystal C) and the fit to $\ln R(H)$ is performed using equation 7.8.

![Figure 7.12: VRH fits (black lines) to the normal-state transport in Na$_{2-\delta}$Mo$_6$Se$_6$. Left: Zero-field $R(T)$ fitted with VRH. Right: $\ln R(H)$ at $T = 1.8K$. The high field strong negative magnetoresistance is fitted to equation 7.8.](image)

It is now possible to express the VRH activation energy $E_a$ as:

$$E_a(T, H) = \frac{\partial \ln R}{\partial (k_B T)^{-1}} = \frac{k_B T_0(H)}{1 + d} \left( \frac{T_0(H)}{T} \right)^{\frac{1}{1+d}-1}$$

(7.9)

In summary, electron localization induced by disorder controls $E_a(T, H)$, and therefore $R_t$ [1]. This is presented in figure 7.13: in an inhomogeneous q1D superconductor composed of finite-length dirty nanofilaments, the conduction band electrons become localized at low temperature. The localized wavefunctions are depicted in the inset, limited by an exponential decay envelope. Their overlap along the $a$-axis (green shading) is small when compared to that along the filaments, and the transport is mostly 1D. At non-zero temperature, field or current, the electrons become delocalized and Josephson tunneling (green arrows) stabilizes phase coherence [1].

Reentrant superconductivity in Na$_{2-\delta}$Mo$_6$Se$_6$ can now be analyzed using the expression of $E_J$ and $E_a(T, H)$. A reentrant superconducting behavior corresponds to a stabilized...
Josephson coupling between the 1D filaments, hence characterized by a maximum in $E_J$ [1]. A peak in $E_J$ can therefore be tracked independently as a function of $T$, $H$ and $I$.

However, it is not possible to extract numerical values of $E_J(T, H, I)$: several scaling parameters are unknown [1]. For this reason, only a qualitative analysis of the behavior of $E_J$ as a function of each parameter is performed.

**Temperature dependence**

The expression for $\Delta(T)$ is retrieved from a numerical solution of the $s$-wave BCS gap equation:

$$
\Delta_k(T) = -\frac{1}{2} \sum_{k'} V_{kk'}^{(0)} \frac{\Delta_{k'}}{\sqrt{|\varepsilon_k^2| + |\Delta_{k'}^2|}} \tanh \frac{\sqrt{|\varepsilon_k^2| + |\Delta_{k'}^2|}}{2T} \tag{7.10}
$$

where $V_{kk'}$ is the pairing potential and $\sqrt{|\varepsilon_k^2| + |\Delta_{k'}^2|}$ the quasiparticle excitation energy (equation 2.7). From BCS theory (Chapter 2, figure 2.3), we know that $\Delta(T)$ decreases with increasing temperature, yielding $\Delta(T) = 0$ at $T = T_c$ (figure 7.14a).

$R_q^{-1}(T) \propto (E_a(T)\exp(E_a(T)/k_B T))^{-1}$ is estimated using the expression of $E_a(T, H)$ in equation 7.9 and the experimentally-determined VRH parameters $T_0$ and $d$. Due to electron localization, $R_q^{-1}(T)$ increases with increasing temperature (figure 7.14b).

The interplay between $\Delta(T)$ and $R_q^{-1}$ forms a peak in $E_J(T)$ (figure 7.14c) and indicates a reentrant superconducting state at $T \neq 0$ [1]. Errors in the estimated $E_J(T)$ are
extracted from the errors in \( T_0 \) and \( d \) of the VRH fit and are shown as the lower (dotted line) and upper (dashed line) limits in the location of the peak.

\[ E_J(T) \text{ in arbitrary units, where the upper and lower limits (dashed/dotted lines, respectively) are obtained from the VRH-extracted } T_0 \text{ and } d \text{ parameters.} \]

**Field dependence**

\( \Delta(H) \) is approximated using the following expression [212]:

\[
\Delta(H) = \Delta_0 \left( 1 - \left( \frac{H}{H_c} \right)^2 \right)^{1/2}
\]

(7.11)

where \( H_c \) is determined from WHH fits (figure 7.11). The result is plotted in figure 7.15a.

\( R_t^{-1}(H) \propto (E_a(H)\exp(E_a(H)/k_BT))^{-1} \) is estimated using the expression of \( E_a(T, H) \) in equation 7.9. The experimentally observed negative magnetoresistance (right hand panel in figure 7.12) can be modeled using equation 7.8. Once the superconductivity and fluctuation paraconductivity have been suppressed \( (H > 5.2 \, T) \), \( R(H) \) can be fitted using \( a + b \exp(-cH) \). This leads to:

\[
a + b \exp(-cH) = R_0 \exp \left( \frac{T_0(H)}{T} \right)^{1+d}
\]

(7.12)

which can be used to obtain \( T_0(H) \). Substituting the numerical expression for \( T_0(H) \) into equation 7.9, a field-dependent activation energy \( E_a(H) \) is obtained. Similar to the temperature dependence, \( R_t^{-1}(H) \) increases due to electron delocalization with increasing field (figure 7.15b).
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**Figure 7.15**: Factors controlling $E_J(H)$. (a) Renormalized field-dependent gap $\Delta/\Delta_0$ extracted from [212]. (b) $(E_a(H)\exp(E_a(H)/k_BT))^{-1}$, which is proportional $R_t^{-1}(H)$. (c) $E_J(H)$ in arbitrary units, where the upper and lower limits (dashed/dotted lines, respectively) are obtained from the WHH fits for $H_{c2\parallel\perp}$.

The interplay between $\Delta(H)$ and $R_t^{-1}$ forms a peak in $E_J(H)$ (figure 7.15c), indicating a reentrant superconducting state at $H \neq 0$ [1]. Here, the upper and lower WHH limits for $H_{c2\parallel\perp}$ provide the upper and lower limits (dashed/dotted lines) in $E_J(H_{||\perp})$.

**Current dependence**

The normal state resistance in Na$_2$Mo$_6$Se$_6$ is ohmic: $V = IR_N$ where $R_N \approx 1 \Omega$, as observed in the $V(I)$ curve (figure 6.5). Therefore, one can approximate $I \sim V$ and substitute $I$ for $V$ in this analysis.

The current dependence of the superconducting gap $\Delta(I)$ is still an open question theoretically. However, it is possible to derive an approximate relation using GL theory [16]:

$$\frac{|\Psi|^2}{\Psi_\infty^2} = 1 - \left(\frac{\xi_m v_s}{\hbar}\right)^2$$  \hspace{1cm} (7.13)

where $\Psi$ is the GL order parameter, $v_s$ the superfluid velocity, and $|\Psi|^2 = n_s$ (section 2.1.4). Since $j_s = 2en_s v_s$, $j_s$ and $v_s$ have a roughly linear relationship (except close to $J_c$).

Next, we approximate:

$$\frac{|\Psi|^2}{\Psi_\infty^2} \approx \left(\frac{\Delta(I)}{\Delta_0}\right)^2$$  \hspace{1cm} (7.14)

The gap closes for $I = I_c$ and so $\Delta(I)$ can be estimated using:

$$\Delta(I) = \Delta_0 \left(1 - \left(\frac{I}{I_c}\right)^2\right)^{1/2}$$  \hspace{1cm} (7.15)

This relation is similar to equation 7.11 for $\Delta(H)$. The result is plotted in figure 7.16a.
The current dependence of the tunneling resistance is obtained by estimating \( R_t^{-1} \propto \omega_l \propto \exp \left[ -\left( \frac{2m_e^2 \omega_0^2}{h^2} \right)^{1/2} \right] \). The barrier height \( \varphi_0 = \Phi - eV \) and thickness \( s \) are both unknown and require heavy approximations [1].

In a BKT transition, the Josephson energy can be expressed as \( E_J = \frac{\Phi}{\pi} k_B T_{BKT} \) at \( T_{BKT} \). \( \Delta(T = T_{BKT}) \) and \( E_a(T = T_{BKT}) \) are evaluated for \( \text{Na}_{2-x}\text{Mo}_6\text{Se}_6 \) using the VRH parameters \( T_0 \) and \( d \). The obtained numerical values are substituted into the expression for \( E_J \) (equation 7.6) setting \( A = 1 \), which yields \( \frac{2m_e^2 \varphi_0}{h^2} = 775 \).

The barrier thickness \( s \) has to be determined: it should lie above the interchain separation, ..., 0.64 nm and below the 1D localization length. This is approximated [213] as \( \xi_L = \frac{4}{k_B T_0 N(E_F)^{1D}} = 380 \) nm (where \( N(E_F)^{1D} = 1.07 \times 10^{28} \) J\(^{-1}\)m\(^{-1}\) is the 1D density of states, estimated using the value for \( \text{In}_{2-x}\text{Mo}_6\text{Se}_6 \) [82]). A realistic approximation of \( s \) is chosen as the logarithmic average of these values: 16 nm. Using this value, the effective barrier height is \( \varphi_0 = \Phi - eV = 0.1155 \) eV, which is physically reasonable. To complete the approximation, the value of \( I = 6 \times 10^{-4} \) A is selected, which corresponds to the applied current in the measurement where \( T_{BKT} \) was extracted. As \( V \sim I \), this sets \( \Phi = 0.1161 \) eV.

The behavior of \( \exp \left[ -\left( \frac{2m_e^2 \omega_0^2}{h^2} \right)^{1/2} \right] \) is plotted in figure 7.16b.

The interplay between \( \Delta(I) \) and \( R_t^{-1} \) results in a peak in \( E_J(I) \) at \( I \neq 0 \) (figure 7.16c) [1]. In this case, no upper and lower limits are presented for \( E_J(I) \) due to the large degree of approximation. The main aim here is to demonstrate that a peak in \( E_J(I) \) develops for non-zero \( I \).

![Figure 7.16: Factors controlling \( E_J(I) \). (a) Renormalized current-dependent gap \( \Delta/\Delta_0 \) using GL theory. (b) \( \pi \hbar \omega_T/I/4E_a \), which is proportional to \( R_t^{-1} \). (c) \( E_J(I) \) in arbitrary units, where no error was calculated due to the highly approximate calculation procedure.](image)
7.4.5 Correspondence between experimental data and calculations

The result of these separate calculations is presented in figure 7.17, where the Josephson energy is plotted independently as a function of temperature, current and both field orientations. \( E_J \) is plotted in arbitrary units as several scaling parameters are unknown. Nevertheless, the approximate calculations provide qualitative information for \( E_J(T, I, H_L, H_{||}) \): for each parameter independently, a peak develops in \( E_J \) due to the interplay between the superconducting gap and the tunneling resistance between superconducting filaments [1]. The experimental data for \( R(T, I, H_L, H_{||}) \) are plotted below, similar to the data in figure 7.10.

![Figure 7.17](image.png)

**Figure 7.17:** Top: \((T, I, H_{\perp, ||})\)-dependence of the estimated Josephson energy \( E_J \). Bottom: \((T, I, H_{\perp}, H_{\perp, ||})\)-dependence of the experimental resistance \( R \), similar to figures 7.10. A vertical dashed line highlights the correspondence between \( E_J \) and \( R \) for each parameter.

The correspondence between the peak in \( E_J \) and the minimum in the resistance is highlighted by the vertical dashed lines. This indicates that the reentrant behavior in Na\(_{2-\delta}\)Mo\(_6\)Se\(_6\) is controlled by Josephson coupling between superconducting filaments [1]. An exception occurs however for \( H \parallel c \), where the calculated \( E_J \) peak takes place at a higher field. The \( H_{c2} \) values were calculated using the WHH fits (figure 7.11), which consider orbital limiting. However, as we have seen, it is more likely that paramagnetic limiting controls \( H_{c2} \) in Na\(_{2-\delta}\)Mo\(_6\)Se\(_6\): the values used in the calculation are most certainly overestimated [1].

The reentrant experimental data presented in this chapter are summarized by the extent of phase coherence in Na\(_{2-\delta}\)Mo\(_6\)Se\(_6\) as mapped in a \((T, H, I)\)-phase diagram (figure 7.18).
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The values of $H_{c2}(T)$ and $I_c(T)$ plotted in figures 7.7 and 7.11 are represented by circles: they accurately trace the evolution of the superconducting transition.

To describe the loss of phase coherence at low $(T, H, I)$, a reentrance threshold temperature $T_R(H, I)$ is defined as the minima in $R(T, H)$ in figures 7.7, 7.9, and 7.10, represented with stars. At temperatures below $T_R(H, I)$ the filaments are superconducting but phase-incoherent and $Na_{2-\delta}Mo_6Se_6$ exhibits a finite resistance, characteristic of fluctuating 1D superconductivity. In this phase diagram, the volume defined by $H_{c2}(T)$, $I_c(T)$, and $T_R(H, I)$ indicates a reentrant shell of phase-coherent superconductivity.

The $E_J$ calculations are summarized in figure 7.19. Here, the theoretical $\Delta(T, H, I)/\Delta_0$ is first plotted in 3D shading. Calculated values of $T_R(H, I)$ are obtained by tracking the location of the peaks in $E_J$ within the $(H, T)$ and $(I, T)$ planes (yellow and white data points, respectively). A similar trend is observed between the experimental and calculated phase diagrams.

However, the $(0, H, I)$-plane of the calculated phase diagram is colored in orange to indicate the limitation of the $E_J$ model for $Na_{2-\delta}Mo_6Se_6$ [1]. The normal-state VRH activation energy is used as $E_a(T, H)$ in the expression of $E_J$, which implies that $R_t$ would always diverge to infinity as $T \to 0$ (from the $\exp(-E_a/k_BT)$ term in $\omega_t$, equation 7.7). In contrast, the experimental data indicate stable reentrant phase coherence at large fields or currents, even at low temperatures: this is incompatible with a divergent $R_t$.

To satisfy what is observed in the experimental data, the zero-temperature normal state of $Na_{2-\delta}Mo_6Se_6$ must be metallic, not insulating. This is supported by the position of crystal $C$ on the extended-side of the observed mobility edge (section 5.4) [2]. In this crystal, the electron wavefunctions are in an extended state (although very close to the mobility edge) and the VRH equation merely provides an approximate fit over a finite non-zero temperature range [1, 2]. Hence, $R(T \to 0)$ does not diverge to infinity but remains metallic.

Nevertheless, the physical concept which underlies the model (i.e. the formation of peaks in $E_J$ at non-zero $(T, H, I)$) remains valid [1].
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Experimental data

- $I_c$ from $IV$
- $H_c$ from $R(T,H)$
- $H_c$ from $R(T,H,I)$
- $I_c$ from $R(T,I)$
- $H_c$ from $R(T,H,I)$

FIGURE 7.18: Experimental phase diagram illustrating $H_{c2}$, $I_c$ (circles) and $T_R(H,I)$ (stars). The dark red shading is a guide to the eye, highlighting the shell of reentrant phase coherence at non-zero $(T,H,I)$. Replacing $H_y$ by $H_z$ leads to a similar diagram with the $H$ axis renormalized by the anisotropy $\epsilon$.

FIGURE 7.19: Calculated phase diagram showing $T_R(H,I)$ (yellow/white data points) and the normalized pairing energy $\Delta/\Delta_0$. The orange-colored plane indicates a failure in the $E_J$ model when $T \to 0$. Calculations were performed by A. P. Petrović.
7.5 Concluding remarks

The presence of a FFLO phase at high fields cannot be excluded in Na$_{2-x}$Mo$_6$Se$_6$ [1]. The observed reentrant phase coherence at $H_{\|} = 8.5$ T is considerably higher than $H_P \equiv 1.84 T_{ona} = 5.0$ T. In addition, the WHH-estimated $H_{c2//} \sim 16-18$ T is more than three times larger than $H_P$. This seems far too high to only be explained by spin-orbit scattering.

In a superconductor, a FFLO state can take place below $0.55 T_{ons}$ [214] if the Maki parameter $\alpha > 1.6$. In Na$_{2-x}$Mo$_6$Se$_6$, an estimated Maki parameter $4.4 \leq \alpha \leq 5.1$ encourages a possible FFLO scenario at low temperature [1]. This therefore deserves further attention.

Some contribution from intra-filamentary defects could also play a role in the reentrance [1]. Here, intra-filamentary defects refer to Josephson coupling across barriers within individual (Mo$_6$Se$_6$)$_\infty$ chains and are certain to be present in the crystals. These defects are probably responsible for the plateaus observed in $R(T)$ at low current (figure 7.7) [1]. However, supercurrents can percolate around such barriers without large resistive losses, provided that the chains are phase-coherent. Since phase coherence is established at $T_{BKT} > T_R$, the rise in the resistance below $T_R(H, I)$ must correspond to the loss of transverse phase coherence [1].

Finally, $T_{ons}$ in Na$_{2-x}$Mo$_6$Se$_6$ is low due to the combination of a small DoS at the Fermi level and weak e-ph coupling. However, the electron delocalization mechanism responsible for the reentrance remains active at temperatures at least an order of magnitude higher than $T_{ons}$ (figure 7.12). This means that in the presence of a pairing interaction, there should be no obvious thermal limitation to the reentrance mechanism. It has been shown that negative magnetoresistance and $dR/dT < 0$ can persist up to room temperature in disordered nanomaterials [215].

In summary, reentrant phase coherence in Na$_{2-x}$Mo$_6$Se$_6$ was observed as a function of temperature, applied magnetic field and current. This was successfully described by Josephson coupling, where the Josephson energy was calculated as a function of each parameter. The results of the calculations closely match the experimental data. Together with recent work indicating giant $T_c$ enhancements in superconducting nanoparticles [216-219], this inbuilt resilience to phase fluctuations supports the assembly of dirty nanowire arrays as an attractive route towards synthesizing new functional superconductors.
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Summary and Outlook

8.1 Summary

The motivation for this work rose from the desire to, firstly, improve our understanding of the superconducting transition in low-dimensional materials, and secondly, explore the relationship between superconductivity, electronic correlations, disorder, and dimensionality. The material selected for this purpose was, to the best of our knowledge, the most anisotropic superconductor ever discovered: single crystals of Na$_{2-\delta}$Mo$_6$Se$_6$, where $\delta$ represents vacancies inherent to the crystal synthesis. The anisotropy arises from the q1D nature of the crystals, composed of Na-doped Mo$_6$Se$_6$ nanofilaments weakly coupled transversely to their main axis. Disorder originates from the Na vacancies, hence a lack of electron doping of the nanofilaments and a perturbation in the crystalline field and structure. As a result, the system is an excellent playground to explore the interplay of low-dimensionality, disorder effects, electronic correlations, and the emergence and stability of a superconducting state.

The experimental study of Na$_{2-\delta}$Mo$_6$Se$_6$ was mainly performed via transport measurements in the temperature range between milli-Kelvin and room temperature, and in applied magnetic fields up to 15 T. All transport measurements were repeated in different measurement systems to confirm reproducibility, within the accessible ranges of the instruments. Other experimental data were obtained via magnetization measurements, scanning electron microscopy analysis, and X-ray diffraction characterization.

Data analysis was mainly performed via fitting procedures of the transport data. Different temperature regimes were unveiled in the transport measurements (figure 8.1) and were identified to be caused by changes in the electronic structure or nature of the materials. These regimes were confirmed via electronic structure calculations and simulations (electron flow, coupling energies, etc.). All results and interpretations of the data
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![Diagram of temperature regimes](image)

**Figure 8.1**: The three different temperature regimes in the transport measurements and the physical phenomenon involved: regime 1 where \( dR/dT > 0 \) due to Luttinger liquid transport; regime 2 where \( dR/dT < 0 \) dominated by VRH transport due to strong electron localization; regime 3 where superconductivity develops and stabilizes.

The transport data is from sample \( B \).

showed cross-compatibility within the different tools, adding credence to the conclusions reported in this work.

This study unveiled the presence of exciting electronic phenomena in \( \text{Na}_{2-x}\text{Mo}_6\text{Se}_6 \) single crystals. In brief, \( \text{Na}_{2-x}\text{Mo}_6\text{Se}_6 \) exhibits an atypical superconducting ground state emerging from a strongly correlated normal state due to the large anisotropy of the system and the presence of disorder. It is the first time that a superconducting ground state is confirmed in this material, placing it on the top of the list of the most anisotropic superconductors.

Let us walk through the reported and analyzed observations, starting from the normal state (figure 8.1).

First, the normal state shows characteristics of 1D electron flow at high temperature, described by Luttinger liquid theory (regime 1 in figure 8.1). A renormalization of the Luttinger model including the effect of disorder yields parameters describing attractive electron-electron interactions within the 1D system.

Second, lowering the temperature induces transverse coupling between the chains: a 1D to anisotropic 3D crossover takes place in the electronic normal state. The observed dimensional crossover temperature corresponds well to the one predicted from the electronic band structure, after renormalization due to electron-electron interaction and disorder.
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Third, the combination of reduced temperature and intrinsic disorder initiate strong electron localization, where the transport is dominated by electron hopping between localized states (regime 2 in figure 8.1). This is described by variable range hopping fits to the experimental transport data and is strongly supported by signatures in the frequency-dependent conductivity, magnetoresistance, and magnetic susceptibility. An observation of a step-like feature emerging between the different parameters extracted for the 6 crystals indicates the presence a mobility edge. This suggests that this q1D material exhibits signatures of 3D electronic transport while remaining highly anisotropic.

Now, let us turn to the emergence and stability of the superconducting ground state (regime 3 in figure 8.1).

First, 1D fluctuating superconductivity takes place within the nanofilaments. This is described by fits of thermally activated phase slip and quantum phase slip models to the transport data. In this 1D fluctuating superconducting state, Cooper pairs are confined within 1D filaments and only single electrons can hop between the filaments. At this stage, the normal state is anisotropic 3D while the superconducting state is 1D (zone 3a in figure 8.1).

Second, a dimensional crossover in the superconducting state takes place via Josephson coupling, once Cooper pairs can tunnel between filaments. This coupling establishes phase coherence in the superconducting state, as phase slips are now destabilized. A coherent state is confirmed by the observation of a small Meissner fraction in the magnetization measurements, the vanishing of the resistance by several orders of magnitude in the transport data, and the emergence of a hump in the superconducting transition. Interestingly, the dimensional crossover can be fitted by the BKT model, suggesting that q1D materials can also exhibit BKT-like transitions in the 2D plane transverse to the chains.

Third, the Josephson coupling responsible for the establishment of phase coherence is strongly dependent on temperature, magnetic field, and current. A detailed study of the superconducting state unveils a reentrant behavior, causing the phase coherence to be stabilized at non-zero temperature, magnetic field or current (zone 3b in figure 8.1). These experimental observations are successfully described by a simulation of the Josephson energy and are caused by the presence of electron localization in the normal state.

Fourth, the onset of superconducting fluctuations and coherence shows a positive correlation with the level of intrinsic disorder. This is observed in the location of the superconducting peak in the transport measurements, the dependence of the transport behavior with applied magnetic fields and the signatures of Josephson coupling in the superconducting transition. The presence of electron localization and suppression of Coulomb repulsion in the normal state are suggested to cause this enhancement of superconductivity, as predicted by recent theoretical works.
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The strong correlations between the normal and superconducting states indicate that the observations of reentrant superconductivity and enhancement by disorder could be more general than just in Na$_{2-\delta}$Mo$_6$Se$_6$. This material incorporates all the necessary ingredients for such observations, but this should be seen as just the beginning of the journey.

8.1.1 Project challenges

Several challenges were faced during this study and should be highlighted. The crystals were stable to Singapore’s climate (humidity, heat) but very sensitive to manipulations including tweezers handling, contact fabrication, mechanical shocks, or repeated thermal cycles. This proved quite challenging as the number of available crystals was fixed: no new crystals were fabricated during the period of this study. Any damage on the crystals was therefore critical, as this was constantly reducing the number of available samples.

The literature on Na$_{2-\delta}$Mo$_6$Se$_6$ being quite nonexistent, any unexpected observation opened a door to different possible explanations. Further measurements were not always possible due to the restricted number of measurable crystals.

The q1D nature of the crystals implies that transverse transport data would provide powerful information on the system. However, the physical size of the crystals made the transverse contact fabrication extremely challenging. In addition, the crystalline nature of the samples implies that transverse transport might statistically include bits of longitudinal transport, which are highly complicated to distinguish from transversal transport. A detailed transverse transport analysis was therefore abandoned due to the lack of reproducibility of the acquired data.

The material characterization involved extremely sensitive measurements techniques, which were not necessarily available in Singapore. For example, the X-ray characterization was performed at the European synchrotron radiation facilities in Grenoble. This means that not all crystals could be analyzed for obvious practical reasons, and quantitative disorder levels could not be connected to transport measurements. Therefore, a numerical value of the level of disorder has not been obtained in each crystal.

Finally, several theories applying to this system are not yet fully developed. This can hopefully provoke positive reaction from the community: this study introduces an exciting new system presenting unprecedented behaviors.
8.2 Outlook

The novelty of this material and the reported results indicate that a variety of future studies can be stimulated.

From a chemist perspective, new crystals of Na$_{2-\delta}$Mo$_6$Se$_6$ could be grown with controlled amounts of Na vacancies. This could lead to a comprehensive set of crystals where the level of disorder would range over the extended-to-localized states spectrum. The observation of a mobility edge indicates that if disorder can efficiently be tuned, controlled properties could be obtained from the same material with a different level of disorder.

From the material scientist perspective, new q1D materials could be engineered, including the same ingredients as the ones found Na$_{2-\delta}$Mo$_6$Se$_6$ single crystals: a superconducting ground state, extreme anisotropy, intrinsic disorder and low density of states with a large dielectric background. Also, differentiating the effects of each ingredient on the transport properties may help to understand the extent of the superconductivity enhancement as well as the reentrant behavior.

From an experimental physicist perspective, further experimental studies of Na$_{2-\delta}$Mo$_6$Se$_6$ crystals would provide insightful information on these systems. First, the transverse transport properties hold information about the dimensional crossover process in the normal and superconducting state. However, the first challenge is to successfully fabricate contacts with transverse geometry. A solution could lie in the peeling of a crystal to isolate one strand of Na$_{2-\delta}$Mo$_6$Se$_6$ fiber, then fabricating the contacts via e-beam lithography.

Second, measurements of the electronic heat capacity of Na$_{2-\delta}$Mo$_6$Se$_6$ could reveal the electron-phonon coupling strength as well as the evolution of the superconducting state as a function of the dimensional crossover. Na$_{2-\delta}$Mo$_6$Se$_6$ is expected to exhibit s-wave pairing symmetry, similarly to Tl$_{2-\delta}$Mo$_6$Se$_6$ and In$_{2-\delta}$Mo$_6$Se$_6$. However, extracting the specific heat in these crystals is highly non-trivial due to their very low density of states.

Third, Performing solid-state nuclear magnetic resonance (NMR) measurements on these crystals would confirm the BCS s-wave symmetry of this material. Indeed, a specific signature known as a Hebel-Slichter peak appears in NMR measurement only in weakly-coupled s-wave superconductors.

Fourth, it would be interesting to track the possible emergence of a FFLO phase at high field. This is supported by the high values of the Maki parameter and the high experimental critical fields.

As an additional note, APRES measurements have been performed by our collaborators on the $M_{2-\delta}$Mo$_6$Se$_6$ and will soon be published. These measurements reproduce...
perfectly the theoretical band structure and confirm the high one-dimensionality of the Fermi surface. These results open the possibilities of more spectroscopy works to come.

Finally, from a theoretical physicist perspective, many new studies can be initiated by this project. The theory of disordered LL is in its infancy and could provide useful information about the normal state transport. The observation of a mobility edge in low-dimensional systems is largely unexplored and these results are unprecedented. Also, a link between the mobility edge and dimensional crossover is suggested in the data, calling for further studies. Furthermore, the role of disorder on the enhancement of superconductivity still needs to be elucidated. The theories of superconductivity enhancement though multifractality were developed only for 3D and 2D systems and need to be adapted to lower dimensions.

There are certainly other outlooks to this study and the ones presented here constitute only a non-exhaustive list. These, however, indicate the fruitful environment which low-dimensional superconductors offer for fundamental research as well as practical applications.
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