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Abstract

Partial differential equations with multiple scales arise from a wide range of scientific and engineering problems, such as composite materials, oil flow and seismology. Solving multiscale partial differential equations are extremely difficult. Traditionally, numerical methods have to use a mesh size that is at most the order of the smallest scale to extract all the information in the microscopic scale. There has been extensive work to study multiscale partial differential equations and develop numerical methods to approximate the solutions. Although there is a large literature on the topic, there are still many challenges and open problems. This thesis contributes novel essentially optimal numerical methods for solving locally periodic multiscale monotone parabolic problems, multiscale linear and nonlinear equations that depend on microscopic scales in both space and time, and multiscale nonlinear monotone variational inequalities. We develop the sparse tensor product finite element (FE) method to approximate the solutions to the problems. The method approximates all the necessary microscopic and macroscopic information with a prescribed accuracy using an essentially optimal number of degrees of freedom. For locally periodic problems, this is better than other methods available in the literature.

Chapter 2 studies linear parabolic equations that depend on a microscopic time scale and a microscopic spatial scale. We consider the most interesting critical similarity case where the derivative with respect to the fast time variable plays a role in the cell problems. Using multiscale convergence, we deduce a high dimensional multiscale homogenized equation that provides the solution to the homogenized equation, which provides the macroscopic information, and the time-space corrector term, which encodes the microscopic information. We develop the sparse tensor product
FE method for solving this time-space multiscale homogenized equation. The method provides an approximation to all the necessary information with a required accuracy, using an essentially optimal number of degrees of freedom. From the FE solution of the time-space multiscale homogenized equation, we construct a numerical corrector for the solution of the original time-space multiscale equation.

Chapter 3 develops a new method for solving monotone parabolic equations that depend on \( n \) separable microscopic scales. For nonlinear problems, forming the homogenized equation is practically impossible, as for each vector in \( \mathbb{R}^d \), we have to solve a nonlinear monotone cell problem. Applying multiscale convergence, we obtain a high dimensional multiscale homogenized equation which when solved, the solution will provide the necessary macroscopic and microscopic information. We develop the backward Euler and Crank-Nicholson methods for sparse tensor product FE spaces. In both approaches, the sparse tensor product FE method provides an approximation with an essentially optimal level of accuracy, but uses an essentially optimal number of degrees of freedom. For two scale problems, a new homogenization error is derived in terms of the microscopic scale. A numerical corrector is deduced with an explicit error. For general multiscale problems, a numerical corrector is derived, without an explicit error. This is because of the unavailability of a homogenization error.

Chapter 4 considers multiscale monotone parabolic equations which depend on a microscopic time scale and a microscopic spatial scale. As in Chapter 2, we consider the most interesting case when the derivative with respect to the fast time variable plays a part in the limiting equation. Applying multiscale convergence, a high dimensional multiscale homogenized equation is obtained. This chapter develops a new numerical method to
solve the multiscale monotone parabolic problems with an essentially equal level of accuracy as the full tensor product FE method. The backward Euler and Crank-Nicholson methods are developed for the sparse tensor product FE spaces. The sparse tensor product FE method uses an essentially optimal number of degree of freedom to get an approximation with the desired level of accuracy. A numerical corrector is also derived from the FE solutions.

Chapter 5 studies locally periodic multiscale variational inequalities which depend on a macroscopic and n microscopic scales. Using multiscale convergence, we deduce a multiscale homogenized variational inequality in a high dimensional tensorized domain. To the best of our knowledge, numerical method for multiscale variational inequalities have not been developed. We develop the sparse tensor product FE method for locally periodic multiscale problems which attains an essentially equal level of accuracy to that of the full tensor product FE method but requires only an essentially optimal number of degrees of freedom which is essentially equal to that for solving a problem in \( \mathbb{R}^d \). In the two scale case, we deduce a new homogenization error for the nonlinear monotone variational inequalities. A numerical corrector is constructed with an explicit error in terms of the FE error and the homogenization error. In the multiscale case, we construct a numerical corrector without an explicit error.

In all the chapters, we apply the methods developed to solve some multiscale problems numerically to verify the theory.
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Chapter 1

Introduction

Partial differential equations that depend on multiple scales occur in the mathematical modelling of many real world phenomena. Composites are made of many different components that are blended together to achieve the desired toughness and lightness. Subsurface flow is another type of multiscale problems where the geometry of the underground structures, e.g. the sea bed in an oil field, is essentially modelled in multiple scales. In biology, human bones are composites. Multiscale problems are frequently encountered in seismology as the earth is intrinsically a composite. We refer to the book by Milton [61] for an extensive account of multiscale composites. We want to study how the fine scales in which the component materials are blended together affect the large scale homogeneous properties of the composites which are essential in understanding complex multiscale phenomena, in designing and manufacturing composites.

Microscopic heterogeneities occur at a much smaller scale than the macroscopic length scale of interest. The equations in consideration are usually very complex. Finding numerical approximations for the solutions, to retrieve all the information in the microscopic scale, we have to use a
mesh size that is at most the order of the smallest scale. Thus, traditional
numerical methods have high complexity and are prohibitively expensive.
Studying new numerical methods that can solve such problems within ac-
ceptable accuracy and computational time, and using reasonable computa-
tional resources is one of the main areas of interest in applied mathematics.

The homogenization theory studies the limit of multiscale equations as
the fine scales converge to zero. The theory provides adequate theoretical
framework to describe the multiscale equations macroscopically. We obtain
effective homogenized problems which approximate the original multiscale
problems in an average sense. The homogenized problems only depend on
the macroscopic scale and can be solved by traditional numerical methods as
the complexity is not as high. The subject of homogenization goes back to
the work of Rayleigh [71] and Maxwell [60]. The theory of homogenization
attracts a large amount of significant contributions ([16], [53], [11], [72],
[10], [17], [14], [15], [4], [30], [62], [64] and [69]) in the last few decades,
but there are still many unsolved problems that require theoretical study
and effective numerical methods to solve: problems with multiple spatial
scales, multiscale nonlinear problems and problems depending on multiple
time and space scales ([36]).

For problems that depend on microscopic scales periodically, we can per-
form asymptotic expansion to deduce the homogenized equation (see [16],
[53] and [11]). However, applying the asymptotic expansion to problems
with more than two scales is highly complicated (see [16]). To compute
the coefficients of the homogenized equations, we have to solve a set of cell
problems. Solving the cell problems can be very expensive as the computer
memory and floating point operations required are huge and this is espe-
cially if the problem depends on multiple microscopic scales or is locally
periodic (see [7]). The concept of multiscale convergence ([65], [5] and [8]) can also be employed to derive a limiting equation that contains all the necessary macroscopic and microscopic information. Solving them, we get all the desired information. For general problems, $G$-convergence and $\Gamma$-convergence can be employed to derive the homogenized equation (see [53], [31] and [63]) but these methods are abstract and the identification of the homogenization limits of the multiscale problems can be difficult. Furthermore, the homogenized problems only provide the macroscopic information in the solution of the multiscale problems. To extract the microscopic information, we have to find the corrector terms. Computing the correctors can be of high complexity.

There have been significant efforts to develop numerical methods that solve multiscale problems with reduced complexity and with high accuracy. The Multiscale FE method ([23], [38] and [52]) constructs FE basis functions that contain fine scale information in each macroscopic simplex. The basis functions can be computed by parallel computing. The advantage of the multiscale basis is that it can be reused for different forcing functions in the right hand side. Recently the method has been extended to “Generalized Multiscale FE method” (see [37], [26] and [42]). The Heterogeneous Multiscale Method ([35] and [11]) solves the cell problem for each macroscopic degree of freedom to account for the microscopic information. Another method that could reduce complexity is due to [70]. Though general, the complexity of these method is high. It grows super linearly with respect to the optimal complexity level when a better accuracy is required. We note also the recent numerical schemes for general multiscale problems developed in [59]. For locally periodic multiscale problems, the high dimensional FE method that was initiated by Hoang and Schwab [49] for multiscale ellip-
tic problems requires an essentially optimal number of degrees of freedom to find all the necessary microscopic and macroscopic information. The method approximates the solution of the high dimensional multiscale homogenized equation obtained from multiscale convergence (see [65] and [5]). It exploits the regularity of the corrector terms with respect to all the slow and fast variables at the same time. The complexity is essentially optimal, i.e. the complexity level defers from the optimal level by only a logarithmic multiplying factor. To achieve an error of the order $O(h)$ for a problem in $\mathbb{R}^d$, the number of degrees of freedom required is $O(h^d)$, with possibly a logarithmic multiplicative factor. For locally periodic two scale problems, Ohlberger [67] shows that the Heterogeneous Multiscale Method is equivalent to solving the high dimensional multiscale homogenized problems using full tensor product FE.

In this thesis, we consider locally periodic multiscale nonlinear monotone variational inequalities (our work thus covers also linear multiscale variational inequalities), multiscale monotone parabolic problems, multiscale linear and nonlinear equations that depend on microscopic scales in both space and time. We develop the sparse tensor product FE method to approximate their solutions. The method requires an essentially optimal number of degrees of freedom to find all the microscopic and macroscopic information.

In Chapter 2 we study the multiscale linear parabolic equation that depends on a microscopic scale in time and a microscopic scale in space. The homogenization theory of parabolic problems that depend on microscopic scales in both temporal and spatial variables is studied by Bensousan et al. in [15] (see also [4], [50] and [57]) where the second time scale, $t/\varepsilon^k$, is considered. This problem can be split into 3 cases with $k < 2$, $k = 2$ and
$k > 2$. The most interesting case occurs when $k = 2$, where the derivative with respect to the fast time variable plays a role in the limiting equation. When $k < 2$, this variable only plays the role of a parameter; and when $k > 2$, it is averaged out in the homogenization limit. Thus we only consider the critical case $k = 2$.

As for other multiscale problems, a direct numerical discretization method is too expensive. For the consideration of the multiple scales in the temporal and spatial variables, Efendiev and Pankov [41] employ the ideas of the multiscale FE method ([51] and [38]) to perform numerical homogenization for quasilinear parabolic equations, where a set of multiscale FE basis functions are employed which are solutions of the multiscale local problems (see also [40] and [39]). For parabolic problems that depend on multiple scales in both space and time, Owhadi and Zhang [68] construct a multiscale basis by solving a set of multiscale parabolic problems with a non-homogeneous boundary condition. Other contributions in this direction could be found in [58] and [46]. Though general, the cost of constructing these multiscale basis can still be expensive as microscopic meshes with respect to both time and space have to be used.

We restrict our consideration to the case where the coefficient is locally periodic with respect to both the temporal and spatial microscopic scales. We develop an optimal method for solving the multiscale linear parabolic equation numerically which contains all the necessary macroscopic and microscopic information. We employ the high dimensional sparse tensor product FE method to solve the multiscale homogenized equation. We derive the multiscale homogenized equation from multiscale convergence (see [65] and [5]). As the coefficient depends on the microscopic time scale as well, the concept of multiscale convergence of Nguetseng [65] and Allaire
needs to be extended. This was first explored by Holmbom et al in [50].

Once the multiscale homogenized equation is solved, we obtain the solution to the homogenized equation that describes the solution of the multiscale problem macroscopically, and the corrector terms which encode the microscopic information. We construct a numerical corrector in terms of the FE solutions.

We setup the multiscale problem in Section 2.1. In Section 2.2, we recall the concept of multiscale convergence in both time and space and prove several results on time space multiscale limit of a sequence of functions, and use them to derive the multiscale homogenized equation. In Section 2.3, the numerical approximation of the multiscale homogenized equation is studied. We first consider a numerical scheme with general FE spaces and prove the convergence. We then consider the scheme using the full tensor product FE spaces and the sparse tensor product FE spaces for the corrector in Subsections 2.3.2 and 2.3.3 respectively. Assuming regularity for the solution of the multiscale homogenized equation, we derive FE error estimates in terms of the mesh size. We show that the sparse tensor product FE approximation produces essentially equal level of accuracy as the full tensor product FE approximation, but uses only an essentially optimal number of degrees of freedom. In Section 2.4, we construct a numerical corrector from the FE solution. In Section 2.5, we show that the regularity required to get the error estimates for the full and sparse tensor product FE approximations hold under some regularity conditions. In Section 2.6, we present some numerical examples in one and two dimensions to verify the FE rate of convergence for sparse tensor product FE approximations. Though we only consider the theory for the case with only one microscopic spatial scale, our method is fully capable of solving equations with more
than one microscopic spatial scales, e.g. those considered in Holmbom et al. [50]. We show this by solving some examples with one microscopic time scale and two microscopic spatial scales studied in [50], using sparse tensor product FE.

In Chapter 3 we consider multiscale monotone parabolic equations which depend on \( n \) separated microscales. The Heterogeneous Multiscale Method has been applied for the two scale parabolic monotone problems by Abdulle (see [3] and [2]). We note that the Heterogeneous Multiscale Method has been used to solve stationary two scale monotone problems in [44] and [47]. We consider locally periodic problems in this chapter. As mentioned above, the Heterogeneous Multiscale Method is not optimal in this case. Our method requires an essentially optimal number of degrees of freedom to achieve a prescribed level of accuracy. We note that for nonlinear problems, it is virtually impossible to form the homogenized equation explicitly, as for each vector in \( \mathbb{R}^d \), a nonlinear monotone cell problem has to be solved. Thus, solving the high dimensional multiscale homogenized equation is an ideal method for obtaining the necessary microscopic and macroscopic information.

In Section 3.1 we setup the multiscale monotone parabolic problem and recap on the multiscale homogenization theory. We apply the multiscale homogenization theory to the monotone problem to derive the multiscale homogenized equation. The multiscale homogenization in the \( L^p \) setting of Allaire is extended to the time dependent functions ([76]). FE approximation is developed in Section 3.2. In Section 3.2.1 we consider the backward Euler method. In Section 3.2.1.1 the backward Euler for the general FE spaces is presented. We prove the convergence of the scheme for the general FE spaces. In Section 3.2.1.2 backward Euler for the full tensor product
FE spaces is developed. In Section 3.2.1.3 we develop the backward Euler for sparse tensor product FE spaces. We achieve the same level of accuracy for the sparse tensor product FE spaces but require far less number of degrees of freedom comparing to the full tensor FE spaces. In Section 3.2.2 we consider the Crank-Nicholson method. The Crank-Nicholson method for general FE spaces, for full tensor product FE spaces and for sparse tensor product FE spaces are developed in Section 3.2.2.1, 3.2.2.2 and 3.2.2.3 respectively. In Section 3.3 we derive numerical correctors from the FE solutions. For the two scale problem, we prove a new analytical homogenized error in terms of the microscopic scale, from that a numerical corrector is derived with an explicit error in terms of the homogenized error and the FE error. We do this in Section 3.3.1. In Section 3.3.2 the corrector for general multiscale problems is derived, but without the explicit error due to the unavailability of a homogenization error. Some numerical results that illustrate the theory are presented in Section 3.4.

In the field of parabolic monotone problems, even in the single macroscopic scale setting, regularity of solutions is still very much under progress (see [12]). The Crank-Nicholson method requires more regularity than the backward Euler method. We thus develop both methods for the nonlinear problems.

In Chapter 4 we consider the multiscale monotone parabolic equations which depend on a microscopic time scale, i.e. the monotone operator depends on \( \frac{t}{\varepsilon} \). These types of monotone problems have previously been studied in [50], [74] and [66]. This problem can be split into 3 cases, \( k < 2 \), \( k = 2 \) and \( k > 2 \), similar to that of the linear problem in Chapter 2. The critical case occurs when \( k = 2 \), where the role of the fast time variable plays a role in the cell problem. When \( k < 2 \), this term only plays the
part of a parameter. When \( k > 2 \), this variable is averaged out in the homogenization limit. In this thesis, we only consider the case when \( k = 2 \). We develop a new numerical method to solve the multiscale parabolic monotone equations which depend on a microscopic time scale using an optimal number of degrees of freedom and achieving an essentially equal level of accuracy as the full tensor product FE method.

In Section 4.1, we setup the multiscale monotone parabolic problem which depends on a microscopic time scale and a microscopic spatial scale and derive the multiscale homogenized equation from multiscale convergence. FE discretization is developed in Section 4.2. Section 4.2.1 develops the backward Euler method for general FE spaces. We prove convergence for the general scheme. We then develop the backward Euler method for the full tensor and sparse tensor product FE method in Section 4.2.1.2 and 4.2.1.3 respectively. When the solution possesses sufficient regularity, we derive error estimates in terms of the mesh size. In Section 4.2.2.1, we consider the Crank-Nicholson method for general FE spaces. The Crank-Nicholson method for the full tensor and sparse tensor product FE spaces are developed in Sections 4.2.2.2 and 4.2.2.3 respectively. In Section 4.3, we derive the numerical corrector from the FE solutions. Several one dimensional and two dimensional numerical results are presented in Section 4.4 to illustrate the theory.

In Chapter 5, we consider multiscale variational inequalities of the monotone type. Variational inequalities occur in many applied areas, for example the obstacle problems (see [28]). Multiscale problems arise when the membranes in the obstacle problems are made of composite materials. Although there has been some works on theoretical homogenization of linear and nonlinear multiscale variational inequalities ([10], [9], [33], [73] and
not much work has been done on their numerical solutions even for linear problems. Our work on multiscale monotone variational inequalities covers multiscale linear variational inequalities.

A direct method to solve multiscale problems is prohibitively expensive. The numerical methods that have been developed to solve multiscale equations, for example the Multiscale FE method and the Heterogeneous Multiscale Method, have not been applied for multiscale variational inequalities. In this chapter, we develop the sparse tensor product FE method that uses an essentially optimal number of degrees of freedom to find all the macroscopic and microscopic information. It finds the solution of the homogenized problem and the correctors, without forming the homogenized equation.

We start by employing the multiscale convergence mentioned above to derive the multiscale homogenized variational inequality. This multiscale homogenized inequality contains all the macroscopic and microscopic information. As mentioned above, to form the homogenized equation, for each vector in $\mathbb{R}^d$, a nonlinear monotone cell problem has to be solved. This is virtually impossible. Solving the multiscale homogenized problem, we get all the necessary microscopic and macroscopic information. However, this problem is posed in a high dimensional tensorized domain. The full tensor product FE approach is very expensive. Instead we develop the sparse tensor product FE method, which produces an approximation for this high dimensional variational inequality with essentially equal accuracy as that of the full tensor product FE method, but uses an essentially optimal number of degrees of freedom. From the numerical solution of this high dimensional multiscale homogenized problem, we construct a numerical corrector for the general multiscale problem. In the two scale case, we establish a homogenization error for the nonlinear monotone variational inequalities.
To the best of our knowledge, this homogenization error is new. From this, we derive an explicit error for this corrector in terms of the FE error and the homogenization error. In the multiscale case, we construct a numerical corrector, without an explicit error.

In Section 5.1, we formulate the nonlinear multiscale monotone variational inequality and use the concept of multiscale convergence in the $L^p$ spaces of [65] and [5] to derive the monotone multiscale homogenized variational inequalities for the general $(n+1)$ scale problems. In Section 5.2, we construct the tensor product FE by introducing the piecewise linear FE spaces. We consider both the full tensor and sparse tensor product FE method. We then show that the sparse tensor product FE method achieves an essentially equal level of accuracy to that of the full tensor FE, but requires only an essentially equal number of degrees of freedom, when the solution satisfies some regularity conditions. In Section 5.3, we construct numerical correctors and derive a new homogenization error for two scale monotone variational inequalities. We then construct a numerical corrector with an error estimate in terms of the homogenization error and the FE error. In this section, we also construct a numerical corrector for the multiscale problems, though without an explicit convergence rate as a homogenization error for general multiscale problems is not available. We then show some numerical results in Section 5.4.

Throughout the thesis, by $\nabla$ without indicating explicitly the variable, we denote the gradient with respect to $x$ of a function of $x$, and by $\nabla_x$ we denote the partial gradient with respect to $x$ of a function depending on $x$ and other variables. By $\#$ we denote spaces of periodic functions. For functions depending on time $t$ and other variables, when we only want to emphasize the time dependence, we will only indicate the time variable.
The chapters are self-contained. The same notations may denote different function spaces in different chapters.
Chapter 2

Time-Space Multiscale Parabolic Equations

Chapter 2 considers multiscale linear parabolic equations that depend a microscopic scale in time and a microscopic scale in space. This chapter considers the critical case when the derivative with respect to the fast time variable plays a role in the limiting equation. We develop an essentially optimal FE method to solve the problem. Section 2.1 sets up the problem. Multiscale homogenization is developed in Section 2.2. The FE approximation scheme for general FE spaces, full tensor and sparse tensor product FE spaces is developed in Section 2.3. In Section 2.4, we construct a numerical corrector. In Section 2.5, we show that the regularity conditions hold under some regularity conditions. We present several numerical examples in Section 2.6 to illustrate the theory.
2.1 Setting up of the problem

Let \( D \subset \mathbb{R}^d \) be a bounded domain. Let \( T > 0 \). Let \( Y = (0,1)^d \) be the unit cube in \( \mathbb{R}^d \). We consider a symmetric matrix valued function \( a : (0,T) \times D \times (0,1) \times Y \rightarrow \mathbb{R}^{d \times d} \) such as \( a(t,x,\tau,y) \in C((0,T) \times \bar{D} \times (0,1) \times \bar{Y}) \).

The function \( a \) is periodic with respect to \( \tau \) and \( y \), with the period being \( (0,1) \) and \( Y \) respectively; from now on we say that it is \( (0,1) \times Y \) periodic with respect to \( \tau \) and \( y \). We assume that \( a \) is uniformly coercive and bounded, i.e., there are positive constants \( c_1 \) and \( c_2 \) such that for all \( \xi, \zeta \in \mathbb{R}^d \)

\[
c_1 |\xi|^2 \leq a(t,x,\tau,y) \xi \cdot \xi, \quad a(t,x,\tau,y) \xi \cdot \zeta \leq c_2 |\xi||\zeta| \tag{2.1}
\]

for all \( (t,x,\tau,y) \in (0,T) \times D \times (0,1) \times Y \), where \( |\cdot| \) denotes the Euclidean norm in \( \mathbb{R}^d \). Let \( \varepsilon > 0 \) be a small number that represents the microscopic scale. We consider the time-space multiscale coefficient

\[
a^\varepsilon(t,x) = a(t,x,\frac{t}{\varepsilon^2},\frac{x}{\varepsilon}).
\]

We denote by \( V = H^1_0(D) \) and \( H = L^2(D) \). We have that \( V \subset H \subset V' \). By \( \langle \cdot, \cdot \rangle_H \), we denote the inner product in \( H \) extended to the duality pairing between \( V' \) and \( V \). Let \( T > 0 \), \( f \in L^2((0,T),V') \) and \( g \in H \). We consider the parabolic problem

\[
\frac{\partial u^\varepsilon}{\partial t} - \nabla \cdot (a^\varepsilon(t,x) \nabla u^\varepsilon) = f(t,x), \quad x \in D, \quad t \in (0,T),
\]

\[
u^\varepsilon(0,x) = g, \quad x \in D
\]

with the Dirichlet boundary condition for \( u^\varepsilon(t,\cdot) \). Problem \([2.2]\) has a unique solution \( u^\varepsilon \in L^2((0,T),V) \cap H^1((0,T),V') \) which satisfies

\[
\|u^\varepsilon\|_{L^2((0,T),V)} + \|u^\varepsilon\|_{H^1((0,T),V')} \leq c(\|f\|_{L^2((0,T),V')} + \|g\|_H)
\]
where constant $c$ only depends on the constants $c_1$, $c_2$ in (2.1) and $T$ (Chapter 4).

Homogenization of equation (2.2) is first studied in [16]. Indeed, Bensoussan et al. consider the general case where the multiscale coefficient $a^\varepsilon(t, x) = a(t, x, \frac{t}{\varepsilon}, \frac{x}{\varepsilon})$ with $k > 0$. The homogenized limit depends on the value of $k$ with the critical value $k = 2$ giving the most interesting homogenized equation. In this thesis we consider only the case where $k = 2$. We discuss the cases where $k < 2$ and $k > 2$ in Remark 2.7. We use multiscale convergence to study this problem.

## 2.2 Multiscale homogenization of (2.2)

We study homogenization of (2.2) by multiscale convergence. Multiscale convergence was initiated by Nguetseng in [65], and developed further by Allaire [5]. The concept is extended to functions depending on microscopic scales with respect to both time and space in Holmbom et al. [50]. We first recall the definition of multiscale convergence in [50]. We then prove some results on time space multiscale convergence and use them to derive the multiscale homogenized equation of (2.2). As the coefficients depend on microscales in both space and time, we wish to extract microscopic properties with respect to both the space and time so we use multiscale convergence in both space and time.

### 2.2.1 Multiscale convergence

We first recall the definition of Holmbom et al. [50].

**Definition 2.1.** A sequence $\{w^\varepsilon\}_\varepsilon$ time-space multiscale converges to a function $w_0 \in L^2((0, T) \times D \times (0, 1) \times Y)$ if for all functions $\phi \in C((0, T) \times
which are \((0, 1) \times Y\) periodic with respect to \(\tau\) and \(y\),

\[
\lim_{\varepsilon \to 0} \int_0^T \int_D w^\varepsilon(t, x) \phi\left(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon}\right) dx dt
= \int_0^T \int_D \int_0^1 \int_Y w_0(t, x, \tau, y) \phi(t, x, \tau, y) dy d\tau dx dt.
\]

We can show that (see [50]):

**Proposition 2.2.** From a bounded sequence in \(L^2((0, T) \times D)\), there is a time-space multiscale convergent subsequence.

In the following propositions, we establish the time-space multiscale convergent limits of bounded sequences in \(L^2((0, T), V) \cap H^1((0, T), V')\) that will be employed to derive the multiscale homogenization limit of the solution of (2.2). These results are first derived in [50]. For completeness, we will present the proofs of these results; and the proof of Proposition 2.4 is different from that of [50].

**Proposition 2.3.** Let \(w^\varepsilon\) be a bounded sequence in \(L^2((0, T), V) \cap H^1((0, T), V')\). Then there are functions \(w_0 \in L^2((0, T), V)\) and \(w_1 \in L^2((0, T) \times D \times (0, 1), H^1_\#(Y))\), and a subsequence (not renumbered) such that

\[
\nabla w^\varepsilon \overset{ts-mS}{\to} \nabla_x w_0 + \nabla_y w_1.
\]

**Proof.** Let \(\psi(t, x, \tau, y) : (0, T) \times D \times (0, 1) \times Y \to \mathbb{R}^d\) be a smooth function that is \((0, 1) \times Y\) periodic with respect to \(\tau\) and \(y\). We consider

\[
\varepsilon \int_0^T \int_D \nabla w^\varepsilon \cdot \psi(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon}) dx dt
= -\varepsilon \int_0^T \int_D w^\varepsilon(\varepsilon \text{div}_x \psi(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon}) + \text{div}_y \psi(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon})) dx dt.
\]

As \(\|\nabla w^\varepsilon\|_{L^2((0, T), V)}\) is bounded, passing to the limit when \(\varepsilon \to 0\), we have

\[
\lim_{\varepsilon \to 0} \int_0^T \int_D w^\varepsilon \text{div}_y \psi(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon}) dx dt = 0.
\]
Let \( w_0 \in L^2((0,T) \times D \times (0,1) \times Y) \) be the multiscale convergent limit of a subsequence of \( w^\varepsilon \). We then have
\[
\int_0^T \int_D \int_0^1 \int_Y w_0(t,x,\tau,y) \text{div}_y \psi(t,x,\tau,y) dy dx d\tau dt = 0.
\]
This implies that \( w_0 \) is independent of \( y \). As \( \psi \) is a smooth function,
\[
\| \varepsilon^2 \psi \left( \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon} \right) \|_V \leq c\varepsilon
\]
uniformly for all \( t \). Therefore
\[
\lim_{\varepsilon \to 0} \varepsilon^2 \int_0^T \left\langle \frac{\partial w^\varepsilon}{\partial t}, \psi(t,x,\frac{t}{\varepsilon^2},\frac{x}{\varepsilon}) \right\rangle_H dt = 0,
\]
i.e.
\[
\lim_{\varepsilon \to 0} \varepsilon^2 \int_0^T \int_D w^\varepsilon \left( \frac{\partial \psi}{\partial t} \left( t,x,\frac{t}{\varepsilon^2},\frac{x}{\varepsilon} \right) + \frac{1}{\varepsilon^2} \frac{\partial \psi}{\partial \tau} \left( t,x,\frac{t}{\varepsilon^2},\frac{x}{\varepsilon} \right) \right) dx dt = 0.
\]
As
\[
\lim_{\varepsilon \to 0} \varepsilon^2 \int_0^T \int_D w^\varepsilon \left( \frac{\partial \psi}{\partial t} \left( t,x,\frac{t}{\varepsilon^2},\frac{x}{\varepsilon} \right) \right) dx dt = 0,
\]
we have
\[
\lim_{\varepsilon \to 0} \int_D \int_0^1 \int_Y w_0(t,x,\tau,\frac{\partial \psi}{\partial \tau} \left( t,x,\tau,y \right) dy d\tau dx dt = 0.
\]
This implies that \( w_0 \) does not depend on \( \tau \). Therefore \( w_0 \) is the weak limit of \( w^\varepsilon \) in \( L^2((0,T) \times D) \). Let \( \chi \in L^2((0,T) \times D \times (0,1) \times Y) \) be the multiscale limit of \( \nabla w^\varepsilon \). We choose the function
\[
\psi \in C^\infty((0,T), C^\infty_0(D, C^1_\#((0,1), C^\infty_\#(Y))))
\]
so that \( \text{div}_y \psi = 0 \). We then have
\[
\lim_{\varepsilon \to 0} \int_0^T \int_D \nabla w^\varepsilon \cdot \psi(t,x,\frac{t}{\varepsilon^2},\frac{x}{\varepsilon}) dx dt
\]
\[ = \int_0^T \int_D \int_0^1 \int_Y \chi(t, x, \tau, y) \cdot \psi(t, x, \tau, y) dy d\tau dx dt. \]

Since \( \text{div}_y \psi = 0 \), we have
\[ \int_0^T \int_D \nabla w^\varepsilon \cdot \psi(t, x, t^\varepsilon, x^\varepsilon) = - \int_0^T \int_D w^\varepsilon \text{div}_x \psi(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon}) dx dt. \]

Passing to the multiscale limit, we get
\[ - \int_0^T \int_D \int_0^1 \int_Y w_0(t, x) \text{div}_x \psi(t, x, \tau, y) dy d\tau dx dt = \int_0^T \int_D \int_0^1 \int_Y \chi(t, x, \tau, y) \cdot \psi(t, x, \tau, y) dy d\tau dx dt. \]

Thus
\[ \int_0^T \int_D \int_0^1 \int_Y (\chi - \nabla_x w_0) \cdot \psi(t, x, \tau, y) dy d\tau dx dt = 0. \]

As this holds for all functions \( \psi \) with \( \text{div}_y \psi = 0 \), there is a function \( w_1 \in L^2((0, T) \times D \times (0, 1), H^1_\#(Y)) \) so that
\[ \chi = \nabla_x w_0(t, x) + \nabla_y w_1(t, x, \tau, y). \]

\[ \square \]

**Proposition 2.4.** Let \( \{w^\varepsilon\}_\varepsilon \) be a bounded sequence in \( L^2((0, T), H^1(D)) \) such that
\[ \nabla w^\varepsilon \xrightarrow{\text{ts-mS}} \nabla_x w_0 + \nabla_y w_1. \]

Then for all smooth functions \( \psi(t, x, \tau, y) \) which are \((0, 1) \times Y\) periodic with respect to \( \tau \) and \( y \) and
\[ \int_Y \psi(t, x, \tau, y) dy = 0, \]

\[ \lim_{\varepsilon \to 0} \int_0^T \int_D \frac{1}{\varepsilon} w^\varepsilon(t, x) \psi(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon}) dx dt = \int_0^T \int_D \int_0^1 \int_Y w_1(t, x, \tau, y) \psi(t, x, \tau, y) dy d\tau dx dt. \]
2.2 Multiscale homogenization of \( \mathbf{2.2} \)

**Proof.** As \( \psi \) is smooth and \( \int_Y \psi(t, x, \tau, y)dy = 0 \), there is a smooth function \( \tilde{\psi}(t, x, \tau, y) \) which are \((0, 1) \times Y\) periodic with respect to \( \tau \) and \( y \) such that

\[
\Delta_y \tilde{\psi}(t, x, \tau, \cdot) = \psi(t, x, \tau, \cdot).
\]

Since

\[
\Delta_y \tilde{\psi}(t, x, \tau, \frac{x}{\varepsilon}) = \Delta_x \tilde{\psi}(t, x, \tau, \frac{x}{\varepsilon}) + \frac{2}{\varepsilon} \nabla_x \nabla_y \tilde{\psi}(t, x, \tau, \frac{x}{\varepsilon}) + \frac{1}{\varepsilon^2} \Delta_y \tilde{\psi}(t, x, \tau, \frac{x}{\varepsilon}),
\]

\[
\Delta_y \tilde{\psi}(t, x, \tau, \frac{x}{\varepsilon}) = \varepsilon^2 \Delta_x \tilde{\psi}(t, x, \tau, \frac{x}{\varepsilon}) - \varepsilon^2 \Delta_x \tilde{\psi}(t, x, \tau, \frac{x}{\varepsilon}) - 2\varepsilon \nabla_x \nabla_y \tilde{\psi}(t, x, \tau, \frac{x}{\varepsilon}).
\]

Thus

\[
\int_0^T \int_D \int_0^1 \int_Y w^\varepsilon(t, x) \psi(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon})dxdt = 1 \varepsilon \int_0^T \int_D \int_0^1 \int_Y \nabla_x w_0 \cdot \nabla_y \tilde{\psi}dyd\tau dxdt.
\]

As \( \tilde{\psi} \) is a smooth function

\[
\lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_0^T \int_D \int_0^1 \int_Y \nabla_x w_0 \cdot \nabla_y \tilde{\psi}dyd\tau dxdt = 0.
\]

We note that

\[
\int_0^T \int_D \int_0^1 \int_Y (\nabla_x w_0 + \nabla_y w_1) \cdot \nabla_y \tilde{\psi}dyd\tau dxdt.
\]

as \( \varepsilon \to 0 \). Since \( w_0 \) is independent of \( y \),

\[
\int_0^T \int_D \int_0^1 \int_Y \nabla_x w_0 \cdot \nabla_y \tilde{\psi}dyd\tau dxdt = 0.
\]
Thus
\[\lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_0^T \int_D w^\varepsilon \Delta \bar{\psi}(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon}) \, dx \, dt = - \int_0^T \int_D \int_0^1 \int_Y \nabla_y w \cdot \nabla_y \bar{\psi} \, dy \, dx \, d\tau \, dt = \int_0^T \int_D \int_0^1 \int_Y w \Delta_y \bar{\psi} \, dy \, dx \, d\tau \, dt = \int_0^T \int_D \int_0^1 \int_Y w \nabla \bar{\psi} \, dy \, dx \, d\tau \, dt.\]

We note further that
\[\lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_0^T \int_D w^\varepsilon \nabla_x \nabla_y \bar{\psi}(t, \frac{t}{\varepsilon^2}, x, \frac{x}{\varepsilon}) \, dx \, dt = 2 \int_0^T \int_0^1 \int_D \int_Y w_0(t, x) \nabla_x \nabla_y \psi(t, x, \tau, y) \, dy \, dx \, d\tau \, dt = 0.\]

We then get the conclusion. \(\square\)

### 2.2.2 Multiscale homogenized equation of problem \((2.2)\)

We have the following result on the time-space multiscale limit of the solution of the multiscale problem \((2.2)\). We denote by \(V_\# = H^1_\#(Y)/\mathbb{R}\) and \(H_\# = L^2(Y)/\mathbb{R}\). In the limiting equation below, \(\frac{\partial u}{\partial \tau}\) (fixing \(t\) and \(x\)) belongs to the duality space \(V'_\#\). Thus we use the Gelfand triple \(V_\# \subset H_\# \subset V'_\#\); and we denote by \(\langle \cdot, \cdot \rangle_{H_\#}\) the inner product in \(H_\#\) extended to the duality paring between \(V_\#\) and \(V'_\#\). In the proposition below, we use time-space multiscale convergence to derive a limiting equation that contains all the microscopic and macroscopic information in both space and time. The main difficulty is due to the fast time variable \(t/\varepsilon^2\) which implies a \(O(1/\varepsilon)\) term in the time derivative of the test function \(\psi^\varepsilon\) below. However, this can be overcome by using Proposition \(2.4\) above.
2.2 Multiscale homogenization of (2.2)

Proposition 2.5. There are functions $u_0 \in L^2((0,T),V) \cap H^1((0,T),V')$ and $u_1 \in L^2((0,T) \times D \times (0,1),V_\#) \cap L^2((0,T) \times D,H^1_\#((0,1),V'_\#))$ such that we can extract a subsequence from $\{u^\varepsilon\}_\varepsilon$ so that

$$\nabla u^\varepsilon \xrightarrow{tv-m} \nabla_x u_0 + \nabla_y u_1.$$ 

The functions $u_0$ and $u_1$ satisfy the problem

$$\left< \frac{\partial u_0}{\partial t}(t,\cdot), \phi_0(\cdot) \right>_H + \int_D \int_0^1 \left< \frac{\partial u_1}{\partial \tau}(t,x,\tau,\cdot), \phi_1(x,\tau,\cdot) \right>_{H_\#} d\tau dx 
+ \int_D \int_0^1 \int_Y a(t,x,\tau,y)(\nabla_x u_0(t,x) + \nabla_y u_1(t,x,\tau,y))$$

$$\cdot (\nabla_x \phi_0(x) + \nabla_y \phi_1(x,\tau,y)) dy \, d\tau dx
= \int_D f(t,x) \phi_0(x) dx \quad \text{(2.3)}$$

for all $\phi_0 \in V$ and $\phi_1 \in L^2(D \times (0,1),V_\#)$, with the initial condition $u_0(0,x) = g$.

Proof. Let $\psi_0 \in D((0,T) \times D)$ and $\psi_1 \in D((0,T) \times D, C^\infty_\#((0,1),C^\infty_\#(Y)))$ be such that

$$\int_Y \psi_1(t,x,\tau,y) dy = 0$$

for all $t,x,\tau \in (0,T) \times D \times (0,1)$. Let

$$\psi^\varepsilon(t,x) = \psi_0(t,x) + \varepsilon \psi_1(t,x,\frac{t}{\varepsilon^2},\frac{x}{\varepsilon}).$$

We have from (2.2) that

$$- \int_0^T \int_D u^\varepsilon \frac{\partial \psi^\varepsilon}{\partial t} dx dt + \int_0^T \int_D a(t,x,\frac{t}{\varepsilon^2},\frac{x}{\varepsilon}) \nabla u^\varepsilon(t,x) \cdot \nabla \psi^\varepsilon(t,x) dx dt
= \int_0^T \int_D f(t,x) \psi^\varepsilon(t,x) dx dt.$$
We then have
\[ -\int_0^T \int_D u^\varepsilon \left( \frac{\partial \psi_0}{\partial t}(t,x) + \varepsilon \frac{\partial \psi_1}{\partial t}(t,x) + \frac{1}{\varepsilon} \frac{\partial \psi_1}{\partial \tau}(t,x) \right) dxdt + \int_0^T \int_D \alpha(t,x) \nabla u^\varepsilon(t,x) \cdot \left( \nabla \psi_0(t,x) + \varepsilon \nabla \psi_1(t,x) \right) dxdt = \int_0^T \int_D f(t,x) \psi_0(t,x) dxdt. \]
Passing to the multiscale convergence limit, using Propositions 2.3 and 2.4, we get
\[ -\int_0^T \int_D u_0(t,x) \frac{\partial \psi_0}{\partial t}(t,x) dxdt - \int_0^T \int_D \int_0^1 \int_{\Gamma} u_1(t,x,\tau,y) \frac{\partial \psi_1}{\partial \tau}(t,x,\tau,y) dydxd\tau dt + \int_0^T \int_D \int_0^1 \int_{\Gamma} \alpha(t,x,\tau,y) \left( \nabla u_0(t,x) + \nabla y u_1(t,x,\tau,y) \right) \cdot \left( \nabla \psi_0(t,x) + \nabla y \psi_1(t,x,\tau,y) \right) dyd\tau dxdt = \int_0^T \int_D f(t,x) \psi_0(t,x) dxdt. \quad (2.4) \]
By a density argument, we deduce that (2.4) hold for all \( \psi_0 \in L^2((0,T),V) \) and \( \psi_1 \in L^2((0,T) \times D, H^1((0,1),V)) \). From this, we deduce (2.3). To show the initial condition \( u_0(0,\cdot) = g \), we first note that \( \frac{\partial u^\varepsilon}{\partial t} \rightharpoonup \frac{\partial u_0}{\partial t} \) in \( L^2((0,T),V') \). Let \( \psi \in C^\infty((0,T) \times D) \) so that \( \psi(T,\cdot) = 0 \). We have
\[ \lim_{\varepsilon \to 0} \int_0^T \int_D u^\varepsilon \frac{\partial \psi}{\partial t} dxdt = \int_0^T \int_D u_0 \frac{\partial \psi}{\partial t} dxdt = -\int_0^T \int_D \frac{\partial u_0}{\partial t} \psi dxdt - \int_D u_0(0,x) \psi(0,x) dx. \]
On the other hand
\[ \int_0^T \int_D u^\varepsilon \frac{\partial \psi}{\partial t} dxdt \]
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\[ = - \int_0^T \int_D \frac{\partial u^\varepsilon}{\partial t} \psi dx dt - \int_D u^\varepsilon(0, x) \psi(0, x) dx \]

\[ \rightarrow - \int_0^T \int_D \frac{\partial u_0}{\partial t} \psi dx dt - \int_D g(x) \psi(0, x) dx \]

when \( \varepsilon \to 0 \). These imply that \( u_0(0, x) = g(x) \).

Proposition 2.6. Problem (2.3) has a unique solution. The whole sequence \( \{u^\varepsilon\}_\varepsilon \) time-space multiscale converges to the solution \((u_0, u_1)\) of (2.3).

Proof. We show that problem (2.3) has solution \( u_0 = 0 \) and \( u_1 = 0 \) when \( f = 0 \) and \( g = 0 \). We note that \( \int_D \int_0^1 \langle \frac{\partial u_1}{\partial \tau}, u_1 \rangle_{H^1_\#} d\tau dx = 0 \) due to the periodicity of \( u_1 \) with respect to \( \tau \). From (2.3), letting \( \phi_0 = u_0(t, \cdot) \) and \( \phi_1 = u_1(t, \cdot, \cdot, \cdot) \), and taking the integral from 0 to \( T \) with respect to \( t \), we have

\[ \frac{1}{2} \| u_0(T) \|_{H^1_\#}^2 + \int_0^T \int_D \int_Y a(\nabla_x u_0 + \nabla_y u_1) \cdot (\nabla_x u_0 + \nabla_y u_1) dy d\tau dx dt = 0. \]

From (2.1), we deduce that \( u_0 = 0 \) and \( u_1 = 0 \).

Remark 2.7. For the case where \( k < 2 \), \( u_1 \) depends on \( \tau \) but \( \tau \) only plays the role of a parameter in the multiscale homogenized equation. The derivative \( \frac{\partial u_1}{\partial \tau} \) is not present. For the case \( k > 2 \), \( u_1 \) no longer depends on \( \tau \). The problem is equivalent to that of the multiscale coefficient \( \int_Y a(t, x, \tau, y) d\tau \) which is independent of \( \tau \). Details can be found in [16].

2.3 FE approximations

In this section, we establish the convergence of the Crank-Nicolson scheme for solving equation (2.3). We first consider convergence for general FE space. We then consider the case of full tensor product and sparse tensor product FE approximations for \( u_1 \). The main difficulty of deriving an error
estimate for the Crank-Nicolson scheme is due to the fact that the term $\int_0^1 \frac{\partial u}{\partial \tau} \phi_1 d\tau$ in the limiting equation (2.3) is not symmetric. However, we can use the scheme in [34] to show the convergence of the numerical method. To get the convergence, we need to assume regularity for $\frac{\partial u}{\partial \tau}$.

2.3.1 General FE approximation

We denote by $V_1$ the space $L^2(D \times (0,1), V_\#)$. Let $V_0^L \subset V$ and $V_1^L \subset L^2(D \times (0,1), V_\#) \cap L^2(D, H_\#^p((0,1), V'_1))$ be FE spaces. Let $M$ be an integer. Let $\Delta t = T/M$. We consider the time sequence $0 = t_0 < t_1 < \ldots < t_M = T$ where $t_m = m\Delta t$. Let $g^L \in V_0^L$ be an approximation of $g$. Let $t_{m+1/2} = t_m + \Delta t/2$. We consider the problem: Find $U_{0,m}^L, U_{1,m}^L \in V_1^L$ for $m = 1, \ldots, M$ so that

$$\begin{align*}
\langle \frac{U_{0,m+1}^L - U_{0,m}^L}{\Delta t}, \phi_0 \rangle_H + \int_D \int_0^1 \left\langle \frac{\partial}{\partial \tau} \frac{U_{1,m+1}^L + U_{1,m}^L}{2}, \phi_1 \right\rangle_{H_\#} d\tau dx \\
+ \int_D \int_0^1 \int_Y a(t_{m+1/2}, x, \tau, y) \left( \nabla_x \frac{U_{0,m}^L + U_{0,m+1}^L}{2} + \nabla_y \frac{U_{1,m}^L + U_{1,m+1}^L}{2} \right) \\
\cdot (\nabla_x \phi_0 + \nabla_y \phi_1) dy d\tau dx
= \int_D f(t_{m+1/2}, x) \phi_0(x) dx,
\end{align*}$$

(2.5)

for all $\phi_0 \in V_0^L$ and $\phi_1 \in V_1^L$. Let $Z_{0,m}^L = u_0(t_m) - U_{0,m}^L$, $Z_{1,m}^L = u_1(t_m) - U_{1,m}^L$. This is the Crank-Nicolson method for approximating (2.3). We denote by

$$Z_{0,m+1/2}^L = \frac{1}{2}(Z_{0,m}^L + Z_{0,m+1}^L), \quad Z_{1,m+1/2}^L = \frac{1}{2}(Z_{1,m}^L + Z_{1,m+1}^L).$$

We then have the following result.

**Proposition 2.8.** Problem (2.5) has a unique solution.
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Proof. Let $B$ be the Gram matrix of the basis functions of $V_0^L$ in the inner product of $H$. Let $M$ be the matrix describing the interaction of the basis functions of $V_1^L$ with themselves in the bilinear form representing the second term on the left hand side of (2.5). Let $A$ be the matrix describing the interaction of the basis functions of $V_0^L \times V_1^L$ in the bilinear form representing the third term on the left hand side of (2.5). Let $F_{m+1/2}$ be the vector representing the interaction of $f(t_{m+1/2})$ with the basis functions of $V_0^L$ in the linear form of the right hand side in (2.5). Let $c_{0,m}$ be the coordinate vector of $U_{0,m}^L$ in the linear expansion with respect to the basis functions of $V_0^L$. Let $c_{1,m}$ be the coordinate vector of $U_{1,m}^L$ in the linear expansion with respect to the basis functions of $V_1^L$. Let $c_m$ be the coordinate vector of the expansion of $(U_{0,m}^L, U_{1,m}^L)$ with respect to the basis functions of $V_0^L \times V_1^L$, i.e. $c_m = (c_{0,m}, c_{1,m})$. Let $d_0$ be the coordinate vector of $\phi_0$ in the expansion with respect to the basis functions of $V_0^L$. Let $d_1$ be the coordinate vector of $\phi_1$ in the basis functions of $V_1^L$. Let $d$ be the coordinate vector of $(\phi_0, \phi_1)$ in the expansion with respect to the basis functions of $V_0^L \times V_1^L$, i.e. $d = (d_0, d_1)$. Problem (2.5) can be written as

$$
\frac{1}{\Delta t} Bc_{0,m+1} \cdot d_0 + \frac{1}{2} Mc_{1,m+1} \cdot d_1 + \frac{1}{2} Ac_{m+1} \cdot d = F_{m+1/2} \cdot d_0 - \frac{1}{\Delta t} Bc_{0,m} \cdot d_0 - \frac{1}{2} Mc_{1,m} \cdot d_1 - \frac{1}{2} Ac_m \cdot d. \tag{2.6}
$$

We denote by $A : \mathbb{R}^{\dim V_0^L + \dim V_1^L} \times \mathbb{R}^{\dim V_0^L + \dim V_1^L}$ be the bilinear form

$$
A(c, d) = \frac{1}{\Delta t} Bc_0 \cdot d_0 + \frac{1}{2} Mc_1 \cdot d_1 + \frac{1}{2} Ac \cdot d.
$$

As $M$ is a skew symmetric matrix, we have that

$$
A(c, c) = \frac{1}{\Delta t} Bc_0 \cdot c_0 + \frac{1}{2} Ac \cdot c.
$$

As $B$ is the Gram matrix, and $A$ is a positive definite matrix, $A(c, c) \geq c|c|^2$ where $\cdot |$ denote the Euclidean norm in $\mathbb{R}^{\dim V_0^L + \dim V_1^L}$. Therefore the bilinear
form $\mathcal{A}$ is coercive. It is also bounded. Thus equation (2.6) has a unique solution.

When the solutions of equation (2.3) is sufficiently regular with respect to $t$, we show the convergence of the Crank-Nicolson scheme. We follow the approach by [34].

**Theorem 2.9.** Assume that $u_0 \in C^3([0, T], H) \cap C^2([0, T], V)$, $u_1 \in C^2([0, T], L^2(D \times (0, 1), V'))$ and $\frac{\partial u_1}{\partial t} \in C^2([0, T], L^2(D \times (0, 1), V'_\#))$. Then

$$
\|Z_{i,0}^L\|_H^2 + \Delta t \sum_{m=0}^{M-1} (\|Z_{i,m+1/2}^L\|^2_V + \|Z_{i+1,m+1/2}^L\|^2_V) \\
\leq c\Delta t \left( \sum_{m=0}^{M-1} \| (u_0 - \tilde{u}_0)_{m+1/2} \|_{V'}^2 + \| (u_1 - \tilde{u}_1)_{m+1/2} \|_{V'_1}^2 \\
+ \left\| \frac{\partial}{\partial t} (u_1 - \tilde{u}_1)_{m+1/2} \right\|_{V'_1}^2 \\
+ \sum_{m=1}^{M} \left\| \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right\|_{L^2(D)}^2 \\
+ \max_{m=1,\ldots,M} \| (u_0 - \tilde{u}_0)_{m-1/2} \|^2_{L^2(D)} + \| g - g^L \|^2_{L^2(D)} + c(\Delta t)^4 \right) (2.7)
$$

for all $\{\tilde{u}_0^L, m = 0, \ldots, M\} \subset V^L_0$ and $\{\tilde{u}_1^L, m = 1, \ldots, M\} \subset V^L_1$.

**Proof.** Let $\rho_{0,m} = \frac{1}{\Delta t} (u_0(t_{m+1}) - u_0(t_m)) - \frac{\partial u_0}{\partial t}(t_{m+1/2})$, $\zeta_{0,m} = \frac{1}{2} (u_0(t_{m+1}) + u_0(t_m)) - u_0(t_{m+1/2})$, $\zeta_{1,m} = \frac{1}{2} (u_1(t_{m+1}) + u_1(t_m)) - u_1(t_{m+1/2})$ and $\xi_{1,m} = \frac{1}{2} \left( \frac{\partial u_1}{\partial t}(t_{m+1}) + \frac{\partial u_1}{\partial t}(t_m) \right) - \frac{\partial u_1}{\partial t}(t_{m+1/2})$. Since $u_0 \in C^3([0, T], H) \cap C^2([0, T], V)$, $u_1 \in C^2([0, T], L^2(D \times (0, 1), V'))$ and $\frac{\partial u_1}{\partial t} \in C^2([0, T], L^2(D \times (0, 1), V'_\#))$, we deduce that

$$
\|\rho_{0,m}\|_{L^2(D)} \leq c(\Delta t)^2, \\
\|\zeta_{0,m}\|_V \leq c(\Delta t)^2, \\
\|\zeta_{1,m}\|_{V_1} \leq c(\Delta t)^2, \\
\|\xi_{1,m}\|_{L^2(D \times (0, 1), V'_\#)} \leq c(\Delta t)^2
$$
where the constant $c$ does not depend on $m$. From (2.3) and (2.5) considered at $t = t_{m+1/2}$ we deduce that

$$
\left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, \phi_0 \right\rangle_H - \left\langle \rho_{0,m}, \phi_0 \right\rangle_H
+ \int_D \int_0^1 \frac{1}{2} \left( \frac{\partial Z_{1,m+1}^L}{\partial \tau} + \frac{\partial Z_{1,m}^L}{\partial \tau} \right), \phi_1 \right\rangle_H d\tau dx + \int_D \int_0^1 \left\langle \xi_1, \phi_1 \right\rangle_{H^\#} d\tau dx
+ \int_D \int_0^1 a(t_{m+1/2}) \left( \nabla_x \frac{Z_{0,m+1}^L + Z_{0,m}^L}{2} + \nabla_y \frac{Z_{1,m+1}^L + Z_{1,m}^L}{2} \right)
\cdot (\nabla_x \phi_0 + \nabla_y \phi_1) dy d\tau dx
+ \int_D \int_0^1 a(t_{m+1/2})(\nabla_x \xi_{0,m} + \nabla_y \xi_{1,m}) \cdot (\nabla_x \phi_0 + \nabla_y \phi_1) dy d\tau dx = 0.
$$

(2.8)

Consider

$$
I = \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, \frac{Z_{0,m+1}^L + Z_{0,m}^L}{2} \right\rangle_H
+ \int_D \int_0^1 \frac{1}{2} \left( \frac{\partial Z_{1,m+1}^L}{\partial \tau} + \frac{\partial Z_{1,m}^L}{\partial \tau} \right), \frac{Z_{1,m+1}^L + Z_{1,m}^L}{2} \right\rangle_H^\#
+ \int_D \int_0^1 \int_Y a(t_{m+1/2}) \left( \nabla_x \frac{Z_{0,m+1}^L + Z_{0,m}^L}{2} + \nabla_y \frac{Z_{1,m+1}^L + Z_{1,m}^L}{2} \right)
\cdot \left( \nabla_x \frac{Z_{0,m+1}^L + Z_{0,m}^L}{2} + \nabla_y \frac{Z_{1,m+1}^L + Z_{1,m}^L}{2} \right)
\geq \frac{1}{2\Delta t}(\|Z_{0,m+1}^L\|^2_H - \|Z_{0,m}^L\|^2_H)
+ \gamma(\|Z_{0,m+1/2}^L\|^2_V + \|Z_{1,m+1/2}^L\|^2_{V^1}).
$$

(2.9)

For $\{\tilde{u}_{0,m}^L, \ m = 0, \ldots, M\} \subset V_0^L$ and $\{\tilde{u}_{1,m}^L, \ m = 1, \ldots, M\} \subset V_1^L$, we have

$$
I = \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H
+ \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (\tilde{u}_0 - U_0^L)_{m+1/2} \right\rangle_H
$$

From (2.5) we have
\[
I = \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2}
\]

\[
-\int_D \int_0^1 \int_Y a(t_{m+1/2}) \left( \nabla_x \frac{Z_{0,m+1}^L + Z_{0,m}^L}{2} + \nabla_y \frac{Z_{1,m+1}^L + Z_{1,m}^L}{2} \right) \cdot (u_0 - \tilde{u}_0)_{m+1/2} d\tau dx
d\tau dy dx.
\]

We note that \((\tilde{u}_0 - U_0^L)_{m+1/2} = (\tilde{u}_0 - u_0)_{m+1/2} + Z_{0,m+1/2}^L\) and \((\tilde{u}_1 - U_1^L)_{m+1/2} = (\tilde{u}_1 - u_1)_{m+1/2} + Z_{1,m+1/2}^L\). For a positive constant \(\delta > 0\), using the Cauchy-Schwartz inequality, we have
\[
I \leq \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2} \]
We note that

Fixing an integer $P \leq M$, taking the sum for $m = 0, \ldots, P - 1$, we have

From this and (2.9), choosing $\delta$ sufficiently small, we have
Choosing \( \delta \) positive constant. We note that \( \delta \) is an arbitrary positive constant. We have

\[
\begin{align*}
    &\langle Z_{0,m}, (u_0 - \tilde{u}_0)_{P-1/2} \rangle_H - \langle Z_{0,0}, (u_0 - \tilde{u}_0)_{1/2} \rangle_H \\
    &+ \Delta t \sum_{m=1}^{P-1} \left\langle \frac{Z_{0,m}}{\Delta t}, -(u_0 - \tilde{u}_0)_{m-1/2} + (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H \\
    &\leq \delta \|Z_{0,m}^L\|_H^2 + c \|(u_0 - \tilde{u}_0)_{P-1/2}\|_H^2 + \|Z_{0,0}^L\|_H^2 + \|(u_0 - \tilde{u}_0)_{1/2}\|_H^2 \\
    &+ \delta \Delta t \sum_{m=1}^{P-1} \|Z_{0,m}^L\|_H^2 \\
    &+ c \Delta t \sum_{m=1}^{P-1} \left\| \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right\|_H^2
\end{align*}
\]

which is a consequence of the Cauchy-Schwartz inequality; \( \delta \) is an arbitrary positive constant. We note that

\[
\Delta t \sum_{m=1}^{P-1} \|Z_{0,m}^L\|_H^2 \leq \Delta t P \max_{m=0,\ldots,M} \|Z_{0,m}^L\|_H^2 \leq T \max_{m=0,\ldots,M} \|Z_{0,m}^L\|_H^2.
\]

From this and (2.10), choosing \( \delta \) sufficiently small, we have

\[
\begin{align*}
    &\|Z_{0,m}^L\|_H^2 \\
    &\leq c \Delta t \sum_{m=0}^{P-1} \left( \left\| \frac{\partial}{\partial t} (u_1 - \tilde{u}_1)_{m+1/2} \right\|_{V_i'} + \|(u_0 - \tilde{u}_0)_{m+1/2}\|_{V_i'} \right) \\
    &+ c(\Delta t)^4 + c \|(u_0 - \tilde{u}_0)_{P-1/2}\|_H^2 + 2 \|Z_{0,0}^L\|_H^2 + \|(u_0 - \tilde{u}_0)_{1/2}\|_H^2 \\
    &+ c \Delta t \sum_{m=1}^{P-1} \left\| \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right\|_H^2 \\
    &+ \delta T \max_{m=0,\ldots,M} \|Z_{0,m}^L\|_H^2.
\end{align*}
\]

Choosing \( \delta \) sufficiently small, we have

\[
\max_{m=0,\ldots,M} \|Z_{0,m}^L\|_H^2 \
\leq c \Delta t \sum_{m=0}^{M-1} \left( \left\| \frac{\partial}{\partial t} (u_1 - \tilde{u}_1)_{m+1/2} \right\|_{V_i'}^2 + \|(u_0 - \tilde{u}_0)_{m+1/2}\|_{V_i'}^2 \\
    + \|(u_1 - \tilde{u}_1)_{m+1/2}\|_{V_i'}^2 \right)\]
\[ + c(\Delta t)^4 + c \max_{m=1,\ldots,M} \|(u_0 - \tilde{u}_0)_{m-1/2}\|_H^2 + c \|Z_{0,0}\|_H^2 \]

From this we get the conclusion. \qed

### 2.3.2 Full tensor FE

To approximate \( u_1(t) \in L^2(D, L^2((0, 1), V')) \cap L^2(D, H^1((0, 1), V')) \cong L^2(D) \otimes L^2(0, 1) \otimes V_\# \cap L^2(D) \otimes H^1_\#(0, 1) \otimes V'_\# \), we use tensor product FE s. Let \( h_l = 2^{-l} \). Assuming that \( D \) is a polygonal domain in \( \mathbb{R}^d \), we divide the domain \( D \) into a hierarchy of sets of triangular simplices \( \{T^l\}_{l \geq 0} \). Each simplex in the set \( T^l \) of mesh size \( O(h_l) \) is obtained by dividing each simplex in \( T^{l-1} \) into 4 congruent triangles when \( d = 2 \) and 8 tetrahedral when \( d = 3 \). For each simplex \( T \in T^l \), we denote by \( P^1(T) \) the set of linear polynomials in \( T \). Similarly, we divide \( Y \) into a hierarchy \( \{T^l_\#\}_{l \geq 0} \) of sets of simplices with mesh size \( O(h_l) \) which are distributed periodically. For each \( l = 1, 2, \ldots, \) the interval \((0, 1)\) for the variable \( \tau \) is divided into sets \( T^l_\# \) of \( 2^l \) intervals of length \( 2^{-l} \). We define the following FE spaces:

\[
\begin{align*}
V^l_0 &= \{ \phi \in H^1_0(D), \ \phi \in P^1(T) \ \forall \ T \in T^l \}; \\
V^l &= \{ \phi \in H^1(D), \ \phi \in P^1(T) \ \forall \ T \in T^l \}; \\
V^l_\# &= \{ \phi \in H^1_\#(Y), \ \phi \in P^1(T) \ \forall \ T \in T^l_\# \}; \\
V^l_\#_\tau &= \{ \phi \in H^1_\#(0, 1), \ \phi \in P^1(T) \ \forall \ T \in T^l_\#_\tau \}.
\end{align*}
\]

We then have the following approximation property

\[
\begin{align*}
\inf_{w^l \in V^l_0} \|w - w^l\|_{H^1_0(D)} &\leq ch_l \|w\|_{H^2(D)}, \quad \forall w \in H^1_0(D) \cap H^2(D); \\
\inf_{w^l \in V^l} \|w - w^l\|_{L^2(D)} &\leq ch_l \|w\|_{H^1(D)}, \quad \forall w \in H^1(D); \\
\inf_{w^l \in V^l_\#} \|w - w^l\|_{H^1_\#(Y)} &\leq ch_l \|w\|_{H^2_\#(Y)}, \quad \forall w \in H^2_\#(Y);
\end{align*}
\]
\[ \inf_{w^l \in V^l_\#} \| w - w^l \|_{L^2(Y)} \leq c_{hl} \| w \|_{H^1_\#(Y)}, \quad \forall w \in H^1_\#(Y) \]
\[ \inf_{w^l \in V^l_\#} \| w - w^l \|_{H^1_\#((0,1))} \leq c_{hl} \| w \|_{H^2_\#((0,1))}, \quad \forall w \in H^2_\#(0,1) \]
\[ \inf_{w^l \in V^l_\#} \| w - w^l \|_{L^2((0,1))} \leq c_{hl} \| w \|_{H^1_\#(Y)}, \quad \forall w \in H^1_\#((0,1)) \].

For approximating \( u_1(t) \) we define the full tensor product FE space as
\[ \bar{V}^L = V^L \otimes V^L_\# \otimes V^L_\#. \]

Let \( \mathcal{H} \) be the regularity space
\[ H^1(D, H^1_\#((0,1), V^L_\#(Y))) \cap L^2(D, H^2_\#((0,1), H^1_\#(Y))) \]
\[ \cap L^2(D, H^1_\#((0,1), H^2_\#(Y))) \]
with the norm
\[ \| w \|_{\mathcal{H}} = \| w \|_{H^1(D, H^1_\#((0,1), H^1_\#(Y)))} + \| w \|_{L^2(D, H^2_\#((0,1), H^1_\#(Y)))} \]
\[ + \| w \|_{L^2(D, H^1_\#((0,1), H^2_\#(Y)))}. \]

The space \( \mathcal{H} \) consists of functions which are more regular than \( L^2(D, H^1((0,1), V^L_\#)) \) with respect to each variable \( x, \tau \) and \( y \) but the higher regularity needs not occur at the same time. With this regularity, we then have the following approximation property.

**Proposition 2.10.** For \( w \in \mathcal{H} \)
\[ \inf_{w^l \in V^L_1} \| w - w^l \|_{L^2(D, H^1((0,1), V^L_\#))} \leq c_{hl} \| w \|_{\mathcal{H}}. \]

The proof of this proposition is quite standard. It is similar to the proof for similar results in Bungartz and Griebel \[21\] and Hoang and Schwab \[49\]. We refer to these references for details. We denote the solution of the Crank-Nicholson scheme (2.5) when \( V^L_1 = \bar{V}^L_1 \) as \( \bar{U}^L_{0,m} \) and \( \bar{U}^L_{1,m} \) respectively, and \( Z^L_{0,M}, Z^L_{0,m+1/2} \) and \( Z^L_{1,m+1/2} \) as \( \bar{Z}^L_{0,m}, \bar{Z}^L_{0,m+1/2} \) and \( \bar{Z}^L_{1,m+1/2} \). We therefore have the following result.
Theorem 2.11. Assume that $u_0 \in C^3([0, T], H) \cap C^2([0, T], V) \cap C^1 ([0, T], H^2(D))$, $u_1 \in C^2([0, T], V_1) \cap C([0, T], \mathcal{H})$. If we choose the initial condition $g^L$ such that $\|g - g^L\|_V \leq ch_L$. Then

$$\|\bar{Z}_{0,M}^L\|_H^2 + \Delta t \sum_{m=0}^{M-1} (\|\bar{Z}_{0,m+1/2}^L\|_V^2 + \|\bar{Z}_{1,m+1/2}^L\|_{V_1}^2) \leq c((\Delta t)^4 + h_L^2).$$  \hspace{1cm} (2.11)

Proof. We estimate the right hand side of (2.7). As $u_1 \in C([0, T], H)$, we can choose $\tilde{u}_{1,m} \in V^L_1$ for $m = 1, \ldots, M$ such that

$$\|(u_1 - \tilde{u}_1)_{m+1/2}\|^2_{L^2((D, H^1((0, 1), V_0)))} \leq ch_L(\|u_1(t_m)\|_H + \|u_1(t_{m+1})\|_H) \leq ch_L,$$

where $c$ does not depend on $t$. Therefore

$$\|(u_1 - \tilde{u}_1)_{m+1/2}\|_{V_1}^2 + \left\|\frac{\partial}{\partial t}(u_1 - \tilde{u}_1)_{m+1/2}\right\|_{V_1'}^2 \leq ch_L.$$  

As $u_0 \in C([0, T], H^2(D)) \subset C([0, T], C(\bar{D}))$ (we consider $d = 2, 3$), we can define the interpolation $I^L u_0(t) \in V^L_0$ whose value at each node equals the value of $u_0(t)$. We note that

$$\|u_0(t) - I^L u_0(t)\|_V \leq ch_L \|u_0(t)\|_{H^2(D)} \leq ch_L.$$  

Choosing $\tilde{u}_0(t) = I^L u_0(t)$, we have

$$\|(u_0 - \tilde{u}_0)_{m+1/2}\|_V \leq ch_L$$

where $c$ does not depend on $m$. For the other terms in the right hand side of (2.7), we have

$$\sum_{m=1}^{M-1} \left(\frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t}\right)_{L^2(D)}^2 \leq \sum_{m=1}^{M-1} \frac{1}{2} \left(\frac{(u_0 - \tilde{u}_0)_{m+1} - (u_0 - \tilde{u}_0)_{m}}{\Delta t}\right)_{L^2(D)}^2.$$
\[
+ \left\| \frac{(u_0 - \tilde{u}_0)_m - (u_0 - \tilde{u}_0)_{m-1}}{\Delta t} \right\|_{L^2(D)}^2.
\]

Choosing \( \tilde{u}_0(t) = I^L u_0(t) \), we have

\[
\left\| \frac{\partial u_0}{\partial t} - \frac{\partial \tilde{u}_0}{\partial t} \right\|_H \leq c h_L^2 \left\| \frac{\partial u_0}{\partial t} \right\|_{H^2(D)}.
\]

We estimate this using the procedure of [34]

\[
\left\| \frac{(u_0 - \tilde{u}_0)_{m+1} - (u_0 - \tilde{u}_0)_m}{\Delta t} \right\|_H^2
= \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial (u_0 - \tilde{u}_0)}{\partial t} (t) \right\|_H^2 dt \right) (\Delta t)^{-2}
\leq \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial u_0}{\partial t} (t) \right\|_{H^2(D)}^2 dt \right) (\Delta t)^{-2}
\leq c h_L^4 \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial u_0}{\partial t} (t) \right\|_{H^2(D)}^2 dt \right) (\Delta t)^{-1}.
\]

From this, we deduce that

\[
\Delta t \sum_{m=1}^{M-1} \frac{\left\| (u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2} \right\|_{L^2(D)}^2}{\Delta t} \leq c h_L^4.
\]

We then get the conclusion. \( \square \)

### 2.3.3 Sparse tensor FEs

The space of the full tensor FE product space \( \tilde{V}_1 \) is \( O(2^{(2d+1)L}) \) which is very large where \( L \) is large. In this section, we use the sparse product FE spaces which is a subset of the full tensor product FE spaces with much smaller dimensions but produce essentially equal approximating accuracy.
2.3 FE approximations

To define the sparse tensor product FE spaces, we consider the following orthogonal projections. Let

\[ P^l : L^2(D) \to V^l, \quad P^l_\# : H^1_\#((0,1)) \to V^l_\#, \quad P^l_\#: H^1_\#(Y) \to V^l_\# \]

be the orthogonal projections. We then define the following detailed spaces

\[ W^l = (P^l - P^{l-1})V^l, \quad W^l_\# = (P^l_\# - P^{l-1}_\#)V^l_\#, \quad W^l_\#: (P^l_\# - P^{l-1}_\#)V^l_\#, \]

with the convention that \( P^{-1} = 0, \quad P^{-1}_\# = 0, \quad P^{-1}_\#: 0 \). We note that

\[ V^L = \bigoplus_{0 \leq l \leq L} W^l, \quad V^L_\# = \bigoplus_{0 \leq l \leq L} W^l_\#, \quad V^L_\#: \bigoplus_{0 \leq l \leq L} W^l_\#, \]

with respect to the norms of \( L^2(D), \quad H^1_\#((0,1)) \) and \( H^1_\#(Y) \) respectively.

The full tensor product FE spaces are

\[ \tilde{V}^L_1 = \bigoplus_{0 \leq l_0, l_1, l_2 \leq L} W^{l_0} \bigotimes W^{l_1}_\# \bigotimes W^{l_2}_\#. \]

We define the sparse tensor product FE spaces as

\[ \hat{V}^L_1 = \bigoplus_{0 \leq l_0 + l_1 + l_2 \leq L} W^{l_0} \bigotimes W^{l_1}_\# \bigotimes W^{l_2}_\#. \]

To quantify the approximation of \( u_1 \) using the spaces \( \hat{V}^L \), we define the regularity spaces \( \hat{\mathcal{H}} \) that contains functions \( w \in L^2(D, H^1_\#((0,1), H^1_\#(Y))) \) so that

\[ \frac{\partial^{\alpha_0}}{\partial x^{\alpha_0}} \frac{\partial^{\alpha_1}}{\partial \tau^{\alpha_1}} \frac{\partial^{\alpha_2}}{\partial y^{\alpha_2}} w \in L^2(D \times (0,1) \times Y), \]

for all \( \alpha_0 \in \mathbb{N}_0^d \) with \( |\alpha_0| \leq 1, \alpha_1 \in \{0,1,2\} \) and \( \alpha_2 \in \mathbb{N}_0^d \) with \( |\alpha_2| \leq 2 \). In other words, \( \hat{\mathcal{H}} = H^1(D, H^2_\#((0,1), H^2_\#(Y))) \). We then have the following approximation result. The space \( \hat{\mathcal{H}} \) is a subspace of \( \mathcal{H} \); it contains functions which possess regularity with respect \( t, \tau \) and \( y \) at the same time.
Proposition 2.12. Assume that \( w \in \hat{H} \). Then

\[
\inf_{w^L \in \hat{V}_L} \| w - w^L \|_{L^2(D,H^1_\#))} \leq cLh_L \| w \|_{\hat{H}}.
\]

The proof of this proposition is similar to those for sparse tensor product FE approximations in [21] and [49]. We refer to these references for details.

We denote the solution of the Crank-Nicholson scheme in (2.5) using the sparse tensor FE space \( \hat{V}_L \) as \( \hat{U}_L \) and \( \hat{Z}_L \). We then have

Theorem 2.13. Assume that \( u_0 \in C^3([0,T],H) \cap C^2([0,T],V) \cap C^1([0,T],H^2(D)) \), \( u_1 \in C^2([0,T],V) \cap C([0,T],\hat{H}) \). If we choose the initial condition \( g^L \) such that \( \| g - g^L \|_V \leq cLh_L \). Then

\[
\| \hat{Z}_{0,M} \|_H^2 + \Delta t \sum_{m=0}^{M-1} (\| \hat{Z}_{0,m+1/2} \|_V^2 + \| \hat{Z}_{1,m+1/2} \|_{V_1}^2) \leq c((\Delta t)^4 + L^2 h_L^2). \tag{2.12}
\]

The proof is similar to that for theorem 2.11.

Remark 2.14. The dimension of the full tensor product FE space \( \bar{V}_L \) is \( O(2^{(2d+1)L}) \). The dimension of the sparse tensor product FE space \( \hat{V}_L \) is \( O(L^{2d^2}) \) which is much less than the dimension of the full tensor product FE spaces \( \bar{V}_L \).

Remark 2.15. Another way to construct the sparse tensor product FE spaces is to use the equivalent norms of wavelet basis functions. We assume that:

(i) For each \( j \in \mathbb{N}_d \), there exists a set \( I^j \subset \mathbb{N}_d \) and a set of basis functions \( \phi^{jk} \), \( k \in I^j \), such that \( V^j = \text{span} \{ \phi^{jk} : |j|_\infty \leq l \} \). There are constants \( c_2 > c_1 > 0 \) such that if \( \phi = \sum_{|j|_\infty \leq l, k \in I^j} \phi^{jk} c_{jk} \in V^j \), then:

\[
c_1 \sum_{|j|_\infty \leq l, k \in I^j} c_{jk}^2 \leq \| \phi \|_{L^2(D)}^2 \leq c_2 \sum_{|j|_\infty \leq l, k \in I^j} c_{jk}^2.
\]
(ii) For each $j \in \mathbb{N}_0$, there exists a set $I_0^l \subset \mathbb{N}_0$ and a set of basis functions $\phi_{0}^{jk}$, $k \in I_0^l$, such that $V_{\#r}^{l} = \text{span}\{\phi_{0}^{jk} : |j|_{\infty} \leq l\}$. There are constants $c_4 > c_3 > 0$ such that if $\phi = \sum_{|j|_{\infty} \leq l, k \in I_0^l} \phi_{0}^{jk} c_{jk} \in V_{\#r}^{l}$, then
\[
c_3 \sum_{|j|_{\infty} \leq l} c_{jk}^2 \leq \|\phi\|_{H_{\#r}^{2}((0,1))}^2 \leq c_4 \sum_{|j|_{\infty} \leq l} c_{jk}^2.
\]

(iii) For each $j \in \mathbb{N}_0^d$, there exists a set $I_1^l \subset \mathbb{N}_0^d$ and a set of basis functions $\phi_{1}^{jk} \in H_{\#}^{1}(Y)/\mathbb{R}$, $k \in I_1^l$, such that $V_{\#}^{l} = \text{span}\{\phi_{1}^{jk} : |j| \leq l\}$. There are constants $c_6 > c_5 > 0$ such that if $\phi = \sum_{|j|_{\infty} \leq l, k \in I_1^l} \phi_{1}^{jk} c_{jk}$, then
\[
c_5 \sum_{|j|_{\infty} \leq l} c_{jk}^2 \leq \|\phi\|_{H_{\#}^{2}(Y)/\mathbb{R}}^2 \leq c_6 \sum_{|j|_{\infty} \leq l} c_{jk}^2.
\]

Using the norm equivalences, we define
\[
W^{l} = \text{span}\{\phi^{jk} : |j|_{\infty} = l\},
W_{\#r}^{l} = \text{span}\{\phi_{0}^{jk} : |j|_{\infty} = l\},
W_{\#}^{l} = \text{span}\{\phi_{1}^{jk} : |j|_{\infty} = l\}.
\]

Some examples of these basis can be found in [49].

**Remark 2.16.** We can construct the sparse tensor product by using the hierarchies $\{T^{l}\}, \{T_{\#r}^{l}\}$ and $\{T_{\#}^{l}\}$. We denote by $S^{l}$ the nodes belonging to the set of simplices $T^{l}$. We let $W^{l}$ be the set of basis functions in $V^{l}$ which equals 1 at one of the nodes of $S^{l} \setminus S^{l-1}$ and equals 0 at other nodes. We construct the spaces $W_{\#r}^{l}$ and $W_{\#}^{l}$ similarly. The estimate for the sparse tensor product FE spaces still holds.


2.4 Numerical correctors

We employ the FE solutions for the multiscale homogenized problems (2.3) to construct numerical correctors in this section.

2.4.1 Homogenization error

We first establish the homogenized equation from (2.3). Letting $\phi_0 = 0$, we deduce that the solution $u_1$ can be written as

$$u_1(t, x, \tau, y) = \frac{\partial u_0}{\partial x_i}(t, x) N^i(t, x, \tau, y)$$

where

$$N^i(t, x, \tau, y) \in L^2((0, T) \times D \times (0, 1), V_#) \cap L^2((0, T) \times D, H^1_#((0, 1), V'))$$

is the unique solution of the problem

$$\frac{\partial N^i}{\partial \tau} - \nabla_y \cdot (a(e^i + \nabla_y N^i)) = 0.$$  \hspace{1cm} (2.14)

Here $e^i$ is the $i$th unit vector in $\mathbb{R}^d$. The existence of a unique solution of (2.14) is proved in Lions and Magenes [55] Section 6.2. We can choose $N^i$ such that

$$\int_0^1 \int_Y N_i(t, x, \tau, y) dyd\tau = 0.$$  \hspace{1cm} (2.15)

The homogenized equation is

$$\frac{\partial u_0}{\partial t} - \nabla \cdot (a^0 \nabla u_0) = f,$$

$$u_0(0, \cdot) = g.$$
2.4 Numerical correctors

We introduce the operator $T_\varepsilon$ which reformulates time-space multiscale convergence in terms of weak convergence in $(0, T) \times D \times (0, 1) \times Y$. Using this operator, we will derive a corrector for the general time-space multiscale problem. The operator $T_\varepsilon : L^1((0, T) \times D) \rightarrow L^1((0, T) \times D \times (0, 1) \times Y)$ is defined as

$$T_\varepsilon(\Phi) = \Phi \left( \varepsilon^2 \left[ \frac{t}{\varepsilon^2} \right]_1 + \varepsilon^2 \tau, \varepsilon \left[ \frac{x}{\varepsilon} \right] + \varepsilon y \right).$$

(2.16)

Let $D_\varepsilon$ be the $2\varepsilon$ neighbourhood of $D$. We have

$$\int_0^T \int_D \Phi(t, x) dx dt = \int_{-2\varepsilon}^{T+2\varepsilon} \int_{D_\varepsilon} \int_0^1 \int_Y T_\varepsilon(\Phi)(t, x, \tau, y) dy d\tau dx dt;$$

(2.17)

$\Phi$ is understood as 0 outside $(0, T) \times D$. If $\{w_\varepsilon\}_\varepsilon$ time-space multiscale converges to $w_0$ in $L^2((0, T) \times D \times (0, 1) \times Y)$ then

$$T_\varepsilon(w_\varepsilon) \rightharpoonup w_0 \text{ in } L^2((0, T) \times D \times (0, 1) \times Y).$$

To establish the numerical correctors, we define the operator $U_\varepsilon : L^1((0, T) \times D \times (0, 1) \times Y) \rightarrow L^1((0, T) \times D)$ as

$$U_\varepsilon(\Phi) = \int_0^1 \int_Y \Phi \left( \varepsilon^2 \left[ \frac{t}{\varepsilon^2} \right]_1 + \varepsilon^2 \theta, \varepsilon \left[ \frac{x}{\varepsilon} \right] + \varepsilon z, \left\{ \frac{t}{\varepsilon^2} \right\}_1, \left\{ \frac{x}{\varepsilon} \right\} \right) dz d\theta \quad (2.18)$$

where $[\cdot]_1$ and $\{\cdot\}_1$ denote the integer and the fractional parts of a real number, and $[\cdot]$ and $\{\cdot\}$ denote the “integer” and the “fractional” part with respect to the unit cube $Y$ of a vector in $\mathbb{R}^d$. The purpose of introducing this operator $U_\varepsilon$ is to map the corrector term $u_1(t, x, \tau, y)$ to a function that depends on $t$ and $x$ only, to derive an approximation of $u_\varepsilon$ in $L^2((0, T), H^1(D))$. Let $D_{2\varepsilon}$ be the $2\varepsilon$ neighbourhood of $D$. We have that

$$\int_{-2\varepsilon}^{T+2\varepsilon} \int_{D_{2\varepsilon}} U_\varepsilon(\Phi)(t, x) = \int_0^T \int_D \int_0^1 \int_Y \Phi(t, x, \tau, y) dy d\tau dx dt$$

(2.19)
for all $\Phi \in L^1((0,T) \times D \times (0,1) \times Y)$. The proof of these facts can be found in [29]. We then have the following result.

**Proposition 2.17.** For the solution of equation (2.3)

$$
\|\nabla u^\varepsilon - \nabla u_0 - \mathcal{U}^\varepsilon (\nabla y u_1)\|_{L^2((0,T) \times D)} = 0.
$$

**Proof.** Let

$$
I = \int_0^T \left< \frac{\partial u^\varepsilon}{\partial t} - \frac{\partial u_0}{\partial t}, u^\varepsilon - u_0 \right>_H + \int_0^T \int_D \int_0^1 \int_Y T^\varepsilon (A(t,x,t^2 x^2 \varepsilon)) (T^\varepsilon (\nabla u^\varepsilon) - (\nabla u_0 + \nabla y u_1)) T^\varepsilon ((\nabla u^\varepsilon) - (\nabla u_0 + \nabla y u_1)) dy d\tau dx dt.
$$

From (2.2), (2.3), and the fact that $T^\varepsilon (A(t,x,\frac{t}{\varepsilon^2},\frac{x}{\varepsilon})) \rightarrow A(t,x,y)$ point-wise, we have

$$
\lim_{\varepsilon \to 0} I = \lim_{\varepsilon \to 0} \int_0^T \left< \frac{\partial u^\varepsilon}{\partial t}, u^\varepsilon \right>_H - \left< \frac{\partial u_0}{\partial t}, u_0 \right>_H dt + \int_0^T \int_D A(t,x,\frac{t}{\varepsilon^2},\frac{x}{\varepsilon}) \nabla u^\varepsilon \cdot \nabla u^\varepsilon dx dt - \int_0^T \int_D \int_0^1 \int_Y A(t,x,\tau,y) (\nabla u_0 + \nabla y u_1) \cdot (\nabla u_0 + \nabla y u_1) dy d\tau dx dt = 0.
$$

As $u^\varepsilon(0) = u_0(0) = g$, we have

$$
\lim_{\varepsilon \to 0} \|u^\varepsilon(T) - u_0(T)\|_H + \|T^\varepsilon (\nabla u^\varepsilon) - (\nabla u_0 + \nabla y u_1)\|_{L^2((0,T) \times D \times (0,1) \times Y)} = 0.
$$

From (2.18), we have $(\mathcal{U}^\varepsilon(\Phi)(t,x))^2 \leq \mathcal{U}^\varepsilon(\Phi^2)(t,x)$. From (2.19), we have

$$
\|\mathcal{U}^\varepsilon(\Phi)\|_{L^2((0,T) \times D)}^2 \leq \|\mathcal{U}^\varepsilon(\Phi^2)\|_{L^1((0,T) \times D)} \leq \|\Phi\|_{L^2((0,T) \times D \times (0,1) \times Y)}^2.
$$
We therefore have
\[
\| \mathcal{U}^\varepsilon(\mathcal{T}^\varepsilon(\nabla u^\varepsilon) - (\nabla u_0 + \nabla_y u_1)) \|_{L^2((0,T)\times D)} \\
\leq \| \mathcal{T}^\varepsilon(\nabla u^\varepsilon) - (\nabla u_0 + \nabla_y u_1) \|_{L^2((0,T)\times D\times (0,1)\times Y)} \\
\rightarrow 0
\]
when \( \varepsilon \rightarrow 0 \). Using \( \mathcal{U}^\varepsilon(\mathcal{T}^\varepsilon(\nabla u^\varepsilon)) = \nabla u^\varepsilon \), we get the conclusion. \( \square \)

To approximate \( u^\varepsilon \) in the \( L^2((0,T), H^1(D)) \) norm using the FE solutions, we define the following function for all \( t \in (0,T) \) from the FE solutions at the time \( t_m \) where \( m = 1, \ldots, M \). For the full tensor product FE approximation, we define the functions \( \bar{U}_0^L : (0,T) \rightarrow V \) and \( \bar{U}_1^L : (0,T) \rightarrow L^2(D \times (0,1), V_R^\#) \) as
\[
\bar{U}_0^L(t) = \frac{1}{2}(\bar{U}_{0,m}^L + \bar{U}_{0,m+1}^L), \quad \bar{U}_1^L(t) = \frac{1}{2}(\bar{U}_{1,m}^L + \bar{U}_{1,m+1}^L) \quad \text{for} \quad t \in [t_m, t_{m+1}).
\]
We then have the following approximation.

**Theorem 2.18.** Assume that the hypothesis of Theorem 2.11 hold. Then for the solution of the numerical scheme (2.5) using the full tensor product FEs, we have
\[
\lim_{L \rightarrow \infty} \lim_{\varepsilon \rightarrow 0} \| \nabla u^\varepsilon - \nabla \bar{U}_0^L - \mathcal{U}^\varepsilon(\nabla_y \bar{U}_1^L) \|_{L^2((0,T)\times D)} = 0.
\]

**Proof.** We note that
\[
\int_0^T \| \nabla u_0(t) - \nabla \bar{U}_0^L(t) \|^2_H dt = \sum_{m=0}^{M-1} \int_{m\Delta t}^{(m+1)\Delta t} \| \nabla u_0(t) - \nabla \bar{U}_0^L(t) \|^2_H dt
\]
\[
\leq \sum_{m=0}^{M-1} (\Delta t \| \nabla u_0(t_{m+1/2}) - \nabla \bar{U}_0^L(t_{m+1/2}) \|^2_H + c(\Delta t)^3),
\]
where we have used the midpoint approximation for the integral. As \( u_0 \in C^2([0,T], V) \), the constant \( c \) is independent of \( m \). We note that
\[
\| \frac{1}{2}(\nabla u_0(t_m) + \nabla u_0(t_{m+1})) - \nabla u_0(t_{m+1/2}) \|_H \leq c(\Delta t)^2
\]
Therefore
\[
\int_0^T \| \nabla u_0(t) - \nabla U_0^L(t) \|^2_H dt \leq \sum_{m=0}^{M-1} \left( \Delta t \| \nabla u_{0,m+1/2} - \nabla U_0^L(t_{m+1/2}) \|^2_H \\
+ c(\Delta t)^3 \right)
\]
\[
= \Delta t \sum_{m=0}^{M-1} \| \nabla Z_{0,m+1/2}^L \|^2_H + O((\Delta t)^2)
\]
\[
\leq c((\Delta t)^2 + h_L^2).
\]

Similarly we have
\[
\int_0^T \| \nabla_y u_1(t) - \nabla_y U_1^L(t) \|^2_{L^2(D \times (0,1) \times Y)} dt
\]
\[
\leq \Delta t \sum_{m=0}^{M-1} \| \nabla_y Z_{0,m+1/2}^L \|^2_{L^2(D \times (0,1) \times Y)} + O((\Delta t)^2)
\]
\[
\leq c((\Delta t)^2 + h_L^2).
\]

From (2.18), we have that \((U^\varepsilon(\Phi)(t,x))^2 \leq U^\varepsilon(\Phi^2)(t,x)\). Therefore, from (2.19), we have
\[
\| U^\varepsilon(\Phi) \|_{L^2((0,T) \times D)} \leq \| U^\varepsilon(\Phi^2) \|_{L^1((0,T) \times D)} \leq \| \Phi \|_{L^2((0,T) \times D \times (0,1) \times Y)}.
\]

From this, we have
\[
\| U^\varepsilon(\nabla_y u_1 - \nabla_y U_1^L) \|_{L^2((0,T) \times D)} \leq \| \nabla_y u_1 - \nabla_y U_1^L \|_{L^2((0,T) \times D \times (0,1) \times Y)}
\]
\[
\leq c(\Delta t + h_L).
\]

Therefore
\[
\| \nabla u^\varepsilon - \nabla U_0^L - U^\varepsilon(\nabla_y U_1^L) \|_{L^2((0,T) \times D)}
\]
\[
\leq \| \nabla u^\varepsilon - \nabla u_0 - U^\varepsilon(\nabla_y u_1) \|_{L^2((0,T) \times D)}
\]
\[
+ \| \nabla u_0 - \nabla U_0^L \|_{L^2((0,T) \times D)} + \| U^\varepsilon(\nabla_y u_1) - U^\varepsilon(\nabla_y U_1^L) \|_{L^2((0,T) \times D)}
\]
\[
\to 0
\]
when \(L \to \infty\) and \(\varepsilon \to 0\). \(\square\)
2.4 Numerical correctors

Remark 2.19. In theorem 2.18 and in other similar corrector results later in the thesis, the limit holds when \( L \to \infty \) first and then \( \varepsilon \to 0 \), when \( \varepsilon \to 0 \) first and then \( L \to \infty \), and when \( L \to \infty \) and \( \varepsilon \to 0 \) at the same time.

For the sparse tensor product approximations, we define

\[
\hat{U}_0^L(t) = \frac{1}{2} (\hat{U}_{0,m}^L + \hat{U}_{0,m+1}^L), \quad \hat{U}_1^L(t) = \frac{1}{2} (\hat{U}_{1,m}^L + \hat{U}_{1,m+1}^L) \quad \text{for} \ t \in [t_m, t_{m+1}).
\]

We have:

Theorem 2.20. Assume that the hypothesis of Theorem 2.13 hold. Then for the solution of the numerical scheme (2.5) using the sparse tensor product FEs, we have

\[
\lim_{L \to \infty} \lim_{\varepsilon \to 0} \left\| \nabla u^\varepsilon - \nabla \hat{U}_0^L - \mathcal{U}^\varepsilon (\nabla_y \hat{U}_1^L) \right\|_{L^2((0,T) \times D)} = 0.
\]

The proof of this theorem is similar to that for Theorem 2.18.

Remark 2.21. Geng and Shen [43] deduce a corrector in the \( H^1(D) \) norm for the solution \( u^\varepsilon \), with an explicit error. This corrector involves functions other than \( u_0 \) and \( u_1 \), which cannot be found from problem (2.3). The corrector of [43] involves a parabolic smoothness operator for the solution \( u_0 \). We are not aware of a simple corrector with an explicit homogenization error in terms of \( \varepsilon \) similar to that for elliptic problems. However, from Theorem 1.1 of [43], if \( u_0 \in C([0,T], H^1(D)) \), then

\[
\|u^\varepsilon - u_0\|_{L^2((0,T) \times D)} \leq c\varepsilon.
\]

Using this we will have

\[
\|u^\varepsilon - \tilde{U}_0^L\|_{L^2((0,T) \times D)} \leq c(\varepsilon + h_L + \Delta t)
\]
for the solution of the full tensor product FE approximation, and
\[
\|u^\varepsilon - \hat{U}_0^L\|_{L^2((0,T) \times D)} \leq c(\varepsilon + Lh_L + \Delta t)
\]
for the solution of the sparse tensor product FE approximation.

### 2.5 Regularity

We show that the regularity required for obtaining the full and sparse tensor product FE errors and for obtaining the corrector hold under regularity conditions for the coefficients and the initial condition. We have the following results.

**Proposition 2.22.** Assume that \(a \in C^3([0,T], C^3(D, C([0,T] \times Y)))\), \(f \in H^3((0,T), V')\), \(f(0) \in H^3_0(D)\), \(\frac{\partial f}{\partial t}(0) \in H^2(D)\), \(\frac{\partial^2 f}{\partial t^2}(0) \in H^1(D)\), and \(g \in H^4_0(D)\), then \(u_0 \in C^3([0,T], H) \cap C^2([0,T], V)\). Further, if \(f \in H^2((0,T), H)\) and if the domain \(D\) is convex, then \(u_0 \in C^1([0,T], H^2(D))\).

**Proof.** As \(a \in C^3([0,T], C^3(\bar{D}, C([0,T] \times Y)))\), from (2.15) we deduce that \(a^0 \in C^3([0,T], C^3(\bar{D}))\). From the condition, we have
\[
\frac{\partial}{\partial t} \frac{\partial u_0}{\partial t} - \nabla \cdot \left(a^0 \nabla \frac{\partial u_0}{\partial t}\right) = \frac{\partial f}{\partial t} + \nabla \cdot \left(\frac{\partial a^0}{\partial t} \nabla u_0\right) \in L^2((0,T), V'),
\]
\[
\frac{\partial u_0}{\partial t}(0) = f(0) + \nabla \cdot (a^0 \nabla g) \in H,
\]
so \(\frac{\partial u_0}{\partial t} \in L^2((0,T), V) \cap C([0,T], H)\). Therefore
\[
-\nabla \cdot (a^0 \nabla u_0) = f - \frac{\partial u_0}{\partial t} \in C([0,T], H)
\]
so \(u_0 \in C([0,T], H^2(D))\). We then have
\[
\frac{\partial}{\partial t} \frac{\partial^2 u_0}{\partial t^2} - \nabla \cdot \left(a^0 \nabla \frac{\partial^2 u_0}{\partial t^2}\right) = \frac{\partial^2 f}{\partial t^2} + \nabla \cdot \left(\frac{\partial^2 a^0}{\partial t^2} \nabla u_0\right) + 2 \nabla \cdot \left(\frac{\partial a^0}{\partial t} \nabla \frac{\partial u_0}{\partial t}\right)
\]
\[
\frac{\partial^2 u_0}{\partial t^2}(0) = \frac{\partial f}{\partial t}(0) + \nabla \cdot \left( \frac{\partial a^0}{\partial t}(0) \nabla g \right) + \nabla \cdot (a^0 \nabla (f(0) + \nabla \cdot (a^0 \nabla g))) \in H.
\]

Arguing as for \(\frac{\partial u_0}{\partial t}\), we deduce that \(\frac{\partial^2 u_0}{\partial t^2} \in L^2((0, T), V')\) and \(\frac{\partial u_0}{\partial t} \in C([0, T], H^2(D))\). Continuing this process, we have

\[
\frac{\partial^3 u_0}{\partial t^3}(0) = \frac{\partial^2 f}{\partial t^2}(0) + \nabla \cdot \left( a^0 \nabla \left( \frac{\partial f}{\partial t}(0) + \nabla \cdot \left( \frac{\partial a^0}{\partial t}(0) \nabla g \right) \right) \right) + \nabla \cdot (a^0 \nabla (f(0) + \nabla \cdot (a^0 \nabla g))) \in H.
\]

Therefore \(\frac{\partial^3 u_0}{\partial t^3} \in C([0, T], H) \cap L^2([0, T], V').\) As \(u_0 \in H^3((0, T), V),\) we deduce that \(u_0 \in C^2([0, T], V).\) We note that

\[
-\nabla \cdot (a^0(t) \nabla \frac{\partial^2 u_0}{\partial t^2}(t)) = \frac{\partial^2 f}{\partial t^2} - \frac{\partial^3 u_0}{\partial t^3} + \nabla \cdot \left( \frac{\partial^2 a^0}{\partial t^2} \nabla u_0 \right) + 2\nabla \cdot \left( \frac{\partial a^0}{\partial t} \nabla \frac{\partial u_0}{\partial t} \right) \in C([0, T], H).
\]

Therefore for all \(t \in [0, T], \frac{\partial^3 u_0}{\partial t^3}(t) \in H^2(D)\) with

\[
\left\| \frac{\partial^2 u_0}{\partial t^2}(t) \right\|_{H^2(D)} \leq c \left( \left\| \frac{\partial^2 f}{\partial t^2}(t) \right\|_H + \left\| \frac{\partial^3 u_0}{\partial t^3}(t) \right\|_H + \left\| \frac{\partial^2 u_0}{\partial t^2}(t) \right\|_H + \| u_0(t) \|_H \right)
\]

where the constant \(c\) depends only on the domain \(D\) and the Lipschitz norm of \(a^0(t)\) which is uniform for all \(t\) (see \[45\] Theorems 3.1.3.1 and 3.2.1.2).

Therefore \(u_0 \in H^2((0, T), H^2(D)) \subset C^1([0, T], H^2(D)).\)

For the regularity of \(N^i\), we have the following result.
Proposition 2.23. Assume that \( a \in C^1([0, 1] \times \hat{D}, C^3([0, 1], C(\hat{Y}))) \), then \( N^i \in C^1([0, 1] \times \hat{D}, H^2((0, 1), H^3(Y)/\mathbb{R})) \).

**Proof.** We extend \( N^i \) for all \( \tau \in (0, \infty) \) periodically. It then belongs to \( L^2_{\text{loc}}((0, \infty), H^1_\#(Y)/\mathbb{R}) \). Fixing \( t \) and \( x \), we consider problem

\[
\frac{\partial N^i}{\partial \tau} - \nabla_y \cdot (a \nabla_y N^i) = \nabla_y \cdot (ae^i), \tag{2.20}
\]

with the initial condition at \( \tau_1 \). When \( N^i(\tau_1) \in L^2(Y)/\mathbb{R} \), we have \( N^i \in H^1((\tau_1, \Theta), (H^1_\#(Y)/\mathbb{R})') \) for all \( \Theta > \tau_1 \). If \( N^i(\tau_1) \in H^2_\#(Y)/\mathbb{R} \), we have

\[
\frac{\partial}{\partial \tau} \frac{\partial N^i}{\partial \tau} - \nabla_y \cdot (a \nabla_y \frac{\partial N^i}{\partial \tau}) = \nabla_y \cdot (\frac{\partial a}{\partial \tau} e^i) + \nabla_y \cdot (\frac{\partial a}{\partial \tau} \nabla_y N^i)
\]

\[
\in L^2((\tau_1, \Theta), (H^1_\#(Y)/\mathbb{R})') \tag{2.21}
\]

with the initial condition \( \frac{\partial}{\partial \tau} N^i(\tau_1) = \nabla_y \cdot (a(\tau_1)e^i) + \nabla_y \cdot (a(\tau_1)\nabla_y N^i(\tau_1)) \in L^2(Y)/\mathbb{R} \). Therefore \( \frac{\partial}{\partial \tau} N^i \in L^2((\tau_1, \Theta), H^1_\#(Y)/\mathbb{R}) \) so \( N^i \in H^1((\tau_1, \Theta), H^1_\#(Y)/\mathbb{R}) \). From interpolation, we deduce that if \( N^i(\tau_1) \in H^1_\#(Y)/\mathbb{R} \), then \( N^i \in H^1((\tau_1, \Theta), L^2(Y)/\mathbb{R}) \). As \( N^i \in L^2_{\text{loc}}((0, \infty), H^1_\#(Y)/\mathbb{R}) \) we can choose a value \( \tau \), without loss of generality we let it be \( \tau_1 \), so that \( N^i(\tau_1) \in H^1_\#(Y)/\mathbb{R} \) which implies \( N^i \in H^1((\tau_1, \Theta), L^2(Y)/\mathbb{R}) \). Therefore

\[
- \nabla_y \cdot (a \nabla_y N^i) = \nabla_y \cdot (ae^i) - \frac{\partial N^i}{\partial \tau} \in L^2((\tau_1, \Theta), L^2(Y)/\mathbb{R}). \tag{2.22}
\]

Thus from elliptic regularity, we deduce that \( N^i \in L^2((\tau_1, \Theta), H^2_\#(Y)/\mathbb{R}) \).

As \( N^i \in C_{\text{loc}}([0, \infty), H) \) is uniquely determined, without loss of generality, we assume that \( N^i(\tau_1) \in H^2_\#(Y)/\mathbb{R} \), so equation (2.21) with the compatibility initial condition at \( \tau_1 \) implies that \( \frac{\partial N^i}{\partial \tau} \in L^2((\tau_1, \Theta), H^1_\#(Y)/\mathbb{R}) \cap C([\tau_1, \Theta], L^2(Y)/\mathbb{R}) \) as shown above. Thus the right hand side of (2.22) belongs to \( L^2((\tau_1, \Theta), H^1_\#(Y)/\mathbb{R}) \) so \( N^i \in L^2((\tau, \Theta), H^3_\#(Y)/\mathbb{R}) \) due to elliptic regularity. Without loss of generality, we assume that \( \frac{\partial N^i}{\partial \tau}(\tau_1) \in H^1_\#(Y)/\mathbb{R} \).
By interpolation as above, using the equation
\[
\frac{\partial}{\partial \tau} \frac{\partial^2 N^i}{\partial \tau^2} - \nabla_y \cdot (a \nabla_y \frac{\partial^2 N^i}{\partial \tau^2}) = \nabla_y \cdot (\frac{\partial^3 a}{\partial \tau^3} e^i) + \nabla_y \cdot (\frac{\partial^3 a}{\partial \tau^3} \nabla_y N^i) + 2 \nabla_y \cdot (\frac{\partial a}{\partial \tau} \nabla_y \frac{\partial N^i}{\partial \tau})
\]
\[
\in L^2((\tau_1, \Theta), (H^1_\#(Y)/\mathbb{R})', (H^1_\#(Y)/\mathbb{R})'),
\]
we deduce that \(\frac{\partial N^i}{\partial \tau} \in H^1((\tau_1, \Theta), L^2(Y)/\mathbb{R})\), so \(\frac{\partial^2 N^i}{\partial \tau^2} \in L^2((\tau_1, \Theta), L^2(Y)/\mathbb{R})\).

We then deduce from (2.21) that \(\frac{\partial N^i}{\partial \tau} \in L^2((\tau_1, \Theta), H^2_\#(Y)/\mathbb{R})\). We note that \(\frac{\partial N^i}{\partial \tau} \in C([0, T], L^2(Y)/\mathbb{R})\) is uniquely determined. Without loss of generality, we assume that \(\frac{\partial N^i}{\partial \tau}(\tau_1) \in H^2_\#(Y)/\mathbb{R}\). From (2.23) with the compatibible initial condition at \(\tau_1\) deduced from (2.21), we have that \(\frac{\partial^2 N^i}{\partial \tau^2} \in L^2((\tau_1, \Theta), H^3_\#(Y)/\mathbb{R}) \cap C([0, T], L^2(Y)/\mathbb{R})\). From (2.21), using elliptic regularity, we have that \(\frac{\partial N^i}{\partial \tau} \in L^2((\tau_1, \Theta), H^3_\#(Y)/\mathbb{R})\). Again, without loss of generality, we suppose that \(\frac{\partial^2 N^i}{\partial \tau^2}(\tau_1) \in H^1_\#(Y)\) we deduce from equation
\[
\frac{\partial}{\partial \tau} \frac{\partial^3 N^i}{\partial \tau^3} - \nabla_y \cdot (a \nabla_y \frac{\partial^3 N^i}{\partial \tau^3}) = \nabla_y \cdot (\frac{\partial^3 a}{\partial \tau^3} e^i) + \nabla_y \cdot (\frac{\partial^3 a}{\partial \tau^3} \nabla_y N^i) + 3 \nabla_y \cdot (\frac{\partial a}{\partial \tau} \nabla_y \frac{\partial N^i}{\partial \tau})
\]
\[
+ 3 \nabla_y \cdot (\frac{\partial a}{\partial \tau} \nabla_y \frac{\partial^2 N^i}{\partial \tau^2})
\]
\[
\in L^2((\tau_1, \Theta), (H^1_\#(Y)/\mathbb{R})', (H^1_\#(Y)/\mathbb{R})'),
\]
by interpolation that \(\frac{\partial^3 N^i}{\partial \tau^3} \in H^1((\tau_1, \Theta), L^2(Y)/\mathbb{R})\). Thus from (2.23), we deduce that \(\frac{\partial^2 N^i}{\partial \tau^2} \in L^2((\tau_1, \Theta), H^3_\#(Y)/\mathbb{R})\). Without loss of generality, we assume that \(\frac{\partial^2 N^i}{\partial \tau^2}(\tau_1) \in H^3_\#(Y)/\mathbb{R}\). Therefore, equation (2.24) with the compatible condition at \(\tau_1\) implies that \(\frac{\partial^3 N^i}{\partial \tau^3} \in L^2((\tau_1, \Theta), H^3_\#(Y)/\mathbb{R})\). From this together with \(N^i \in L^2((\tau_1, \Theta), H^3_\#(Y)/\mathbb{R})\), \(\frac{\partial N^i}{\partial \tau} \in L^2((\tau_1, \Theta), H^3_\#(Y)/\mathbb{R})\) and elliptic regularity, we deduce from (2.23) that \(\frac{\partial^2 N^i}{\partial \tau^2} \in L^2((\tau_1, \Theta), H^3_\#(Y)/\mathbb{R})\),
i.e \( N^i \in H^2((\tau_1, \Theta), H^3_\#(Y)/\mathbb{R}) \). As \( a \) is continuously differentiable with respect to \( x \) and \( t \), we have that \( N^i \in C^1([0, T] \times \bar{D}, H^2((0, 1), H^3_\#(Y)/\mathbb{R})) \).

\[ \square \]

## 2.6 Numerical examples

We show some numerical examples in this section to illustrate the theoretical results on the convergence of the scheme (2.5).

For a one dimensional example, we consider the domain \( D = (0, 1) \). We consider the coefficient \( a(t, x, \tau, y) = 3 + \cos(2\pi y) + \cos^2(2\pi \tau) \). The initial condition \( u^\varepsilon(0) = 0 \). Equation (2.14) cannot be solved exactly. We solve it numerically using fine mesh to compute the homogenized coefficient \( a^0 \) in (2.15). The reference solution \( u_1 \) is computed numerically. The exact solution is chosen as \( u_0 = t^2(x - x^2) \). With the homogenized coefficient \( a^0(t, x) \) approximated numerically as \( a^0 = 3.352429824667637, \) the function \( f = 2t(x - x^2) + 2a^0t^2 \). For the sparse tensor product FE approximation \( \hat{u}^L_0 \) and \( \hat{u}^L_1 \), we plot the errors \( \| u_0 - \hat{u}^L_0 \|_{H^3_\#(D)} \) and \( \| u_1 - \hat{u}^L_1 \|_{L^2(D \times (0, 1), H^3_\#(Y))} \) in Figures 2.1 and 2.2 respectively where \( \Delta t = \frac{1}{2}[h^1_{L}] \) at \( t = 1 \). The numerical results show that the errors are \( O((\Delta t)^2) + O(h_L) \). When these errors hold for all \( t_m \), we get the errors estimate (2.12). This result supports the theoretical finding. The factor \( L \) is not visible in these figures.
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Figure 2.1: The error $\|u_0 - \hat{u}_0\|_{H_0^1(D)}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$.

Figure 2.2: The error $\|u_1 - \hat{u}_1\|_{L^2(D \times (0,1), H^1_0(Y))}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$.

For a two dimensional example, we consider the case where the domain $D = (0, 1) \times (0, 1)$. We choose $a(t, x, \tau, y) = (3 + \sin(2\pi y') + \sin^2(2\pi \tau))(3 + \sin(2\pi y'') + \sin^2(2\pi \tau))$ for $y = (y', y'') \in Y = (0, 1)^2$. The initial condition $u^0(0) = 0$. Cell problem (2.14) is solved numerically with fine mesh from which the homogenized coefficient $a^0 = 11.863904995808440$ is computed.
We choose \( u_0(t, x) = t^2 x'(1 - x')(1 - x'') \) for \( x = (x', x'') \). The function \( f = 2t(x' - x'^2)(x'' - x''^2) + 2a^0 t^2 (x' - x'^2 + x'' - x''^2) \). The reference solution \( u_1 \) is computed from the numerical solution for \( N^i \) and the solution \( u_0 \). For \( t = 1 \), we plot the error \( \|u_0 - \hat{u}_0^L\|_{H^1_0(D)} \) and \( \|u_1 - \hat{u}_1^L\|_{L^2((0,1),H^1_0(Y)/R)} \) for the sparse tensor product FE solutions in Figures 2.3 and 2.4 respectively. The numerical results agree with the error estimate (2.12).

Figure 2.3: The error \( \|u_0 - \hat{u}_0^L\|_{H^1_0(D)} \) versus the mesh size \( h \) for 2 dimensional problem at \( t = 1 \).
Although we only develop the theory for the case of one microscopic spatial scale, our method is capable of treating the case of multiple spatial scales. For illustration, we solve some limiting time-space multiscale homogenized equation established in [50]. Holmbom et al. [50] consider the case of two microscopic spatial scales with the coefficient

$$a^\varepsilon = a\left(t, x, \frac{t}{\varepsilon^k}, x, \frac{x}{\varepsilon}, \frac{x}{\varepsilon^2}\right)$$

where $a = a(t, x, \tau, y_1, y_2)$ is $Y$-periodic with respect to $y_1$ and $y_2$, and $(0, 1)$ periodic with respect to $\tau$. The multiscale convergence limits of $u^\varepsilon$ are

$$\nabla u^\varepsilon \xrightarrow{\text{ts-ms}} \nabla_x u_0 + \nabla_{y_1} u_1 + \nabla_{y_2} u_2,$$

where $u_1 \in L^2((0, T) \times D, H^1_{\#}(Y)/\mathbb{R})$ and $u_2 \in L^2((0, T) \times D \times Y, H^1_{\#}(Y)/\mathbb{R})$. Holmbom et al. [50] establish the multiscale homogenized equation for $k > 0$ but the most interesting critical cases where both $u_1$ and $u_2$ depend on $\tau$, and the derivatives of these with respect to $\tau$ appear in the equation.
occur \( k = 2 \) and \( k = 3 \). When \( k = 2 \), we have
\[
\left\langle \frac{\partial u_0}{\partial t}(t), \phi_0 \right\rangle_H + \int_D \int_0^1 \left\langle \frac{\partial u_1}{\partial \tau}(t, x, \tau \cdot \cdot), \phi_1 \right\rangle_{H_\#} d\tau dx \\
+ \int_D \int_0^1 \int_{Y_1} \int_{Y_2} a(t, x, \tau, y_1, y_2) \\
\left( \nabla_x u_0(t, x) + \nabla_{y_1} u_1(t, x, \tau, y_1) + \nabla_{y_2} u_2(t, x, \tau, y_1, y_2) \right) \\
\cdot \left( \nabla_x \phi_0(x) + \nabla_{y_1} \phi_1(x, \tau, y_1) \\
+ \nabla_{y_2} \phi_2(x, \tau, y_1, y_2) \right) dy_2 dy_1 d\tau dx \\
= \int_D f(t, x) \phi_0(x) dx
\]
\( \forall \phi_0 \in H^1_0(D) \),
\( \forall \phi_1 \in L^2(D \times (0, 1), H_\#^1(Y)/R) \),
\( \forall \phi_2 \in L^2(D \times (0, 1) \times Y, H_\#^1(Y)/R) \),

with the initial condition \( u_0(0) = g \).

We choose the coefficient
\[
a(t, x, \tau, y_1, y_2) = (3 + \sin(2\pi y_1) + \sin(2\pi \tau))(3 + \sin(2\pi y_2) + \sin(2\pi \tau)). \tag{2.25}
\]

We need to solve two separate cell problems with respect to \( y_1 \) and \( y_2 \). In this case the cell problem for \( y_1 \) is identical to \( (2.14) \) and is solved numerically, where the cell problem with respect to \( y_2 \) is the elliptic problem, i.e.
without the derivative with respect to \( \tau \), and can be solved exactly. The homogenized coefficient is computed numerically as \( a^0 = 8.500245683736688 \).

We choose \( u_0(t, x) = t^2 x(1 - x) \) so that \( f(t, x) = t(x - x^2) + 2a^0 t^2 \). In Figures \( 2.5, 2.6 \) and \( 2.7 \) we plot the errors \( \| u_0 - \hat{u}_0^L \|_{H^1_0(D)} \), \( \| u_1 - \hat{u}_1^L \|_{L^2(D, H_\#^1(Y)/R)} \), and \( \| u_2 - \hat{u}_2^L \|_{L^2(D \times Y_1, H_\#^1(Y_2)/R)} \) for the sparse tensor FE approximation respectively. The error agrees with the estimate \( O((\Delta t)^2 + h_L) \) that we establish in this thesis.
Figure 2.5: The error $\|u_0 - \hat{u}_0^L\|_{H^1_0(D)}$ versus the mesh size $h$ for 1 dimensional 3 spatial scales problem at $t = 1$ for $k = 2$.

Figure 2.6: The error $\|u_1 - \hat{u}_1^L\|_{L^2(D \times (0,1), H^1_0(Y) \cap H^1_{\beta}(Y) \cap H^1_{\gamma}(Y))}$ versus the mesh size $h$ for 1 dimensional 3 spatial scales problem at $t = 1$ for $k = 2$. 
Figure 2.7: The error $\|u_2 - \hat{u}_2\|_{L^2(D \times (0,1) \times Y, H^1_\#(Y)/\mathbb{R})}$ versus the mesh size $h$ for 1 dimensional 3 spatial scales problem at $t = 1$ for $k = 2$.

For $k = 3$, the time-space multiscale homogenized equation becomes:

$$
\left\langle \frac{\partial u_0}{\partial t}(t), \phi_0 \right\rangle_H + \int_D \int_0^1 \left\langle \frac{\partial u_1}{\partial \tau}(t, x, \tau, \cdot), \phi_1 \right\rangle_{H_\#} \ d\tau dx
\right.
\left. + \int_D \int_0^1 \int_Y \left\langle \frac{\partial u_2}{\partial \tau}(t, x, \tau, y_1, \cdot), \phi_2 \right\rangle_{H_\#} \ dy_1 d\tau dx
\right.
\left. + \int_D \int_0^1 \int_{Y_1} \int_{Y_2} a(t, x, \tau, y_1, y_2) \left( \nabla_x u_0(t, x) + \nabla_{y_1} u_1(t, x, \tau, y_1) + \nabla_{y_2} u_2(t, x, \tau, y_1, y_2) \right)
\right.
\left. \cdot \left( \nabla_x \phi_0(x) + \nabla_{y_1} \phi_1(x, \tau, y_1) + \nabla_{y_2} \phi_2(x, \tau, y_1, y_2) \right) \ dy_2 dy_1 d\tau dx
\right.
\left. = \int_D f(t, x) \phi_0(x) dx,
\right.
\forall \ \phi_0 \in H^1_0(D), \phi_1 \in L^2(D \times (0,1), H^1_\#(Y)/\mathbb{R}), \ \phi_2 \\
\in L^2(D \times (0,1) \times Y, H^1_\#(Y)/\mathbb{R}), \text{ with the initial condition } u_0(0) = g.

We choose the coefficient $a$ as in (2.25). We need to solve two cell problems in the form (2.14) with respect to $y_1$ and $y_2$ respectively. They are solved numerically. The numerical value of the homogenized coefficient is $a^0 = 7.929947333234398$. We then choose $u_0 = t^2x(1-x)$ so that $f(t, x) =$
2.6 Numerical examples

\[ 2t(x - x^2) + 2a^0t^2. \]

In Figures 2.8, 2.9 and 2.10 we plot the errors \( \|u_0 - \hat{u}_0\|_{H^1(D)} \), \( \|u_1 - \hat{u}_1\|_{L^2(D,H^1_\#(Y)/R)} \), and \( \|u_2 - \hat{u}_2\|_{L^2(D \times Y_1,H^1_\#(Y_2)/R)} \) respectively. The errors again agree with the estimate \( O(\Delta t)^2 + h_L \) that we establish in this thesis.

Figure 2.8: The error \( \|u_0 - \hat{u}_0\|_{H^1(D)} \) versus the mesh size \( h \) for 1 dimensional 3 spatial scales problem at \( t = 1 \) for \( k = 3 \).

Figure 2.9: The error \( \|u_1 - \hat{u}_1\|_{L^2(D \times (0,1),H^1_\#(Y)/R)} \) versus the mesh size \( h \) for 1 dimensional 3 spatial scales problem at \( t = 1 \) for \( k = 3 \).
Figure 2.10: The error $\|u_2 - \hat{u}_2^k\|_{L^2(D \times (0,1) \times Y, H^1_0(Y)/\mathbb{R})}$ for 1 dimensional 3 spatial scales problem at $t = 1$ for $k = 3$
Chapter 3

Multiscale Monotone Parabolic Equations depending on Multiple Microscales in Space

Chapter 3 considers multiscale monotone parabolic equations that depend on $n$ separated microscales. The problem is setup in Section 3.1. In this section, we also recap on the multiscale homogenization theory which is applied to the problem to derive the multiscale homogenized equation. Backward Euler and Crank-Nicholson method are developed in Section 3.2 for general FE spaces, full tensor and sparse tensor product FE spaces. A new homogenized numerical corrector in terms of the microscopic scale for two scale problems is proved in Subsection 3.3.1. Using this, a numerical corrector is derived with an explicit error in terms of the homogenization error and the numerical error. In Subsection 3.3.2 we derive a numerical corrector for the general multiscale problems, without the explicit error. Some one dimensional and two dimensional numerical results are presented in Section 3.4.
3.1 Problem setting and homogenization

3.1.1 Problem setting

Let $D \in \mathbb{R}^d$ be a bounded domain; let $Y = (0,1)^d$ be the unit cube in $\mathbb{R}^d$. Let $T > 0$. Let $n$ be a positive integer. Let $Y_1, \ldots, Y_n$ be $n$ copies of the unit cube $Y$. For conciseness, we denote by $y_i = (y_{1i}, \ldots, y_{ni})$ a vector in $Y_i = Y_1 \times \ldots \times Y_i$. We denote by $y = y_n$ and $Y = Y_n$. Let $A(t, x, y_1, \ldots, y_n, \xi) : (0,1) \times D \times Y_1 \times \ldots \times Y_n \times \mathbb{R}^d \to \mathbb{R}^d$ be continuously differentiable that is $Y_i$ periodic with respect to $y_i$. We assume that $A$ is monotone and locally Lipschitz. In particular, we assume that there are constants $p \geq 2$, $\alpha > 0$ and $\beta > 0$ so that for all $t \in (0, T)$, $x \in D$, $y_i \in Y_i$ ($i = 1, \ldots, n$), and $\xi_1, \xi_2 \in \mathbb{R}^d$, we have

$$(A(t, x, y_1, \ldots, y_n, \xi_1) - A(t, x, y_1, \ldots, y_n, \xi_2), \xi_1 - \xi_2) \geq \alpha |\xi_1 - \xi_2|^p, \quad (3.1)$$

and

$$|A(t, x, y_1, \ldots, y_n, \xi_1) - A(t, x, y_1, \ldots, y_n, \xi_2)| \leq \beta (|\xi_1| + |\xi_2|)^{p-2} |\xi_1 - \xi_2| \quad (3.2)$$

where $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^d$ and $(\cdot, \cdot)$ denotes the scalar product in $\mathbb{R}^d$. Let $\varepsilon_1, \ldots, \varepsilon_n$ be $n$ functions of a small and positive quantity $\varepsilon$ that represent $n$ microscopic scales on which the problem depends. We assume scale separation (see Bensoussan et al. [16]), i.e. for $i = 1, \ldots, n-1$,

$$\lim_{\varepsilon \to 0} \frac{\varepsilon_{i+1}}{\varepsilon_i} = 0.$$

Without loss of generality, we assume that $\varepsilon_1 = \varepsilon$. The multiscale monotone function is defined as

$$A^\varepsilon(t, x, \xi) = A(t, x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_n}, \xi).$$
Let $V = W_0^{1,p}(D)$. Let $H = L^2(D)$. We have that $V \subset H \subset V'$. By $\langle \cdot, \cdot \rangle_H$, we denote the inner product in $H$ extended to the duality pairing between $V'$ and $V$. Let $f \in L^q((0,T),V')$ where $1/p + 1/q = 1$. Let $g \in H$. Let $T > 0$. We consider the following multiscale monotone parabolic problem:

$$\frac{\partial u^\varepsilon}{\partial t} - \nabla \cdot A^\varepsilon(t,x,\nabla u^\varepsilon) = f, \quad \text{in } D \times (0,T)$$

$$u^\varepsilon(0) = g$$

with the Dirichlet boundary condition on $\partial D$. Problem (3.3) has a unique solution that satisfies

$$\|u^\varepsilon\|_{L^p((0,T),V)} + \left\|\frac{\partial u^\varepsilon}{\partial t}\right\|_{L^q((0,T),V')} \leq c\left(\|f\|_{L^q((0,T),V')} + \|g\|_H\right)$$

where the constant $c$ only depends on $\alpha$ and $\beta$ in (3.1) and (3.2), and on $\sup_{t \in [0,T], x \in D, y \in Y} |A(t, x, y, 0)|$ (see [56] and [77]). We will study homogenization of (3.3) by multiscale convergence. We thus recall the concept of multiscale convergence in the $L^p$ setting.

### 3.1.2 Multiscale homogenization

Multiscale convergence was initiated by Nguetseng in [65] and developed further by Allaire [5]. The definition is extend to functions that depend on time as follows (see [50]).

**Definition 3.1.** A sequence $\{w^\varepsilon\}_\varepsilon \in L^p((0,T) \times D)$ $(n+1)$-scale converges to a function $w_0(t,x,y_1,\ldots,y_n) \in L^p((0,T) \times D \times Y_1 \times \ldots \times Y_n)$ if

$$\lim_{\varepsilon \to 0} \int_0^T \int_D w^\varepsilon(t,x)\phi(t,x,\frac{x}{\varepsilon_1},\ldots,\frac{x}{\varepsilon_n})dx = \int_0^T \int_{D_1} \ldots \int_{D_n} w_0(t,x,y_1,\ldots,y_n)\phi(t,x,y_1,\ldots,y_n)dy_n \ldots dy_1 dt,$$

for all functions $\phi \in C((0,T) \times \bar{D} \times \bar{Y}_1 \times \ldots \times \bar{Y}_n)$ which are $Y_i$-periodic with respect to $y_i$, $i = 1,\ldots,n$. 

Definition 3.1 makes sense due to the following proposition.

**Proposition 3.2.** From each bounded sequence in $L^p((0, T) \times D)$, we can extract a subsequence that $(n + 1)$-scale converges.

The proposition for the case of time independent functions is proved in [5] and [6]. For time dependent functions, the proof is similar, see, e.g. [50]. We denote by

$$V_i = L^p(D \times Y_1 \times \ldots \times Y_{i-1}, W^{1,p}_\#(Y_i)/\mathbb{R}), \quad (i = 1, \ldots, n).$$

For a bounded sequence $\{w^\varepsilon\} \subset L^p((0, T), V)$ such that $\frac{\partial w^\varepsilon}{\partial t}$ is bounded in $L^q((0, T), V')$, we have the following results.

**Proposition 3.3.** From a bounded sequence $\{w^\varepsilon\} \subset L^p((0, T), V)$ with $\frac{\partial w^\varepsilon}{\partial t}$ being bounded in $L^q((0, T), V')$, we can extract a subsequence (not renumbered) such that $\nabla w^\varepsilon$ $(n + 1)$-scale converges to

$$\nabla w_0 + \sum_{i=1}^n \nabla y_i w_i$$

where $w_0 \in L^p((0, T), V)$ and $w_i \in L^p((0, T), V_i)$ $(i = 1, \ldots, n)$.

The proof of this result is standard and is similar to the proof of Proposition 2.3 in Chapter 2. It follows the standard result of [5] and [6], see also [50] or [76]. We define the following space

$$V = \{(\phi_0, \phi_1, \ldots, \phi_n) : \phi_0 \in V_0, \phi_i \in V_i\}$$

which is equipped with the norm

$$|||\,(\phi_0, \{\phi_i\})||| = ||\nabla \phi_0||_{L^p(D)} + \sum_{i=1}^n ||\nabla y_i \phi_i||_{L^p(D \times Y_1 \times \ldots \times Y_i)}. \quad (3.4)$$

We have the norm equivalence:
Lemma 3.4. There are positive constants $c_1$ and $c_2$ such that for all $(\phi_0, \{\phi_i\}) \in V$,
\[
\begin{align*}
  c_1||| (\phi_0, \{\phi_i\}) ||| & \\
  & \leq \left( \int_D \int_{Y_1} \cdots \int_{Y_n} |\nabla_x \phi_0 + \nabla_{y_1} \phi_1 + \cdots + \nabla_{y_n} \phi_n|^p dxdy_1 \cdots dy_n \right)^{1/p} \\
  & \leq c_2||| (\phi_0, \{\phi_i\}) |||.
\end{align*}
\]

A concise proof can be found in [48]. We have the following result:

Proposition 3.5. The solution $u^\varepsilon$ of problem (3.3) converges weakly in $L^p((0, T), V)$ to a function $u_0$, and $\nabla u^\varepsilon$ $(n + 1)$-scale converges to $\nabla u_0 + \nabla_{y_1} u_1 + \cdots + \nabla_{y_n} u_n$ where $u_0, u_1, \ldots, u_n$ satisfy problem
\[
\begin{align*}
  \langle \frac{\partial u_0}{\partial t}(t), \phi_0 \rangle_H + \int_D \int_Y A(t, x, y, \nabla u_0(t) + \nabla_{y_1} u_1(t) + \cdots + \nabla_{y_n} u_n(t)) \\
  \cdot (\nabla \phi_0 + \nabla_{y_1} \phi_1 + \cdots + \nabla_{y_n} \phi_n) dydx
  &= \int_D f(t) \phi_0 dx
\end{align*}
\]
for all $(\phi_0, \phi_1, \ldots, \phi_n) \in V$.

The proof of this result is quite standard, see, e.g., Allaire [5] or Woukeng [76]. We present it here for completeness.

Proof. We consider a subsequence of $u^\varepsilon$ (not renumbered) such that $\nabla u^\varepsilon$ $(n + 1)$-scale converges to $\nabla u_0 + \sum_{i=1}^n \nabla_{y_i} u_i$. Let $\phi_0 \in C^\infty((0, T), D(D))$, $\phi_i \in C^\infty((0, T), D(D, C^\infty_0(Y_1, \ldots, C^\infty_#(Y_n)) \ldots))$. Let
\[
\Phi^\varepsilon(t, x) = \phi_0(t, x) + \sum_{i=1}^n \varepsilon_i \phi_i(t, x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_1}).
\]
We have that
\[
\int_0^T \left\langle f(t) - \frac{\partial u^\varepsilon}{\partial t}(t), u^\varepsilon(t) - \Phi^\varepsilon(t) \right\rangle_H
\]
\[ - \int_0^T \int_D A^\varepsilon(t, x, \nabla u^\varepsilon) \cdot (\nabla u^\varepsilon - \nabla \Phi^\varepsilon) \, dx \, dt = 0. \]

From (3.1), we have
\[ \int_0^T \int_D A^\varepsilon(t, x, \nabla u^\varepsilon) \cdot (\nabla u^\varepsilon - \nabla \Phi^\varepsilon) \, dx \, dt \geq \int_0^T \int_D A^\varepsilon(t, x, \nabla \Phi^\varepsilon) \cdot (\nabla u^\varepsilon - \nabla \Phi^\varepsilon) \, dx \, dt. \]

Thus
\[ \int_0^T \langle f(t) - \frac{\partial u^\varepsilon}{\partial t}(t), u^\varepsilon(t) - \Phi^\varepsilon(t) \rangle_H \, dt - \int_0^T \int_D A^\varepsilon(t, x, \nabla \Phi^\varepsilon) \cdot (\nabla u^\varepsilon - \nabla \Phi^\varepsilon) \, dx \, dt \geq 0. \]

Therefore
\[ \int_0^T \langle f(t), u^\varepsilon(t) - \Phi^\varepsilon(t) \rangle_H \, dt + \int_0^T \langle \frac{\partial u^\varepsilon}{\partial t}, \Phi^\varepsilon \rangle_H \, dt - \int_0^T \int_D A^\varepsilon(t, x, \nabla \Phi^\varepsilon) \cdot (\nabla u^\varepsilon - \nabla \Phi^\varepsilon) \, dx \, dt \geq \frac{1}{2} \left( \| u^\varepsilon(T) \|_H^2 - \| u^\varepsilon(0) \|_H^2 \right). \] (3.6)

As \( \frac{\partial u^\varepsilon}{\partial t} \to \frac{\partial u_0}{\partial t} \) in \( L^2((0, T), V') \) and \( u^\varepsilon \rightharpoonup u_0 \) in \( L^2((0, T), V) \), we have that
\[ \liminf_{\varepsilon \to 0} \frac{1}{2} \left( \| u^\varepsilon(T) - u_0(T) \|_H^2 \right) \]
\[ = \liminf_{\varepsilon \to 0} \int_0^T \left( \frac{\partial u^\varepsilon}{\partial t}, u^\varepsilon - u_0 \right)_H \, dt \]
\[ = \liminf_{\varepsilon \to 0} \int_0^T \left( \frac{\partial u^\varepsilon}{\partial t}, u^\varepsilon \right)_H - \left( \frac{\partial u_0}{\partial t}, u_0 \right)_H \, dt \]
\[ = \liminf_{\varepsilon \to 0} \frac{1}{2} \left( \| u^\varepsilon(T) \|_H^2 - \| u_0(T) \|_H^2 \right). \]

(note that \( u^\varepsilon(0) = u_0(0) = g \); the proof for this is identical to that in the proof of Proposition 2.5 in Chapter 2). Thus \( \liminf_{\varepsilon \to 0} \| u^\varepsilon(T) \|_H^2 \geq \| u_0(T) \|_H^2 \). Passing to the limit in (3.6), we have
\[ \int_0^T \langle f(t), u_0(t) - \phi_0(t) \rangle_H \, dt + \int_0^T \left( \frac{\partial u_0}{\partial t}, \phi_0 \right)_H \]

...
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\[-\int_0^T \int_D \int_Y A(t, x, y, \nabla \phi_0 + \sum_{i=1}^{n} \nabla y_i \phi_i) \cdot (\nabla u_0 + \sum_{i=1}^{n} \nabla y_i u_i - \nabla \phi_0 - \sum_{i=1}^{n} \nabla y_i \phi_i) dy dx dt \]

\[\geq \frac{1}{2}(\|u_0(T)\|^2_H - \|g\|^2_H).\]

Using (3.2), by using density, this holds for all \(\phi_0 \in L^p((0, T), V)\) and \(\phi_i \in L^p((0, T) \times Y_1 \times \ldots \times Y_{i-1}, W^{1,p}_\#(Y_i))\). For \(v_0 \in L^p((0, T), V)\) and \(v_i \in L^p((0, T) \times Y_1 \times \ldots \times Y_{i-1}, W^{1,p}_\#(Y_i))\), let \(\phi_0 = u_0 - rv_0, \phi_i = u_i - rv_i\) where \(r\) is a real number. We have

\[r \int_0^T \langle f(t), v_0(t) \rangle_H dt + \int_0^T \langle \frac{\partial u_0}{\partial t}, u_0 \rangle_H dt - r \int_0^T \langle \frac{\partial u_0}{\partial t}, v_0 \rangle_H dt \]

\[-r \int_0^T \int_D \int_Y A(t, x, y, \nabla u_0 + \sum_{i=1}^{n} \nabla y_i u_i - r \nabla v_0 - r \sum_{i=1}^{n} \nabla y_i v_i) \cdot (\nabla v_0 + \sum_{i=1}^{n} \nabla y_i v_i) dy dx dt \]

\[\geq \frac{1}{2}(\|u_0(T)\|^2_H - \|g\|^2_H).\]

Thus if \(r > 0\)

\[\int_0^T \langle f(t), v_0(t) \rangle_H dt - \int_0^T \langle \frac{\partial u_0}{\partial t}, v_0 \rangle_H dt \]

\[-\int_0^T \int_D \int_Y A(t, x, y, \nabla u_0 + \sum_{i=1}^{n} \nabla y_i u_i - r \nabla v_0 - r \sum_{i=1}^{n} \nabla y_i v_i) \cdot (\nabla v_0 + \sum_{i=1}^{n} \nabla y_i v_i) dy dx dt \]

\[\geq 0.\]

Passing to the limit when \(r \to 0\), using (3.2), we get

\[\int_0^T \langle f(t), v_0(t) \rangle_H dt - \int_0^T \langle \frac{\partial u_0}{\partial t}, v_0 \rangle_H dt \]
Similarly, for \( r < 0 \), we have the opposite inequality. We then get problem (3.5). Using (3.1), problem (3.5) has a unique solution. The whole sequence \( \{u^\varepsilon\} \) \((n + 1)\)-scale converges to the solution of (3.5). \( \square \)

### 3.2 FE discretization

We approximate problem (3.5) by FEs in this section. We consider both the backward Euler method and the Crank-Nicholson method.

#### 3.2.1 Backward Euler method

We first consider the backward Euler method for general FE spaces. We then use the method for the full and sparse tensor product FE spaces.

##### 3.2.1.1 Backward Euler method for general FE spaces

Let \( V_0^L \subset V \) and \( V_i^L \subset V_i \) \((i = 1, \ldots, n)\) be finite dimensional spaces where the superscript \( L \) indicates the level of resolution. Let \( M \) be an integer. Let \( \Delta t = T/M \). We consider the time sequence \( 0 = t_0 < t_1 < \ldots < t_M \) where \( t_m = m\Delta t \) for \( m = 0, 1, \ldots, M \). Let \( g^L \in V^L \) be an approximation of \( g \). We consider the problem: Find \( u_{0,m}^L \in V_0^L \) and \( u_{i,m}^L \in V_i^L \) for \( i = 1, \ldots, n \) such that

\[
\left\langle \frac{u_{0,m+1}^L - u_{0,m}^L}{\Delta t}, \phi_0 \right\rangle_H + \int_D \int_Y A(t_{m+1}, x, y, \nabla u_{0,m+1}^L + \sum_{i=1}^n \nabla y_i u_{i,m+1}^L) \cdot (\nabla \phi_0 + \sum_{i=1}^n \nabla y_i \phi_i) dy dx = \int_D f(t_{m+1}, x) \phi_0(x) dx 
\]

(3.7)
for all \( \phi_0 \in V^L_0 \) and \( \phi_i \in V^L_i \) (\( i = 1, \ldots, n \)). We first show that (3.7) has a unique solution.

**Proposition 3.6.** Problem (3.7) has a unique solution.

**Proof.** Let \( c_m = (c_{0, m}, \{c_{i, m}\}) \) and \( d = (d_0, \{d_i\}) \) (\( i = 1, \ldots, n \)) in \( \mathbb{R}^\text{dim}V^L_0 \times \mathbb{R}^\text{dim}V^L_1 \times \ldots \times \mathbb{R}^\text{dim}V^L_n \) be the coordinate vectors of \( (u^L_{0, m}, \{u^L_{i, m}\}) \) and \( (\phi_0, \{\phi_i\}) \) respectively in the expansion with respect to the basis functions of \( V^L_0 \times V^L_1 \times \ldots \times V^L_n \). Let \( A(c_{m + 1}) \) be the vector describing the interaction of \( A(t_{m + 1}, x, y, \nabla u^L_0 + \sum_{i=1}^{n} \nabla y_i u^L_i) \) with the basis functions of \( V^L_0 \times V^L_1 \times \ldots \times V^L_n \) in the second term on the left hand side of (3.7). Let \( B \) be the Gram matrix describing the interaction of basis functions of \( V^L_0 \) with themselves in the inner product of \( H \). Let \( F_{m + 1} \) be the interaction of \( f(t_{m + 1}) \) with the basis functions of \( V^L_0 \) with respect to the inner product of \( H \). We can write (3.7) as

\[
\frac{1}{\Delta t} Bc_{0, m + 1} \cdot d_0 + A(c_{m + 1}) \cdot d = F_{m + 1} \cdot d_0 + \frac{1}{\Delta t} Bc_{0, m} \cdot d_0. \tag{3.8}
\]

The left hand side of (3.8) represents a monotone function. Indeed, for any \( (v_0, \{v_i\}) \) and \( (w_0, \{w_i\}) \) in \( V^L_0 \times V^L_1 \times \ldots \times V^L_n \),

\[
\frac{1}{\Delta t} \langle v_0 - w_0, v_0 - w_0 \rangle_H \\
+ \int_D \int_Y \left( A(t_{m + 1}, x, y, \nabla v_0 + \sum_{i=1}^{n} \nabla y_i v_i) \\
- A(t_{m + 1}, x, y, \nabla w_0 + \sum_{i=1}^{n} \nabla y_i w_i) \right) \\
\cdot \left( \nabla (v_0 - w_0) + \sum_{i=1}^{n} \nabla y_i (v_i - w_i) \right) dy dx \\
\geq \frac{1}{\Delta t} \|v_0 - w_0\|^2_H \\
+ \alpha \int_D \int_Y \| (\nabla v_0 + \sum_{i=1}^{n} \nabla y_i v_i) - (\nabla w_0 + \sum_{i=1}^{n} \nabla y_i w_i) \|^p dy dx
\]
We denote by $\{p_0, \{p_i\}\}$ and $\{q_0, \{q_i\}\}$ in $\mathbb{R}^{\dim V_0^L} \times \mathbb{R}^{\dim V_i^L} \times \ldots \times \mathbb{R}^{\dim V_n^L}$,

$$\frac{1}{\Delta t} B(p_0 - q_0) \cdot (p_0 - q_0) + (A(p) - A(q)) \cdot (p - q) \geq c(\Delta t) |p - q|^p$$

where $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^{\dim V_0^L} \times \mathbb{R}^{\dim V_i^L} \times \ldots \times \mathbb{R}^{\dim V_n^L}$.

Thus problem (3.8) has a unique solution $c_{m+1}$. \hfill $\square$

We denote by $u_0(t_m) = u_{0,m}$, $u_i(t_m) = u_{i,m}$, $z_{0,m} = u_{0,m} - u_{0,m}$, $z_{i,m} = u_{i,m} - u_{i,m}$ ($i = 1, \ldots, n$). When $u_0$ is sufficiently regular with respect to $t$, using the approach in [34], we can show the convergence of the numerical scheme. We then have the following result.

**Theorem 3.7.** Assume that $u_0 \in C^2([0,T], H)$, then

$$\|z_{0,m}^L\|_H^2 + \Delta t \sum_{m=1}^{M} (\|z_{0,m}^L\|_V^p + \sum_{i=1}^{n} \|z_{i,m}^L\|_{V_i}^p)$$

$$\leq c\Delta t \left( \sum_{m=1}^{M} \left( \|u_{0,m} - \tilde{u}_{0,m}\|_V^{p/(p-1)} + \sum_{i=1}^{n} \|u_{i,m} - \tilde{u}_{i,m}\|_{V_i}^{p/(p-1)} \right) \right.$$  

$$\left. + \sum_{m=1}^{M-1} \left( \frac{\|u_{0,m+1} - \tilde{u}_{0,m+1}\|_V^2 + \|u_{0,m} - \tilde{u}_{0,m}\|_V^2}{\Delta t} \right) \right)$$  

$$+ \max_{m=1, \ldots, M} \|u_{0,m} - \tilde{u}_{0,m}\|_{L^2(D)}^2 + \|g - g_L^L\|_{L^2(D)}^2 + c(\Delta t)^{p/p-1}. \quad (3.9)$$

for all sequences $\{\tilde{u}_{0,m}, m = 1, \ldots, M\} \subset V_0^L$ and $\{\tilde{u}_{i,m}, m = 1, \ldots, M\} \subset V_i^L$ for $i = 1, \ldots, n$.

**Proof.** We denote by $\rho_m = \frac{\partial u_0}{\partial t}(t_{m+1}) - (u_0(t_{m+1}) - u_0(t_m))/\Delta t$. As $u_0 \in C^2([0,T], H)$ we have that $\|\rho_m\|_H \leq c\Delta t$ for all $m = 1, \ldots, M$, where $c$ is independent of $m$. We then have from (3.5) and (3.7) that

$$\left\langle \frac{z_{0,m+1}^L - z_{0,m}^L}{\Delta t}, \phi_0 \right\rangle_H + (\rho_m, \phi_0)_H$$

$$+ \int_D \int_Y (A(t_{m+1}, x, y, \nabla u_{0,m+1} + \sum_{i=1}^{n} \nabla_y u_{i,m+1})$$
\[-A(t_{m+1}, x, y, \nabla u^L_{0,m+1} + \sum_{i=1}^{n} \nabla y_i u^L_{i,m+1}) \]
\[\cdot (\nabla \phi_0 + \sum_{i=1}^{n} \nabla y_i \phi_i) dy dx = 0 \quad (3.10)\]

for all \( \phi_0 \in V^L_0 \) and \( \phi_i \in V^L_i, \ i = 1, \ldots, n \). Therefore, for all \( \{\tilde{u}_{0,m}\} \subset V^L_0 \) and \( \{\tilde{u}_{i,m}\} \subset V^L_i \), we have

\[
\left\langle \frac{z^L_{0,m+1} - z^L_{0,m}}{\Delta t}, u_{0,m+1} - \tilde{u}_{0,m+1} \right\rangle_H \\
+ \int_D \int_Y \left( A(t_{m+1}, x, y, \nabla u_{0,m+1} + \sum_{i=1}^{n} \nabla y_i u_{i,m+1}) \\
- A(t_{m+1}, x, y, \nabla u^L_{0,m+1} + \sum_{i=1}^{n} \nabla y_i u^L_{i,m+1}) \right)^2 \\
\cdot (\nabla z^L_{0,m+1} + \sum_{i=1}^{n} \nabla y_i z^L_{i,m+1}) dy dx \\
\leq \left\langle z^L_{0,m+1} - z^L_{0,m}, u_{0,m+1} - \tilde{u}_{0,m+1} \right\rangle_H
\]

Using \( u^L_{0,m+1} - \tilde{u}_{0,m+1} = u^L_{0,m+1} - u_{0,m+1} + u_{0,m+1} - \tilde{u}_{0,m+1} \), from (3.2) we have

\[
\frac{1}{2\Delta t} \left( \|z^L_{0,m+1}\|_H^2 - \|z^L_{0,m}\|_H^2 \right) + c \|\nabla z^L_{0,m+1} + \sum_{i=1}^{n} \nabla y_i z^L_{i,m+1}\|_H^2 \leq \left\langle \frac{z^L_{0,m+1} - z^L_{0,m}}{\Delta t}, u_{0,m+1} - \tilde{u}_{0,m+1} \right\rangle_H
\]
\[ + c(\|\nabla u_{0,m+1}\|_{L^p(D \times Y)} + \sum_{i=1}^{n} \nabla y_i u_{i,m+1}\|_{L^p(D \times Y)}^{p-2}) + \|\nabla u_{0,m+1}^L + \sum_{i=1}^{n} \nabla y_i u_{i,m+1}\|_{L^p(D \times Y)}^{p-2}) \]

\[ : \|\nabla z_{0,m+1}^L + \sum_{i=1}^{n} \nabla y_i z_{i,m+1}\|_{L^p(D \times Y)} \]

\[ : (\|\nabla u_{0,m+1} - \nabla \tilde{u}_{0,m+1}\|_{L^p(D)}) + \sum_{i=1}^{n} (\|\nabla y_i u_{i,m+1} - \nabla y_i \tilde{u}_{i,m+1}\|_{L^p(D \times Y)}) \]

\[ + c \Delta t (\|u_{0,m+1} - \tilde{u}_{0,m+1}\|_H + \|z_{0,m+1}^L\|_H) . \]

From (3.7), \( \|\nabla u_{0,m+1}^L + \sum_{i=1}^{n} \nabla y_i u_{i,m+1}\|_{L^p(D \times Y)} \) is uniformly bounded for all \( L \). Thus

\[ \frac{1}{2\Delta t} (\|z_{0,m+1}^L\|_H^2 - \|z_{0,m}^L\|_H^2) + c \|\nabla z_{0,m+1}^L + \sum_{i=1}^{n} \nabla y_i z_{i,m+1}\|_{L^p(D \times Y)}^{p-2} \]

\[ \leq \left\langle \frac{z_{0,m+1}^L - z_{0,m}^L}{\Delta t}, u_{0,m+1} - \tilde{u}_{0,m+1} \right\rangle_H \]

\[ + c \|\nabla z_{0,m+1}^L + \sum_{i=1}^{n} \nabla y_i z_{i,m+1}\|_{L^p(D \times Y)} \]

\[ : (\|\nabla u_{0,m+1} - \nabla \tilde{u}_{0,m+1}\|_{L^p(D)}) + \sum_{i=1}^{n} (\|\nabla y_i u_{i,m+1} - \nabla y_i \tilde{u}_{i,m+1}\|_{L^p(D \times Y)}) \]

\[ + c \Delta t (\|u_{0,m+1} - \tilde{u}_{0,m+1}\|_H + \|z_{0,m+1}^L\|_H) \]

\[ \leq \left\langle \frac{z_{0,m+1}^L - z_{0,m}^L}{\Delta t}, u_{0,m+1} - \tilde{u}_{0,m+1} \right\rangle_H \]

\[ + \delta \|\nabla z_{0,m+1}^L + \sum_{i=1}^{n} \nabla y_i z_{i,m+1}\|_{L^p(D \times Y)} \]

\[ + c (\|\nabla u_{0,m+1} - \nabla \tilde{u}_{0,m+1}\|_{L^p(D)}) + \sum_{i=1}^{n} (\|\nabla y_i u_{i,m+1} - \nabla y_i \tilde{u}_{i,m+1}\|_{L^p(D \times Y)})^q \]

\[ + c(\Delta t)^q + \delta \|z_{0,m+1}^L\|_H^q + c \|u_{0,m+1} - \tilde{u}_{0,m+1}\|_H^q + c(\Delta t)^p \]
for a constant $\delta > 0$ where we have used the Young inequality; where $q = p/(1 - p)$. From Lemma 3.4, we have

$$\|z_{0,m+1}^L\|_V^p + \sum_{i=1}^n \|z_{i,m+1}^L\|_{V_i}^p \leq c \|\nabla z_{0,m+1}^L + \sum_{i=1}^n \nabla y_i z_{i,m+1}^L\|_{L^p(D \times Y)}^p.$$ 

Thus for $\delta$ sufficiently small,

$$\frac{1}{2\Delta t} (\|z_{0,m+1}^L\|_H^2 - \|z_{0,m}^L\|_H^2) + \|z_{0,m+1}^L\|_V^p + \sum_{i=1}^n \|z_{i,m+1}^L\|_{V_i}^p$$

$$\leq \left\langle \frac{z_{0,m+1}^L - z_{0,m}^L}{\Delta t}, u_{0,m+1} - \tilde{u}_{0,m+1} \right\rangle_H + c(\|\nabla u_{0,m+1} - \nabla \tilde{u}_{0,m+1}\|_{L^p(D)})$$

$$+ \sum_{i=1}^n \|\nabla y_i u_{i,m+1} - \nabla y_i \tilde{u}_{i,m+1}\|_{L^p(D \times Y)}^q + c(\Delta t)^q.$$ 

Therefore for any $P = 1, \ldots, M$, we deduce

$$\|z_{0,P}^L\|_H^2 + c\Delta t \sum_{m=1}^P (\|z_{0,m}^L\|_V^p + \sum_{i=1}^n \|z_{i,m}^L\|_{V_i}^p)$$

$$\leq c\Delta t \sum_{m=1}^P \left( \|\nabla u_{0,m} - \nabla \tilde{u}_{0,m}\|_{L^p(D)}^q \right.$$ 

$$+ \sum_{i=1}^n \|\nabla y_i u_{i,m} - \nabla y_i \tilde{u}_{i,m}\|_{L^p(D \times Y)}^q \bigg)$$

$$+ c(\Delta t)^q + c\Delta t \sum_{m=1}^P \left\langle \frac{z_{0,m+1}^L - z_{0,m-1}^L}{\Delta t}, u_{0,m} - \tilde{u}_{0,m} \right\rangle_H + \|g - g^L\|_H^2.$$ 

We have

$$\Delta t \sum_{m=1}^P \left\langle \frac{z_{0,m}^L - z_{0,m-1}^L}{\Delta t}, u_{0,m} - \tilde{u}_{0,m} \right\rangle_H$$

$$= \langle z_{0,0}^L, u_{0,1} - \tilde{u}_{0,1} \rangle_H + \langle z_{0,P}^L, u_{0,P} - \tilde{u}_{0,P} \rangle$$

$$+ \sum_{m=1}^{P-1} \langle z_{0,m}^L, (u_{0,m} - \tilde{u}_{0,m}) - (u_{0,m+1} - \tilde{u}_{0,m+1}) \rangle$$

$$\leq c\|z_{0,0}^L\|_H^2 + c\|u_{0,1} - \tilde{u}_{0,1}\|_H^2 + \delta \|z_{0,P}^L\|_H^2 + c\|u_{0,P} - \tilde{u}_{0,P}\|_H^2$$
\[
+ \delta \Delta t \sum_{m=1}^{P-1} \left\| z_{0,m}^L \right\|_H^2 + c \Delta t \sum_{m=1}^{P-1} \left\| \frac{(u_{0,m+1} - \tilde{u}_{0,m+1}) - (u_{0,m} - \tilde{u}_{0,m})}{\Delta t} \right\|_H^2.
\]

We have \( \Delta t \sum_{m=1}^{P-1} \left\| z_{0,m}^L \right\|_H^2 \leq \Delta t M \max_m \left\| z_{0,m}^L \right\|_H \leq T \max_m \left\| z_{0,m}^L \right\|_H \). Choosing \( \delta \) sufficiently small, we deduce that

\[
\max_m \left\| z_{0,m}^L \right\|_H^2 \leq c \Delta t \sum_{m=1}^{P-1} \left( \left\| \nabla u_{0,m} - \nabla \tilde{u}_{0,m} \right\|_{L^p(D)}^q
+ \sum_{i=1}^n \left\| \nabla y_i u_{i,m} - \nabla y_i \tilde{u}_{i,m} \right\|_{L^p(D \times Y)}^q \right)
+ c(\Delta t)^q + c\| g - g^L \|_H^2 + c\left\| u_{0,1} - \tilde{u}_{0,1} \right\|_H^2 + c\left\| u_{0,P} - \tilde{u}_{0,P} \right\|_H^2
+ \delta T \max_m \left\| z_{0,m}^L \right\|_H^2 + c \Delta t \sum_{m=1}^{P-1} \left\| \frac{(u_{0,m+1} - \tilde{u}_{0,m+1}) - (u_{0,m} - \tilde{u}_{0,m})}{\Delta t} \right\|_H^2.
\]

Thus

\[
\max_m \left\| z_{0,m}^L \right\|_H^2 \leq c \Delta t \sum_{m=1}^{M} \left( \left\| \nabla u_{0,m} - \nabla \tilde{u}_{0,m} \right\|_{L^p(D)}^q
+ \sum_{i=1}^n \left\| \nabla y_i u_{i,m} - \nabla y_i \tilde{u}_{i,m} \right\|_{L^p(D \times Y)}^q \right)
+ c(\Delta t)^q + c\| g - g^L \|_H^2 + c\left\| u_{0,1} - \tilde{u}_{0,1} \right\|_H^2 + c\left\| u_{0,P} - \tilde{u}_{0,P} \right\|_H^2
+ \delta T \max_m \left\| z_{0,m}^L \right\|_H^2 + c \Delta t \sum_{m=1}^{P-1} \left\| \frac{(u_{0,m+1} - \tilde{u}_{0,m+1}) - (u_{0,m} - \tilde{u}_{0,m})}{\Delta t} \right\|_H^2.
\]

so

\[
\max_m \left\| z_{0,m}^L \right\|_H^2 \leq c \Delta t \sum_{m=1}^{M} \left( \left\| \nabla u_{0,m} - \nabla \tilde{u}_{0,m} \right\|_{L^p(D)}^q
+ \sum_{i=1}^n \left\| \nabla y_i u_{i,m} - \nabla y_i \tilde{u}_{i,m} \right\|_{L^p(D \times Y)}^q \right)
+ c(\Delta t)^q + c\| g - g^L \|_H^2 + c\left\| u_{0,1} - \tilde{u}_{0,1} \right\|_H^2 + c\left\| u_{0,P} - \tilde{u}_{0,P} \right\|_H^2
+ \delta T \max_m \left\| z_{0,m}^L \right\|_H^2 + c \Delta t \sum_{m=1}^{P-1} \left\| \frac{(u_{0,m+1} - \tilde{u}_{0,m+1}) - (u_{0,m} - \tilde{u}_{0,m})}{\Delta t} \right\|_H^2.
\]
3.2 FE discretization

\[ +c(\Delta t)^q + c\|g-g^L\|^2_H + c\|u_{0,1}-\bar{u}_{0,1}\|^2_H + c\|u_{0,P}-\bar{u}_{0,P}\|^2_H \]

\[ +c\Delta t \sum_{m=1}^{P-1} \left\| \frac{(u_{0,m+1}-\bar{u}_{0,m+1})-(u_{0,m}-\bar{u}_{0,m})}{\Delta t} \right\|^2_H \]

The conclusion follows. \[\square\]

3.2.1.2 Backward Euler method for full tensor product FE spaces

We construct a hierarchy of FE spaces. We assume that the domain \( D \) is a polygon. Let \( \{T^l\} \) for \( l \geq 0 \) be the hierarchy of regular triangular simplices of mesh size \( h_l = O(2^{-l}) \) in \( D \). The set of simplices \( T^l \) is obtained by dividing each simplex in \( T^{l-1} \) into 4 congruent triangles in the two dimension case, and is obtained by dividing each simplex in \( T^{l-1} \) into 8 tetrahedra in the three dimension case. In the periodic cube \( Y \), in a similar manner, we construct the hierarchy \( \{T^l_\#\} \) of regular triangular simplices of mesh size \( h_l = O(2^{-l}) \) which are periodically distributed in \( Y \). Let \( P^1(T) \) be the set of linear polynomials in \( T \in T^l_\# \). We define the FE spaces.

\[ V^l_0 = \{ \phi \in W^{1,p}_0(D) : \phi \in P^1(T), \ \forall \ T \in T^l \}; \]
\[ V^l = \{ \phi \in W^{1,p}(D) : \phi \in P^1(T), \ \forall \ T \in T^l \}; \]
\[ V^l_\# = \{ \phi \in W^{1,p}_\#(D) : \phi \in P^1(T), \ \forall \ T \in T^l_\# \}. \]

The following approximations hold. (see [28], [20] and [18])

\[ \inf_{w^l \in V^l_0} \|w-w^l\|_{W^{1,p}_0(D)} \leq ch_l \|w\|_{W^{2,p}(D)}, \ \forall \ w \in W^{1,p}_0(D) \cap W^{2,p}(D); \]
\[ \inf_{w^l \in V^l} \|w-w^l\|_{L^p(D)} \leq ch_l \|w\|_{W^{1,p}(D)}, \ \forall \ w \in W^{1,p}(D); \]
\[ \inf_{w^l \in V^l_\#} \|w-w^l\|_{W^{1,p}_\#(Y)} \leq ch_l \|w\|_{W^{2,p}_\#(Y)}, \ \forall \ w \in W^{2,p}_\#(Y); \]
\[ \inf_{w^l \in V^l_\#} \|w-w^l\|_{L^p(Y)} \leq ch_l \|w\|_{W^{1,p}_\#(Y)}, \ \forall \ w \in W^{1,p}_\#(Y). \]
As $V_i = L^p(D \times Y_1 \times \ldots \times Y_{i-1}, W_{\#}^{1,p}(Y_i)) \cong L^p(D) \otimes L^p(Y_1) \otimes \ldots \otimes L^p(Y_{i-1}) \otimes W_{\#}^{1,p}(Y_i)$, we employ the space

$$
\tilde{V}_i^L = V^L \otimes \underbrace{V^L_\# \otimes \cdots \otimes V^L_\#}_{i \text{ times}}
$$

(3.11)

to approximate $u_i$.

To quantify the approximations of functions in $V_i$ by functions in $V_i^L$, we define the following regularity spaces. Let $W_i$ be the space of functions $w \in L^p(D \times Y_1 \times \ldots \times Y_{i-1}, W^{2,p}(Y_i))$ that belong to $L^p(Y_1 \times \ldots \times Y_{i-1}, W^{1,p}(Y_i, W^{1,p}(D)))$ and $L^p(D \times \prod_{1 \leq j \leq i-1} Y_j, W^{1,p}(Y, W^{1,p}(Y_k)))$ for all $k = 1, \ldots, i-1$. The space $W_i$ is equipped with the norm

$$
\|w\|_{W_i} = \|w\|_{L^p(D \times Y_1 \times \ldots \times Y_{i-1}, W^{2,p}(Y_i))} + \|w\|_{L^p(Y_1 \times \ldots \times Y_{i-1}, W^{1,p}(Y_i, W^{1,p}(D)))} + \sum_{k=1}^{i-1} \|w\|_{L^p(D \times \prod_{1 \leq j \leq i-1, j \neq k} Y_j, W^{1,p}(Y, W^{1,p}(Y_k)))}.
$$

The space $W_i$ contains functions which possess regularity with respect to $y_1, \ldots, y_i$ but the regularity needs not occur at the same time. We then have the following approximation.

**Lemma 3.8.** For $w \in W_i$,

$$
\inf_{w^L \in \tilde{V}_i^L} \|w - w^L\|_{V_i} \leq c h_L \|w\|_{W_i}.
$$

The proof can be found in [48].

We employ the FE spaces $V_i^L$ and $\tilde{V}_i^L$ in the places of $V_i^L$ and $V^L_i$ in the backward Euler approximation (3.10). We denote the solution $u^L_{i,m}$ and $u^L_{i,m}$ by $\tilde{u}_{i,m}$ and $\tilde{u}_{i,m}$ respectively, and $z^L_{i,m}$ and $z^L_{i,m}$ by $\tilde{z}_{i,m}$ and $\tilde{z}_{i,m}$ respectively. We have the following result.
Theorem 3.9. Assume that \( u_0 \in C^2([0,T],H) \cap H^1((0,T),W^{2,p}(D)) \), \( u_i \in C([0,T],\mathcal{W}_i) \) for \( i = 1, \ldots, n \), and \( \|g - g^L\|_H \leq ch^{p/(2(p-1))} \), then
\[
\|\bar{z}_{0,M}^L\|_H^2 + \Delta t \sum_{m=1}^M (\|\bar{z}_{0,m}^L\|_V^p + \sum_{i=1}^n \|\bar{z}_{i,m}^L\|_V^p) \leq c(h^{p/(p-1)} + (\Delta t)^{p/(p-1)}).
\]

Proof. We bound the right hand side of (3.9). As \( u_i \in C([0,T],\mathcal{W}_i) \), we can choose \( \tilde{u}_{i,m} \in V_i^L \) for \( m = 1, \ldots, M \) and a constant \( c \) independent of \( m \) such that
\[
\|(u_i - \tilde{u}_i)_m\|_{V_i} \leq ch_L \|u_i(t_m)\|_{\mathcal{W}_i} \leq ch_L.
\]

Let \( I^L u_0(t) \in V^L \) be the interpolation operator whose value at each node equals the value of \( u_0(t) \) (notes \( u_0 \in C([0,T],W^{2,p}(D)) \subset C([0,T],C(\bar{D})) \) (see Section 3.2.1.3). We have
\[
\|u_0(t) - I^L u_0(t)\|_V \leq ch_L \|u_0(t)\|_{W^{2,p}(D)} \leq ch_L.
\]

Let \( \tilde{u}_0(t) = I^L u_0(t) \), we have
\[
\|(u_0 - \tilde{u}_0)_m\|_V \leq ch_L
\]
where \( c \) is independent of \( m \). With \( \tilde{u}_0(t) = I^L u_0(t) \), we have
\[
\left\| \frac{\partial u_0}{\partial t} - \frac{\partial \tilde{u}_0}{\partial t} \right\|_H \leq c h^2_L \left\| \frac{\partial u_0}{\partial t} \right\|_{W^{2,p}(D)}.
\]

Using the procedure of [34]
\[
\begin{align*}
\left\| \frac{(u_0 - \tilde{u}_0)_{m+1} - (u_0 - \tilde{u}_0)_m}{\Delta t} \right\|_H^2 \\
= \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial (u_0 - \tilde{u}_0)}{\partial t}(t) \right\|_H^2 (\Delta t)^{-2} dt \\
\leq \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial (u_0 - \tilde{u}_0)}{\partial t}(t) \right\|_H dt \right)^2 (\Delta t)^{-2}
\end{align*}
\]
\[
\leq \frac{c}{h^4_L} \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial u_0}{\partial t}(t) \right\|_{W^{2,p}(D)} dt \right)^2 (\Delta t)^{-2}
\]
\[
\leq \frac{c}{h^4_L} \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial u_0}{\partial t}(t) \right\|^2_{W^{2,p}(D)} dt \right) (\Delta t)^{-1}.
\]

Therefore
\[
\Delta t \sum_{m=1}^{M-1} \frac{\left\| (u_0 - \tilde{u}_0)_{m+1} - (u_0 - \tilde{u}_0)_m \right\|_{L^2(D)}}{\Delta t}^2 \leq \frac{c}{h^4_L}.
\]

We then get the conclusion. \(\square\)

### 3.2.1.3 Backward Euler method for sparse tensor product FE spaces

The dimension of the full tensor FE spaces is very large when \(L\) is large. In this section, we employ the sparse tensor product FE spaces with much smaller dimensions. However, for this approach to work, we need more regularity for the solution. For \(p = 2\), as both \(L^2(D)\) and \(H^1_\#(Y)\) are both Hilbert spaces, we define the sparse tensor product FE spaces as in \([49]\) using orthogonal projections. We define

\[
P^{l0} : L^2(D) \rightarrow V^l, \quad P^{l0}_\# : L^2(Y) \rightarrow V^l_\#, \quad P^{l1}_\# : H^1_\#(Y) \rightarrow V^l_\#.
\]

in the norm of \(L^2(D), L^2(Y)\) and \(H^1_\#(Y)\) respectively. The increment spaces are defined as

\[
W^l = (P^{l0} - P^{l-l0})V^l, \quad W^{l0}_\# = (P^{l0}_\# - P^{l-l0}_\#)V^l_\#, \quad W^{l1}_\# = (P^{l1}_\# - P^{l-l1}_\#)V^l_\#.
\]

We then have

\[
V^l = \bigoplus_{0 \leq i \leq l} W^i, \quad V^l_\# = \bigoplus_{0 \leq i \leq l} W^{i0}_\#, \quad V^l_\# = \bigoplus_{0 \leq i \leq l} W^{i1}_\#.
\]
3.2 FE discretization

The full tensor product space $\bar{V}_i^L$ can be written as

$$\bar{V}_i^L = \bigoplus_{0 \leq j_0 \leq L} W_{\#}^{j_0} \otimes W_{\#}^{j_1} \otimes \cdots \otimes W_{\#}^{j_i-0} \otimes W_{\#}^{j_i-1}.$$ 

We define the sparse tensor product space $\hat{V}_i^L$ as

$$\hat{V}_i^L = \bigoplus_{0 \leq j_0 + j_1 + \cdots + j_i \leq L} W_{\#}^{j_0} \otimes W_{\#}^{j_1} \otimes \cdots \otimes W_{\#}^{j_i-0} \otimes W_{\#}^{j_i-1}.$$ 

For $p > 2$, as $L^p(D)$ and $W_{\#}^{1,p}(Y)$ are no longer Hilbert spaces, the sparse tensor product FE spaces need to be defined differently. For $p > d$, then $W_{\#}^{1,p}(D) \subset C(D)$ and $W_{\#}^{1,p}(Y_i) \subset C_{\#}(Y_i)$. Let $S^l$ be the set of nodes of the triangulation $T^l$. We have that $S^l \subset S^{l+1}$. Following [48], we consider the basis of $V^l$ that consists of functions $\phi^l_x$ for $x \in S$ such that $\phi^l_x(x) = 1$ and $\phi^l_x(x') = 0$ where $x' \in S, x' \neq x$. For continuous functions $w$ in $D$, we defined the interpolation operator $I^l: C(D) \to V^l$ as

$$I^l w = \sum_{x \in S^l} w(x) \phi^l_x. \quad (3.12)$$

Similarly, we define the set $S^l_{\#}$ of triangulation nodes of $V^l_{\#}$, and for $y \in S^l_{\#}$, the basis function $\phi^l_{\#y}$ which equals 1 at $y \in S^l_{\#}$ and 0 at other nodes. We define the interpolation operator $I^l_{\#}: C_{\#}(Y) \to V^l_{\#}$ as

$$I^l_{\#} w = \sum_{y \in S^l_{\#}} w(y) \phi^l_{\#y}. \quad (3.13)$$

We define the subspaces $W^l \subset V^l$ and $W^l_{\#} \subset V^l_{\#}$ as

$$W^l = (I^l - I^{l-1})C(\bar{D}) \quad \text{and} \quad W^l_{\#} = (I^l_{\#} - I^{l-1}_{\#})C_{\#}(\bar{Y})$$

with $W^0 = V^0$ and $W^0_{\#} = V^0_{\#}$. The space $W^l$ contains the linear combinations of basis function $\phi^l_x$ of $V^l$ where $x \in S^l \setminus S^{l-1}$; and the space $W^l_{\#}$
contains the linear combinations of basis functions $\phi_{\#y}^l$ for $y \in S_{\#}^l \setminus S_{\#}^{l-1}$.

We then have that

\[ W^l = \bigoplus_{0 \leq l' \leq l} W^l_{l'}, \quad W^l_{\#} = \bigoplus_{0 \leq l' \leq l} W^l_{\#}. \]

The full tensor product FE space $\overline{V}^L_i$ is of the form

\[ \overline{V}^L_i = \bigoplus_{0 \leq l_j \leq L - i} W^{l_0} \otimes W^{l_1}_{\#} \otimes \ldots \otimes W^{l_i}_{\#}. \]

The sparse tensor product FE space $\hat{V}^L_i$ is defined as

\[ \hat{V}^L_i = \bigoplus_{0 \leq \sum_{j=0}^{l_j} l_j \leq L} W^{l_0} \otimes W^{l_1}_{\#} \otimes \ldots \otimes W^{l_i}_{\#}. \] (3.14)

To quantify the approximating properties of the spaces $\hat{V}^L_i$, we define the regularity spaces $\hat{W}_i$ of functions $w(x, y_1, \ldots, y_i)$ which are $Y_j$ periodic with respect to $y_j$ for $j = 0, \ldots, i$ such that for all $\alpha_j \in \mathbb{R}^d$ ($j = 0, \ldots, i - 1$) with $|\alpha_j| \leq 1$ and $\alpha_i \in \mathbb{R}^d$ with $|\alpha_i| \leq 2$, we have $\partial^{\sum_{j=0}^i |\alpha_j|} w / (\partial^{\alpha_0} x \partial^{\alpha_1} y_1 \ldots \partial^{\alpha_i} y_i) \in L^p(D \times Y_1 \times \ldots \times Y_i)$. In other words,

\[ \hat{W}_i = W^{1,p}(D, W^{1,p}_{\#}(Y_1, \ldots, W^{1,p}_{\#}(Y_{i-1}, W^{2,p}_{\#}(Y_i))),) \]

\[ \cong W^{1,p}(D) \otimes W^{1,p}_{\#}(Y_1) \otimes \ldots \otimes W^{1,p}_{\#}(Y_{i-1}) \otimes W^{2,p}_{\#}(Y_i). \]

This space is equipped with the norm

\[ \|w\|_{\hat{W}_i} = \sum_{0 \leq |\alpha_j| \leq 2} \sum_{0 \leq |\alpha_0|, \ldots, |\alpha_{i-1}| \leq 1} \left\| \partial^{\sum_{j=0}^i |\alpha_j|} w / (\partial^{\alpha_0} x \partial^{\alpha_1} y_1 \ldots \partial^{\alpha_i} y_i) \right\|_{L^p(D \times Y_1 \times \ldots \times Y_i)}. \]

The space $\hat{W}_i$ contains functions that possess regularity with respect $x, y_1, \ldots, y_i$ and the regularity is required to hold at the same time. We have the following approximation properties.
Lemma 3.10. For \( w \in \hat{W}_i \), when \( p = 2 \)

\[
\inf_{w^L \in \hat{V}_i^L} \| w - w^L \|_{L^p(D \times Y_1 \times \ldots \times Y_i)} \leq c L^{1/2} h L \| w \|_{\hat{W}_i};
\]

and when \( p > d \)

\[
\inf_{w^L \in \hat{V}_i^L} \| w - w^L \|_{L^p(D \times Y_1 \times \ldots \times Y_i)} \leq c L h L \| w \|_{\hat{W}_i};
\]

The proofs for these are presented \[49\] and \[48\]. We employ the spare tensor product FEs for the backward Euler approximating problem \( (3.7) \), i.e. we let \( V^L_i = \hat{V}^L_i \) for \( i = 1, \ldots, n \). We denote the solution as \( \hat{u}^L_{0,m}, \hat{u}^L_{i,m} \).

We denote \( z^L_{0,m} \) by \( \hat{z}^L_{0,m} \) and \( z^L_{1,m} \) by \( \hat{z}^L_{1,m} \). We then have:

Theorem 3.11. Assume that \( u_0 \in C^2([0, T], H) \cap H^1((0, 1), W^{2,p}(D)) \), \( u_i \in C([0, T], \hat{W}_i) \) for \( i = 1, \ldots, n \) and \( \| g - g^L \|_H \leq c L^{np/(2(p-1))} h L^{p/(2(p-1))} \). Then

\[
\| \hat{z}^L_{0,m} \|^2_H + \Delta t \sum_{m=1}^M (\| \hat{z}^L_{0,m} \|^2_{\hat{V}} + \sum_{i=1}^n \| \hat{z}^L_{i,m} \|^2_{\hat{V}_i}) \leq c (L^2 h^2 L + (\Delta t)^2)
\]

when \( p = 2 \); and

\[
\| \hat{z}^L_{0,m} \|^2_H + \Delta t \sum_{m=1}^M (\| \hat{z}^L_{0,m} \|^p_{\hat{V}} + \sum_{i=1}^n \| \hat{z}^L_{i,m} \|^p_{\hat{V}_i}) \leq c (L^{np/(p-1)} h^{p/(p-1)} L + (\Delta t)^{p/(p-1)})
\]

when \( p > d \).

The proof of this theorem is similar to that for Theorem 3.9.

Remark 3.12. The requirement of \( p > d \) is to ensure that \( W^{1,p}(D) \subset C(D) \) and \( W^{1,p}_{\#}(Y) \subset C(Y) \). If \( u_i \) is smoother than \( W^{1,p}(D) \) with respect to \( x \) and \( W^{1,p}_{\#}(Y_i) \) with respect to \( y_i \) so that they are continuous with respect to \( x \) and \( y_i \), then we can remove this requirement.
3.2.2 Crank-Nicholson method

We use the Crank-Nicholson discretizing scheme to solve problem (3.5) in this section. We first consider the scheme for general FE spaces, and prove the convergence of the scheme. We then use the full tensor product FEs and sparse tensor product FEs for the Crank-Nicholson scheme, and deduce the error of convergence.

3.2.2.1 Crank-Nicholson method for general FE spaces

We employ the partition $0 \leq t_1 \leq \ldots \leq t_M = T$ as in the previous section. We consider general FE spaces as in Section 3.2.1.1. The discretized problem is: For $m = 1, \ldots, M$, find $U_{0,m}^L \in V_0^L$ and $U_{i,m}^L \in V_i^L$ for $i = 1, \ldots, n$ such that

\[
\left\langle \frac{U_{0,m+1}^L - U_{0,m}^L}{\Delta t}, \phi_0 \right\rangle_H + \int_D \int_Y A \left( \frac{t_m+1/2}{2}, x, y, \frac{1}{2} \left( (\nabla U_{0,m}^L + \nabla U_{0,m+1}^L) 
+ \sum_{i=1}^n (\nabla y_i U_{i,m}^L + \nabla y_i U_{i,m+1}^L) \right) \right) 
\cdot (\nabla \phi_0 + \sum_{i=1}^n \nabla y_i \phi_i) \, dy \, dx = \int_D f(t_{m+1/2}) \phi_0 \, dx
\]

for all $\phi_i \in V_0^L$ and $\phi_i \in V_i^L$. We then have:

**Proposition 3.13.** Problem (3.15) has a unique solution.

The proof of this proposition is similar to that of Proposition 3.6.

We have the following approximation result. Let

\[
Z_{0,m}^L = u_0(t_m) - U_{0,m}^L,
\]
\[ Z_{i,m}^L = u_i(t_m) - U_{i,m}, \]
\[ Z_{0,m+1/2}^L = \frac{1}{2}(Z_{0,m}^L + Z_{0,m+1}^L), \]
\[ Z_{i,m+1/2}^L = \frac{1}{2}(Z_{i,m}^L + Z_{i,m+1}^L). \]

When \( u_0 \) and \( u_i \) are sufficiently regular with respect to \( t \), using the approach in [34], we show the convergence of the numerical scheme.

**Theorem 3.14.** Assume that \( u_0 \in C^3([0,T],H) \cap C^2([0,T],V) \), \( u_i \in C^2([0,T],V_i) \). Then

\[
\|Z_{0,M}^L\|_H^2 + \Delta t \sum_{m=0}^{M-1} (\|Z_{0,m+1/2}^L\|_V^p + \sum_{i=1}^n \|Z_{i,m+1/2}^L\|_{V_i}^p) \leq c \Delta t \left( \sum_{m=0}^{M-1} (\|(u_0 - \tilde{u}_0)_{m+1/2}\|_{V}^{p/(p-1)} + \sum_{i=1}^n \|(u_i - \tilde{u}_i)_{m+1/2}\|_{V_i}^{p/(p-1)}) + \sum_{m=1}^{M-1} \left( \frac{\|(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}\|_H}{\Delta t}\right)^2\right) + \max_{m=1,...,M} \|(u_0 - \tilde{u}_0)_{m-1/2}\|_H^2 + \|g - g^L\|_H^2 + c(\Delta t)^{2p/(p-1)}.
\] (3.16)

for all \( \{\tilde{u}_0,m, m = 0,\ldots,M\} \subset V^L \) and \( \{\tilde{u}_i,m, m = 1,\ldots,M\} \subset V_i^L \) for \( i = 1,\ldots,n \).

**Proof.** Let \( \rho_{0,m} = \frac{t}{\Delta t}(u_0(t_{m+1}) - u_0(t_m)) - \frac{t}{\Delta t}(u_0(t_{m+1/2})) \), \( \zeta_{0,m} = \frac{1}{2}(u_0(t_{m+1}) + u_0(t_{m+1/2})) - u_0(t_m) \), \( \zeta_{i,m} = \frac{1}{2}(u_i(t_{m+1}) + u_i(t_m)) - u_i(t_{m+1/2}) \). Since \( u_0 \in C^3([0,T],H) \cap C^2([0,T],V) \), \( u_i \in C^2([0,T],V_i) \), we deduce that

\[
\|\rho_{0,m}\|_H \leq c(\Delta t)^2, \quad \|\zeta_{0,m}\|_V \leq c(\Delta t)^2, \quad \|\zeta_{i,m}\|_{V_i} \leq c(\Delta t)^2
\]

where the constant \( c \) does not depend on \( m \). From (3.5) and (3.15) considered at \( t = t_{m+1/2} \) we deduce that

\[
\left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, \phi_0 \right\rangle_H = \langle \rho_{0,m}, \phi_0 \rangle_H
\]
\[ + \int_{D} \int_{Y} \left( A \left( t_{m+1/2}, x, y; \frac{1}{2}(\nabla u_{0,m} + \nabla u_{0,m+1}) \right) \right. \\
\quad + \frac{n}{2} \left( \nabla y_{u,i,m} + \nabla y_{u,i,m+1} \right) - \nabla \Phi_{0,m} = \sum_{i=1}^{n} \nabla y_{\phi_{i}} \\
\left. - A \left( t_{m+1/2}, x, y; \frac{1}{2}(\nabla U_{0,m}^{L} + \nabla U_{0,m+1}^{L}) \right) \right) \\
\cdot \left( \nabla x \Phi_{0} + \sum_{i=1}^{n} \nabla y_{\phi_{i}} \right) \mathrm{d}y \mathrm{d}x \] 

\[ = 0, \quad \forall \phi_{0} \in V_{0}^{L} \text{ and } \phi_{i} \in V_{i}^{L}, \ i = 1, \ldots, n \quad (3.17) \]

Consider

\[ I = \left\langle \frac{Z_{0}^{L,m+1} - Z_{0}^{L,m}}{\Delta t}, \frac{Z_{0}^{L,m+1} + Z_{0}^{L,m}}{2} \right\rangle_{H} \]

\[ + \int_{D} \int_{Y} \left( A \left( t_{m+1/2}, x, y; \frac{1}{2}(\nabla u_{0,m} + \nabla u_{0,m+1}) \right) \right. \\
\quad + \frac{n}{2} \sum_{i=1}^{n} \left( \nabla y_{u,i,m} + \nabla y_{u,i,m+1} \right) \\
\left. - A \left( t_{m+1/2}, x, y; \frac{1}{2}(\nabla U_{0,m}^{L} + \nabla U_{0,m+1}^{L}) \right) \right) \\
\cdot \left( \nabla x \frac{Z_{0}^{L,m+1} - Z_{0}^{L,m}}{2} + \sum_{i=1}^{n} \nabla y_{Z_{i,m}^{L} + Z_{i+1}^{L,m}} \right) \mathrm{d}y \mathrm{d}x. \quad (3.18) \]

For \( \tilde{u}_{0,m}, \ m = 0, \ldots, M \subset V_{0}^{L} \text{ and } \{ \tilde{u}_{i,m}, \ m = 1, \ldots, M \} \subset V_{i}^{L} \), we have

\[ I = \left\langle \frac{Z_{0}^{L,m+1} - Z_{0}^{L,m}}{\Delta t}, (u_{0} - \tilde{u}_{0})_{m+1/2} \right\rangle_{H} \]

\[ + \left\langle \frac{Z_{0}^{L,m+1} - Z_{0}^{L,m}}{\Delta t}, (\tilde{u}_{0} - U_{0}^{L})_{m+1/2} \right\rangle_{H} \]
\[ + \int_D \int_Y \left( A(t_{m+1/2}, x, y; \frac{1}{2}(\nabla u_{0,m} + \nabla u_{0,m+1}) \right. \\
\left. + \frac{1}{2} \sum_{i=1}^n (\nabla_y u_{i,m} + \nabla_y u_{i,m+1}) \right) \\
- A(t_{m+1/2}, x, y; \frac{1}{2}(\nabla U^L_{0,m} + \nabla U^L_{0,m+1}) \\
+ \frac{1}{2} \sum_{i=1}^n (\nabla_y U^L_{i,m} + \nabla_y U^L_{i,m+1}) \right) \\
\cdot \left( \nabla (u_0 - \tilde{u}_0)_{m+1/2} + \sum_{i=1}^n \nabla_y (u_i - \tilde{u}_i)_{m+1/2} \right. \\
+ (\nabla (\tilde{u}_0 - U^L_0)_{m+1/2} \\
+ \sum_{i=1}^n \nabla_y (\tilde{u}_i - U^L_i)_{m+1/2} \right) dxdy. \\
\]}

From (3.15) we have

\[ I = \left\langle \frac{Z^L_{0,m+1} - Z^L_{0,m}}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H \\
+ \int_D \int_Y \left( A(t_{m+1/2}, x, y; \frac{1}{2}(\nabla u_{0,m} + \nabla u_{0,m+1}) \right. \\
\left. + \frac{1}{2} \sum_{i=1}^n (\nabla_y u_{i,m} + \nabla_y u_{i,m+1}) \right) \\
- A(t_{m+1/2}, x, y; \frac{1}{2}(\nabla U^L_{0,m} + \nabla U^L_{0,m+1}) \\
+ \frac{1}{2} \sum_{i=1}^n (\nabla_y U^L_{i,m} + \nabla_y U^L_{i,m+1}) \right) \\
\cdot \left( \nabla (u_0 - \tilde{u}_0)_{m+1/2} + \sum_{i=1}^n \nabla_y (u_i - \tilde{u}_i)_{m+1/2} \right. \\
+ (\nabla (\tilde{u}_0 - U^L_0)_{m+1/2} \\
+ \sum_{i=1}^n \nabla_y (\tilde{u}_i - U^L_i)_{m+1/2} \right) dxdy \\
+ \left\langle \rho_{0,m}, (\tilde{u}_0 - U^L_0)_{m+1/2} \right\rangle_H \\
- \int_D \int_Y \left( A(t_{m+1/2}, x, y; \frac{1}{2}(\nabla u_{0,m} + \nabla u_{0,m+1}) \right. \\
\left. + \frac{1}{2} \sum_{i=1}^n (\nabla_y u_{i,m} + \nabla_y u_{i,m+1}) - \nabla \zeta_{0,m} - \sum_{i=1}^n \nabla_y \zeta_{i,m} \right. \\
\left. - \nabla \zeta_{0,m} - \sum_{i=1}^n \nabla_y \zeta_{i,m} \right. \\
+ (\nabla (\tilde{u}_0 - U^L_0)_{m+1/2} \\
+ \sum_{i=1}^n \nabla_y (\tilde{u}_i - U^L_i)_{m+1/2} \right) dxdy. \\
\]
- A(t_{m+1/2}, x, \mathbf{y}, \frac{1}{2} (\nabla u_{0,m} + \nabla u_{0,m+1})
+ \frac{1}{2} \sum_{i=1}^{n} (\nabla y_i u_{i,m} + \nabla y_i u_{i,m+1})
\right) 
\cdot (\nabla (\tilde{u}_0 - U_{0}^L)_{m+1/2} + \sum_{i=1}^{n} \nabla y_i (\tilde{u}_i - U_{i}^L)_{m+1/2}) \, dy \, dx.

We note that $(\tilde{u}_0 - U_0)_{m+1/2} = (\tilde{u}_0 - u_0)_{m+1/2} + Z_{0,m+1/2}^L$ and $(\tilde{u}_i - U_i)_{m+1/2} = (\tilde{u}_i - u_i)_{m+1/2} + Z_{i,m+1/2}^L$. For a positive constant $\delta > 0$, using the Young inequality, we have

$$I \leq \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H
+ \delta \| Z_{0,m+1/2}^L \|_{V'}^p + \delta \sum_{i=1}^{n} \| Z_{i,m+1/2}^L \|_{V_i'}^p + c \| (u_0 - \tilde{u}_0)_{m+1/2} \|_V^q
+ c \sum_{i=1}^{n} \| (u_i - \tilde{u}_i)_{m+1/2} \|_V^q + c \sum_{i=1}^{n} \| \zeta_{0,m} \|_V^p
+ c \sum_{i=1}^{n} \| \zeta_{i,m} \|_V^p
+ c \| (\tilde{u}_0 - u_0)_{m+1/2} \|_V^q + c \sum_{i=1}^{n} \| (\tilde{u}_i - u_i)_{m+1/2} \|_V^q
\right\rangle_H
\leq \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H
+ \| (u_0 - \tilde{u}_0)_{m+1/2} \|_V^q + c \sum_{i=1}^{n} \| (u_i - \tilde{u}_i)_{m+1/2} \|_V^q + c (\Delta t)^{2q}
+ \delta \| Z_{0,m+1/2}^L \|_{V'}^p + \delta \sum_{i=1}^{n} \| Z_{i,m+1/2}^L \|_{V_i'}^p
$$

where we have used the fact that $\| w \|_H \leq \| w \|_V$ for all $w \in V$. From (3.2) and Lemma 3.4, we have

$$I \geq \frac{1}{2\Delta t} (\| Z_{0,m+1}^L \|_H^2 - \| Z_{0,m}^L \|_H^2) + c(\| Z_{0,m+1/2}^L \|_V^p + \sum_{i=1}^{n} \| Z_{i,m+1/2}^L \|_{V_i'}^p).$$
Choosing $\delta$ sufficiently small, we have

$$
\frac{1}{2\Delta t}(\|Z_{0,m+1}^L\|_H^2 - \|Z_{0,m}^L\|_H^2) + c(\|Z_{0,m+1/2}^L\|_V^p + \sum_{i=1}^{n} \|Z_{i,m+1/2}^L\|_V^p)
\leq \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H
+ c\|(u_0 - \tilde{u}_0)_{m+1/2}\|_V^q + c\sum_{i=1}^{n} \|(u_i - \tilde{u}_i)_{m+1/2}\|_V^q + c(\Delta t)^{2q}.
$$

Fixing an integer $P \leq M$, taking the sum for $m = 0, \ldots, P - 1$, we have

$$
\|Z_{0,P}^L\|_H^2 - \|Z_{0,0}^L\|_H^2 + c\Delta t \sum_{m=0}^{P-1} (\|Z_{0,m+1/2}^L\|_V^p + \sum_{i=1}^{n} \|(u_i - \tilde{u}_i)_{m+1/2}\|_V^q)
\leq c\Delta t \sum_{m=0}^{P-1} \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H
+ cP(\Delta t)^{2q+1} + 2\Delta t \sum_{m=0}^{P-1} \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H.
$$

(3.19)

We note that

$$
\Delta t \sum_{m=0}^{P-1} \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H
= \left\langle Z_{0,P}^L, (u_0 - \tilde{u}_0)_{P-1/2} \right\rangle_H - \left\langle Z_{0,0}^L, (u_0 - \tilde{u}_0)_{1/2} \right\rangle_H
+ \Delta t \sum_{m=1}^{P-1} \left\langle \frac{Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m-1/2} - (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H
\leq \delta\|Z_{0,P}^L\|_H^2 + c\|(u_0 - \tilde{u}_0)_{P-1/2}\|_H^2 + c\|Z_{0,0}^L\|_H^2 + c\|(u_0 - \tilde{u}_0)_{1/2}\|_H^2
+ \Delta t \sum_{m=1}^{P-1} \|Z_{0,m}^L\|_H^2 + c\Delta t \sum_{m=1}^{P-1} \left\| \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right\|_H^2
$$

where we have employed the Cauchy-Schwartz inequality; $\delta$ is a constant which we choose to be small. From the fact that $\Delta t \sum_{m=0}^{P-1} \|Z_{0,m}^L\|_H^2 \leq T \max_{m=0, \ldots, M} \|Z_{0,m}^L\|_H^2$ and (3.19), we have

$$
\|Z_{0,P}^L\|_H^2
$$
\[ \leq c \Delta t \frac{1}{V_1} \left( \left\| (u_0 - \tilde{u}_0)_{m+1/2} \right\|_V^q + \sum_{i=1}^n \left\| (u_i - \tilde{u}_i)_{m+1/2} \right\|_{V_i}^q \right) \\
+ c(\Delta t)^2q + c \left\| (u_0 - \tilde{u}_0)_{p-1/2} \right\|_H^2 + c \left\| Z_{0,0}^L \right\|_H^2 + \left\| (u_0 - \tilde{u}_0)_{1/2} \right\|_H^2 \\
+ c \Delta t \frac{1}{\Delta t} \left\| \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right\|_H^2 \\
+ \delta T \max_{m=0, \ldots, M} \left\| Z_{0,M}^L \right\|_H^2 \]
\[ \| \bar{Z}_{L,0,M} \|_H^2 + \Delta t \sum_{m=0}^{M-1} (\| \bar{Z}_{L,0,m+1/2} \|_V^p + \sum_{i=1}^{n} \| \bar{Z}_{L,i,m+1/2} \|_V^p) \leq c(\frac{h_L^{p/(p-1)}}{p-1} L + (\Delta t)^{2p/(p-1)}). \]

**Proof.** Since \( u_i \in C([0,T], \mathcal{W}_i) \), we choose \( \tilde{u}_{i,m} \in \bar{\mathcal{V}}_L^i \) for \( m = i, \ldots, M \) such that

\[ \| (u_i - \tilde{u}_i)_{m+1/2} \|_{\mathcal{V}_i} \leq c h_L \| u_i(t_m) \|_{\mathcal{W}_i} + \| u_i(t_{m+1}) \|_{\mathcal{W}_i} \leq c h_L, \]

where \( c \) is independent of \( t \). Define the interpolation \( I^L u_0(t) \in \mathcal{V}_L^i \) such that the value of \( I^L u_0(t) \) at each node equals the value of \( u_0(t) \). We have

\[ \| u_0(t) - I^L u_0(t) \|_{\mathcal{V}} \leq c h_L \| u_0(t) \|_{W^{2,p}(D)} \leq c h_L. \]

Choosing \( \tilde{u}_0(t) = I^L u_0(t) \), we have

\[ \| (u_0 - \tilde{u}_0)_{m+1/2} \|_{\mathcal{V}} \leq c h_L \]

where \( c \) does not depend on \( m \). We then have

\[ \sum_{m=1}^{M-1} \left\| \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right\|_H^2 \leq c \sum_{m=1}^{M-1} \left( \left\| \frac{(u_0 - \tilde{u}_0)_{m+1} - (u_0 - \tilde{u}_0)_m}{\Delta t} \right\|_H^2 + \left\| \frac{(u_0 - \tilde{u}_0)_m - (u_0 - \tilde{u}_0)_{m-1}}{\Delta t} \right\|_H^2 \right). \]

With \( \tilde{u}_0(t) = I^L u_0(t) \), we have

\[ \left\| \frac{\partial u_0}{\partial t} - \frac{\partial \tilde{u}_0}{\partial t} \right\|_H \leq c h_L \left\| \frac{\partial u_0}{\partial t} \right\|_{W^{2,p}(D)}. \]

Thus

\[ \left\| \frac{(u_0 - \tilde{u}_0)_{m+1} - (u_0 - \tilde{u}_0)_m}{\Delta t} \right\|_H^2 \]
\[ \begin{align*}
\int_{m\Delta t}^{(m+1)\Delta t} \frac{\partial (u_0 - \tilde{u}_0)}{\partial t}(t) \, dt & \bigg|_H \quad (\Delta t)^{-2} \\
\leq & \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial (u_0 - \tilde{u}_0)}{\partial t}(t) \right\|_H^2 \, dt \right)^{\frac{1}{2}} (\Delta t)^{-2} \\
\leq & c h_L^4 \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial u_0}{\partial t}(t) \right\|_{W^2,p(D)}^2 \, dt \right)^{\frac{1}{2}} (\Delta t)^{-1}. 
\end{align*} \]

Therefore
\[ \Delta t \sum_{m=1}^{M-1} \left\| \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right\|_H^2 \leq c h_L^4. \]

We then get the conclusion. \(\square\)

### 3.2.2.3 Crank-Nicholson method for sparse tensor product FE spaces

Using the sparse tensor product FE, i.e. we use the sparse tensor product FE space \( \hat{V}_L \) defined in (3.14) for \( V_i \) in Subsection 3.2.2.1 for \( i = 1, \ldots, n \), we denote the solution as \( \hat{U}_{0,m}^L \) and \( \hat{U}_{i,m}^L \), and \( Z_{0,m+1/2}^L \) and \( Z_{i,m+1/2}^L \) by \( \hat{Z}_{0,m+1/2}^L \) and \( \hat{Z}_{i,m+1/2}^L \) respectively. We then have the following result.

**Theorem 3.16.** Assume that
\[
\begin{align*}
    u_0 & \in C^3([0, T], H) \cap C^2([0, T], V) \cap H^1([0, T], W^{2,p}(D)), \\
    u_i & \in C^2([0, T], V_i) \cap C([0, T], \hat{W}_i)
\end{align*}
\]
for \( i = 1, \ldots, n \). Then
\[
\| \hat{Z}_{0,M}^L \|^2_H + \Delta t \sum_{m=0}^{M-1} (\| \hat{Z}_{0,m+1/2}^L \|^2_H + \sum_{i=1}^n (\| \hat{Z}_{i,m+1/2}^L \|^2_H)
\]
3.3 Numerical correctors

\[ \leq c\left(L^n h_L^2 + (\Delta t)^4\right) \] (3.20)

when \( p = 2 \); and when \( p > d \)

\[
\|\hat{Z}_{0,M}\|^2_H + \Delta t \sum_{m=0}^{M-1} (\|\hat{Z}_{0,m+1/2}\|^p_V + \sum_{i=1}^n \|\hat{Z}_{i,m+1/2}\|^p_V) \\
\leq c((L^n h_L)^{p/(p-1)} + (\Delta t)^{2p/(p-1)}). \] (3.21)

The proof of this theorem is similar to that of Theorem 3.15.

3.3 Numerical correctors

We derive the numerical correctors in this section. First we derive the homogenized equation from (3.5).

Let \( \phi_0 = 0 \) and \( \phi_i = 0 \) for \( i = 1, \ldots, n - 1 \) in (3.5), we have

\[
\int_D \int_Y A(t, x, y, \nabla u_0 + \nabla y_1 u_1 + \ldots + \nabla y_n u_n) \cdot \nabla y_n \phi_n \, dy_n \ldots dy_1 \, dx = 0.
\]

For each vector \( \xi \in \mathbb{R}^d \), we denote by \( N^n(t, x, y_{n-1}, y_n, \xi) \in W^{1,p}_\#(Y_n)/\mathbb{R} \) as a function of \( y_n \), the solution of the problem

\[
\nabla y_n \cdot A(t, x, y_{n-1}, y_n, \xi + \nabla y_n N^n(t, x, y, \xi)) = 0.
\]

We then have \( u_n = N^n(t, x, y_n, \xi + \nabla y_n N^n(t, x, y, \xi)) \). The \((n-1)\)th homogenized operator is determined as

\[
A^{n-1}(t, x, y_{n-1}, \xi) = \int_{Y_n} A(t, x, y_{n-1}, y_n, \xi + \nabla y_n N^n(t, x, y_{n-1}, y_n, \xi)) \, dy_n.
\]

It can be shown that \( A^{n-1} \) satisfies the monotone and local Lipschitz conditions similar to those of (3.1) and (3.2) (see, e.g., [24, 32] and [19]). Inductively, let \( A^n(t, x, y, \xi) = A(t, x, y, \xi) \). Let \( N^i(t, x, y_{i-1}, y_i, \xi) \in W^{1,p}_\#(Y_i)/\mathbb{R} \) as a function of \( y_i \) be the solution of the problem

\[
\nabla y_i \cdot A^i(t, x, y_{i-1}, y_i, \xi + \nabla y_i N^i(t, x, y_{i-1}, y_i, \xi)) = 0.
\]
The \((i-1)\)th homogenized operator is defined as
\[
A^{i-1}(t, x, y_{i-1}, \xi) = \int_{Y} A^i(t, x, y_{i-1}, y_i, \xi + \nabla_{y_i} N^i(t, x, y_{i-1}, y_i, \xi))dy_i
\]
which satisfies the monotone and local Lipschitz conditions similar to (3.1) and (3.2). The homogenized equation is:
\[
\langle \frac{\partial u_0}{\partial t}, \phi_0 \rangle_H + \int_D A^0(t, x, \nabla u_0) \cdot \nabla \phi_0 \, dx = \int_D f \phi \, dx, \quad \forall \phi \in V. \tag{3.22}
\]

### 3.3.1 Two scale problems

For problems of two scales, we can deduce an explicit homogenization error in terms of the microscopic scale. We then derive a numerical corrector with an error that is the sum of the FE error and the homogenization error. For \(\xi \in \mathbb{R}^d\), let \(N(t, x, y, \xi)\) belong to \(W^{1,p}(Y)/\mathbb{R}\) as a function of \(y\) and satisfy the cell problem
\[
\nabla_{y} \cdot A(t, x, y, \xi + \nabla_{y} N(t, x, y, \xi)) = 0. \tag{3.23}
\]
The homogenized operator is determined by
\[
A^0(t, x, \xi) = \int_Y A(t, x, y, \xi + \nabla_{y} N(x, y, \xi))dy. \tag{3.24}
\]
We have the following homogenization result:

**Proposition 3.17.** Assume that
\[
\begin{align*}
    u_0 &\in C([0, T], C^2(\bar{D})), \\
u_1 &\in C([0, T], C^1(\bar{D}, C^1(\bar{Y}))).
\end{align*}
\]
we then have
\[
\|\nabla u^\varepsilon - [\nabla u_0 + \nabla_y u_1(\cdot, \cdot, \frac{\cdot}{\varepsilon})]\|_{L^p((0, T) \times D)} \leq c\varepsilon^{1/(p(p-1))}.
\]
3.3 Numerical correctors

Proof. Let

\[ u_1^\varepsilon(t, x) = u_0(t, x) + \varepsilon u_1(t, x, \frac{x}{\varepsilon}) \]

We have from the fact that \( A \in C^1([0, T] \times \bar{D} \times \bar{Y} \times \mathbb{R}^d) \) and (3.2) that

\[
|A\left(t, x, y, \nabla u_0(t, x) + \nabla_y u_1(t, x, \frac{x}{\varepsilon})\right) - A(t, x, y, \nabla u_1^\varepsilon(t, x))| \leq c\varepsilon. \quad (3.25)
\]

For \( i = 1, \ldots, d \), we define the function

\[ g_i(t, x, y) = A_i(t, x, y, \nabla u_0(x) + \nabla_y u_1(t, x, y)) - A_i^0(t, x, \nabla u_0(t, x)). \]

From (3.23) we have

\[
\frac{\partial}{\partial y_i} g_i(t, x, y) = 0;
\]

and from (3.24),

\[
\int_Y g_i(t, x, y) dy = 0.
\]

From Chapter 1 in [53], there are functions \( \alpha_{ij}(t, x, y) \) for \( i, j = 1, \ldots, d \) such that \( \alpha_{ij} = -\alpha_{ji} \) and

\[ g_i(t, x, y) = \frac{\partial}{\partial y_j} \alpha_{ij}(t, x, y). \]

As \( g_i \in C^1([0, T] \times \bar{D}, C(\bar{Y})) \), we have \( \alpha_{ij} \in C^1([0, T] \times \bar{D}, C^1(\bar{Y})) \). We then have

\[
A_i \left( t, x, \frac{x}{\varepsilon}, \nabla x u_0(t, x) + \nabla_y u_1 \left( t, x, \frac{x}{\varepsilon} \right) \right) - A_i^0(t, x, \nabla u_0(x))
\]

\[
= \varepsilon \frac{d}{dx_j} \alpha_{ij} \left( t, x, \frac{x}{\varepsilon} \right) - \varepsilon \frac{\partial}{\partial x_j} \alpha_{ij} \left( t, x, \frac{x}{\varepsilon} \right),
\]

where \( \frac{d}{dx_j} \) denotes the total partial derivative of \( \alpha_{ij}(t, x, \frac{x}{\varepsilon}) \) as a function of \( x \) only. Thus for any functions \( \phi \in W^{1,p}_0(D) \) we have

\[
\int_D \left( A_i \left( t, x, \frac{x}{\varepsilon}, \nabla x u_0(t, x) + \nabla_y u_1 \left( t, x, \frac{x}{\varepsilon} \right) \right) \right)
\]
\[-A_0^0(t, x, \nabla u_0(x)) \frac{\partial \phi}{\partial x_i}(x) dx\]
\[= -\varepsilon \int_D \alpha_{ij} \left( t, x, \frac{x}{\varepsilon} \right) \frac{\partial^2 \phi}{\partial x_i \partial x_j} dx - \varepsilon \int_D \frac{\partial}{\partial x_j} \alpha_{ij} \left( t, x, \frac{x}{\varepsilon} \right) \frac{\partial \phi}{\partial x_i} dx\]
\[= -\varepsilon \int_D \frac{\partial}{\partial x_j} \alpha_{ij} \left( t, x, \frac{x}{\varepsilon} \right) \frac{\partial \phi}{\partial x_i} dx\]
due to $\alpha_{ij}(t, x, y) = -\alpha_{ji}(t, x, y)$. From this and (3.25) we have
\[
\left\| \left( \frac{\partial u_{1\varepsilon}}{\partial t}(t) - \nabla \cdot (A^\varepsilon(t, \cdot, \nabla u_{1\varepsilon}^\varepsilon)) - \left( \frac{\partial u_0}{\partial t}(t) - A_0^0(t, \cdot, \nabla u_0) \right) \right) \right\|_{W^{-1,q}(D)} \leq c\varepsilon.
\] (3.26)

Let $\eta^\varepsilon \in \mathcal{D}(D)$ be such that $\eta^\varepsilon(x) = 1$ outside an $\varepsilon$ neighbourhood of $\partial D$ and $\varepsilon|\nabla_x \eta^\varepsilon(x)| \leq c$ where $c$ is independent of $\varepsilon$. We consider the function
\[w_{1\varepsilon}(t, x) = u_0(t, x) + \varepsilon \eta^\varepsilon(x) u_1(t, x, x/\varepsilon).
\]
The motivation of introducing the boundary layer function $\eta^\varepsilon$ is to make $w_{1\varepsilon}$ satisfy the zero boundary condition. We note that
\[
\nabla_x (u_{1\varepsilon}(t, x) - w_{1\varepsilon}(t, x))
\[= -\varepsilon \nabla_x \eta^\varepsilon(x) u_1 \left( t, x, \frac{x}{\varepsilon} \right) + \varepsilon (1 - \eta^\varepsilon(x)) \nabla_x u_1 \left( t, x, \frac{x}{\varepsilon} \right)
\[+ (1 - \eta^\varepsilon(x)) \nabla_y u_1 \left( t, x, \frac{x}{\varepsilon} \right).
\]
As the support of $\nabla_x (u_{1\varepsilon} - w_{1\varepsilon})$ is in an $\varepsilon$ neighbourhood of $\partial D$, we deduce that
\[
\|u_{1\varepsilon} - w_{1\varepsilon}\|_{W^{1,p}(D)} \leq c\varepsilon^{1/p}.
\] (3.27)

From (3.2), we have
\[
\|A^\varepsilon(\cdot, \nabla u_{1\varepsilon}^\varepsilon(\cdot)) - A^\varepsilon(\cdot, \nabla w_{1\varepsilon}^\varepsilon(\cdot))\|_{L^p(D)} \leq c\varepsilon^{1/p}.
\]
Therefore
\[
\left\| \left( \frac{\partial u_{1\varepsilon}^\varepsilon}{\partial t}(t) - \nabla \cdot (A^\varepsilon(\cdot, \nabla u_{1\varepsilon})) - \left( \frac{\partial w_{1\varepsilon}^\varepsilon}{\partial t}(t) - A^\varepsilon(\cdot, \nabla w_{1\varepsilon}^\varepsilon) \right) \right) \right\|_{W^{-1,q}(D)} \leq c\varepsilon^{1/p}.
From this and (3.26), we have
\[
\left\| \left( \frac{\partial u^\varepsilon}{\partial t} - \nabla \cdot \left( A^\varepsilon(t, \cdot, \nabla u^\varepsilon) \right) \right) - \left( \frac{\partial w^\varepsilon_1}{\partial t} - A^\varepsilon(t, \cdot, \nabla w^\varepsilon_1) \right) \right\|_{W^{-1,q}(D)} \leq c\varepsilon^{1/p}.
\] (3.28)

Therefore
\[
\int_0^T \left\langle \frac{\partial}{\partial t} (u^\varepsilon - w^\varepsilon_1), (u^\varepsilon - w^\varepsilon_1) \right\rangle_H dt + \int_0^T \int_D \left( A^\varepsilon(t, \cdot, \nabla u^\varepsilon) - A^\varepsilon(t, \cdot, \nabla w^\varepsilon_1) \right) \cdot (\nabla u^\varepsilon - \nabla w^\varepsilon_1) dx dt \leq c\varepsilon^{1/p} \int_0^T \| u^\varepsilon - w^\varepsilon_1 \|_V dt
\] \[
\leq c\varepsilon^{1/p} \left( \int_0^T \| u^\varepsilon - w^\varepsilon_1 \|^p_V dt \right)^{1/p}
\]

Using (3.1), we have
\[
\| u^\varepsilon(T) - w^\varepsilon_1(T) \|^2_H + \| \nabla u^\varepsilon - \nabla w^\varepsilon_1 \|^p_{L^p((0,T) \times D)} \leq c\varepsilon^{1/p} \| \nabla u^\varepsilon - \nabla w^\varepsilon_1 \|_{L^p((0,T) \times D)} + \| u^\varepsilon(0) - w^\varepsilon_1(0) \|^2_H.
\]

As \( u_1 \in C([0, T] \times \bar{D} \times \bar{Y}) \) and \( u^\varepsilon(0) = u_0(0) = g \), we have \( \| u^\varepsilon(0) - w^\varepsilon_1(0) \|_H \leq c\varepsilon \). Therefore
\[
\| \nabla u^\varepsilon - \nabla w^\varepsilon_1 \|_{L^p((0,T) \times D)} \leq c\varepsilon^{1/(p(p-1))}.
\]

From (3.27), we have
\[
\| \nabla u^\varepsilon - \nabla w^\varepsilon_1 \|_{L^p((0,T) \times D)} \leq c\varepsilon^{1/(p(p-1))}.
\]

From this we get the conclusion. \( \square \)

To construct a numerical corrector, we employ the following operator. For \( \Phi \in L^1(D \times Y) \) we define
\[
U^\varepsilon(\Phi)(x) = \int_Y \Phi \left( \varepsilon \left[ \frac{x}{\varepsilon} \right] + \varepsilon z, \left\{ \frac{x}{\varepsilon} \right\} \right) dz,
\] (3.29)
where \([x/\varepsilon]\) denotes the “integer” part of \(x/\varepsilon\) with respect to the unit cube \(Y\) and \(\{x/\varepsilon\} = x/\varepsilon - [x/\varepsilon]\). The operator \(U^\varepsilon\) satisfies:

\[
\int_{D^\varepsilon} U^\varepsilon(\Phi) dx = \int_{D \times Y} \Phi(x, y) dy dx,
\]

for all \(\Phi \in L^1(D \times Y)\), where \(D^\varepsilon\) is the \(2\varepsilon\) neighbourhood of \(D\); \(\Phi\) is regarded as 0 when \(x\) is outside \(D\). The proof of this proposition is quite straightforward; we refer to [29] for details.

For the solution of the backward Euler approximation using full tensor product FEs, let \(\bar{u}^L_0 : (0, T) \to V\) and \(\bar{u}^L_1 : (0, T) \to V_1\) be defined as

\[
\bar{u}^L_0(t) = \frac{1}{2}(\bar{u}^L_{0,m} + \bar{u}^L_{0,m+1}), \quad \bar{u}^L_1(t) = \frac{1}{2}(\bar{u}^L_{1,m} + \bar{u}^L_{1,m+1}) \quad \text{for } t \in [t_m, t_{m+1}).
\]

We then have the following corrector result.

**Theorem 3.18.** Assume that \(u_0 \in C^2([0, T], V)\) and \(u_1 \in C^2([0, T], V_1) \cap C([0, T], C^1(\bar{D} \times \bar{Y}))\) and the hypothesis of Theorem 3.9 holds. For the solution of the full tensor product FE backward Euler approximation in (3.9), we have

\[
\|\nabla u^\varepsilon - \left[\nabla \bar{u}^L_0(\cdot) + U^\varepsilon(\nabla_y \bar{u}^L_1(\cdot))\right]\|_{L^p((0, T) \times D)} \leq c(\varepsilon^{1/(p-1)} + h^{1/(p-1)} + (\Delta t)^{1/(p-1)}).
\]

**Proof.** Using the midpoint rule, we have

\[
\int_0^T \|\nabla u_0(t) - \nabla \bar{u}^L_0(t)\|^p_{L^p(D)} dt = \sum_{m=0}^{M-1} \int_{m \Delta t}^{(m+1) \Delta t} \|\nabla u_0(t) - \nabla \bar{u}^L_0(t)\|^p_{L^p(D)} dt \\
\leq \sum_{m=0}^{M-1} (\Delta t \|\nabla u_0(t_{m+1/2}) - \nabla \bar{u}^L_0(t_{m+1/2})\|^p_{L^p(D)} + c(\Delta t)^3)
\]

where the constant \(c\) is independent of \(\Delta t\) and \(t_{m+1/2} = t_m + \frac{1}{2} \Delta t\). We have

\[
\left\|\frac{1}{2}(\nabla u_0(t_m) + \nabla u_0(t_{m+1})) - \nabla u_0(t_{m+1/2})\right\|_{L^p(D)} \leq c(\Delta t)^2.
\]
From this we deduce

$$\int_0^T \| \nabla u_0(t) - \nabla \bar{u}_0^L(t) \|_{L^p(D)}^p \leq \sum_{m=0}^{M-1} \left( \Delta t \left\| \frac{1}{2} (\nabla u_0(t_m) + \nabla u_0(t_{m+1})) - \frac{1}{2} (\nabla \bar{u}_{0,m}^L + \nabla \bar{u}_{0,m+1}^L) \right\|_{L^p(D)}^p \right) + c(\Delta t)^3$$

$$\leq \Delta t \sum_{m=1}^{M-1} \left( \| \nabla \bar{z}_{0,m}^L \|_{L^p(D)}^p + \| \nabla \bar{z}_{0,m+1}^L \|_{L^p(D)}^p \right) + c(\Delta t)^2$$

$$\leq c((\Delta t)^{p/(p-1)} + h_L^{p/(p-1)}).$$

By the same argument, we have

$$\int_0^T \| \nabla u_1(t) - \nabla \bar{u}_1^L(t) \|_{L^p(D \times Y)}^p dt \leq c((\Delta t)^{p/(p-1)} + h_L^{p/(p-1)}).$$

From (3.30) we deduce

$$\| \mathcal{U}^\varepsilon(\nabla u_1(t) - \nabla \bar{u}_1^L(t)) \|_{L^p((0,T) \times D)} \leq \| \nabla u_1(t) - \nabla \bar{u}_1^L(t) \|_{L^p((0,T) \times D \times Y)}.$$

Further, as $u_1 \in C([0,T], C^1(\bar{D} \times \bar{Y}))$,

$$| \nabla u_1(t, x, \frac{x}{\varepsilon}) - \mathcal{U}^\varepsilon(\nabla u_1)(t, x) | \leq c\varepsilon.$$

Thus

$$\| \nabla u^\varepsilon - [\nabla \bar{u}_0^L + \mathcal{U}^\varepsilon(\nabla \bar{u}_1^L)] \|_{L^p((0,T) \times D)}$$

$$\leq \| \nabla u^\varepsilon - [\nabla u_0 + \mathcal{U}^\varepsilon(\nabla u_1)] \|_{L^p((0,T) \times D)}$$

$$+ \| \nabla u_0 - \nabla \bar{u}_0^L \|_{L^p((0,T) \times D)} + \| \mathcal{U}^\varepsilon(\nabla u_1) - \mathcal{U}^\varepsilon(\nabla \bar{u}_1^L) \|_{L^p((0,T) \times D)}$$

$$\leq c(\varepsilon^{1/(p(p-1))} + (\Delta t)^{1/(p-1)} + h_L^{1/(p-1)}).$$
Similarly, for the solution of backward Euler scheme using the sparse tensor product FEs, we define \( \hat{u}_L^0 : [0, T] \to V \) and \( \hat{u}_L^1 : [0, T] \to V_1 \) as
\[
\hat{u}_L^0(t) = \frac{1}{2}(\hat{u}_{0,m}^L + \hat{u}_{0,m+1}^L), \quad \hat{u}_L^1(t) = \frac{1}{2}(\hat{u}_{1,m}^L + \hat{u}_{1,m+1}^L) \quad \text{for} \ t \in [t_m, t_{m+1}).
\]

We then have the following corrector result.

**Theorem 3.19.** Assume that \( u_0 \in C^2([0, T], V) \) and \( u_1 \in C^2([0, T], V_1) \cap C([0, T], C^1(\bar{D} \times \bar{Y})) \) and the hypothesis of Theorem 3.11 holds. For the solution of the sparse tensor product FE backward Euler approximation in (3.7), we have
\[
\| \nabla u^\varepsilon - [\nabla \hat{u}_L^0(\cdot) + \mathcal{U}^\varepsilon(\nabla y \hat{u}_L^1(\cdot))]|_{L^2((0, T) \times D)} \leq c(\varepsilon^{1/2} + L^{1/2}h_L + \Delta t)
\]
when \( p = 2; \) and when \( p > d \)
\[
\| \nabla u^\varepsilon - [\nabla \hat{u}_L^0(\cdot) + \mathcal{U}^\varepsilon(\nabla y \hat{u}_L^1(\cdot))]|_{L^p((0, T) \times D)} \leq c(\varepsilon^{1/(p(p-1))} + (Lh_L)^{1/(p-1)} + (\Delta t)^{1/(p-1)}).
\]

The results for the Crank-Nicholson scheme are similar. For the full tensor product FEs, we define \( \bar{U}_0^L : [0, T] \to V \) and \( \bar{U}_1^L : [0, T] \to V_1 \) as
\[
\bar{U}_0^L(t) = \frac{1}{2}(\bar{U}_{0,m}^L + \bar{U}_{0,m+1}^L), \quad \bar{U}_1^L(t) = \frac{1}{2}(\bar{U}_{1,m}^L + \bar{U}_{1,m+1}^L) \quad \text{for} \ t \in [t_m, t_{m+1}).
\]

**Theorem 3.20.** Assume that \( u_0 \in C^2([0, T], V) \) and \( u_1 \in C^2([0, T], V_1) \cap C([0, T], C^1(\bar{D} \times \bar{Y})) \) and the hypothesis of Theorem 3.15 holds. For the solution of the full tensor product FE Crank-Nicholson approximation in (3.9), we have
\[
\| \nabla u^\varepsilon - [\nabla \bar{U}_0^L(\cdot) + \mathcal{U}^\varepsilon(\nabla y \bar{U}_1^L(\cdot))]|_{L^p((0, T) \times D)} \leq c(\varepsilon^{1/(p(p-1))} + h_L^{1/(p-1)} + (\Delta t)^{2/p}).
\]
3.3 Numerical correctors

Similarly, for the solution of Crank-Nicholson scheme using the sparse tensor product FEs, we define $\hat{U}^L_0 : [0, T] \to V$ and $\hat{U}^L_1 : [0, T] \to V_1$ as

$$\hat{U}^L_0(t) = \frac{1}{2}(\hat{U}^L_{0,m} + \hat{U}^L_{0,m+1}), \quad \hat{U}^L_1(t) = \frac{1}{2}(\hat{U}^L_{1,m} + \hat{U}^L_{1,m+1})$$

for $t \in [t_m, t_{m+1})$.

We then have the following corrector result.

**Theorem 3.21.** Assume that $u_0 \in C^2([0, T], V)$ and $u_1 \in C^2([0, T], V_1) \cap C([0, T], C^1(\bar{D} \times \bar{Y}))$ and the hypothesis of Theorem 3.16 holds. For the solution of the sparse tensor product FE Crank-Nicholson approximation in (3.7), we have

$$\|\nabla u^\varepsilon - [\nabla \hat{U}^L_0(\cdot) + \mathcal{U}^\varepsilon(\nabla_y \hat{U}^L_1)(\cdot)]\|_{L^2((0,T) \times D)} \leq c(\varepsilon^{1/2} + L^{1/2}h_L + \Delta t)$$

when $p = 2$; and when $p > d$

$$\|\nabla u^\varepsilon - [\nabla \hat{U}^L_0(\cdot) + \mathcal{U}^\varepsilon(\nabla_y \hat{U}^L_1)(\cdot)]\|_{L^p((0,T) \times D)} \leq c(\varepsilon^{1/(p(p-1))} + (Lh_L)^{1/(p-1)} + (\Delta t)^{2/p}).$$

### 3.3.2 Multiscale problems

For general problems with more than two scales, a homogenization error in terms of the microscopic scales is not available. However, we can establish a numerical corrector from the FE solutions. We assume that $\varepsilon_{i-1}/\varepsilon_i$ is an integer for all $i = 2, \ldots, n$. We first define the operator $\mathcal{T}^\varepsilon_n : L^1(D) \to L^1(D \times Y)$ as:

$$\mathcal{T}^\varepsilon_n(\phi)(x, y) = \phi\left(\varepsilon_1 \left[\frac{x}{\varepsilon_1}\right] + \varepsilon_2 \left[\frac{y_1}{\varepsilon_2/\varepsilon_1}\right] + \ldots + \varepsilon_n \left[\frac{y_{n-1}}{\varepsilon_n/\varepsilon_{n-1}}\right] + \varepsilon_n y_n\right)$$

(3.31)

where the function $\phi$ is understood as 0 outside $D$, and $[\cdot]$ denotes the “integer” part with respect to $Y$. Let $D^\varepsilon$ be the $2\varepsilon$ neighbourhood of $D$. 
For all functions \( \phi \in L^1(D) \) which are understood as 0 outside \( D \), we have
\[
\int_D \phi dx = \int_{D^*} \int_Y \mathcal{T}_n^\varepsilon(\phi) dy dx. \tag{3.32}
\]

We can also show that
\[
\mathcal{T}_n^\varepsilon(\nabla u^\varepsilon) \rightharpoonup \nabla u_0 + \nabla_{y_1} u_1 + \cdots + \nabla_{y_n} u_n \text{ in } L^p(D \times Y). \tag{3.33}
\]

We define the operator \( \mathcal{U}_n^\varepsilon : L^1(D \times Y) \rightarrow L^1(D) \) as
\[
\mathcal{U}_n^\varepsilon(\Phi)(x) = \int_{Y_1} \cdots \int_{Y_n} \Phi \left( \frac{\varepsilon_1}{\varepsilon_1} \left[ \frac{x}{\varepsilon_1} \right] + \varepsilon_1 t_1, \frac{\varepsilon_2}{\varepsilon_1} \left[ \frac{x}{\varepsilon_1} \right] + \varepsilon_2 t_2, \ldots, \right.
\]
\[
\frac{\varepsilon_n}{\varepsilon_{n-1}} \left[ \frac{x}{\varepsilon_{n-1}} \right] + \varepsilon_{n-1} t_{n-1}, \left[ \frac{x}{\varepsilon_n} \right] \bigg) dt_{n-1} \cdots dt_1 \tag{3.34}
\]

where \( \{ \cdot \} = \cdot - \lfloor \cdot \rfloor \); the function \( \Phi \) is understood as 0 outside \( D \). We have
\[
\mathcal{U}_n^\varepsilon(\mathcal{T}_n^\varepsilon(\Phi)) = \Phi \ \forall \Phi \in L^1(D). \]

We can show that
\[
\int_{D^*} \mathcal{U}_n^\varepsilon(\Phi)(x) dx = \int_D \int_Y \Phi dy dx \tag{3.35}
\]
where \( \Phi \) is understood as 0 outside \( D \). The proofs of these facts can be found in [29].

We have the following corrector results.

**Proposition 3.22.** We have
\[
\lim_{\varepsilon \to 0} \| \nabla u^\varepsilon - [\nabla u_0 + \mathcal{U}_n^\varepsilon(\sum_{i=1}^n \nabla_{y_i} u_i)] \|_{L^p((0,T) \times D)} = 0.
\]

**Proof.** As \( u^\varepsilon \) is uniformly bounded in \( V \), from (3.2), \( A(t, x, \frac{x}{\varepsilon}, \ldots, \frac{x}{\varepsilon_n}, \nabla u^\varepsilon) \) is bounded in \( L^q((0,T) \times D) \). Let \( \chi \in L^q((0,T) \times D \times Y) \) be the \((n+1)\)-scale convergence limit of a subsequence of \( A(t, x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_n}, \nabla u^\varepsilon) \). From (3.5), we have that
\[
\int_0^T \int_D \int_Y \chi(\nabla v_0 + \sum_{i=1}^n \nabla_{y_i} v_i) dy dx dt
\]
3.3 Numerical correctors

\[
\begin{align*}
\frac{\partial u_\varepsilon}{\partial t} - \frac{\partial u_0}{\partial t} & = u_\varepsilon - u_0 \\
+ \int_0^T \int_D \int_Y \left( T^\varepsilon \left( A \left( t, x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_n}, \nabla u^\varepsilon \right) \right) - A \left( t, x, y, \nabla u_0 + \sum_{i=1}^n \nabla y_i u_i \right) \right) \\
& \cdot \left( \nabla u_\varepsilon - \left( \nabla u_0 + \sum_{i=1}^n \nabla y_i u_i \right) \right) dy dx dt.
\end{align*}
\] (3.36)

for all \( v_0 \in V \) and \( v_i \in V_i \). We consider:

\[
I = \int_0^T \left\langle \frac{\partial u_\varepsilon}{\partial t} - \frac{\partial u_0}{\partial t}, u_\varepsilon - u_0 \right\rangle_H \\
+ \int_0^T \int_D \int_Y \left( T^\varepsilon \left( A \left( t, x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_n}, \nabla u^\varepsilon \right) \right) - A \left( t, x, y, \nabla u_0 + \sum_{i=1}^n \nabla y_i u_i \right) \right) \\
\cdot \left( \nabla u_\varepsilon - \left( \nabla u_0 + \sum_{i=1}^n \nabla y_i u_i \right) \right) dy dx dt.
\]

From \( 3.3 \), \( 3.5 \), \( 3.36 \) we have

\[
\lim_{\varepsilon \to 0} I = \lim_{\varepsilon \to 0} \int_0^T \left\langle \frac{\partial u_\varepsilon}{\partial t}, u_\varepsilon \right\rangle_H - \left\langle \frac{\partial u_0}{\partial t}, u_0 \right\rangle_H dt \\
+ \int_0^T \int_D \int_Y A \left( t, x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_n}, \nabla u_\varepsilon \right) \cdot \nabla u_\varepsilon dy dx dt \\
- \int_0^T \int_D \int_Y A \left( t, x, y, \nabla u_0 + \sum_{i=1}^n \nabla y_i u_i \right) \\
\cdot \left( \nabla u_0 + \sum_{i=1}^n \nabla y_i u_i \right) dy dx dt = 0.
\]

Using the smoothness of \( A \), we have

\[
\lim_{\varepsilon \to 0} I = \lim_{\varepsilon \to 0} \int_0^T \left\langle \frac{\partial u_\varepsilon}{\partial t} - \frac{\partial u_0}{\partial t}, u_\varepsilon - u_0 \right\rangle_H \\
+ \int_0^T \int_D \int_Y \left( A \left( t, x, y, T^\varepsilon \left( \nabla u^\varepsilon \right) \right) \right) - A \left( t, x, y, \nabla u_0 + \sum_{i=1}^n \nabla y_i u_i \right)
\]
\begin{align*}
\bigl(\mathcal{T}^\varepsilon(\nabla u^\varepsilon) - (\nabla u_0 + \sum_{i=1}^n \nabla y_i u_i)\bigr) dy dx dt.
\end{align*}

From (3.1) and $u^\varepsilon(0) = u_0(0) = g$, we have

$$
\lim_{\varepsilon \to 0} \|u^\varepsilon(T) - u_0(T)\|_H + \|\mathcal{T}^\varepsilon(\nabla u^\varepsilon) - (\nabla u_0 + \sum_{i=1}^n \nabla y_i u_i)\|_{L^p((0,T) \times D \times Y)} = 0.
$$

From (3.34), we have $(U^\varepsilon(\Phi)(t,x))^p \leq U^\varepsilon(\Phi^p)(t,x)$. From (3.35), we have

$$
\|U^\varepsilon(\Phi)\|^p_{L^p((0,T) \times D)} \leq \|U^\varepsilon(\Phi^p)\|_{L^1((0,T) \times D)} \leq \|\Phi\|^p_{L^p((0,T) \times D \times Y)}.
$$

We therefore have

$$
\left\| U^\varepsilon(\mathcal{T}^\varepsilon(\nabla u^\varepsilon) - (\nabla u_0 + \sum_{i=1}^n \nabla y_i u_i)\right\|_{L^p((0,T) \times D)} \leq \|\mathcal{T}^\varepsilon(\nabla u^\varepsilon) - (\nabla u_0 + \sum_{i=1}^n \nabla y_i u_i)\|_{L^p((0,T) \times D \times Y)} \to 0
$$

when $\varepsilon \to 0$. Using $U^\varepsilon(\mathcal{T}^\varepsilon(\nabla u^\varepsilon)) = \nabla u^\varepsilon$, we get the conclusion. \hfill \Box

We construct the numerical correctors from the FE solutions of problem (3.3). We present the results for the backward Euler approximations. The results for the Crank-Nicholson approximations are similar. For the full tensor product FE approximations, let $\bar{u}_0 : (0,T) \to V$ and $\bar{u}_i : (0,T) \to V_i$ be defined as

$$
\bar{u}_0^L(t) = \frac{1}{2}(\bar{u}_{0,m}^L + \bar{u}_{0,m+1}^L), \quad \bar{u}_i^L(t) = \frac{1}{2}(\bar{u}_{i,m}^L + \bar{u}_{i,m+1}^L) \quad \text{for } t \in [t_m, t_{m+1}).
$$

We have:

**Theorem 3.23.** Assume that the hypothesis of Theorem 3.9 hold. For the solution of the approximating problems (3.7) using the full tensor product FE approximation for $u_i$, we have

$$
\lim_{L \to \infty} \lim_{\varepsilon \to 0} \|\nabla u^\varepsilon - [\nabla \bar{u}_0^L + \mathcal{U}_n^\varepsilon(\sum_{i=1}^n \nabla y_i \bar{u}_i^L)]\|_{L^p((0,T) \times D)} = 0.
$$
3.3 Numerical correctors

Proof. Using the midpoint rule, we have

\[
\int_0^T \| \nabla u_0(t) - \nabla \bar{u}_0(t) \|_{L^p(D)}^p \, dt = \sum_{m=0}^{M-1} \int_{m\Delta t}^{(m+1)\Delta t} \| \nabla u_0(t) - \nabla \bar{u}_0(t) \|_{L^p(D)}^p \, dt
\]

\[
\leq \sum_{m=0}^{M-1} \Delta t \| \nabla u_0(t_{m+1/2}) - \nabla \bar{u}_0(t_{m+1/2}) \|_{L^p(D)}^p + c(\Delta t)^3
\]

where the constant \( c \) is independent of \( \Delta t \). We have

\[
\left\| \frac{1}{2}(\nabla u_0(t_m) + \nabla u_0(t_{m+1})) - \nabla u_0(t_{m+1/2}) \right\|_{L^p(D)} \leq c(\Delta t)^2.
\]

From this we deduce

\[
\int_0^T \| \nabla u_0(t) - \nabla \bar{u}_0(t) \|_{L^p(D)}^p \, dt \leq \sum_{m=0}^{M-1} \Delta t \left( \| \bar{z}^L_{0,m} \|^p_{L^p(D)} + \| \bar{z}^L_{0,m+1} \|^p_{L^p(D)} \right) + c(\Delta t)^2
\]

\[
= c\Delta t \sum_{m=1}^{M-1} \left( \| \bar{z}^L_{0,m} \|^p_{L^p(D)} + \| \bar{z}^L_{0,m+1} \|^p_{L^p(D)} \right) + c(\Delta t)^2
\]

\[
\leq c((\Delta t)^{p/(p-1)} + h^{p/(p-1)}).
\]

By the same argument, for all \( i = 1, \ldots, n \), we have

\[
\int_0^T \| \nabla_y u_i(t) - \nabla_y \bar{u}_i(t) \|^p_{L^p(D \times (0,1) \times Y)} \, dt \leq c((\Delta t)^{p/(p-1)} + h^{p/(p-1)}).
\]

From (3.35) we deduce

\[
\| \mathcal{U}^e(\nabla_y u_i - \nabla_y \bar{u}_i) \|_{L^p((0,T) \times D)} \leq \| \nabla_y u_i - \nabla_y \bar{u}_i \|_{L^p((0,T) \times D \times Y)}.
\]

Thus

\[
\| \nabla u^e - [\nabla \bar{u}_0^L + \mathcal{U}^e_i(\sum_{i=1}^n \nabla_y \bar{u}_i^L)] \|_{L^p((0,T) \times D)}
\]
\[ \| \nabla u^\varepsilon - [\nabla u_0 + \mathcal{U}_n(\sum_{i=1}^n \nabla y_i u_i)] \|_{L^p((0,T) \times D)} \]
\[ + \| \nabla u_0 - \nabla \bar{u}_0 \|_{L^p((0,T) \times D)} + \| \mathcal{U}_n(\sum_{i=1}^n \nabla u_i) - \mathcal{U}_n(\sum_{i=1}^n \nabla \bar{u}_i) \|_{L^p((0,T) \times D)} \]

which converges to 0 when \( \varepsilon \to 0 \) and \( L \to \infty \).

Similarly, for the sparse tensor product FE approximation, we have:

**Theorem 3.24.** Assume that the hypothesis of Theorem 3.11 hold. For the solution of the approximating problem (3.7) using the sparse tensor product FE approximation for \( u_i \) for \( i = 1, \ldots, n \), we have

\[ \lim_{L \to \infty} \lim_{\varepsilon \to 0} \| \nabla u^\varepsilon - [\nabla \bar{u}_0^L + \mathcal{U}_n(\sum_{i=1}^n \nabla y_i \bar{u}_i) \|_{L^p((0,T) \times D)} = 0. \]

### 3.4 Numerical examples

We present some one dimensional and two dimensional numerical results in this section to illustrate the sparse tensor product FE method.

We first consider a problem on the domain \( D = (0,1) \) where the monotone nonlinear function

\[ A(t, x, y, \xi) = \xi + \frac{1}{2} \sin(x \sin(2\pi y)\xi) - t^2 x \cos(2\pi y) \]
\[ - \frac{1}{2} \sin(t^2 x \sin(2\pi y)(1 - 2x + x \cos(2\pi y))) \]  
(3.37)

and \( f(t, x) = -2t^2 + 2t(x^2 - x) \). In this case \( p = 2 \). The problem has the exact solution

\[ u_0(t, x) = t^2(x^2 - x) \]

and

\[ u_1(t, x, y) = \frac{t^2}{2\pi} x \sin(2\pi y). \]
3.4 Numerical examples

We apply the backward Euler and Crank-Nicholson method with sparse tensor product FE spaces to the multiscale homogenized problem. We use the Broyden’s method ([22]) and the Polak-Ribière method ([27]) at each time step to solve the simultaneous nonlinear problems.

For the backward Euler method with sparse tensor product FE spaces, we use a timestep of $\Delta t = 1/2^L$. We plot the errors $\|u_0 - \hat{u}_0^L\|_{H_0^1(D)}$ and $\|u_1 - \hat{u}_1^L\|_{L^2(D,H_0^1(Y))}$ in Figures 3.1 and 3.2 respectively at $t = 1$. The numerical results show that the errors are $O(\Delta t) + O(h_L)$. When these errors hold for all $t_m$, we get the errors estimate as in Theorem 3.11. This result supports the theoretical finding.

In Figures 3.3 and 3.4 we plot the numerical errors for the Crank-Nicholson method on sparse tensor product FE spaces for the same problem. For the Crank-Nicholson method, we choose a timestep of $\Delta t = 1/([2^{(L/2)}])$. The numerical results show that the errors are $O((\Delta t)^2) + O(h_L)$. This result supports the theoretical finding in Theorem 3.16.

Figure 3.1: The error $\|u_0 - \hat{u}_0^L\|_{H_0^1(D)}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$ for backward Euler method.
Figure 3.2: The error $\|u_1 - \hat{u}_1\|_{L^2(D,H^1_0(Y))}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$ for backward Euler method.

Figure 3.3: The error $\|u_0 - \hat{u}_0\|_{H^1_0(D)}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$ for Crank-Nicholson method.
We then consider the multiscale monotone problem for $p = 4$ on $D = (0, 1)$ with the monotone function

$$A(t, x, y, \xi) = \xi + \frac{1}{10}(2 + \sin(2\pi y))\xi^3 - t^2 x \cos(2\pi y)$$
$$- \frac{t^6}{10}(2 + \sin(2\pi y))(1 - 2x + x \cos(2\pi y))^3 \quad (3.38)$$
and $f(t, x) = -2t^2 + 2t(x^2 - x)$. This problem has the exact solution

$$u_0(t, x) = t^2(x^2 - x)$$
and

$$u_1(t, x, y) = \frac{t^2}{2\pi} x \sin(2\pi y).$$

We plot the numerical errors $\|u_0 - \hat{u}_0^t\|_{W^{1,4}_0((D))}$ and $\|u_1 - \hat{u}_1^t\|_{L^1(D, W^{1,4}_0(Y))}$ for $t = 1$ in Figures 3.5 and 3.6 respectively for the backward Euler method, using sparse tensor product FE spaces. The numerical results show that the error behaves like $O(\Delta t) + O(h_L)$.

The numerical results for the Crank-Nicholson scheme are plotted in Figures 3.7 and 3.8. The numerical results show that the error behaves like $O((\Delta t)^2) + O(h_L)$. 

Figure 3.4: The error $\|u_1 - \hat{u}_1\|_{L^2(D, H^1_0(Y))}$ for 1 dimensional problem at $t = 1$ versus the mesh size $h$ for Crank-Nicholson method.
Figure 3.5: The error $\| u_0 - \hat{u}_0 \|_{W_0^{1,4}(D)}$ for 1 dimensional problem at $t = 1$ versus the mesh size $h$ for backward Euler method.

Figure 3.6: The error $\| u_1 - \hat{u}_1 \|_{L^4(D,W_0^{1,4}(Y))}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$ for backward Euler method.
3.4 Numerical examples

Figure 3.7: The error $\|u_0 - \hat{u}_0^L\|_{W_0^{1,4}(D)}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$ for Crank-Nicholson method.

Figure 3.8: The error $\|u_1 - \hat{u}_1\|_{L^4(D,W_0^{1,4}(Y))}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$ for Crank-Nicholson method.

For the two dimensional domain $D = (0,1) \times (0,1)$, we consider the problem for $p = 4$ with coefficient

$$A(t, x, y, \xi) = \xi' + \xi'' + \frac{1}{10}(2 + \sin(2\pi y_2))\xi'^3 + \frac{1}{10}(2 + \sin(2\pi y_1))\xi'^3$$
\[-t^2(x' + x'')(\cos(2\pi y')\sin(2\pi y'') + \sin(2\pi y')\cos(2\pi y'')) - \frac{t^6}{10}(2 + \sin(2\pi y_2))(1 - 2x')(x'' - x''')^3 + (x' + x'')\cos(2\pi y')\sin(2\pi y'')^3 - \frac{t^6}{10}(2 + \sin(2\pi y_1))(x' - x'^2)(1 - 2x'') + (x' + x'')\sin(2\pi y')\cos(2\pi y'')^3,\]

and

\[f(t, x) = 2t^2(x' + x'') - 2x'^2 - x''^2 + 2tx' - x'^2)(x'' - x''')^2\]

with \(x = (x', x'') \in D, y = (y', y'') \in Y\) and \(\xi = (\xi', \xi'') \in \mathbb{R}^2\). This problem has the exact solution

\[u_0(t, x) = t^2(x' - x'^2)(x'' - x''')^2\]

and

\[u_1(t, x, y) = \frac{t^2}{2\pi}(x' + x'')\sin(2\pi y')\sin(2\pi y'')\]

For \(t = 1\), we plot the error \(\|u_0 - \hat{u}_0^L\|_{W_0^{1,4}(D)}\) and \(\|u_1 - \hat{u}_1^L\|_{L^2(D,W^{1,4}_{\#}(Y)/\mathbb{R})}\) for the backward Euler method with sparse tensor product FE spaces in Figures 3.9 and 3.10 respectively. The error for the Crank-Nicholson method for sparse tensor product FE spaces are plotted in Figures 3.11 and 3.12. Once more the results show that the error behaves like \(O(\Delta t) + O(h_L)\) and \(O((\Delta t)^2) + O(h_L)\) for the backward Euler and Crank-Nicholson method respectively.
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Figure 3.9: The error $\|u_0 - \hat{u}_0^L\|_{W_0^{1,4}(D)}$ versus the mesh size $h$ for two dimensional problem at $t = 1$ for backward Euler method.

Figure 3.10: The error $\|u_1 - \hat{u}_1\|_{L^4(D,W_0^{1,4}(\bar{Y}))}$ versus the mesh size $h$ for two dimensional problem at $t = 1$ for backward Euler method.
The results for the one dimensional and two dimensional cases for $p = 4$ show that the observed numerical errors are of the optimal orders of $\Delta t$ and $h_L$ which are far better than what we can show theoretically. This is in agreement with the well known facts for numerical solutions of monotone problems (see [18]).
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We now study the stability of the backward Euler and Crank-Nicolson methods. We solve equations (3.37) and (3.38) for $L = 3$ for $t = 1$ up to $t = 20$. Tables 3.1 and 3.3 show the relative errors for $u_0$ and $u_1$ for the backward Euler method when $p = 2$ and $p = 4$ respectively. Tables 3.2 and 3.4 show the relative errors for $u_0$ and $u_1$ for the Crank Nicolson method when $p = 2$ and $p = 4$ respectively. The results indicate that the methods are stable in the examples that we test.

<table>
<thead>
<tr>
<th>$t$</th>
<th>Relative Error for $u_0$</th>
<th>Relative Error for $u_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.125854735644064</td>
<td>0.224617913458754</td>
</tr>
<tr>
<td>2</td>
<td>0.125078447593275</td>
<td>0.225141266722862</td>
</tr>
<tr>
<td>4</td>
<td>0.125009432238565</td>
<td>0.224720796094935</td>
</tr>
<tr>
<td>6</td>
<td>0.125001870638104</td>
<td>0.224477483978783</td>
</tr>
<tr>
<td>8</td>
<td>0.125001169194599</td>
<td>0.224451696958569</td>
</tr>
<tr>
<td>10</td>
<td>0.125000586251790</td>
<td>0.224426812679338</td>
</tr>
<tr>
<td>12</td>
<td>0.125000351751539</td>
<td>0.224413816320202</td>
</tr>
<tr>
<td>14</td>
<td>0.125000237900600</td>
<td>0.224408791284751</td>
</tr>
<tr>
<td>16</td>
<td>0.125000173975774</td>
<td>0.224408934346191</td>
</tr>
<tr>
<td>18</td>
<td>0.125000128277011</td>
<td>0.224408338046937</td>
</tr>
<tr>
<td>20</td>
<td>0.125000100207190</td>
<td>0.224408633128799</td>
</tr>
</tbody>
</table>

Table 3.1: Backward Euler method for $p = 2$ and $L = 3$
<table>
<thead>
<tr>
<th>$t$</th>
<th>Relative Error for $u_0$</th>
<th>Relative Error for $u_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.125016171960009</td>
<td>0.224702762406534</td>
</tr>
<tr>
<td>2</td>
<td>0.125008017696875</td>
<td>0.225138751812743</td>
</tr>
<tr>
<td>4</td>
<td>0.125002327418120</td>
<td>0.224713712201364</td>
</tr>
<tr>
<td>6</td>
<td>0.125000485195110</td>
<td>0.224479745189368</td>
</tr>
<tr>
<td>8</td>
<td>0.125000481755306</td>
<td>0.224449687602161</td>
</tr>
<tr>
<td>10</td>
<td>0.125000288360970</td>
<td>0.224426681687281</td>
</tr>
<tr>
<td>12</td>
<td>0.125000184174021</td>
<td>0.224413974904643</td>
</tr>
<tr>
<td>14</td>
<td>0.125000148381969</td>
<td>0.224408827157406</td>
</tr>
<tr>
<td>16</td>
<td>0.125000115555598</td>
<td>0.224408963910168</td>
</tr>
<tr>
<td>18</td>
<td>0.125000087345132</td>
<td>0.22440872384859</td>
</tr>
<tr>
<td>20</td>
<td>0.125000067573447</td>
<td>0.224408744771673</td>
</tr>
</tbody>
</table>

Table 3.2: Crank Nicolson method for $p = 2$ and $L = 3$
### 3.4 Numerical examples

<table>
<thead>
<tr>
<th>$t$</th>
<th>Relative Error for $u_0$</th>
<th>Relative Error for $u_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.126666035775885</td>
<td>0.26005621153219</td>
</tr>
<tr>
<td>2</td>
<td>0.74133700387852</td>
<td>0.74126075908698</td>
</tr>
<tr>
<td>4</td>
<td>0.811465732497316</td>
<td>0.932120676540197</td>
</tr>
<tr>
<td>6</td>
<td>0.815041503410363</td>
<td>0.946201241262360</td>
</tr>
<tr>
<td>8</td>
<td>0.815648883631344</td>
<td>0.948812179364110</td>
</tr>
<tr>
<td>10</td>
<td>0.815819840981795</td>
<td>0.949534685427530</td>
</tr>
<tr>
<td>12</td>
<td>0.815879556981405</td>
<td>0.949809542120457</td>
</tr>
<tr>
<td>14</td>
<td>0.815904597633041</td>
<td>0.949926391538875</td>
</tr>
<tr>
<td>16</td>
<td>0.81591646338271</td>
<td>0.949982568828778</td>
</tr>
<tr>
<td>18</td>
<td>0.815922638461955</td>
<td>0.95001222289596</td>
</tr>
<tr>
<td>20</td>
<td>0.815926105813247</td>
<td>0.950029034323637</td>
</tr>
</tbody>
</table>

Table 3.3: Backward Euler method for $p = 4$ and $L = 3$. 
<table>
<thead>
<tr>
<th></th>
<th>Relative Error for $u_0$</th>
<th>Relative Error for $u_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.125243236516428</td>
<td>0.260248573309431</td>
</tr>
<tr>
<td>2</td>
<td>0.511849388020212</td>
<td>0.594792319365976</td>
</tr>
<tr>
<td>4</td>
<td>0.685901961457734</td>
<td>0.827390450179001</td>
</tr>
<tr>
<td>6</td>
<td>0.692784892883401</td>
<td>0.843413959251363</td>
</tr>
<tr>
<td>8</td>
<td>0.694829225010516</td>
<td>0.849012313634601</td>
</tr>
<tr>
<td>10</td>
<td>0.695134632413850</td>
<td>0.849801026674036</td>
</tr>
<tr>
<td>12</td>
<td>0.695281928978166</td>
<td>0.850300709938052</td>
</tr>
<tr>
<td>14</td>
<td>0.695342609037959</td>
<td>0.850437378671294</td>
</tr>
<tr>
<td>16</td>
<td>0.6953749000005737</td>
<td>0.850739020541571</td>
</tr>
<tr>
<td>18</td>
<td>0.695416569737956</td>
<td>0.851006995588748</td>
</tr>
<tr>
<td>20</td>
<td>0.695393122871507</td>
<td>0.851133258966387</td>
</tr>
</tbody>
</table>

Table 3.4: Crank Nicolson method for $p = 4$ and $L = 3$
Chapter 4

Multiscale Monotone Parabolic Equations depending on Microscales in Space and Time

Chapter 4 considers multiscale monotone parabolic equations that depend on a microscopic time scale and a microscopic spatial scale. Similar to Chapter 2, we consider the critical case when the derivative to the fast time variable plays a role in the cell problems. The multiscale monotone parabolic problem together with the multiscale homogenization theory required to derive the multiscale homogenized equation are introduced in Section 4.1. In Section 4.2, backward Euler and Crank-Nicholson methods are developed for general FE spaces, full tensor and sparse tensor product FE spaces. A numerical corrector is derived from the FE solutions in Section 4.3. Some numerical results are presented in Section 4.4 to verify the theory.
Chapter 4.

4.1 Problem setting and homogenization

4.1.1 Problem setting

Let $D \in \mathbb{R}^d$ be a bounded domain. Let $Y = (0,1)^d$ be the unit cube in $\mathbb{R}^d$. Let $A(t,x,\tau,y,\xi) : [0,T] \times \bar{D} \times [0,1] \times \bar{Y} \times \mathbb{R}^d \to \mathbb{R}^d$ be a continuously differentiable function that is $Y$ periodic with respect to $y$ and $[0,1]$ periodic with respect to $\tau$. The function $A$ is monotone and locally Lipschitz with respect to $\xi$, i.e. there are constants $p \geq 2$, $\alpha > 0$ and $\beta > 0$ so that for all $t \in [0,T]$, $x \in \bar{D}$, $y \in \bar{Y}$, and $\xi_1, \xi_2 \in \mathbb{R}^d$, we have

$$(A(t,x,\tau,y,\xi_1) - A(t,x,\tau,y,\xi_2), \xi_1 - \xi_2) \geq \alpha |\xi_1 - \xi_2|^p, \quad (4.1)$$

and

$$|A(t,x,\tau,y,\xi_1) - A(t,x,\tau,y,\xi_2)| \leq \beta (|\xi_1| + |\xi_2|)^{p-2} |\xi_1 - \xi_2| \quad (4.2)$$

where $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^d$ and $(\cdot, \cdot)$ denotes the scalar product in $\mathbb{R}^d$. Let $\varepsilon$ be a positive value which represents the small scale that the problem depends on. We define the multiscale monotone function as

$$A^\varepsilon(t,x,\xi) = A(t,x,\frac{t}{\varepsilon^2}, \frac{x}{\varepsilon}, \xi).$$

We denote by $V = W_0^{1,p}(D)$ and $H = L^2(D)$. We have $V \subset H \subset V'$. Let $f \in L^q((0,T),V')$ where $1/p + 1/q = 1$. Let $g \in H$. We consider the following multiscale monotone parabolic problem:

$$\frac{\partial u^\varepsilon}{\partial t} - \nabla \cdot (A^\varepsilon(t,x,\nabla u^\varepsilon)) = f, \quad \text{in } D \times (0,T) \quad (4.3)$$

$$u^\varepsilon(0) = g$$
with the Dirichlet boundary condition on $\partial D$. Problem (4.3) has a unique solution that satisfies
\[
\|u^\varepsilon\|_{L^p((0,T),V)} + \left\| \frac{\partial u^\varepsilon}{\partial t} \right\|_{L^q((0,T),V')} \leq c(\|f\|_{L^q((0,T),V')} + \|g\|_H)
\]
where the constant $c$ only depends on $\alpha$ and $\beta$ in (4.1) and (4.2) and on
\[
sup_{t \in [0,T],x \in D, \tau \in [0,1], y \in \bar{Y}} |A(t,x,\tau,y,0)|
\]
(see Lions [56] and [77]). We will study homogenization of (4.3) by multiscale convergence. We thus recall the concept of multiscale convergence in the $L^p$ setting for functions depending on microscopic scales in both time and space.

4.1.2 Multiscale homogenization

The concept of multiscale convergence of Nguetseng [65] is extended to functions depending on microscopic scales in both time and space in [50] in the $L^2$ setting. The definition in the $L^p$ setting below is a simplified version of the one in [76] where more than one microscopic time scales are considered.

**Definition 4.1.** A sequence $\{w^\varepsilon\}$ time-space multiscale converges to a function $w_0 \in L^p((0,T) \times D)$ if for all functions $\phi \in C([0,T] \times \bar{D} \times [0,1] \times \bar{Y})$ which are $(0,1) \times Y$ periodic with respect to $\tau$ and $y$
\[
\lim_{\varepsilon \to 0} \int_0^T \int_D w^\varepsilon(t,x)\phi(t,x,\frac{t}{\varepsilon^2},\frac{x}{\varepsilon})dxdt = \int_0^T \int_D \int_0^1 \int_Y w_0(t,x,\tau,y)\phi(t,x,\tau,y)dyd\tau dxdt.
\]

The definition makes sense due to the following result

**Proposition 4.2.** From a bounded sequence in $L^p((0,T) \times D)$ we can extract a time-space multiscale convergent subsequence.
The proof of this result is similar to those in [5] and [50]. For a bounded sequence in $L^p((0, T), W_0^{1,p}(D)) \cap L^q((0, T), W^{-1,q}(D))$, we have the following result.

**Proposition 4.3.** For a bounded sequence $\{w^\varepsilon\}$ in $L^p((0, T), W_0^{1,p}(D)) \cap L^q((0, T), W^{-1,q}(D))$, we can extract a subsequence (not renumbered) such that

$$\nabla w^\varepsilon \xrightarrow{\text{ts-ms}} \nabla w_0 + \nabla_y w_1$$

for $w_0 \in L^p((0, T) \times D)$ and $w_1 \in L^p((0, T) \times (0, 1), W_#^{1,p}(Y)/\mathbb{R})$.

The proof of this result is standard. It is similar to the proof in Chapter 2. To establish the multiscale homogenized equation of (4.3), we need the following result.

**Proposition 4.4.** Let $\{w^\varepsilon\}$ be a bounded sequence in $L^p((0, T), W^{1,p}(D))$ such that

$$\nabla w^\varepsilon \nabla \rightarrow \nabla w_0 + \nabla_y w_1.$$ 

Then for all smooth functions $\psi(t, x, \tau, y)$ which are $(0, 1) \times Y$ periodic with respect to $\tau$ and $y$ and

$$\int_Y \psi(t, x, \tau, y)dy = 0$$

for all $t, x$ and $\tau$, then

$$\lim_{\varepsilon \rightarrow 0} \int_0^T \int_D \frac{1}{\varepsilon} w^\varepsilon(t, x)\psi(t, x, \frac{t}{\varepsilon}, \frac{x}{\varepsilon})dxdt = \int_0^T \int_D \int_0^1 \int_Y w_1(t, x, \tau, y)\psi(t, x, \tau, y)d\tau dy dx dt.$$ 

The proof of this proposition is similar to that of Proposition 2.3 in Chapter 2. We have the following norm equivalence.
4.1 Problem setting and homogenization

Lemma 4.5. There are positive constants $c_1$ and $c_2$ such that for all $w_0 \in W_0^{1,p}(D)$ and $w_1 \in L^p(D \times (0, 1), W_#^{1,p}(Y))$,

\[
c_1(\|\nabla w_0\|_{L^p(D)}^p + \|\nabla_y w_1\|_{L^p(D \times (0, 1) \times Y)}^p) \\
\leq \int_D \int_0^1 \int_Y |\nabla w_0 + \nabla_y w_1|^p dyd\tau dx \\
\leq c_2(\|\nabla w_0\|_{L^p(D)}^p + \|\nabla_y w_1\|_{L^p(D \times (0, 1) \times Y)}^p)
\]

A proof can be found in [48].

From these results, we establish the multiscale homogenized problem of (4.3).

4.1.3 Multiscale homogenization of (4.3)

We denote by $V_# = W_#^{1,p}(Y)/\mathbb{R}$ and by $H_# = L^2(Y)/\mathbb{R}$. In the limiting equation (4.4) below, as $\frac{\partial u}{\partial \tau}(t, x, \tau, \cdot)$ belongs to $V'_#$ we use the evolution triple $V_# \subset H_\# \subset V'_#$. We denote by $\langle \cdot, \cdot \rangle_{H_#}$ the inner product in $H_#$ extended by density to the duality parity between $V'_#$ and $V_#$. We then have the following result.

Proposition 4.6. We can extract a subsequence from $\{u^\varepsilon\}$ (not renumbered) such that $u^\varepsilon \rightharpoonup u_0$ in $W_0^{1,p}(D)$ and

$$
\nabla u^\varepsilon \rightharpoonup_{\text{ts-ms}} \nabla u_0 + \nabla_y u_1
$$

with $u_1 \in L^p((0, T) \times D \times (0, 1), V_#) \cap L^q(D, W_#^{1,q}((0, 1), V'_#))$. The functions $u_0$ and $u_1$ satisfy the problem

\[
\left\langle \frac{\partial u_0}{\partial t}(t, \phi_0) \right\rangle_{H_#} + \int_D \int_0^1 \left\langle \frac{\partial u_1}{\partial \tau}(t, x, \tau, \cdot), \phi_1(x, \tau, \cdot) \right\rangle_{H_#} d\tau dx \\
+ \int_D \int_0^1 \int_Y A(t, x, \tau, y, \nabla u_0 + \nabla_y u_1) \cdot (\nabla \phi_0 + \nabla_y \phi_1) dyd\tau dx
\]
\[ = \int_D f(t,x)\phi_0(x)dx \quad (4.4) \]

for all \( \phi_0 \in V \) and \( \phi_1 \in L^p(D \times (0,1), V_\#) \). The initial condition is \( u_0(0) = g \).

The proof of the proposition is similar to that of Proposition 3.5 in Chapter 3. We then have

**Proposition 4.7.** Problem (4.4) has a unique solution. The whole sequence \( \{u^\varepsilon\} \) time-space multiscale converges to the solution of this equation.

**Proof.** Assume that (4.4) has two solutions \((u_0, u_1)\) and \((u_0^*, u_1^*)\). We have

\[
\left\langle \frac{\partial(u_0 - u_0^*)}{\partial t}, \phi_0(\cdot) \right\rangle_H + \int_D \int_Y \left\langle \frac{\partial(u_1 - u_1^*)}{\partial \tau}(t, x, \tau, \cdot), \phi_1(t, x, \tau, \cdot) \right\rangle_{H_\#} \, d\tau \, dx \\
+ \int_D \int_0^1 \int_Y (A(t, x, y, \nabla u_0 + \nabla_y u_1) - A(t, x, y, \nabla u_0^* + \nabla_y u_1^*)) \cdot (\nabla \phi_0 + \nabla_y \phi_1) dy \, d\tau \, dx = 0.
\]

Let \( \phi_0 = u_0 - u_0^* \) and \( \phi_1 = u_1 - u_1^* \). As \( u_0(0) - u_0^*(0) = 0 \), using (4.1), we have

\[
\|u_0(T) - u_0^*(T)\|_H^2 + \int_D \int_0^1 \int_Y |(\nabla u_0 + \nabla_y u_1) - (\nabla u_0^* + \nabla_y u_1^*)| \, dy \, d\tau \, dx = 0.
\]

Thus \( \nabla u_0 = \nabla u_0^* \) and \( \nabla_y u_1 = \nabla_y u_1^* \). We get the conclusion. \(\square\)

### 4.2 FE discretization

We consider the FE approximation of problem (4.4) in this section. We consider both the backward Euler method and the Crank-Nicholson method. We denote by \( V_1 \) the space \( L^p(D \times (0,1), V_\#) \).
4.2 FE discretization

4.2.1 Backward Euler method

As with Chapter 3, we first consider the backward Euler method for general FE spaces. We then apply the method for the full and sparse tensor product FE spaces. The main difficulty is due to the fact that the second term in the left hand side of the equation (4.4) is not symmetric. However, using the approach in [34] assuming regularity with respect to $t$, we can show the convergence of the numerical scheme.

4.2.1.1 Backward Euler method for general FE spaces

Let $V_0^L \subset V$ and $V_1^L \subset V_1 \cap L^q(D, W_1^1((0,1), V'_1))$ be finite dimensional spaces where the superscript $L$ indicates the level of resolution. Let $M$ be an integer. Let $\Delta t = T/M$. We consider the time sequence $0 = t_0 < t_1 < \ldots < t_M$ where $t_m = m\Delta t$ for $m = 0, 1, \ldots, M$. Let $g^L \in V_0^L$ be an approximation of $g$. We consider the problem: Find $u^L_{0,m} \in V_0^L$ and $u^L_{1,m} \in V_1^L$ such that

\[
\langle \frac{u^L_{0,m+1} - u^L_{0,m}}{\Delta t}, \phi_0 \rangle_H + \int_D \int_0^1 \langle \frac{\partial u^L_{1,m+1}}{\partial \tau}, \phi_1 \rangle_{H'} d\tau dx \\
+ \int_D \int_0^1 \int_Y A(t_{m+1}, x, \tau, y, \nabla u^L_{0,m+1} + \nabla_y u^L_{1,m+1}) \\
\cdot (\nabla \phi_0 + \nabla_{y_1} \phi_1) dy d\tau dx = \int_D f(t_{m+1}, x) \phi_0(x) dx,
\]

for all $\phi_0 \in V_0^L$ and $\phi_1 \in V_1^L$. We first show that (4.5) has a unique solution.

**Proposition 4.8.** Problem (4.5) has a unique solution.

**Proof.** Let $c_m = (c_{0,m}, c_{1,m})$ and $d = (d_0, d_1)$ in $\mathbb{R}^{\dim V_0^L} + \mathbb{R}^{\dim V_1^L}$ be the coordinate vectors of $(u^L_{0,m}, u^L_{1,m})$ and $(\phi_0, \phi_1)$ respectively in the expansion with respect to the basis functions of $V_0^L \times V_1^L$. Let $A(c_{m+1})$ be the vector...
describing the interaction of $A(t_{m+1}, x, \tau, y, \nabla u_{0,m}^T + \nabla_y u_{1,m}^T)$ with the basis functions of $V_0^L \times V_1^L$ in the third term on the left hand side of (4.5). Let $B$ be the Gram matrix describing the interaction of basis functions of $V_0^L$ with themselves in the inner product of $H$. Let $M$ be the matrix describing the interaction of the basis functions of $V_1^L$ and themselves in the second term on the left hand side of (4.5). Let $F_{m+1}$ be the interaction of $f(t_{m+1})$ with the basis functions of $V_0$ with respect to the inner product of $H$. We can write (4.5) as

$$\frac{1}{\Delta t} B c_{0,m+1} \cdot d_0 + M c_{1,m+1} \cdot d_1 + A(c_{m+1}) \cdot d = F_{m+1} \cdot d_0 + \frac{1}{\Delta t} B c_{0,m} \cdot d_0. \quad (4.6)$$

The left hand side of (4.6) represents a monotone function. Indeed, for any $(v_0, v_1)$ and $(w_0, w_1)$ in $V_0^L \times V_1^L$,

$$\frac{1}{\Delta t} \langle v_0 - w_0, v_0 - w_0 \rangle_H + \int_{D} \int_{0}^{1} \left( \frac{\partial (v_1 - w_1)}{\partial \tau}, v_1 - w_1 \right)_{H^\#} d\tau dx$$

$$+ \int_{D} \int_{0}^{1} \int_{Y} (A(t_{m+1}, x, \tau, y, \nabla v_0 + \nabla_y v_1) - A(t_{m+1}, x, \tau, y, \nabla w_0 + \nabla_y w_1))$$

$$\cdot (\nabla (v_0 - w_0) + \nabla_y (v_1 - w_1)) dy d\tau dx$$

$$\geq \frac{1}{\Delta t} \|v_0 - w_0\|^2_H + \alpha \int_{D} \int_{0}^{1} \int_{Y} \|\nabla v_0 + \nabla_y v_1 - \nabla w_0 - \nabla_y w_1\|^p dy d\tau dx$$

i.e. for any two vectors $p = (p_0, p_1)$ and $q = (q_0, q_1)$ in $\mathbb{R}^{\dim V_0^L} \times \mathbb{R}^{\dim V_1^L}$,

$$\frac{1}{\Delta t} B(p_0 - q_0) \cdot (p_0 - q_0) + M(p_1 - q_1) \cdot (p_1 - q_1) + (A(p) - A(q)) \cdot (p - q)$$

$$\geq c(\Delta t) |p - q|^2 \quad (4.7)$$

where $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^{\dim V_0^L} + \mathbb{R}^{\dim V_1^L}$. Thus problem (4.6) has a unique solution $c_{m+1}$. \hfill \Box

We denote by $u_0(t_m) = u_{0,m}$, $u_1(t_m) = u_{1,m}$, $z_0^L = u_{0,m} - u_{0,m}^L$, $z_1^L = u_{1,m} - u_{1,m}^L$. We then have the following result.
Theorem 4.9. Assume that $u_0 \in C^2([0, T], H)$, then

$$
\|z_{0,m}\|_H^2 + \Delta t \sum_{m=1}^{M} (\|z_{0,m}\|_V^p + \|z_{1,m}\|_{V_1}^p) \\
\leq c \Delta t \left( \sum_{m=1}^{M} \|u_{0,m} - \tilde{u}_{0,m}\|_{V}^{p/(p-1)} + \|u_{1,m} - \tilde{u}_{1,m}\|_{V_1}^{p/(p-1)} + \frac{1}{\Delta t} \sum_{m=0}^{M-1} \left( \|u_{0,m+1} - \tilde{u}_{0,m+1}\|_H^2 - (u_{0,m} - \tilde{u}_{0,m})^2 \right) \right) + \max_{m=1,\ldots,M} \|u_{0,m} - \tilde{u}_{0,m}\|_{L_2(D)}^2 + \|g - g^L\|_{L_2(D)}^2 + c(\Delta t)^{p/(p-1)}. \tag{4.8}
$$

for all sequences $\{\tilde{u}_{0,m}, m = 1, \ldots, M\} \subset V_0^L$ and $\{\tilde{u}_{1,m}, m = 1, \ldots, M\} \subset V_1^L$.

**Proof.** We denote by $\rho_m = \frac{\partial u_0}{\partial t}(t_{m+1}) - (u_0(t_{m+1}) - u_0(t_m))/\Delta t$. As $u_0 \in C^2([0, T], H)$ we have that $\|\rho_m\|_H \leq c \Delta t$ for all $m = 1, \ldots, M$. We then have from (4.4) and (4.5) that

$$
\left\langle \frac{z_{0,m+1} - z_{0,m}}{\Delta t}, \phi_0 \right\rangle_H + \langle \rho_m, \phi_0 \rangle_H + \int_D \int_0^1 \left\langle \frac{\partial z_{1,m+1}}{\partial t}, \phi_1 \right\rangle_H^{\#} d\tau dx \\
+ \int_D \int_0^1 \int_Y (A(t_{m+1}, x, \tau, y, \nabla u_{0,m+1} + \nabla_y u_{1,m+1}) \\
- A(t_{m+1}, x, \tau, y, \nabla u_{0,m+1}^L + \nabla_y u_{1,m+1}^L)) \\
\cdot (\nabla \phi_0 + \nabla_y \phi_1) dy d\tau dx \\
= 0 \tag{4.9}
$$

for all $\phi_0 \in V_0^L$ and $\phi_1 \in V_1^L$. Therefore, for all $\{\tilde{u}_{0,m}\} \subset V_0^L$ and $\{\tilde{u}_{1,m}\} \subset V_1^L$, we have

$$
\left\langle \frac{z_{0,m+1} - z_{0,m}}{\Delta t}, z_{0,m+1} \right\rangle_H + \int_D \int_0^1 \left\langle \frac{\partial z_{1,m+1}}{\partial t}, z_{1,m+1} \right\rangle_H^{\#} d\tau dx
$$
\[
+ \int_D \int_0^1 \int_Y (A(t_{m+1}, x, \tau, y, \nabla u_{0,m+1} + \nabla_y u_{1,m+1}) \\
- A(t_{m+1}, x, \tau, y, \nabla u_{0,m+1}^L + \nabla_y u_{1,m+1}^L)) \\
\cdot (\nabla z_{0,m+1}^L + \nabla_y z_{1,m+1}^L) dyd\tau dx \\
= \left\langle \frac{z_{0,m+1}^L - z_{0,m}^L}{\Delta t}, u_{0,m+1} - \tilde{u}_{0,m+1} \right\rangle_H \\
+ \int_D \int_0^1 \left\langle \frac{\partial z_{1,m+1}^L}{\partial \tau}, u_{1,m+1} - \tilde{u}_{1,m+1} \right\rangle_{H^2} d\tau dx \\
+ \int_D \int_0^1 \int_Y (A(t_{m+1}, x, \tau, y, \nabla u_{0,m+1} + \nabla_y u_{1,m+1}) \\
- A(t_{m+1}, x, \tau, y, \nabla u_{0,m+1}^L + \nabla_y u_{1,m+1}^L)) \\
\cdot ((\nabla u_{0,m+1} - \nabla \tilde{u}_{0,m+1}) + (\nabla_y u_{1,m+1} - \nabla_y \tilde{u}_{1,m+1})) dyd\tau dx \\
+ \langle \rho_m, (u_{0,m+1}^L - \tilde{u}_{0,m+1}) \rangle_H.
\]

Using \( u_{0,m+1}^L - \tilde{u}_{0,m+1} = u_{0,m+1} - u_{0,m+1} + u_{0,m+1} - \tilde{u}_{0,m+1} \), from (4.2) we have

\[
\frac{1}{2\Delta t} \left( \| z_{0,m+1}^L \|^2_H - \| z_{0,m}^L \|^2_H \right) + c \left\| \nabla z_{0,m+1}^L + \nabla_y z_{1,m+1}^L \right\|_{L^p(D \times (0,1) \times Y)}^p \\
\leq \left\langle \frac{z_{0,m+1}^L - z_{0,m}^L}{\Delta t}, u_{0,m+1} - \tilde{u}_{0,m+1} \right\rangle_H \\
+ \| z_{1,m+1}^L \|_{V_1} \left\| \frac{\partial}{\partial \tau} (u_{1,m+1} - \tilde{u}_{1,m+1}) \right\|_{V_1^\prime} \\
+ c \left( \| \nabla u_{0,m+1} + \nabla_y u_{1,m+1} \|_{L^{p-2}(D \times (0,1) \times Y)}^{p-2} \\
+ \| \nabla u_{0,m+1}^L + \nabla_y u_{1,m+1}^L \|_{L^{p-2}(D \times (0,1) \times Y)}^{p-2} \right) \\
\cdot \left( \| \nabla u_{0,m+1} - \nabla \tilde{u}_{0,m+1} \|_{L^p(D)} + \| \nabla_y u_{1,m+1} - \nabla_y \tilde{u}_{1,m+1} \|_{L^p(D \times (0,1) \times Y)} \right) \\
+ c \Delta t \left( \| u_{0,m+1} - \tilde{u}_{0,m+1} \|_H + \| z_{0,m+1}^L \|_H \right).
\]

From (4.5), \( \| \nabla u_{0,m+1}^L + \nabla_y u_{1,m+1}^L \|_{L^p(D \times (0,1) \times Y)} \) is uniformly bounded for all
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Thus

\[
\frac{1}{2\Delta t} \left( \| z_{0,m+1}^L \|^2_H - \| z_{0,m}^L \|^2_H \right) + c \| \nabla z_{0,m+1}^L + \nabla y z_{1,m+1}^L \|^P_{L^p(D \times (0,1) \times Y)} 
\leq \left\langle \frac{z_{0,m+1}^L - z_{0,m}^L}{\Delta t}, u_{0,m+1} - \tilde{u}_{0,m+1} \right\rangle_H + \| z_{1,m+1}^L \|^q_{V_1'} + c \| \nabla z_{0,m+1}^L + \nabla y z_{1,m+1}^L \|^P_{L^p(D \times (0,1) \times Y)} 
\leq \left( \| \nabla u_{0,m+1} - \nabla \tilde{u}_{0,m+1} \|_{L^p(D)} + \| \nabla y u_{1,m+1} - \nabla y \tilde{u}_{1,m+1} \|_{L^p(D \times (0,1) \times Y)} \right) 
+ c\Delta t(\| u_{0,m+1} - \tilde{u}_{0,m+1} \| H + \| z_{0,m+1}^L \| H) 
\leq \left\langle \frac{z_{0,m+1}^L - z_{0,m}^L}{\Delta t}, u_{0,m+1} - \tilde{u}_{0,m+1} \right\rangle_H + \| z_{1,m+1}^L \|^P_{V_1'}
\]

for a constant \( \delta > 0 \) where we have used the Young inequality. From Lemma 4.3 we have

\[
\| \nabla z_{0,m+1}^L \|^P_{V_1'} + \| \nabla y z_{1,m+1}^L \|^P_{V_1'} \leq c \| \nabla z_{0,m+1}^L + \nabla y z_{1,m+1}^L \|^P_{L^p(D \times (0,1) \times Y)}.
\]

Thus

\[
\frac{1}{2\Delta t} \left( \| z_{0,m+1}^L \|^2_H - \| z_{0,m}^L \|^2_H \right) + c \| \nabla z_{0,m+1}^L + \nabla y z_{1,m+1}^L \|^P_{V_1'} + \| z_{1,m+1}^L \|^P_{V_1'} 
\leq \left\langle \frac{z_{0,m+1}^L - z_{0,m}^L}{\Delta t}, u_{0,m+1} - \tilde{u}_{0,m+1} \right\rangle_H + c \| \nabla z_{0,m+1}^L + \nabla y z_{1,m+1}^L \|^P_{L^p(D \times (0,1) \times Y)} 
+ c(\Delta t)^q.
\]
Therefore for any $P = 1, \ldots, M$, we deduce

\[
\| z_{0,P}^L \|_H^2 + c \Delta t \sum_{m=1}^P (\| z_{0,m}^L \|_{V_0}^q + \| z_{1,m} \|_{V_1}^q) \\
\leq c \Delta t \sum_{m=1}^P \left( \left\| \frac{\partial}{\partial T} (u_{1,m} - \tilde{u}_{1,m}) \right\|_{V_1'}^q + \| \nabla u_{0,m} - \nabla \tilde{u}_{0,m} \|_{L^p(D)}^q \right) \\
+ \| \nabla_y u_{1,m} - \nabla_y \tilde{u}_{1,m} \|_{L^p(D \times (0,1) \times Y)}^q) \\
+ (\Delta t)^q + c \Delta t \sum_{m=1}^P \left\{ \frac{z_{0,m}^L - z_{0,m-1}^L}{\Delta t}, u_{0,m} - \tilde{u}_{0,m} \right\}_H + \| g - g^L \|_H^2.
\]

We have

\[
\Delta t \sum_{m=1}^P \left\{ \frac{z_{0,m}^L - z_{0,m-1}^L}{\Delta t}, u_{0,m} - \tilde{u}_{0,m} \right\}_H \\
= -\langle z_{0,0}, u_{0,1} - \tilde{u}_{0,1} \rangle_H + \langle z_{0,P}^L, u_{0,P} - \tilde{u}_{0,P} \rangle \\
+ \sum_{m=1}^{P-1} \langle z_{0,m}^L, (u_{0,m} - \tilde{u}_{0,m}) - (u_{0,m+1} - \tilde{u}_{0,m+1}) \rangle \\
\leq c \| z_{0,0}^L \|_H^2 + c \| u_{0,1} - \tilde{u}_{0,1} \|_H^2 + \delta \| z_{0,P}^L \|_H^2 + c \| u_{0,P} - \tilde{u}_{0,P} \|_H^2 \\
+ \delta \Delta t \sum_{m=1}^{P-1} \| z_{0,m}^L \|_H^2 + c \Delta t \sum_{m=1}^{P-1} \left\| (u_{0,m+1} - \tilde{u}_{0,m+1}) - (u_{0,m} - \tilde{u}_{0,m}) \right\|_H^2.
\]

We have $\Delta t \sum_{m=1}^{P-1} \| z_{0,m}^L \|_H^2 \leq \Delta t M \max_m \| z_{0,m}^L \|_H \leq T \max_m \| z_{0,m}^L \|_H$. Choosing $\delta$ sufficiently small, we deduce that

\[
\| z_{0,P}^L \|_H^2 \\
\leq c \Delta t \sum_{m=1}^P \left( \left\| \frac{\partial}{\partial T} (u_{1,m} - \tilde{u}_{1,m}) \right\|_{V_1'}^q + \| \nabla u_{0,m} - \nabla \tilde{u}_{0,m} \|_{L^p(D)}^q \right) \\
+ \| \nabla_y u_{1,m} - \nabla_y \tilde{u}_{1,m} \|_{L^p(D \times (0,1) \times Y)}^q \\
+ c (\Delta t)^q + c \| g - g^L \|_H^2 + c \| u_{0,1} - \tilde{u}_{0,1} \|_H^2 + c \| u_{0,P} - \tilde{u}_{0,P} \|_H^2 \\
+ \delta T \max_m \| z_{0,m}^L \|_H + c \Delta t \sum_{m=1}^{P-1} \left\| (u_{0,m+1} - \tilde{u}_{0,m+1}) - (u_{0,m} - \tilde{u}_{0,m}) \right\|_H^2.
\]
Thus

\[
\begin{align*}
\max_m \|z_{0,m}^L\|_H^2 & \leq c \Delta t \sum_{m=1}^M \left( \left\| \frac{\partial}{\partial \tau} (u_{1,m} - \tilde{u}_{1,m}) \right\|_{V'_i}^q + \left\| \nabla u_{0,m} - \nabla \tilde{u}_{0,m} \right\|_{L^p(D)}^q \\
& \quad + \left\| \nabla g u_{1,m} - \nabla g \tilde{u}_{1,m} \right\|_{L^p(D \times (0,1) \times Y)}^q \\
& \quad + c(\Delta t)^q + c\|g - g^L\|_H^2 + c \max_{m=1,\ldots,M} \left\| u_{0,m} - \tilde{u}_{0,m} \right\|_H^2 \\
& \quad + \delta T \max_m \|z_{0,m}^L\|_H^2 + c \Delta t \sum_{m=1}^{M-1} \left\| \frac{u_{0,m+1} - \tilde{u}_{0,m+1}}{\Delta t} - \frac{(u_{0,m} - \tilde{u}_{0,m})}{\Delta t} \right\|_H^2 .
\end{align*}
\]

The conclusion follows. \qed

### 4.2.1.2 Backward Euler for full tensor product FE spaces

We construct the backward Euler method for full tensor product FE spaces similar to the previous chapters. We first construct a hierarchy of FE spaces. We assume that the domain $D$ is a polygon. Let $\{T^l\}$ for $l \geq 0$ be the hierarchy of regular triangular simplices of mesh size $h_l = O(2^{-l})$ in $D$. The set of simplices $T^l$ is obtained by dividing each simplex in $T^{l-1}$ into 4 congruent triangles in the two dimension case, and is obtained by dividing each simplex in $T^{l-1}$ into 8 tetrahedral in the three dimension case. In the periodic cube $Y$, in a similar manner, we construct the hierarchy $\{T^l_\#\}$ of regular triangular simplices of mesh size $h_l = O(2^{-l})$ which are periodically distributed in $Y$. For $l = 0, 1, 2, \ldots$, we divide the interval $(0, 1)$ into the set $T^l_\#$ of intervals of length $2^{-l}$. Let $P^1(K)$ be the set of linear polynomials in a domain $K$. We define the spaces:

\[
\begin{align*}
V^l_0 & = \{ \phi \in W_0^{1,p}(D) : \phi \in P^1(T) \ \forall \ T \in T^l \}; \\
V^l & = \{ \phi \in W^{1,p}(D) : \phi \in P^1(T) \ \forall \ T \in T^l \};
\end{align*}
\]
\[ V_\#^t = \{ \phi \in W_\#^1(Y) : \phi \in P^1(T) \ \forall \ T \in T_\#^t \}; \]
\[ V_\#^t = \{ \phi \in W_\#^1(0,1) : \phi \in P^1(T) \ \forall \ T \in T_\#^t \}. \]

The following approximations hold.

\[
\inf_{w^t \in V_\#^t_0} \| w - w^t \|_{W_0^1,p(D)} \leq ch_t \| w \|_{W_0^2,p(D)}, \quad \forall w \in W_0^1,p(D) \cap W_0^2,p(D); \\
\inf_{w^t \in V_\#^t} \| w - w^t \|_{L^p(D)} \leq ch_t \| w \|_{W_\#^1,p(D)}, \quad \forall w \in W_\#^1,p(D); \\
\inf_{w^t \in V_\#^t} \| w - w^t \|_{W_\#^1,p(Y)} \leq ch_t \| w \|_{W_\#^2,p(Y)}, \quad \forall w \in W_\#^2,p(Y); \\
\inf_{w^t \in V_\#^t} \| w - w^t \|_{L^p(Y)} \leq ch_t \| w \|_{W_\#^1,p(Y)}, \quad \forall w \in W_\#^1,p(Y) \\
\inf_{w^t \in V_\#^t} \| w - w^t \|_{W_\#^1,p((0,1))} \leq ch_t \| w \|_{W_\#^2,p((0,1))}, \quad \forall w \in W_\#^2,p((0,1)) \]

As \( u_\#(t) \in V_\#^t = L^p(D \times (0,1), W_\#^1,p(Y)/R \cong L^p(D) \otimes L^p((0,1)) \otimes W_\#^1,p(Y)/R, \) to approximate it, we use the following full tensor product FE space

\[ V_\#^L = V^L \otimes V_\#^L \otimes V_\#^L. \quad (4.10) \]

Let \( \mathcal{W} \) be the regularity space

\[ W_\#^1,p(D, W_\#^1,p((0,1), W_\#^1,p(Y))) \cap L^p(D, W_\#^2,p((0,1), W_\#^1,p(Y))) \cap L^p(D, W_\#^1,p((0,1), W_\#^2,p(Y))) \]

with the norm

\[
\| w \|_\mathcal{W} = \| w \|_{W_\#^1,p(D, (0,1), W_\#^1,p(Y))} + \| w \|_{L^p(D, W_\#^2,p((0,1), W_\#^1,p(Y)))} + \| w \|_{L^p(D, W_\#^1,p((0,1), W_\#^2,p(Y)))}.
\]

We then have the following approximation properties.

**Proposition 4.10.** For \( w \in \mathcal{W} \)

\[
\inf_{w^\# \in V_\#^L} \| w - w^\# \|_{L^p(D, W_\#^1,p((0,1), V_\#^L))} \leq ch_L \| w \|_{\mathcal{W}}.
\]
The proof for this estimate is similar to that for tensor product approximations of $L^p$ spaces in \[48\]. We employ the FE spaces $V^L_0$ and $\bar{V}^L_1$ in the places of $V^L_0$ and $V^L_1$ in the backward Euler approximation (4.9). We have the following result.

**Theorem 4.11.** Assume that $u_0 \in C^2([0, T], H) \cap H^1((0, T), W^{2,p}(D))$, $u_1 \in C([0, T], \mathcal{W})$ and $\|g - g^L\|_H \leq c h^L_t (2(p-1))$, then

$$\|\bar{z}^L_{0,M}\|^2_H + \Delta t \sum_{m=1}^{M} \|\bar{z}^L_{0,m}\|^p_V + \|\bar{z}^L_{1,m}\|^p_{V^1} \leq c(h^L_t (p-1) + (\Delta t)^p (p-1)).$$

**Proof.** We bound the right hand side of (4.8). As $u_1 \in C([0, T], \mathcal{W})$, we can choose $\tilde{u}_{1,m} \in V^L_1$ for $m = 1, \ldots, M$ and a constant $c$ independent of $m$ such that

$$\|(u_1 - \tilde{u}_1)_m\|_{L^p(D,W^{1,p}(0,1),V^p_{\mathcal{W}}))} \leq c h_L u_1(t_m) \|W_{2,p}(D) \leq c h_L.$$

Therefore

$$\|(u_1 - \tilde{u}_1)_m\|_{V^1} + \left\|\frac{\partial}{\partial \tau} (u_1 - \tilde{u}_1)_m\right\|_{V^1} \leq c h_L.$$

Let $I^L u_0(t) \in V^L$ be the interpolation operator whose value at each node equals the value of $u_0(t)$ (notes $u_0 \in C([0, T], W^{2,p}(D)) \subset C([0, T], C(\bar{D}))$). We have

$$\|u_0(t) - I^L u_0(t)\|_V \leq c h_L \|u_0(t)\|_{W^{2,p}(D)} \leq c h_L.$$

Let $\tilde{u}_0(t) = I^L u_0(t)$, we have

$$\|(u_0 - \tilde{u}_0)_m\|_V \leq c h_L$$

where $c$ is independent of $m$. With $\tilde{u}_0(t) = I^L u_0(t)$, we have

$$\left\|\frac{\partial u_0}{\partial t} - \frac{\partial \tilde{u}_0}{\partial t}\right\|_H \leq c h^2_L \left\|\frac{\partial u_0}{\partial t}\right\|_{W^{2,p}(D)}. $$
Using the procedure of \[34\]

\[
\left\| \frac{(u_0 - \hat{u}_0)_{m+1} - (u_0 - \tilde{u}_0)_m}{\Delta t} \right\|_{H(D)}^2 \\
= \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial (u_0 - \hat{u}_0)}{\partial t} (t) \right\|_{H} dt \right)^2 (\Delta t)^{-2} \\
\leq \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial (u_0 - \hat{u}_0)}{\partial t} (t) \right\|_{H}^2 dt \right)^2 (\Delta t)^{-2} \\
\leq c h_L^4 \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial u_0}{\partial t} (t) \right\|_{W^{1,p}(D)}^2 dt \right)^2 (\Delta t)^{-1}.
\]

Therefore

\[
\Delta t \sum_{m=1}^{M-1} \left\| \frac{(u_0 - \hat{u}_0)_{m+1} - (u_0 - \tilde{u}_0)_m}{\Delta t} \right\|_{H(D)}^2 \leq c h_L^4.
\]

We then get the conclusion. \(\square\)

### 4.2.1.3 Backward Euler method for sparse tensor product FE spaces

We first construct the sparse tensor product FE spaces. When \(p = 2\), we employ the sparse tensor product FE space \(\hat{V}^L_1\) in Subsection 2.3.3. When \(p > d\), we construct the sparse tensor product FE spaces following the procedure in Chapter 3. Let \(S_i^l\) as the set of nodes of the triangulation \(T^l\). The basis of \(V^l_i\) consists of functions \(\phi^l_x\) for \(x \in S\) such that \(\phi^l_x(x) = 1\) and \(\phi^l_x(x') = 0\) where \(x' \in S, x' \neq x\). We consider the interpolation operator \(I^l : C(D) \rightarrow V^l\) as

\[
I^l w = \sum_{x \in S^l} w(x) \phi^l_x. \tag{4.11}
\]
In the cube $Y$, let $S^l_\#$ be the set of triangulation nodes of $T^l_\#$. The basis functions of $V^l_\#$ are $\phi^l_y$ for $y \in S^l_\#$ which equals 1 at $y \in S^l_\#$ and 0 at other nodes. The interpolation operator $I^l_\#: C_\#(Y) \rightarrow V^l_\#$ satisfies
\begin{equation}
I^l_\# w = \sum_{y \in S^l_\#} w(y) \phi^l_y.
\end{equation}

Similarly, let $S^l_{\# \tau}$ be the set of triangulation nodes of $T^l_{\# \tau}$. The basis functions of $V^l_{\# \tau}$ are $\phi^l_{\tau}$ for $\tau \in S^l_{\# \tau}$ which equals 1 at $\tau$ and equals 0 at other nodes in $S^l_{\# \tau}$. We define the interpolation operator $I^l_{\# \tau}: C_{\#}(0,1) \rightarrow V^l_{\# \tau}$ satisfies
\begin{equation}
I^l_{\# \tau} w = \sum_{\tau \in S^l_{\# \tau}} w(\tau) \phi^l_{\tau}.
\end{equation}

To construct the sparse tensor product FE spaces for $l \geq 1$, we define the subspaces $W^l \subset V^l$ and $W^l_\# \subset V^l_\#$ and $W^l_{\# \tau} \subset V^l_{\# \tau}$ as
\begin{align*}
W^l &= (I^l - I^{l-1})C(\bar{D}), \\
W^l_\# &= (I^l_\# - I^{l-1}_\#)C(Y), \\
W^l_{\# \tau} &= (I^l_{\# \tau} - I^{l-1}_{\# \tau})C((0,1]).
\end{align*}

with $W^0 = V^0$, $W^0_\# = V^0_\#$, and $W^0_{\# \tau} = V^0_{\# \tau}$. The space $W^l$ contains the linear combinations of basis function $\phi^l_x$ of $V^l$ where $x \in S^l \setminus S^{l-1}$; the space $W^l_\#$ contains the linear combinations of basis functions $\phi^l_y$ for $y \in S^l_\# \setminus S^{l-1}_\#$; and the space $W^l_{\# \tau}$ consists of the linear combinations of basis function $\phi^l_{\tau}$ for $\tau \in S^l_{\# \tau} \setminus S^l_{\# \tau}$. We then have that
\begin{equation*}
W^l = \bigoplus_{0 \leq l' \leq l} W^{l'}_0, \quad W^l_\# = \bigoplus_{0 \leq l' \leq l} W^{l'}_\#, \quad W^l_{\# \tau} = \bigoplus_{0 \leq l' \leq l} W^{l'}_{\# \tau}.
\end{equation*}

The full tensor product FE space $\tilde{V}^L_1$ can be written as
\begin{equation*}
\tilde{V}^L_1 = \bigoplus_{0 \leq l_0, l_1, l_2 \leq L} W^{l_0}_{\# 0} \otimes W^{l_1}_{\# 1} \otimes W^{l_2}_{\# 2}.
\end{equation*}
We define the sparse tensor product FE space $\hat{V}_L^1$ as
\[
\hat{V}_L^1 = \bigoplus_{0 \leq l_0+l_1+l_2 \leq L} W^{l_0} \otimes W^{l_1}_\# \otimes W^{l_2}_\#.
\] (4.14)

To quantify the error for the approximation of functions in $V_1$ by the $s$-spaces $\hat{V}_L^1$, we define the regularity spaces $\hat{W}$ which contains functions $w \in L^p(D,W^{1,p}_1((0,1),W^{1,p}_\#(Y)))$ so that
\[
\frac{\partial^{\alpha_0}}{\partial x^{\alpha_0}} \frac{\partial^{\alpha_1}}{\partial \tau^{\alpha_1}} w \in L^p(D \times (0,1) \times Y),
\]
for all $\alpha_0 \in \mathbb{N}_0^d$ with $|\alpha_0| \leq 1$, $\alpha_1 \in \{0,1,2\}$ and $\alpha_2 \in \mathbb{N}_0^d$ with $|\alpha_2| \leq 2$.

We can write $\hat{W}$ as $\hat{W} = W^{1,p}(D,W^{2,p}_2((0,1),W^{2,p}_\#(Y)))$. The following approximation holds.

**Proposition 4.12.** Assume that $w \in \hat{W}$. Then for $p = 2$
\[
\inf_{w^L \in \hat{V}_L^1} \| w - w^L \|_{L^2(D,W^{1,2}_\#(0,1),W^{1,2}_\#(Y)))} \leq c L h \| w \|_{\hat{W}};
\]
and when $p > d$
\[
\inf_{w^L \in \hat{V}_L^1} \| w - w^L \|_{L^p(D,W^{1,p}_\#(0,1),W^{1,p}_\#(Y)))} \leq c L^2 h \| w \|_{\hat{W}}.
\]

The proof for this proposition is similar to those in [49] and [48]. We employ the space $\hat{V}_L^1$ for the backward Euler approximating problem (4.5), i.e. we let $V_L^1 = \hat{V}_L^1$. We denote the solution as $\hat{u}_{0,m}, \hat{u}_{1,m}$. We denote $z_{0,m}^L$ by $\hat{z}_{0,m}^L$, and $z_{1,m}^L$ by $\hat{z}_{1,m}^L$. We then have:

**Theorem 4.13.** Assume that $u_0 \in C^2([0,T],H) \cap H^1((0,T),W^{2,p}(D))$, $u_1 \in C([0,T],\hat{W})$ and $\| g - g^L \|_H \leq c L^{p/(p-1)} h^{p/(2(p-1))}$. Then
\[
\| \hat{z}_{0,M}^L \|_H^2 + \Delta t \sum_{m=1}^M (\| \hat{z}_{0,m}^L \|_{\hat{V}}^2 + \| \hat{z}_{1,m}^L \|_{\hat{V}_1}^2) \leq c (L^2 h^2 + (\Delta t)^2)
\]
when $p = 2$; and when $p > d$
\[
\| \hat{z}_{0,M}^L \|_H^2 + \Delta t \sum_{m=1}^M (\| \hat{z}_{0,m}^L \|_{\hat{V}}^p + \| \hat{z}_{1,m}^L \|_{\hat{V}_1}^p) \leq c (L^{2p/(p-1)} h^{p/(p-1)} + (\Delta t)^p/(p-1)).
\]
The proof of this theorem is similar to that for Theorem 4.11.

**Remark 4.14.** Similar to Chapter 3 the requirement $p > d$ is to ensure that $W^{1,p}(D) \subset C(D)$ so that the interpolation operator can be defined. If $u_1$ is smoother than $W^{1,p}(D)$ with respect to $x$ so that it is continuous with respect to $x$, then we can remove this requirement.

### 4.2.2 Crank-Nicholson method

We use the Crank-Nicholson discretizing scheme to solve problem (4.4) in this section. We first consider the scheme for general FE spaces, and prove the convergence of the scheme. We then use the full tensor product FEs and sparse tensor product FEs for the Crank-Nicholson scheme, and deduce the error of convergence.

#### 4.2.2.1 Crank-Nicholson method for general FE spaces

We consider the Crank-Nicholson method in this section. We also consider general FE spaces as in Section 4.2.1. The discretized problem is: For $m = 1, \ldots, M$, find $U^{L}_{0,m} \in V^{L}_0$ and $U^{L}_{1,m} \in V^{L}_1$ such that

$$
\left\langle \frac{U^{L}_{0,m+1} - U^{L}_{0,m}}{\Delta t}, \phi_0 \right\rangle_H + \frac{1}{2} \int_D \int_0^1 \left\langle \frac{\partial}{\partial \tau} (U^{L}_{1,m+1} + U^{L}_{1,m}), \phi_1 \right\rangle_{H^#} d\tau dx \\
+ \int_D \int_0^1 \int_Y A \left( t^{m+1/2}, x, \tau, y, \frac{1}{2}((\nabla U^{L}_{0,m} + \nabla U^{L}_{0,m+1}) \\
+ (\nabla y U^{L}_{1,m} + \nabla y U^{L}_{1,m+1})) \right) \\
\cdot (\nabla \phi_0 + \nabla y_1 \phi_1) dy d\tau dx \\
= \int_D f(t^{m+1/2})\phi_0 dx, \quad \forall \phi_0 \in V^{L}_0 \text{ and } \phi_1 \in V^{L}_1.
$$

(4.15)

We then have:
Proposition 4.15. Problem (4.15) has a unique solution.

The proof of this proposition is similar to that of Proposition 4.17.

We have the following approximation result. Let

\[
Z_{0,m}^L = u_0(t_m) - U_{0,m}^L,
\]
\[
Z_{1,m}^L = u_1(t_m) - U_{1,m}^L,
\]
\[
Z_{0,m+1/2}^L = \frac{1}{2}(Z_{0,m}^L + Z_{0,m+1}^L),
\]
\[
Z_{1,m+1/2}^L = \frac{1}{2}(Z_{1,m}^L + Z_{1,m+1}^L).
\]

Theorem 4.16. Assume that \( u_0 \in C^3([0,T], H) \cap C^2([0,T], V) \), \( u_1 \in C^2([0,T], V_1) \) and \( \frac{\partial u}{\partial t} \in C^2([0,T], V_1') \). Then

\[
\|Z_{0,M}^L\|_H^2 + \Delta t \sum_{m=0}^{M-1} (\|Z_{0,m+1/2}^L\|_V^p + \|Z_{1,m+1/2}^L\|_V^p)
\]
\[
\leq c \Delta t \left( \sum_{m=0}^{M-1} \|(u_0 - \tilde{u}_0)_{m+1/2}\|_V^{p/(p-1)} + \|(u_1 - \tilde{u}_1)_{m+1/2}\|_V^{p/(p-1)} \right)
\]
\[
+ \left( \frac{\partial}{\partial \tau}(u_1 - \tilde{u}_1)_{m+1/2} \right)^{p/(p-1)}_{V_1'}
\]
\[
+ \sum_{m=1}^{M-1} \left( \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right)^2_{H_1}
\]
\[
+ \max_{m=1,\ldots,M} \| (u_0 - \tilde{u}_0)_{m-1/2} \|_H^2 + \| g - g^L \|_H^2 + c(\Delta t)^{2p/(p-1)}.
\]

for all \( \{\tilde{u}_{0,m}, m = 0, \ldots, M\} \subset V^L \) and \( \{\tilde{u}_{1,m}, m = 1, \ldots, M\} \subset V_1^L \).

Proof. Let \( \rho_{0,m} = \frac{1}{\Delta \tau}(u_0(t_{m+1}) - u_0(t_m)) - \frac{\partial u}{\partial t}(t_{m+1/2}), \xi_{0,m} = \frac{1}{2}(u_0(t_{m+1}) + u_0(t_m)) - u_0(t_{m+1/2}), \zeta_{1,m} = \frac{1}{2}(u_1(t_{m+1}) + u_1(t_m)) - u_1(t_{m+1/2})\) and \( \xi_{1,m} = \frac{1}{2} \left( \frac{\partial u}{\partial \tau}(t_{m+1}) + \frac{\partial u}{\partial \tau}(t_{m+1/2}) \right) - \frac{\partial u}{\partial \tau}(t_{m+1/2}). \) Since \( u_0 \in C^3([0,T], H) \cap C^2([0,T], V) \), \( u_1 \in C^2([0,T], V_1) \) and \( \frac{\partial u}{\partial t} \in C^2([0,T], V_1') \), we deduce that

\[
\|\rho_{0,m}\|_H \leq c(\Delta t)^2.
\]
\[ \left\| \zeta_{0,m} \right\|_{V} \leq c(\Delta t)^2, \]
\[ \left\| \zeta_{1,m} \right\|_{V_1} \leq c(\Delta t)^2, \]
\[ \left\| \xi_{1,m} \right\|_{V'_1} \leq c(\Delta t)^2 \]

where the constant \( c \) does not depend on \( m \). From (4.4) and (4.15) considered at \( t = t_{m+1/2} \) we deduce that

\[
\left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, \phi_0 \right\rangle_H - \left\langle \rho_{0,m}, \phi_0 \right\rangle_H^{H_g} \\
+ \int_D \int_0^1 \left\langle \frac{1}{2} \left( \frac{\partial Z_{1,m+1}^L}{\partial \tau} + \frac{\partial Z_{1,m}^L}{\partial \tau} \right), \phi_1 \right\rangle_{H_g} d\tau dx \\
- \int_D \int_0^1 \left\langle \xi_{1,m}, \phi_1 \right\rangle_{H_g} d\tau dx \\
+ \int_D \int_0^1 \int_Y \left( A(t_{m+1/2}, \tau, \tau, y) \left( \frac{1}{2} \left( \nabla u_{0,m} + \nabla u_{0,m+1} \right) + \nabla u_{1,m+1} + \nabla u_{1,m} \right) \\
= 0, \quad \forall \phi_0 \in V_{0}^L \text{ and } \phi_1 \in V_{1}^L. \quad (4.18) \]

Consider

\[ I = \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, \frac{Z_{0,m+1}^L + Z_{0,m}^L}{2} \right\rangle_H \\
+ \int_D \int_0^1 \left\langle \frac{1}{2} \left( \frac{\partial Z_{1,m+1}^L}{\partial \tau} + \frac{\partial Z_{1,m}^L}{\partial \tau} \right), \frac{Z_{1,m+1}^L + Z_{1,m}^L}{2} \right\rangle_{H_g} d\tau dx \\
+ \int_D \int_0^1 \int_Y \left( A(t_{m+1/2}, \tau, y) \left( \frac{1}{2} \left( \nabla u_{0,m} + \nabla u_{0,m+1} \right) + \nabla u_{1,m+1} + \nabla u_{1,m} \right) \\
- A(t_{m+1/2}, \tau, y) \left( \frac{1}{2} \left( \nabla U_{0,m} + \nabla U_{0,m+1} \right) + \nabla U_{1,m+1} + \nabla U_{1,m} \right) \right) \right\rangle_{H_g} d\tau dx \]
\[
\frac{1}{2} \left( \nabla_y U_{1,m}^L + \nabla_y U_{1,m+1}^L \right) \right) \\
\cdot \left( \nabla Z_{0,m+1}^L + Z_{0,m}^L + \nabla_y \frac{Z_{1,m+1}^L + Z_{1,m}^L}{2} \right) dy d\tau dx.
\]

For \( \{ \tilde{u}_{0,m}, m = 0, \ldots, M \} \subset V^L \) and \( \{ \tilde{u}_{1,m}, m = 1, \ldots, M \} \subset V_1^L \), we have

\[
I = \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H \\
+ \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (\tilde{u}_0 - U_0^L)_{m+1/2} \right\rangle_H \\
+ \int D \int_0^1 \left\langle \frac{1}{2} \left( \frac{\partial Z_{1,m+1}^L}{\partial \tau} + \frac{\partial Z_{1,m}^L}{\partial \tau} \right), (u_1 - \tilde{u}_1)_{m+1/2} \right\rangle_{H^\#} d\tau dx \\
+ \int D \int_0^1 \left\langle \frac{1}{2} \left( \frac{\partial Z_{1,m+1}^L}{\partial \tau} + \frac{\partial Z_{1,m}^L}{\partial \tau} \right), (\tilde{u}_1 - U_1^L)_{m+1/2} \right\rangle_{H^\#} d\tau dx \\
+ \int D \int_0^1 \int_Y \left( A(t_{m+1/2}, x, \tau, y, \frac{1}{2} (\nabla u_{0,m} + \nabla u_{m+1})) \\
+ \frac{1}{2} (\nabla_y u_{1,m} + \nabla_y u_{1,m+1})) \\
- A(t_{m+1/2}, x, \tau, y, \frac{1}{2} (\nabla U_{0,m} + \nabla U_{0,m+1})) \\
+ \frac{1}{2} (\nabla_y U_{1,m} + \nabla_y U_{1,m+1})) \right) \\
\cdot \left( (\nabla (u_0 - \tilde{u}_0)_{m+1/2} + \nabla_y (u_1 - \tilde{u}_1)_{m+1/2}) \\
+ (\nabla (\tilde{u}_0 - U_0^L)_{m+1/2} + \nabla_y (\tilde{u}_1 - U_1^L)_{m+1/2}) \right) dy d\tau dx.
\]

From (4.15) we have

\[
I = \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H \\
- \int D \int_0^1 \left\langle \frac{Z_{1,m+1}^L + Z_{1,m}^L}{2}, \frac{\partial}{\partial \tau} (u_1 - \tilde{u}_1)_{m+1/2} \right\rangle_{H^\#} \\
+ \int D \int_0^1 \int_Y \left( A(t_{m+1/2}, x, \tau, y, \frac{1}{2} (\nabla u_{0,m} + \nabla u_{0,m+1})
\right)
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\[ + \frac{1}{2}(\nabla_y u_{1,m} + \nabla_y u_{1,m+1}) \]

\[ - A(t_{m+1/2}, x, \tau, y, \frac{1}{2}(\nabla U_{0,m}^L + \nabla U_{0,m+1}^L) \]

\[ + \frac{1}{2}((\nabla U_{1,m}^L + \nabla U_{1,m+1}^L)) \]

\[ \cdot ((\nabla_x(u_0 - \hat{u}_0)_{m+1/2} + \nabla_y(u_1 - \hat{u}_1)_{m+1/2}) \ dy \, d\tau \, dx \]

\[ + (\rho_{0,m}, (\hat{u}_0 - U_{0,m}^L)_{m+1/2})_H + \int_D \int_0^1 (\xi_{1,m}, (\hat{u}_1 - U_{1,m}^L)_{m+1/2})_{H_y} \, d\tau \, dx \]

\[ - \int_D \int_0^1 \int_Y (A(t_{m+1/2}, x, \tau, y, \frac{1}{2}(\nabla u_{0,m} + \nabla u_{0,m+1}) \]

\[ + \frac{1}{2}((\nabla_y u_{1,m} + \nabla_y u_{1,m+1}) - \nabla \zeta_{0,m} - \nabla \zeta_{1,m}) \]

\[ - A(t_{m+1/2}, x, \tau, y, \frac{1}{2}(\nabla u_{0,m} + \nabla u_{0,m+1}) \]

\[ + \frac{1}{2}((\nabla_y u_{1,m} + \nabla_y u_{1,m+1})) \]

\[ \cdot (\nabla(\hat{u}_0 - U_{0,m}^L)_{m+1/2} + \nabla_y(\hat{u}_1 - U_{1,m}^L)_{m+1/2}) \ dy \, d\tau \, dx \]

We note that \((\hat{u}_0 - U_{0,m}^L)_{m+1/2} = (\hat{u}_0 - u_0)_{m+1/2} + Z_{0,m+1/2}^L\) and \((\hat{u}_1 - U_{1,m}^L)_{m+1/2} = (\hat{u}_1 - u_1)_{m+1/2} + Z_{1,m+1/2}^L\). For a positive constant \(\delta > 0\), using the Young inequality, we have

\[
I \leq \left\langle \frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \hat{u}_0)_{m+1/2} \right\rangle_H
\]

\[ + \delta \| Z_{1,m+1/2}^L \|_{V_1}^p + c \left\| \frac{\partial}{\partial \tau}(u_1 - \hat{u}_1)_{m+1/2} \right\|_{V_1}^q \]

\[ + \delta \| Z_{0,m+1/2}^L \|_V^p + \delta \| Z_{1,m+1/2}^L \|_{V_1}^p \]

\[ + c \| (u_0 - \hat{u}_0)_{m+1/2} \|_V^q + c \| (u_1 - \hat{u}_1)_{m+1/2} \|_{V_1}^q \]

\[ + c \| \rho_{0,m} \|_H^q + \delta \| Z_{0,m+1/2}^L \|_H^p + c \| \rho_{0,m} \|_H^p + c \| (u_0 - \hat{u}_0)_{m+1/2} \|_H^q \]

\[ + c \| \xi_{1,m} \|_{V_1}^p + \delta \| Z_{1,m+1/2}^L \|_{V_1}^p + c \| \xi_{1,m} \|_{V_1}^p + c \| (\hat{u}_1 - u_1)_{m+1/2} \|_{V_1}^q \]

\[ + c \| \zeta_{0,m} \|_V^p + c \| \zeta_{1,m} \|_{V_1}^p + \delta \| Z_{0,m+1/2}^L \|_V^p + \delta \| Z_{1,m+1/2}^L \|_{V_1}^p \]

\[ + c \| \zeta_{0,m} \|_V^p + c \| \zeta_{1,m} \|_{V_1}^p + c \| (\hat{u}_0 - u_0)_{m+1/2} \|_V^q + c \| (\hat{u}_1 - u_1)_{m+1/2} \|_{V_1}^q \]
We note that fixing an integer $P$,

$$\frac{Z_{0,m+1}^L - Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m+1/2} \right\rangle_H + c \left\| \frac{\partial}{\partial t} (u_1 - \tilde{u}_1)_{m+1/2} \right\|^q_{V_1'}$$

$$+ c \left\| (u_0 - \tilde{u}_0)_{m+1/2} \right\|^q_V + c \left\| (u_1 - \tilde{u}_1)_{m+1/2} \right\|^q_{V_1'} + c(\Delta t)^{2q}$$

$$+ \delta \left\| Z_{0,m+1/2}^L \right\|^p_V + \delta \left\| Z_{1,m+1/2}^L \right\|^p_{V_1'}$$

where we have used the fact that $\|w\|_H \leq \|w\|_V$ for all $w \in V$. From (4.2),

$$I \geq \frac{1}{2\Delta t} (\| Z_{0,m+1}^L \|^2_H - \| Z_{0,m}^L \|^2_H) + c \left\| Z_{0,m+1/2}^L \right\|^p_V + c \left\| Z_{1,m+1/2}^L \right\|^p_{V_1'}.$$
+ \Delta t \sum_{m=1}^{P-1} \left( \frac{Z_{0,m}^L}{\Delta t}, (u_0 - \tilde{u}_0)_{m-1/2} - (u_0 - \tilde{u}_0)_{m+1/2} \right)_H \\
\leq \delta \|Z_{0,P}^L\|_H^2 + c \| (u_0 - \tilde{u}_0)_{P-1/2} \|_H^2 + \| Z_{0,0}^L \|_H^2 + \| (u_0 - \tilde{u}_0)_{1/2} \|_H^2 \\
+ \delta \Delta t \sum_{m=1}^{P-1} \| Z_{0,m}^L \|_H^2 + c \Delta t \sum_{m=1}^{P-1} \left\| \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right\|_H^2 \\
where we have employed the Cauchy-Schwartz inequality; \delta is a constant which we choose to be small. From the fact that \[ \Delta t \sum_{m=1}^{P-1} \| Z_{0,m}^L \|_H^2 \leq T \max_{m=0,\ldots,M} \| Z_{0,m}^L \|_H^2 \] and (4.20), we have
\[
\|Z_{0,P}^L\|_H^2 \\
\leq c \Delta t \sum_{m=0}^{P-1} \left( \left\| \frac{\partial}{\partial t} (u_1 - \tilde{u}_1)_{m+1/2} \right\|_V^q + \left\| (u_0 - \tilde{u}_0)_{m+1/2} \right\|_V^q \\
+ \left\| (u_1 - \tilde{u}_1)_{m+1/2} \right\|_V^q \right) \\
+ c (\Delta t)^2 q + c \| (u_0 - \tilde{u}_0)_{P-1/2} \|_H^2 + 2 \| Z_{0,0}^L \|_H^2 + \| (u_0 - \tilde{u}_0)_{1/2} \|_H^2 \\
+ c \Delta t \sum_{m=1}^{P-1} \left\| \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right\|_H^2 + \delta T \max_{m=0,\ldots,M} \| Z_{0,m}^L \|_H^2 \\
for all P = 1, \ldots, M. Choosing \delta sufficiently small, we have
\[
\max_{m=0,\ldots,M} \| Z_{0,m}^L \|_H^2 \\
\leq c \Delta t \sum_{m=0}^{M-1} \left( \left\| \frac{\partial}{\partial t} (u_1 - \tilde{u}_1)_{m+1/2} \right\|_V^q + \left\| (u_0 - \tilde{u}_0)_{m+1/2} \right\|_V^q \\
+ \left\| (u_1 - \tilde{u}_1)_{m+1/2} \right\|_V^q \right) \\
+ c (\Delta t)^2 q + c \max_{m=1,\ldots,M} \| (u_0 - \tilde{u}_0)_{m-1/2} \|_H^2 + c \| Z_{0,0}^L \|_H^2 \\
+ c \Delta t \sum_{m=1}^{M-1} \left\| \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right\|_H^2 \\
From this, we get the conclusion.
4.2.2.2 Crank-Nicholson method for full tensor product FE spaces

We deduce the error for the Crank-Nicholson method where we use the full tensor product FE space $\bar{V}_L^1$ defined in (4.10) for $V_1$ in Subsection 4.2.2.1.

We denote the solution as $\bar{U}_L^0, \bar{U}_L^1$. We denote $Z_{0,m+1/2}^L$ and $Z_{1,m+1/2}^L$ by $\bar{Z}_{0,m+1/2}^L$ and $\bar{Z}_{1,m+1/2}^L$ respectively. We then have the following result.

**Theorem 4.17.** Assume that

\[ u_0 \in C^3([0,T], H) \cap C^2([0,T], V) \cap H^1((0,T), W^{2; p}(D)), \]
\[ u_1 \in C^2([0,T], V) \cap C([0,T], W). \]

Then

\[ \|\bar{Z}_{0,M}^L\|_H^2 + \Delta t \sum_{m=0}^{M-1} (\|\bar{Z}_{0,m+1/2}^L\|_V^p + \|\bar{Z}_{1,m+1/2}^L\|_{V_1}^p) \leq c(h_L^{p/(p-1)} + (\Delta t)^{2p/(p-1)}). \]

**Proof.** Since $u_1 \in C([0,T], W)$, we choose $\hat{u}_{1,m} \in \bar{V}_1^L$ for $m = 1, \ldots, M$ such that

\[ \|u_1 - \hat{u}_1\|_{L^p(D, W^{1;p}(0,1), V')} \leq ch_L (\|u_1(t_m)\|_W + \|u_1(t_{m+1})\|_W) \leq ch_L, \]

where $c$ depends only on $\sup_{t \in [0,T]} \|u_1(t)\|_W$. Therefore

\[ \|u_1 - \hat{u}_1\|_{m+1/2} V_1 + \left\|\frac{\partial}{\partial \tau}(u_1 - \hat{u}_1)_{m+1/2}\right\|_{V_1'} \leq ch_L. \]

Define the interpolation $I^L u_0(t) \in V^L$ such that the value of $I^L u_0(t)$ at each node equals the value of $u_0(t)$. We have

\[ \|u_0(t) - I^L u_0(t)\|_V \leq ch_L \|u_0(t)\|_{W^{2;p}(D)} \leq ch_L. \]

Choosing $\tilde{u}_0(t) = I^L u_0(t)$, we have

\[ \|u_0(t) - \tilde{u}_0)\|_{m+1/2} V \leq ch_L. \]
where \( c \) does not depend on \( m \). We then have

\[
\sum_{m=1}^{M-1} \left\| \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right\|_H^2 \leq c \sum_{m=1}^{M-1} \left( \left\| \frac{(u_0 - \tilde{u}_0)_{m+1} - (u_0 - \tilde{u}_0)_{m}}{\Delta t} \right\|_H^2 + \left\| \frac{(u_0 - \tilde{u}_0)_m - (u_0 - \tilde{u}_0)_{m-1}}{\Delta t} \right\|_H^2 \right).
\]

With \( \tilde{u}_0(t) = I^L u_0(t) \), we have

\[
\left\| \frac{\partial u_0}{\partial t} - \frac{\partial \tilde{u}_0}{\partial t} \right\|_H \leq c h_L \left\| \frac{\partial u_0}{\partial t} \right\|_{W^{2,p}(D)}.
\]

Thus

\[
\left\| \frac{(u_0 - \tilde{u}_0)_{m+1} - (u_0 - \tilde{u}_0)_m}{\Delta t} \right\|_H^2 = \left\| \int_{m\Delta t}^{(m+1)\Delta t} \frac{\partial(u_0 - \tilde{u}_0)}{\partial t}(t) \, dt \right\|_H^2 (\Delta t)^{-2} \leq \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial(u_0 - \tilde{u}_0)}{\partial t}(t) \right\|_{H^1(D)} \, dt \right)^2 (\Delta t)^{-2} \leq c h_L^4 \left( \int_{m\Delta t}^{(m+1)\Delta t} \left\| \frac{\partial u_0}{\partial t}(t) \right\|_{H^1(D)}^2 \, dt \right) (\Delta t)^{-1}.
\]

Therefore

\[
\Delta t \sum_{m=1}^{M-1} \left\| \frac{(u_0 - \tilde{u}_0)_{m+1/2} - (u_0 - \tilde{u}_0)_{m-1/2}}{\Delta t} \right\|_{L^2(D)}^2 \leq c h_L^4.
\]

We then get the conclusion. \( \square \)
4.2.2.3 Crank-Nicholson method for sparse tensor product FE spaces

Using the sparse tensor product FEs, i.e. we use the sparse tensor product FE space \( \bar{V}^L \) defined in (4.14) for \( V_1 \) in Subsection 4.2.2.1, we denote the solution as \( \hat{U}^L_{0,m} \) and \( \hat{U}^L_{1,m} \). We denote \( Z^L_{0,m}+\frac{1}{2} \) and \( Z^L_{1,m}+\frac{1}{2} \) by \( \hat{Z}^L_{0,m} \) and \( \hat{Z}^L_{1,m} \) respectively. We then have the following result.

**Theorem 4.18.** Assume that

\[
\begin{align*}
    u_0 &\in C^3([0,T], H) \cap C^2([0,T], V) \cap H^1((0,T), W^{2,p})(D)), \\
    u_1 &\in C^2([0,T], V_1) \cap C([0,T], \hat{W}).
\end{align*}
\]

Then, for \( p = 2 \)

\[
\| \hat{Z}^L_{0,M} \|_H^2 + \Delta t \sum_{m=0}^{M-1} (\| \hat{Z}^L_{0,m+1/2} \|_V^2 + \| \hat{Z}^L_{1,m+1/2} \|_{V_1}^2) \leq c((Lh_L)^2 + (\Delta t)^4);
\]

and when \( p > d \)

\[
\| \hat{Z}^L_{0,M} \|_H^p + \Delta t \sum_{m=0}^{M-1} (\| \hat{Z}^L_{0,m+1/2} \|_V^p + \| \hat{Z}^L_{1,m+1/2} \|_{V_1}^p) \leq c((L^2h_L)^{p/(p-1)} + (\Delta t)^{2p/(p-1)}).
\]

The proof of this theorem is similar to that of Theorem 4.17.

4.3 Numerical corrector

We construct the numerical correctors using the FE solutions in this section. First we establish the homogenized equation. For each vector \( \xi \in \mathbb{R}^d \), let \( N(t,x,\tau,y,\xi) \) be the \((0,1) \times Y \) periodic solution with respect to \( \tau \) and \( y \) solution of the problem

\[
\frac{\partial N}{\partial \tau} - \nabla \cdot A(t,x,\tau,y,\xi + \nabla_y N) = 0.
\]

(4.21)
From (4.4), we deduce that the homogenized equations is
\[
\frac{\partial u_0}{\partial t} - \nabla \cdot A^0(t, x, \nabla u_0) = f, \quad u_0(0) = g,
\]
where the homogenized monotone operator is
\[
A^0(t, x, \xi) = \int_0^1 \int_Y A(t, x, \tau, y, \xi) dyd\tau.
\]
We have that
\[
u_1(t, x, \tau, y) = N(t, x, \tau, y, \nabla u_0(t, x)).
\]
We define the operator \( T^\varepsilon : L^1((0, T) \times D) \to L^1((0, T) \times D \times (0, 1) \times Y) \) as
\[
T^\varepsilon(\Phi) = \Phi \left( \varepsilon^2 \left[ \frac{t}{\varepsilon^2} \right]_1 + \varepsilon^2 \tau, \varepsilon \left[ \frac{x}{\varepsilon} \right] + \varepsilon y \right).
\] (4.22)
Let \( D^\varepsilon \) be the \( 2\varepsilon \) neighbourhood of \( D \). We have
\[
\int_0^T \int_D \Phi(t, x) dxdt = \int_{-2\varepsilon}^{T+2\varepsilon} \int_{D^\varepsilon} \int_0^1 \int_Y T^\varepsilon(\Phi)(t, x, \tau, y) dyd\tau dxdt \quad (4.23)
\]
where the function \( \Phi \) is understood as 0 outside \((0, T) \times D \). We also have that if \( \{w^\varepsilon\}_\varepsilon \) time-space multiscale converges to \( w_0 \) in \( L^p((0, T) \times D \times (0, 1) \times Y) \) then
\[
T^\varepsilon(w^\varepsilon) \rightharpoonup w_0 \text{ in } L^p((0, T) \times D \times (0, 1) \times Y).
\]
We define the operator \( U^\varepsilon : L^1((0, T) \times D \times (0, 1) \times Y) \to L^1((0, T) \times D) \) as
\[
U^\varepsilon(\Phi) = \int_0^1 \int_Y \Phi \left( \varepsilon^2 \left[ \frac{t}{\varepsilon^2} \right]_1 + \varepsilon^2 \theta, \varepsilon \left[ \frac{x}{\varepsilon} \right] + \varepsilon z, \left\{ \frac{t}{\varepsilon^2} \right\}_1, \left\{ \frac{x}{\varepsilon} \right\} \right) dzd\theta \quad (4.24)
\]
where \([\cdot]_1\) and \(\{\cdot\}_1\) denote the integer and the fractional parts of a real number, and \([\cdot]\) and \(\{\cdot\}\) denote the “interger” and the “fractional” parts of a vector in \(\mathbb{R}^d\) with respect to \(Y\). We then have
\[
\int_{-2\varepsilon}^{T+2\varepsilon} \int_{D^\varepsilon} U^\varepsilon(\Phi)(t, x) = \int_0^T \int_D \int_0^1 \int_Y \Phi(t, x, \tau, y) dyd\tau dxdt. \quad (4.25)
\]
The proofs of (4.23) and (4.25) are similar to the corresponding results in [29]. We then have the following corrector result.

**Proposition 4.19.** For the solution of equation (4.4)

\[ \| \nabla u^\varepsilon - \nabla u_0 - \mathcal{U}^\varepsilon(\nabla_y u_1) \|_{L^p((0,T) \times D)} = 0. \]

**Proof.** We note that \( A(t, x, t \varepsilon^2, \varepsilon, \nabla u^\varepsilon) \) is bounded in \( L^q((0,T) \times D) \). Let \( \chi \in L^q((0,T) \times D \times (0,1) \times Y) \) be the time-space multiscale convergence limit of a subsequence of \( A(t, x, t \varepsilon^2, \varepsilon, \nabla u^\varepsilon) \). From (4.4), we have that

\[
\int_0^T \int_D \int_0^1 \int_Y \chi(\nabla v_0 + \nabla_y v_1) dyd\tau dxdt = \int_0^T \int_D \int_0^1 \int_Y A(t, x, \tau, y, \nabla u_0 + \nabla_y u_1) \cdot (\nabla v_0 + \nabla_y v_1) dyd\tau dxdt. \tag{4.26}
\]

for all \( v_0 \in V \) and \( v_1 \in V_1 \). We consider

\[
\mathcal{T}^\varepsilon \left( A(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon}, \nabla u^\varepsilon) \right) = A \left( \varepsilon^2 \left[ \frac{t}{\varepsilon^2} \right]_1 + \varepsilon^2 \tau, \varepsilon \left[ \frac{x}{\varepsilon} \right] + \varepsilon y, \tau, y, \mathcal{T}^\varepsilon(\nabla u^\varepsilon) \right).
\]

As \( \mathcal{T}^\varepsilon \left( A(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon}, \nabla u^\varepsilon) \right) \) converges weakly to \( \chi \) in \( L^q((0,T) \times D \times (0,1) \times Y) \), using the smoothness of \( A \), we deduce that \( A(t, x, \tau, y, \mathcal{T}^\varepsilon(\nabla u^\varepsilon)) \) converges weakly to \( \chi \) in \( L^q((0,T) \times D \times (0,1) \times Y) \). We consider:

\[
I = \int_0^T \left\langle \frac{\partial u^\varepsilon}{\partial t} - \frac{\partial u_0}{\partial t}, u^\varepsilon - u_0 \right\rangle_H + \int_0^T \int_D \int_0^1 \int_Y \left( \mathcal{T}^\varepsilon(A(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon}, \nabla u^\varepsilon)) - A(t, x, \tau, y, \nabla u_0 + \nabla_y u_1) \right) \cdot (\mathcal{T}^\varepsilon(\nabla u^\varepsilon) - (\nabla u_0 + \nabla y u_1)) dyd\tau dxdt.
\]

From (4.3), (4.4), (4.26) we have

\[
\lim_{\varepsilon \to 0} I
\]
\[
= \lim_{\varepsilon \to 0} \int_0^T \left\langle \frac{\partial u^\varepsilon}{\partial t}, u^\varepsilon \right\rangle_H - \left\langle \frac{\partial u_0}{\partial t}, u_0 \right\rangle_H dt
+ \int_0^T \int_D A(t, x, \frac{t}{\varepsilon^2}, \frac{x}{\varepsilon}, \nabla u^\varepsilon) \cdot \nabla u^\varepsilon dx dt
- \int_0^T \int_D \int_0^1 \int_Y A(t, x, \tau, y, \nabla u_0 + \nabla_y u_1) \cdot (\nabla u_0 + \nabla_y u_1) dy d\tau dx dt
= 0.
\]

Using the smoothness of \(A\), we have
\[
\lim_{\varepsilon \to 0} I = \int_0^T \left\langle \frac{\partial u^\varepsilon}{\partial t} - \frac{\partial u_0}{\partial t}, u^\varepsilon - u_0 \right\rangle_H
+ \int_0^T \int_D \int_0^1 \int_Y (A(t, x, \tau, y, \nabla u^\varepsilon)) - A(t, x, \tau, y, \nabla u_0 + \nabla_y u_1)) \cdot (\nabla u^\varepsilon) - (\nabla u_0 + \nabla_y u_1)) dy d\tau dx dt.
\]

From (4.1) and \(u^\varepsilon(0) = u_0(0) = g\), we have
\[
\lim_{\varepsilon \to 0} \|u^\varepsilon(T) - u_0(T)\|_H + \|\nabla u^\varepsilon - (\nabla u_0 + \nabla_y u_1)\|_{L^p((0,T) \times D \times (0,1) \times Y)} = 0.
\]

From (4.24), we have \((U^\varepsilon(\Phi))(t, x))^p \leq U^\varepsilon(\Phi^p)(t, x)\). From (4.25), we have
\[
\|U^\varepsilon(\Phi)\|^p_{L^p((0,T) \times D)} \leq \|U^\varepsilon(\Phi^p)\|_{L^1((0,T) \times D)} \leq \|\Phi^p\|_{L^p((0,T) \times D \times (0,1) \times Y)}.
\]

We therefore have
\[
\|U^\varepsilon(\nabla u^\varepsilon) - (\nabla u_0 + \nabla_y u_1)\|_{L^p((0,T) \times D)}
\leq \|\nabla u^\varepsilon - (\nabla u_0 + \nabla_y u_1)\|_{L^p((0,T) \times D \times (0,1) \times Y)}
\rightarrow 0
\]
when \(\varepsilon \to 0\). Using \(U^\varepsilon(\nabla u^\varepsilon) = \nabla u^\varepsilon\), we get the conclusion. \(\square\)

We construct the numerical correctors from the FE solutions of problem (4.4). We present the results for the Crank-Nicholson approximations. The
results for the backward Euler approximations are similar. For the full tensor product FE approximations, let \( \bar{U}_0 : (0, T) \to V \) and \( \bar{U}_1 : (0, T) \to V_1 \) be defined as

\[
\bar{U}_0^L(t) = \frac{1}{2} (\bar{U}_{0,m}^L + \bar{U}_{0,m+1}^L), \quad \bar{U}_1^L(t) = \frac{1}{2} (\bar{U}_{1,m}^L + \bar{U}_{1,m+1}^L) \quad \text{for} \quad t \in [t_m, t_{m+1}).
\]

We have:

**Theorem 4.20.** Assume that the hypothesis of Theorem 4.17 hold. For the solution of the approximating problems (4.15) using the full tensor product FE approximation for \( u_1 \), we have

\[
\lim_{L \to \infty} \lim_{\epsilon \to 0} \| \nabla u^{\epsilon} - [\nabla \bar{U}_0^L + \mathcal{U}^L(\nabla \bar{U}_1^L)] \|_{L^p((0, T) \times D)} = 0.
\]

**Proof.** Using the midpoint rule, we have

\[
\int_0^T \| \nabla u_0(t) - \nabla \bar{U}_0^L(t) \|_{L^p(D)}^p \, dt = \sum_{m=0}^{M-1} \int_{m\Delta t}^{(m+1)\Delta t} \| \nabla u_0(t) - \nabla \bar{U}_0^L(t) \|_{L^p(D)}^p \, dt
\]

\[
\leq \sum_{m=0}^{M-1} (\Delta t \| \nabla u_0(t_{m+1/2}) - \nabla \bar{U}_0^L(t_{m+1/2}) \|_{L^p(D)}^p + c(\Delta t)^3)
\]

where the constant \( c \) is independent of \( \Delta t \). We have

\[
\left\| \frac{1}{2} (\nabla u_0(t_m) + \nabla u_0(t_{m+1})) - \nabla u_0(t_{m+1/2}) \right\|_{L^p(D)} \leq c(\Delta t)^2.
\]

From this we deduce

\[
\int_0^T \| \nabla u_0(t) - \nabla \bar{U}_0^L(t) \|_{L^p(D)}^p
\]

\[
\leq \sum_{m=0}^{M-1} (\Delta t \| \frac{1}{2} (\nabla u_0(t_m) + \nabla u_0(t_{m+1})) - \nabla \bar{U}_0^L(t_{m+1/2}) \|_{L^p(D)}^p + c(\Delta t)^3)
\]

\[
= \Delta t \sum_{m=1}^{M-1} \| \nabla \bar{Z}_{0,m+1/2} \|_{L^p(D)}^p + c(\Delta t)^2
\]

\[
\leq c((\Delta t)^{2p/(p-1)} + h^p/(p-1)).
\]
By the same argument, we have
\[
\int_0^T \| \nabla_y u_1(t) - \nabla_y \bar{U}_1^L(t) \|^p_{L^p(D \times (0,1) \times Y)} dt \leq c((\Delta t)^{2p/(p-1)} + h_L^{p/(p-1)}).
\]
From (4.25) we deduce
\[
\| \mathcal{U}^\varepsilon_1 (\nabla_y u_1 - \nabla_y \bar{U}_1^L) \|_{L^p((0,T) \times D)} \leq \| \nabla_y u_1 - \nabla_y \bar{U}_1^L \|_{L^p((0,T) \times D \times (0,1) \times Y)}.
\]
Thus
\[
\| \nabla u^\varepsilon - [\nabla \hat{U}_0^L + \mathcal{U}^\varepsilon_1 (\nabla_y \hat{U}_1^L)] \|_{L^p((0,T) \times D)} \\
\leq \| \nabla u^\varepsilon - [\nabla u_0 + \mathcal{U}^\varepsilon_1 (\nabla_y u_1)] \|_{L^p((0,T) \times D)} + \| \nabla u_0 - \nabla \hat{U}_0^L \|_{L^p((0,T) \times D)} \\
+ \| \mathcal{U}^\varepsilon_1 (\nabla u_1) - \mathcal{U}^\varepsilon_1 (\nabla \hat{U}_1^L) \|_{L^p((0,T) \times D)}
\]
which converges to 0 when \( \varepsilon \to 0 \) and \( L \to \infty \).

Similarly, for the sparse tensor product FE approximation, we have:

**Theorem 4.21.** Assume that the hypothesis of Theorem 4.18 hold. For the solution of the approximating problem (4.15) using the sparse tensor product FE approximation for \( u_1 \), we have
\[
\lim_{L \to \infty} \lim_{\varepsilon \to 0} \| \nabla u^\varepsilon - [\nabla \hat{U}_0^L + \mathcal{U}^\varepsilon_1 (\nabla_y \hat{U}_1^L)] \|_{L^p((0,T) \times D)} = 0.
\]

### 4.4 Numerical examples

We conclude this chapter with some one dimensional and two dimensional numerical results to illustrate the sparse tensor product FE method.

We first consider a one dimensional problem on the domain \( D = (0,1) \) where the monotone nonlinear function
\[
A(t, x, y, \tau, \xi) = 2\xi + \sin(x \sin(2\pi y) \xi) - 2t^2 x \cos(2\pi y) \cos(2\pi \tau)
\]
and \( f(t, x) = -2t^2 + 2t(x^2 - x) \). In this case \( p = 2 \). The problem has the exact solution

\[
  u_0(t, x) = t^2(x^2 - x)
\]

and

\[
  u_1(t, x, y, \tau) = \frac{t^2}{2\pi} x \sin(2\pi y) \cos(2\pi \tau).
\]

Similarly as with Chapter 3, we use the Broyden’s method and the Polak-Ribière method at each time step for the backward Euler and Crank-Nicholson method. For the backward Euler and Crank-Nicholson method, we use a timestep of \( \Delta t = 1/2^L \) and \( \Delta t = 1/(\lceil 2^{L/2} \rceil) \) respectively.

For the backward Euler method with sparse tensor product FE spaces, we plot the errors \( \| u_0 - \hat{u}^L_0 \|_{H^1_0(D)} \) and \( \| u_1 - \hat{u}^L_1 \|_{L^2(D \times (0,1), H^2_0(\Gamma))} \) in Figures 4.1 and 4.2 respectively at \( t = 1 \). The figures indicate that the error is \( O(\Delta t) + O(h_L) \).

Figures 4.3 and 4.4 shows the numerical error for the Crank-Nicholson scheme on sparse tensor product FE spaces at \( t = 1 \). The figures indicate that the error is \( O((\Delta t)^2) + O(h_L) \).
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Figure 4.1: The error $\|u_0 - \hat{u}_0\|_{H^1_0(D)}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$ for the backward Euler method.

Figure 4.2: The error $\|u_1 - \hat{u}_1\|_{L^2(D \times (0,1), H^1_h(Y))}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$ for the backward Euler method.
Figure 4.3: The error $\|u_0 - \hat{u}_0^h\|_{H^1_0(D)}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$ for the Crank-Nicholson method.

Figure 4.4: The error $\|u_1 - \hat{u}_1\|_{L^2(D \times (0,1), H^1_\#(Y))}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$ for the Crank-Nicholson method.

The numerical results support the theoretical findings.

We then consider the one dimensional multiscale monotone problem for $p = 4$ on $D = (0,1)$ with the monotone function

$$A(t, x, y, \tau, \xi) = 2\xi + \frac{1}{5}(2 + \sin(2\pi y))\xi^3 - 2t^2x\cos(2\pi y)\cos(2\pi \tau)$$
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\[-\frac{t^6}{5} (2 + \sin(2\pi y))(1 - 2x + x \cos(2\pi y) \cos(2\pi \tau))^3\]
\[-\frac{t^2}{2\pi} x \cos(2\pi y) \sin(2\pi \tau)\]

and \(f(t,x) = -2t^2 + 2t(x^2 - x)\). In this case \(p = 4\). This problem has the exact solution

\[u_0(t,x) = t^2(x^2 - x)\]

and

\[u_1(t,x,y,\tau) = \frac{t^2}{2\pi} x \sin(2\pi y) \cos(2\pi \tau)\].

We plot the numerical results for the error \(\|u_0 - \hat{u}_0^L\|_{W_0^{1,4}(D)}\) and \(\|u_1 - \hat{u}_1^L\|_{L^4(D \times (0,1),W_0^{1,4}(Y))}\) for \(t = 1\) in Figures 4.5 and 4.6 for the backward Euler method respectively. The numerical results for the Crank-Nicholson method are shown in Figures 4.7 and 4.8.
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Figure 4.5: The error \(\|u_0 - \hat{u}_0^L\|_{W_0^{1,4}(D)}\) for 1 dimensional problem at \(t = 1\) versus the mesh size \(h\) for the backward Euler method.
Figure 4.6: The error $\|u_1 - \hat{u}_1\|_{L^4(D \times (0,1), W^{1,4}_0(Y))}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$ for the backward Euler method.

Figure 4.7: The error $\|u_0 - \hat{u}_0^T\|_{W^{1,4}_0(D)}$ versus the mesh size $h$ for 1 dimensional problem at $t = 1$ for the Crank-Nicholson method.
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Figure 4.8: The error \( \|u_1 - \hat{u}_1\|_{L^4(D \times (0,1), W^{4,4}(Y))} \) for 1 dimensional problem at \( t = 1 \) versus the mesh size \( h \) for the Crank-Nicholson method.

For the two dimensional domain \( D = (0,1) \times (0,1) \), we consider the problem when \( p = 4 \) with coefficient

\[
A(t, x, y, \tau, \xi) = 2(\xi' + \xi'') + \frac{1}{5}(2 + \sin(2\pi y_2))\xi'^3 + \frac{1}{5}(2 + \sin(2\pi y_1))\xi''^3
\]

\[
-2t^2(x' + x'')(\cos(2\pi y')\sin(2\pi y'') + \sin(2\pi y')\cos(2\pi y'')\cos(2\pi \tau))
\]

\[
-\frac{t^6}{5}(2 + \sin(2\pi y_2))((1 - 2x')(x'' - x'^2)
\]

\[
+(x' + x'')\cos(2\pi y')\sin(2\pi y'')\cos(2\pi \tau))^3
\]

\[
-\frac{t^6}{5}(2 + \sin(2\pi y_1))((x' - x'^2)(1 - 2x'')
\]

\[
+(x' + x'')\sin(2\pi y')\cos(2\pi y'')\cos(2\pi \tau))^3
\]

\[
-\frac{t^2}{2\pi}(x' + x'')\cos(2\pi y')\sin(2\pi y'')\sin(2\pi \tau)
\]

\[
-\frac{t^2}{2\pi}(x' + x'')\sin(2\pi y')\cos(2\pi y'')\sin(2\pi \tau),
\]

and

\[
f(t, x) = 2t^2(x' + x'' - x'^2 - x''^2) + 2t(x' - x'^2)(x'' - x''^2)
\]

with \( x = (x', x'') \in D, y = (y', y'') \in Y \) and \( \xi = (\xi', \xi'') \in \mathbb{R}^2 \). In this case
$p = 4$. This problem has the exact solution

$$u_0(t, x) = t^2(x' - x'^2)(x'' - x''^2)$$

and

$$u_1(t, x, y, \tau) = \frac{t^2}{2\pi} (x' + x'') \sin(2\pi y') \sin(2\pi y'') \cos(2\pi \tau)$$

For $t = 0.5$, we plot the error $\|u_0 - \hat{u}_0^L\|_{W_0^{1,4}(D)}$ and $\|u_1 - \hat{u}_1^L\|_{L^4(D \times (0,1), W_0^{1,4}(Y)/R)}$ for the backward Euler sparse tensor product FE solutions in Figures 4.9 and 4.10 respectively. Here we use a timestep of $\Delta t = 1/(2^{L+1})$.

Figure 4.9: The error $\|u_0 - \hat{u}_0^L\|_{W_0^{1,4}(D)}$ versus the mesh size $h$ for 2 dimensional problem at $t = 0.5$ for the backward Euler method.
As with the numerical examples in Chapter 3, the numerical results for the one dimensional and two dimensional problems for $p = 4$ show the optimal convergence rate which is better than the theoretical results.
Chapter 5

Multiscale Monotone Variational Inequalities

Chapter 5 considers multiscale variational inequalities of monotone type. In Section 5.1, we formulate the multiscale monotone variational inequality and apply the multiscale convergence to derive the monotone multiscale homogenized problem. In Section 5.2, we consider the full tensor and sparse tensor product FE methods. A new homogenization error for two scale monotone variational inequality is derived in Section 5.3 and a numerical corrector is constructed with an explicit convergence rate. For general multiscale problems, we derive a numerical corrector without an error. We then show some numerical examples in Section 5.4.

5.1 Multiscale variational inequalities

We first recall the notations of Chapter 3. Let $D \in \mathbb{R}^d$ be a bounded domain; and let $Y = (0,1)^d$ be the unit cube in $\mathbb{R}^d$. Let $n$ be a positive integer. Let $Y_1, \ldots, Y_n$ be $n$ copies of the unit cube $Y$. For conciseness, we
denote by $\mathbf{y}_i = (y_1, \ldots, y_i)$ a vector in $Y_1 \times \ldots \times Y_i$. We denote by $\mathbf{y} = \mathbf{y}_n$ and $\mathbf{Y} = Y_1 \times \ldots \times Y_n$. Let $A(x, y_1, \ldots, y_n, \xi) : D \times Y_1 \times \ldots \times Y_n \times \mathbb{R}^d \to \mathbb{R}^d$ be $Y_i$ periodic with respect to $y_i$ and continuously differentiable. We assume that $A$ is monotone and locally Lipschitz. In particular, we assume that there are constants $p \geq 2$, $\alpha > 0$ and $\beta > 0$ so that for all $x \in D$, $y_i \in Y_i$ ($i = 1, \ldots, n$), and $\xi_1, \xi_2 \in \mathbb{R}^d$, we have

$$\left( A(x, y_1, \ldots, y_n, \xi_1) - A(x, y_1, \ldots, y_n, \xi_2), \xi_1 - \xi_2 \right) \geq \alpha |\xi_1 - \xi_2|^p, \quad (5.1)$$

and

$$|A(x, y_1, \ldots, y_n, \xi_1) - A(x, y_1, \ldots, y_n, \xi_2)| \leq \beta (|\xi_1| + |\xi_2|)^{p-2} |\xi_1 - \xi_2| \quad (5.2)$$

where $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^d$ and $(\cdot, \cdot)$ denotes the scalar product in $\mathbb{R}^d$. Let $\varepsilon_1, \ldots, \varepsilon_n$ be $n$ functions of $\varepsilon > 0$ that represent $n$ microscopic scale on which the problem depends. As in the previous chapters, we assume scale separation

$$\lim_{\varepsilon \to 0} \frac{\varepsilon_{i+1}}{\varepsilon_i} = 0,$$

for $i = 1, \ldots, n - 1$. The multiscale monotone function is defined as

$$A^\varepsilon(x, \xi) = A(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_n}, \xi).$$

Let

$$K = \{ \phi \in W^{1,p}_0(D), \ \phi(x) \geq 0 \text{ for a.a } x \in D \}.$$ 

Let $f \in L^q(D)$ where $1/p + 1/q = 1$. We consider the following variational inequality: Find $u^\varepsilon \in K$ such that

$$\int_D A^\varepsilon(x, \nabla u^\varepsilon) \cdot \nabla (\phi^\varepsilon - u^\varepsilon) dx \geq \int_D f(\phi^\varepsilon - u^\varepsilon), \quad \forall \phi^\varepsilon \in K. \quad (5.3)$$

Problem (5.3) has a unique solution that is uniformly bounded in the $W^{1,p}(D)$ norm for all $\varepsilon > 0$ (see, e.g., [54]). We use multiscale homogenization to study homogenization of (5.3).
5.1 Multiscale variational inequalities

5.1.1 Homogenization problem

To study homogenization of problem (5.3), we employ $n+1$-scale convergence. The following definitions in the $L^p$ setting is introduced in [6] (see also [65] and [5]).

**Definition 5.1.** A sequence $\{u^\varepsilon\}_{\varepsilon} \in L^p(D)$ $n+1$-scale converges to a function $u_0(x,y_1,\ldots,y_n) \in L^p(D \times Y_1 \times \ldots \times Y_n)$ if

$$
\lim_{\varepsilon \to 0} \int_D u^\varepsilon(x) \phi(x,\frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_n}) dx = \int_D \int_{Y_1} \ldots \int_{Y_n} u_0(x,y_1,\ldots,y_n) \phi(x,y_1,\ldots,y_n) dy_n \ldots dy_1 dx,
$$

for all functions $\phi \in C(\bar{D} \times \bar{Y_1} \times \ldots \times \bar{Y_n})$ which are $Y_i$-periodic with respect to $y_i$.

Definition 5.1 makes sense due to the following proposition, which is shown in [6].

**Proposition 5.2.** From each bounded sequence in $L^p(D)$, we can extract a subsequence that $n+1$-scale converges.

We denote by

$$V_0 = W^{1,p}_0(D), \quad V_i = L^p(D \times Y_1 \times \ldots \times Y_{i-1}, W^{1,p}_\#(Y_i)/\mathbb{R}), \quad (i = 1, \ldots, n).$$

For a bounded sequence in $W^{1,p}_0(D)$ we have the following results.

**Proposition 5.3.** From a bounded sequence $\{w^\varepsilon\} \subset W^{1,p}_0(D)$, we can extract a subsequence (not renumbered) such that $\nabla w^\varepsilon$ $(n+1)$-scale converges to

$$\nabla w_0 + \sum_{i=1}^n \nabla_{y_i} w_i,$$

for $w_0 \in V_0$ and $w_i \in V_i$ $(i = 1, \ldots, n)$. 
We define the following space

$$V = \{ (\phi_0, \phi_1, \ldots, \phi_n) : \phi_0 \in V_0, \phi_i \in V_i \}$$

which is equipped with the norm

$$|||\phi_0, \phi_1, \ldots, \phi_n||| = \|\nabla \phi_0\|_{L^p(D)} + \sum_{i=1}^n \|\nabla_{y_i} \phi_i\|_{L^p(D \times Y_{i_1} \times \ldots \times Y_{i_n})}. \quad (5.4)$$

We have the norm equivalence (see [48]):

**Lemma 5.4.** There are positive constants $c_1$ and $c_2$ such that for all $(\phi_0, \{\phi_i\}) \in V$,

$$c_1 |||\phi_0, \{\phi_i\}||| \leq \left( \int_D \int_{Y_1} \ldots \int_{Y_n} |\nabla_{x} \phi_0 + \nabla_{y_1} \phi_1 + \ldots + \nabla_{y_n} \phi_n|^p \, dx \, dy_1 \ldots dy_n \right)^{1/p} \leq c_2 |||\phi_0, \{\phi_i\}|||.$$

For the limiting homogenized variational inequality, we consider the following convex subset of $V$:

$$K = \{ (\phi_0, \phi_1, \ldots, \phi_n) \in V : \phi_0 \in K \}.$$

For $v = (v_0, v_1, \ldots, v_n) \in V$ and $w = (w_0, w_1, \ldots, w_n) \in V$, we define bilinear form $B : V \times V \to \mathbb{R}$ as

$$B(v; w) = \int_D \int_{Y_1} \ldots \int_{Y_n} A(x, y_1, \ldots, y_n, \nabla v_0(x) + \sum_{i=1}^n \nabla_{y_i} v_i(x, y_1, \ldots, y_i)) \cdot (\nabla w_0(x) + \sum_{i=1}^n \nabla_{y_i} w_i(x, y_1, \ldots, y_i)) \, dy_1 \ldots dy_n \, dx.$$

We have the following result:

**Proposition 5.5.** The solution $u^\varepsilon$ of problem (5.3) converges weakly in $W_0^{1,p}(D)$ to a function $u_0$, and $\nabla u^\varepsilon$ converges weakly to $\nabla u_0 + \nabla_{y_1} u_1 + \ldots + \nabla_{y_n} u_n.$
\[ \nabla y_n u_n \] where \( u = (u_0, u_1, \ldots, u_n) \in K \) is the unique solution of the variational inequality:

\[ B(u; \phi - u) \geq \int_D f(\phi_0(x) - u_0(x))dx, \quad \forall \phi = (\phi_0, \phi_1, \ldots, \phi_n) \in K. \quad (5.5) \]

This result is established in Sandrakov [73] for two-scale variational inequalities, using two-scale convergence. Sandrakov only considers the case of a two-scale monotone operator \( A : Y \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) posed in \( H^1(\Omega) \) which does not depend on the slow variable \( x \). The proof for more than two scales is similar; we present it here.

**Proof of proposition 5.5** First we show that \( u^\varepsilon \) is uniformly bounded in \( W^{1,p}(D) \) for all \( \varepsilon \). From (5.3) and (5.1), we have that

\[ |A(\varepsilon, \nabla u^\varepsilon)| \leq c |\nabla u^\varepsilon|^{p-1} + |A(\varepsilon, 0)| \]

so

\[ \|\nabla u^\varepsilon\|_{L^p(D)} \leq c \int_D |\nabla u^\varepsilon|^{p-1} |\nabla \phi^\varepsilon| dx + c \int_D |\nabla u^\varepsilon| dx + \int_D f^\varepsilon dx \]

\[ \leq \|\nabla u^\varepsilon\|_{L^p(D)}^{p-1} \|\nabla \phi^\varepsilon\|_{L^p(D)} + c \|\nabla u^\varepsilon\|_{L^p(D)} + \int_D f^\varepsilon dx. \]

Let \( \phi^\varepsilon = 0 \), we deduce that \( u^\varepsilon \) is uniformly bounded in \( W^{1,p}(D) \). Therefore we can extract a subsequence (not renumbered) so that \( \nabla u^\varepsilon \) \((n + 1)\)-scale converges to \( \nabla_x u_0 + \sum_{i=1}^n \nabla_{y_i} u_i \) for \( u_0 \in V_0 \) and \( u_i \in V_i \) for \( i = 1, \ldots, n \).
From Minti theorem (see [54]), problem (5.3) is equivalent to
\[
\int_D A^\varepsilon(x, \nabla \phi^\varepsilon(x)) \cdot \nabla(\phi^\varepsilon(x) - u^\varepsilon(x)) \, dx \\
\geq \int_D f(x)(\phi^\varepsilon(x) - u^\varepsilon(x)) \, dx, \quad \forall \phi^\varepsilon \in K.
\] (5.6)

The main advantage of using Minti theorem is that we can pass to the limit of the nonlinear term \(A^\varepsilon(x, \nabla \phi^\varepsilon(x))\). For each \(i = 1, \ldots, n\), let \(\phi_i \in C^\infty_0(D, C^\infty(\bar{Y}_1 \times \ldots \times \bar{Y}_i))\) which are \(Y_j\)-periodic in \(y_j\) for \(j = 1, \ldots, i\). Let \(\chi(x)\) be a non-negative function in \(C^\infty_0(D)\) which equals 1 in the supports (with respect to \(x\)) of all \(\phi_i\). Let \(\delta\) be a positive number. The motivation of introducing \(\chi(x)\) and \(\delta\) is to make the test function \(\phi^\varepsilon(x)\) below non-negative for a.a. \(x\). Let \(\phi_0 \in C^\infty_0(\Omega)\) be in \(K\). Then when \(\varepsilon\) is sufficiently small,
\[
\phi^\varepsilon(x) = \phi_0(x) + \sum_{i=1}^n \varepsilon_i \phi_i(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_i}) + \delta \chi(x)
\] is in \(K\). We note that
\[
\nabla \phi^\varepsilon(x) = \nabla \phi_0 + \sum_{i=1}^n \nabla_{y_i} \phi_i(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_i}) \\
+ \sum_{i=1}^n \left( \varepsilon_i \nabla_x \phi_i(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_i}) + \sum_{j=1}^{i-1} \varepsilon_j \phi_{y_j} \phi_i(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_i}) \right) \\
+ \delta \nabla \chi.
\]

From condition (5.2), we have that
\[
|A^\varepsilon(x, \nabla \phi^\varepsilon) - A^\varepsilon(x, \nabla \phi_0) + \sum_{i=1}^n \nabla_{y_i} \phi_i(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_i}) + \delta \nabla \chi(x))| \\
\leq c \left( \max_{i=1, \ldots, n} \varepsilon_i + \max_{j<i} \frac{\varepsilon_i}{\varepsilon_j} \right).
\]

Therefore
\[
\lim_{\varepsilon \to 0} \int_D A^\varepsilon(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_n}, \nabla \phi^\varepsilon(x)) \cdot (\nabla \phi^\varepsilon - \nabla u^\varepsilon) \, dx
\]
\[
= \lim_{\varepsilon \to 0} \int_D A^\varepsilon(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_n}, \nabla \phi_0(x) \\
+ \frac{\n}{\i} \nabla y_i \phi_i(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_i}) + \delta \nabla \chi(x)) \cdot (\nabla \phi^\varepsilon - \nabla u^\varepsilon) dx.
\]

Passing to the \((n + 1)\)-scale limit, we have

\[
\int_D \int_Y A \left( x, y_1, \ldots, y_n, \nabla \phi_0 + \sum_{i=1}^n \nabla y_i \phi_i + \delta \nabla \chi \right) \\
\cdot \left( \left( \nabla \phi_0(x) + \sum_{i=1}^n \nabla y_i \phi_i + \delta \nabla \chi \right) - \left( \nabla u_0 + \sum_{i=1}^n \nabla y_i u_i \right) \right) dy dx \\
\geq \int_D f(\phi_0 - u_0) dx.
\]

Passing to the limit when \(\delta \to 0\), using (5.2) again, we get

\[
\int_D \int_Y A \left( x, y_1, \ldots, y_n, \nabla \phi_0 + \sum_{i=1}^n \nabla y_i \phi_i \right) \\
\cdot \left( \left( \nabla \phi_0(x) + \sum_{i=1}^n \nabla y_i \phi_i \right) - \left( \nabla u_0 + \sum_{i=1}^n \nabla y_i u_i \right) \right) dy dx \\
\geq \int_D f(\phi_0 - u_0) dx.
\]

Using density and (5.2), this holds for all \((\phi_0, \phi_1, \ldots, \phi_n) \in \mathcal{K}\). We deduce (5.5) from Minti’s theorem.

\section{5.2 FE discretization}

We develop the tensor product FE method to solve the multiscale homogenized problem (5.5) in this section. The FE full and sparse tensor product FE spaces are defined as in Chapter 3. To make the chapter self contained, we recall the definitions of these spaces here. As with Chapter 3, we follow the setting of [48].
5.2.1 Hierarchical FE spaces

Assuming that $D$ is a polygonal domain. We consider a hierarchy $\{T^l\}$ for $l \geq 0$ of regular triangular simplices of mesh size $h_l = O(2^{-l})$ in $D$. When $d = 2$ the simplices in $T^l$ is obtained by dividing each simplex in $T^{l-1}$ into 4 congruent triangles; and when $d = 3$, $T^l$ is obtained by dividing each simplex in $T^{l-1}$ into 8 tetrahedral. Let $V^l$ be the space of continuous functions in $D$ which are linear in each simplex of $T^l$. We have that $V^0 \subset V^1 \subset \ldots \subset V^l \subset V^{l+1} \ldots$. We define by $V^0 = V^l \cap W^{1,p}_0(D)$. Similarly, we consider a hierarchy $\{T^l_\#\}$ of regular triangular simplices of mesh size $h_l = O(2^{-l})$ which are periodically distributed in $Y$; and a hierarchy of spaces of continuous periodic piecewise linear functions in $Y V^0_\# \subset V^1_\# \subset \ldots$.

We then use these spaces to define the full and sparse tensor product FE spaces in the next sections.

5.2.2 Full tensor product FE spaces

We note that $L^p(D \times Y_1 \times \ldots \times Y_{i-1}, W^{1,p}_\#(Y_i)) \cong L^p(D) \otimes L^p(Y_1) \otimes \ldots \otimes L^p(Y_{i-1}) \otimes W^{1,p}_\#(Y_i)$. We therefore employ the spaces

$$V^L_i = V^L \otimes V^L_\# \otimes \ldots \otimes V^L_\# \text{ (i times)}$$

to approximate $u_i$. To approximate $u_0 \in W^{1,p}_0(D)$, we employ the space $V^L_0 = V^L \cap W^{1,p}_0(D)$, and the set

$$K^L = \{\phi^L \in V^L_0, \phi^L(x) \geq 0, \text{ a.a. } x \in D\}.$$

We define the FE space

$$V^L = \{(u_0^L, \{u_i^L\}) : u_0^L \in V^L_0, u_i^L \in V^L_i, i = 1, \ldots, n\}.$$
We recall the regularity space $W_i$ defined in Chapter 3. Let $W_i$ be the space of functions $w \in L^p(D \times Y_1 \times \ldots \times Y_{i-1}, W^{1,p}(Y_i))$ that belong to $L^p(Y_1 \times \ldots \times Y_{i-1}, W^{2,p}(Y_i))$ and $L^p(D \times \prod_{1 \leq j \leq i-1} Y_j, W^{1,p}(Y_i))$ for all $k = 1, \ldots, i-1$. The space $W_i$ is equipped with the norm

$$\|w\|_{W_i} = \|w\|_{L^p(D \times Y_1 \times \ldots \times Y_{i-1}, W^{2,p}(Y_i))} + \|w\|_{L^p(Y_1 \times \ldots \times Y_{i-1}, W^{1,p}(Y_i))} + \sum_{k=1}^{i-1} \|w\|_{L^p(D \times \prod_{1 \leq j \leq i-1, j \neq k} Y_j, W^{1,p}(Y_i))}.$$ 

We then have the following approximation.

**Lemma 5.6.** For $w \in W_i$,

$$\inf_{w^L \in V^L_i} \|w - w^L\|_{V_i} \leq c h_L \|w\|_{W_i}.$$ 

The proof can be found in [48]. We denote by

$$K^L = \{(\phi_0^L, \phi_1^L, \ldots, \phi_n^L) : \phi_0^L \in K^L, \phi_i^L \in V^L_i, (i = 1, \ldots, n)\}.$$ 

The FE approximating problem of (5.5) is: find $(u_0^L, u_1^L, \ldots, u_n^L) \in K^L$ such that

$$B(u_0^L, u_1^L, \ldots, u_n^L, \phi_0^L, \phi_1^L - u_0^L, \phi_i^L, \phi_1^L - u_1^L, \ldots, \phi_n^L - u_n^L) \geq \int_D f(\phi_0^L - u_0^L) dx, \quad \forall (\phi_0^L, \phi_1^L, \ldots, \phi_n^L) \in K^L. \quad (5.7)$$

To prove the FE error estimate, we assume the following condition for the function $A$, in addition to (5.1) and (5.2). We assume further that

$$|\nabla_x A(x, y_1, \ldots, y_n, \xi)| \leq c(1 + |\xi|^{p-1}) \quad (5.8)$$

and

$$|\nabla_\xi A(x, y_1, \ldots, y_n, \xi)| \leq c(1 + |\xi|^{p-2}). \quad (5.9)$$

We have the following error estimate.
Theorem 5.7. When \( u_0 \in W^{2,p}(D) \) and \( u_i \in W_i \) for all \( i = 1, \ldots, n \), for the full tensor product FE approximating solution of problem (5.7), we have the error estimate:

\[
|||(u_0 - u_0^L, u_1 - u_1^L, \ldots, u_n - u_n^L)||| \leq ch_1^{1/(p-1)}.
\]

(5.10)

Proof. We denote by \( u^L = (u_0^L, u_1^L, \ldots, u_n^L) \in K^L \). We consider

\[
B(u; u - u^L) - B(u^L; u - u^L)
\]

\[\begin{align*}
&= B(u; \phi - u^L) + B(u^L; \phi^L - \phi) + B(u; u - \phi) + B(u^L; u^L - \phi^L) \\
&\quad + \int_D f(u_0 - \phi_0)dx + \int_D f(u_0^L - \phi_0^L)dx.
\end{align*}\]

for all \( \phi = (\phi_0, \phi_1, \ldots, \phi_n) \in K \) and \( \phi^L = (\phi_0^L, \phi_1^L, \ldots, \phi_n^L) \in K^L \). From (5.5) and (5.7), we have that

\[
B(u; u - \phi) \leq \int_D f(u_0 - \phi_0)dx, \quad B(u^L; u^L - \phi^L) \leq \int_D f(u_0^L - \phi_0^L)dx.
\]

Therefore

\[
B(u; u - u^L) - B(u^L; u - u^L)
\]

\[\begin{align*}
&\leq B(u; \phi - u^L) + B(u^L; \phi^L - u) \\
&\quad + \int_D f(u_0 - \phi_0)dx + \int_D f(u_0^L - \phi_0^L)dx.
\end{align*}\]

Letting \( \phi_0 = u_0 \) in (5.5), we have

\[
\int_D \int_Y A(x, y_1, \ldots, y_n, \nabla u_0 + \sum_{i=1}^n \nabla_y u_i) \cdot (\sum_{i=1}^n \nabla_y (\phi_i - u_i)) dy dx \geq 0,
\]

\( \forall \phi_i \in V_i, i = 1, \ldots, n \). Thus for all \( v_i \in V_i, i = 1, \ldots, n \), we have

\[
\int_D \int_Y A(x, y_1, \ldots, y_n, \nabla u_0 + \sum_{i=1}^n \nabla_y u_i) \cdot (\sum_{i=1}^n \nabla_y v_i) dy dx = 0.
\]

(5.11)

We now choose \( \phi_0 = u_0^L \). Then \( B(u; \phi - u^L) = 0 \). We have from (5.1)

\[
\alpha \|u - u^L\|_V^p \leq B(u; \phi^L - u) + B(u^L; \phi^L - u)
\]
\[ -B(u; \phi^L - u) + \int_D f(u_0 - \phi^L_0) \, dx. \quad (5.12) \]

From (5.2), we have

\[
B(u^L; \phi^L - u) - B(u; \phi^L - u) \\
\leq \beta \int_D \int_Y \left( \left| \nabla u^L_0 + \sum_{i=1}^n \nabla_y u_i^L \right| + \left| \nabla u_0 + \sum_{i=1}^n \nabla_y u_i \right| \right)^{p-2} \\
\left[ \left( \nabla u_0 + \sum_{i=1}^n \nabla_y u_i \right) - \left( \nabla u^L_0 + \sum_{i=1}^n \nabla_y u^L_i \right) \right] \\
\cdot \left[ \left( \nabla u_0 + \sum_{i=1}^n \nabla_y u_i \right) - \left( \nabla \phi^L_0 + \sum_{i=1}^n \nabla_y \phi^L_i \right) \right] \, dy \, dx \\
\leq c \left( \left\| \nabla u^L_0 + \sum_{i=1}^n \nabla_y u_i^L \right\|_{L^p(D \times Y)}^{p-2} + \left\| \nabla u_0 + \sum_{i=1}^n \nabla_y u_i \right\|_{L^p(D \times Y)}^{p-2} \right) \\
\cdot \left\| \left( \nabla u_0 + \sum_{i=1}^n \nabla_y u_i \right) - \left( \nabla u^L_0 + \sum_{i=1}^n \nabla_y u^L_i \right) \right\|_{L^p(D \times Y)} \\
\cdot \left\| \left( \nabla u_0 + \sum_{i=1}^n \nabla_y u_i \right) - \left( \nabla \phi^L_0 + \sum_{i=1}^n \nabla_y \phi^L_i \right) \right\|_{L^p(D \times Y)}.
\]

From (5.1) we have

\[
\left\| \nabla u^L_0 + \sum_{i=1}^n \nabla_y u_i^L \right\|_{L^p(D \times Y)}^p \\
\leq \int_D \int_Y \left( A \left( x, y_1, \ldots, y_n, \nabla u^L_0 + \sum_{i=1}^n \nabla_y u_i^L \right) - A(x, y_1, \ldots, y_n, 0) \right) \\
\cdot \left( \nabla u^L_0 + \sum_{i=1}^n \nabla_y u_i^L \right) \, dy \, dx \\
\leq \int_D \int_Y A \left( x, y_1, \ldots, y_n, \nabla u^L_0 + \sum_{i=1}^n \nabla_y u_i^L \right) \cdot \left( \nabla u^L_0 + \sum_{i=1}^n \nabla_y u_i^L \right) + \\
c \left| \nabla u^L_0 + \sum_{i=1}^n \nabla_y u_i^L \right| dy \, dx.
Therefore from (5.7), choosing $\phi^L_0 = 0$, $\phi^L_i = 0$ for $i = 1, \ldots, n$, we deduce

$$\left\| \nabla u^L_0 + \sum_{i=1}^n \nabla_y u^L_i \right\|_{L^p(D \times Y)}^p \leq B(u^L; u^L) + c \int_D \int_Y \left| \nabla u^L_0 + \sum_{i=1}^n \nabla_y u^L_i \right| dy dx$$

$$\leq c \int_D \int_Y \left| \nabla u^L_0 + \sum_{i=1}^n \nabla_y u^L_i \right| dy dx + \int_D f u^L_0 dx$$

$$\leq c \left\| \nabla u^L_0 + \sum_{i=1}^n \nabla_y u^L_i \right\|_{L^p(D \times Y)} + c \| u^L_0 \|_{W^{1,p}}.$$ 

Thus $\| \nabla u^L_0 + \sum_{i=1}^n \nabla_y u^L_i \|_{L^p(D \times Y)}$ is uniformly bounded with respect to $L$. We then have

$$B(u^L; \phi^L - u) - B(u; \phi^L - u) \leq c \left\| \left( \nabla u_0 + \sum_{i=1}^n \nabla_y u_i \right) - \left( \nabla \phi^L_0 + \sum_{i=1}^n \nabla_y \phi^L_i \right) \right\|_{L^p(D \times Y)}$$

$$\cdot \left\| \left( \nabla u_0 + \sum_{i=1}^n \nabla_y u_i \right) - \left( \nabla \phi^L_0 + \sum_{i=1}^n \nabla_y \phi^L_i \right) \right\|_{L^p(D \times Y)} \ (5.13)$$

From (5.11)

$$B(u; \phi^L - u) = \int_D \int_Y A(x, y_1, \ldots, y_n, \nabla u_0 + \sum_{i=1}^n \nabla_y u_i) \cdot \nabla_u (\phi^L_0 - u_0) dy dx$$

$$= - \int_D \int_Y \left[ \nabla_x \cdot A(x, y_1, \ldots, y_n, \nabla u_0 + \sum_{i=1}^n \nabla_y u_i) + \sum_{j=1}^n \frac{\partial}{\partial \xi_j} A_k(x, y_1, \ldots, y_n, \nabla u_0 + \sum_{i=1}^n \nabla_y u_i) \right] (\phi^L_0 - u_0) dy dx.$$

From (5.8) and (5.9), we have

$$B(u; \phi^L - u)$$
\[
\begin{aligned}
\leq \ & c \left( 1 + \left\| \nabla u_0 + \sum_{i=1}^{n} \nabla y_i u_i \right\|_{L^p(D \times Y)}^{p-1} \right) \left\| \phi_0^L - u_0 \right\|_{L^p(D)} \\
& + \sum_{k=1}^{n} \sum_{j=1}^{n} \left( 1 + \left\| \nabla u_0 + \sum_{i=1}^{n} \nabla y_i u_i \right\|_{L^p(D \times Y)}^{p-2} \right) \left\| \frac{\partial}{\partial x_k} \left( \frac{\partial u_0}{\partial x_j} + \sum_{i=1}^{n} \frac{\partial u_i}{\partial (y_i)_j} \right) \right\|_{L^p(D \times Y)} \left\| \phi_0^L - u_0 \right\|_{L^p(D)} \\
\leq \ & c \|u_0 - \phi_0^L\|_{L^p(D)} \quad (5.14)
\end{aligned}
\]

due to \( u_0 \in W^{2,p}(D) \) and \( u_i \in W_i \) for \( i = 1, \ldots, n \). From (5.12), (5.13) and (5.14) we have

\[
\alpha \| \mathbf{u} - \mathbf{u}^L \|_{\mathbf{V}}^p \leq c \| \mathbf{u} - \mathbf{u}^L \|_{\mathbf{V}} \| \mathbf{u} - \phi^L \|_{\mathbf{V}} + c \| u_0 - \phi_0^L \|_{L^p(D)}.
\]

As \( u_0 \in W^{2,p}(D) \subset C(D) \) for \( p \geq 2 \) (\( d = 2, 3 \)), we choose \( \phi_0^L = I^L u_0 \) so \( \phi_0^L \in K \). Then \( \| u_0 - \phi_0^L \|_{L^p(D)} \leq c h_L^2 \) and \( \| u_0 - \phi_0^L \|_{W^{1,p}(D)} \leq c h_L \). Further, we choose \( \phi_i^L \) such that \( \| u_i - \phi_i \|_{\mathbf{V}_i} \leq c h_L \). Then

\[
\alpha \| \mathbf{u} - \mathbf{u}^L \|_{\mathbf{V}}^p \leq c \| \mathbf{u} - \mathbf{u}^L \|_{\mathbf{V}} h_L + c h_L^2.
\]

Therefore

\[
\| \mathbf{u} - \mathbf{u}^L \|_{\mathbf{V}} \leq c \left( h_L^{1/(p-1)} + h_L^{2/p} \right) \leq c h_L^{1/(p-1)}.
\]

\[ \square \]

**Remark 5.8.** The error estimate (5.10) is equivalent to that for the error of the FE approximation of a monotone partial differential equation, see, e.g. [28] and [25]. If conditions (5.8) and (5.9) do not hold, then we only have that

\[
B(\mathbf{u}; \phi - \mathbf{u}^L) \leq c \| u_0 - \phi_0^L \|_{W^{1,p}(D)} \leq c h_L.
\]

We then get a weaker estimate

\[
\| \mathbf{u} - \mathbf{u}^L \|_{\mathbf{V}} \leq c h_L^{1/p}.
\]
5.2.3 Sparse tensor product FE spaces

We employ the sparse tensor product FE spaces $\mathbf{V}^i_L$ defined in Section 3.2.1.3. We recall the regularity spaces $\mathcal{W}_i$ defined in Chapter 3. It consists of functions $w(x, y_1, \ldots, y_i)$ which are $Y_j$ periodic with respect to $y_j$ for $j = 0, \ldots, i$ such that for all $\alpha_j \in \mathbb{R}^d$ ($j = 0, \ldots, i - 1$) with $|\alpha_j| \leq 1$ and $\alpha_i \in \mathbb{R}^d$ with $|\alpha_i| \leq 2$, we have $\partial^{\sum_{j=0}^{i-1}|\alpha_j|} w / (\partial^{\alpha_0} x \partial^{\alpha_1 y_1} \ldots \partial^{\alpha_i y_i}) \in L^p(D \times Y_1 \times \ldots \times Y_i)$. In other words, $\mathcal{W}_i = W^{1,p}(D, W^{1,p}_1(Y_1), \ldots, W^{1,p}_i(Y_i)) \approx W^{1,p}(D) \otimes W^{1,p}_1(Y_1) \otimes \ldots \otimes W^{1,p}_i(Y_i)$. This space is equipped with the norm

$$\|w\|_{\mathcal{W}_i} = \sum_{0 \leq |\alpha_i| \leq 2} \left\| \partial^{\sum_{j=0}^{i-1}|\alpha_j|} w / (\partial^{\alpha_0} x \partial^{\alpha_1 y_1} \ldots \partial^{\alpha_i y_i}) \right\|_{L^p(D \times Y_1 \times \ldots \times Y_i)}.$$

We have the following approximation properties

**Lemma 5.9.** For $w \in \mathcal{W}_i$, for $p = 2$

$$\inf_{w^L \in \mathbf{V}^i_L} \|w - w^L\|_{L^2(D \times Y_1 \times \ldots \times Y_i)} \leq cL^{i/2}h_L \|w\|_{\mathcal{W}_i};$$

and for $p > d$

$$\inf_{w^L \in \mathbf{V}^i_L} \|w - w^L\|_{L^p(D \times Y_1 \times \ldots \times Y_i)} \leq cL^i h_L \|w\|_{\mathcal{W}_i}.$$

We refer to [49] and [48] for a proof. We define the convex set

$$\mathbf{K}^i_L = \{(\hat{\phi}_0^L, \hat{\phi}_1^L, \ldots, \hat{\phi}_n^L) : \hat{\phi}_0^L \in K^L, \hat{\phi}_i^L \in \hat{\mathbf{V}}^i_L, (i = 1, \ldots, n)\}.$$

The sparse tensor product FE approximating problem is: Find

$$\hat{u}^L = (\hat{u}_0^L, \hat{u}_1^L, \ldots, \hat{u}_n^L) \in \mathbf{K}^i_L$$

such that for all $\hat{\phi}^L = (\hat{\phi}_0^L, \hat{\phi}_1^L, \ldots, \hat{\phi}_n^L) \in \mathbf{K}^i_L$:

$$B(\hat{u}_0^L, \hat{u}_1^L, \ldots, \hat{u}_n^L; \hat{\phi}_0^L - \hat{u}_0^L, \hat{\phi}_1^L - \hat{u}_1^L, \ldots, \hat{\phi}_n^L - \hat{u}_n^L) \geq \int_D f(\hat{\phi}_0^L - \hat{u}_0^L). \quad (5.15)$$

We have the following error estimate
Theorem 5.10. Assume conditions (5.1), (5.2), (5.8) and (5.9). If \( u_0 \in W^{2,p}(D) \) and \( u_i \in \hat{W}_i \) for \( i = 1, \ldots, n \), then for the sparse tensor product FE problem (5.15), we have
\[
\|\| (u_0 - \hat{u}_0^L, u_1 - \hat{u}_1^L, \ldots, u_n - \hat{u}_n^L) \|\| \leq c L^{n/2} h_L
\]
when \( p = 2 \); and when \( p > d \)
\[
\|\| (u_0 - \hat{u}_0^L, u_1 - \hat{u}_1^L, \ldots, u_n - \hat{u}_n^L) \|\| \leq c L^{n/(p-1)} h_L^{1/(p-1)}.
\]

The proof is identical to that for Theorem 5.7.

Remark 5.11. We require \( p > d \) so that \( W^{1,p}(D) \subset C(D) \) and \( W^{1,p}(Y) \subset C(Y) \) and the interpolation \( I^L w \) and \( I^\# w \) can be defined. As noted previously, when \( p \leq d \), if \( u_i \) is smoother than \( W^{1,p}(D) \) with respect to \( x \) and \( W^{1,p}(Y_i) \) with respect to \( y_i \), so that it is continuous with respect to \( x \) and \( y_i \), the interpolation can be defined and we have the same results for sparse tensor product FE approximations.

5.3 Numerical correctors

In the two scale case, Sandrakov [73] established the homogenized variational inequality from the multiscale homogenized equation (5.5). We can write the corrector terms \( u_i \) in terms of the solution of the cell problems. For each vector \( \xi \in \mathbb{R}^d \), we denote by \( N(x, y_{n-1}, y_n, \xi) \in W_{\#}^p(Y_n)/\mathbb{R} \), as a function of \( y_n \), the solution of the problem
\[
\nabla_{y_n} \cdot A(x, y_{n-1}, y_n, \xi + \nabla_{y_n} N(x, y_n, \xi)) = 0.
\]
The \((n - 1)\)th homogenized operator is determined as
\[
A^{n-1}(x, y_{n-1}, \xi) = \int_{Y_{n-1}} A(x, y_{n-1}, y_n, \xi + \nabla_{y_n} N(x, y_{n-1}, y_n, \xi)) dy_{n-1}.
\]
It can be shown that $A^{n-1}$ satisfies the monotone and local Lipschitz conditions similar to those of (5.1) and (5.2) (see, e.g., [24], [32] and [19]). As in Chapter 3, inductively, let $A^n(x, y, \xi) = A(x, y, \xi)$. For each $\xi \in \mathbb{R}^d$, let $N^i(x, y_{i-1}, y_i, \xi) \in W^{1,p}_\#(Y_i)/\mathbb{R}$ as a function of $y_i$ be the solution of the problem

$$\nabla_{y_i} \cdot A^i(x, y_{i-1}, y_i, \xi + \nabla_{y_i} N^i(x, y_{i-1}, y_i, \xi)) = 0.$$  

The $(i - 1)$th homogenized operator is defined as

$$A^{i-1}(x, y_{i-1}, \xi) = \int_{Y_i} A^i(x, y_{i-1}, y_i, \xi + \nabla_{y_i} N^i(x, y_{i-1}, y_i, \xi))dy_i$$

which satisfies the monotone and local Lipschitz conditions similar to (5.1) and (5.2). The homogenized variational inequality is: Find $u_0 \in K$ such that for all $\phi \in K$,

$$\int_D A^0(x, \nabla u_0) \cdot (\nabla \phi - \nabla u_0)dx \geq \int_D f(\phi - u_0)dx, \ \forall \phi \in K. \quad (5.16)$$

### 5.3.1 Two-scale problems

In the case of two scales, as for multiscale partial differential equations, we are able to derive a homogenization error in terms of the microscopic scale. In this case, the function $N(x, y, \xi)$ satisfies the cell problem

$$\nabla_y \cdot A(x, y, \xi + \nabla_y N(x, y, \xi)) = 0,$$  

and $N(x, \cdot, \xi) \in W^{1,p}_\#(Y)/\mathbb{R}$ as a function of $y$. The homogenized operator is

$$A^0(x, \xi) = \int_Y A(x, y, \xi + \nabla_y N(x, y, \xi))dy.$$  

We then have the following result on homogenization error.
Proposition 5.12. Assume that \( u_0 \in C^2(\bar{D}) \), \( u_1 \in C^1(\bar{D}, C^1(\bar{Y})) \). There is a constant \( c \) independent of \( \varepsilon \) such that

\[
\left\| \nabla u^\varepsilon - \nabla u_0 - \nabla_y u_1 \left( \cdot, \frac{\cdot}{\varepsilon} \right) \right\|_{L^p(D)} \leq c \varepsilon^{1/(p(p-1))}.
\]

Proof. Let

\[
u^\varepsilon(x) = u_0(x) + \varepsilon u_1(x, x/\varepsilon).
\]

We have from the fact that \( A \in C^1(\bar{D} \times \bar{Y} \times \mathbb{R}^d) \) and (5.2) that

\[
|A(x, y, \nabla u_0(x) + \nabla_y u_1(x, \frac{x}{\varepsilon}) - A(x, y, \nabla u^\varepsilon(x))| \leq c \varepsilon. \tag{5.19}
\]

For \( i = 1, \ldots, d \), we define the function

\[
g_i(x, y) = A_i(x, y, \nabla u_0(x) + \nabla_y u_1(x, y)) - A_i^0(x, \nabla u_0(x)).
\]

From (5.17) we have

\[
\frac{\partial}{\partial y_i} g_i(x, y) = 0,
\]

and from (5.18),

\[
\int_Y g_i(x, y) dy = 0.
\]

From [53], there are functions \( \alpha_{ij}(x, y) \) for \( i, j = 1, \ldots, d \) such that \( \alpha_{ij} = -\alpha_{ji} \) and

\[
g_i(x, y) = \frac{\partial}{\partial y_j} \alpha_{ij}(x, y).
\]

As \( g_i \in C^1(\bar{D}, C(\bar{Y})) \), we have \( \alpha_{ij} \in C^1(\bar{D}, C^1(\bar{Y})) \). We then have

\[
A_i \left( x, \frac{x}{\varepsilon}, \nabla_x u_0(x) + \nabla_y u_1 \left( x, \frac{x}{\varepsilon} \right) \right) - A_i^0(x, \nabla u_0(x))
= \varepsilon \frac{d}{dx_j} \alpha_{ij} \left( x, \frac{x}{\varepsilon} \right) - \varepsilon \frac{\partial}{\partial x_j} \alpha_{ij} \left( x, \frac{x}{\varepsilon} \right),
\]

where \( \frac{d}{dx_j} \) denotes the total partial derivative of \( \alpha_{ij}(x, x/\varepsilon) \) as a function of \( x \) only. Thus for any functions \( \phi \in W_0^{1,p}(D) \) we have

\[
\int_D \left( A_i \left( x, \frac{x}{\varepsilon}, \nabla_x u_0(x) + \nabla_y u_1 \left( x, \frac{x}{\varepsilon} \right) \right) - A_i^0(x, \nabla u_0(x)) \right) \frac{\partial \phi}{\partial x_i}(x) dx
\]
\[
\begin{align*}
&= -\varepsilon \int_D \alpha_{ij} \left( x, \frac{x}{\varepsilon} \right) \frac{\partial^2 \phi}{\partial x_i \partial x_j} dx - \varepsilon \int_D \frac{\partial}{\partial x_j} \alpha_{ij} \left( x, \frac{x}{\varepsilon} \right) \frac{\partial \phi}{\partial x_i} dx \\
&= -\varepsilon \int_D \frac{\partial}{\partial x_j} \alpha_{ij} \left( x, \frac{x}{\varepsilon} \right) \frac{\partial \phi}{\partial x_i} dx
\end{align*}
\]
due to \( \alpha_{ij}(x, y) = -\alpha_{ji}(x, y) \). From this and (5.19) we have

\[
\| \nabla \cdot (A^\varepsilon (\cdot, \nabla u_{1}^\varepsilon) - A^0 (\cdot, \nabla u_0)) \|_{W^{-1, q}(D)} \leq c\varepsilon
\]  
(5.20)

where \( q = p/(p - 1) \) with \( 1/p + 1/q = 1 \). Let \( \eta^\varepsilon \in \mathcal{D}(D) \) be such that \( \eta^\varepsilon(x) = 1 \) outside an \( \varepsilon \) neighbourhood of \( \partial D \) and \( \varepsilon|\nabla_x \eta^\varepsilon(x)| \leq c \) where \( c \) is independent of \( \varepsilon \). Let \( \delta > 0 \) be sufficiently large. We consider the function

\[
w^\varepsilon_1(x) = u_0(x) + \varepsilon \eta^\varepsilon(x)(u_1(x, x/\varepsilon) + \delta).
\]

The motivation of introducing the \( \delta \) is to ensure that \( w^\varepsilon_1 \) is non-negative for a.a. \( x \). Due to the factor \( \eta^\varepsilon \), \( w^\varepsilon_1 \) satisfies the zero boundary condition. As \( u_1(x, y) \in C(\bar{D} \times \bar{Y}) \), it is bounded for all \( x \in D \) and \( y \in Y \) so when \( \delta \) is sufficiently large, \( w^\varepsilon_1 \in W^{1,p}_0(D) \cap K \). We note that

\[
\begin{align*}
\nabla_x (u_1^\varepsilon(x) - w^\varepsilon_1(x)) & = -\varepsilon \nabla_x \eta^\varepsilon(x) u_1 \left( x, \frac{x}{\varepsilon} \right) + \varepsilon(1 - \eta^\varepsilon(x)) \nabla_x u_1 \left( x, \frac{x}{\varepsilon} \right) \\
& \quad + (1 - \eta^\varepsilon(x)) \nabla_y u_1 \left( x, \frac{x}{\varepsilon} \right) - \delta \nabla_x (\varepsilon \eta^\varepsilon(x)).
\end{align*}
\]

As the support of \( \nabla_x (u_1^\varepsilon - w^\varepsilon_1) \) is in an \( \varepsilon \) neighbourhood of \( \partial D \), we deduce that

\[
\| u_1^\varepsilon - w^\varepsilon_1 \|_{W^{1,p}(D)} \leq c\varepsilon^{1/p}.
\]  
(5.21)

From (5.2), we have

\[
\| A^\varepsilon (\cdot, \nabla u_1^\varepsilon (\cdot)) - A^\varepsilon (\cdot, \nabla w^\varepsilon_1 (\cdot)) \|_{L^q(D)} \leq c\varepsilon^{1/p}.
\]

Therefore

\[
\| \nabla \cdot (A^\varepsilon (\cdot, \nabla u_1^\varepsilon) - A^\varepsilon (\cdot, \nabla w^\varepsilon_1)) \|_{W^{-1, q}(D)} \leq c\varepsilon^{1/p}.
\]
From this and (5.20), we have
\[ \| \nabla \cdot (A^\varepsilon(\cdot, \nabla w_1^\varepsilon) - A^0(\cdot, \nabla u_0)) \|_{W^{-1,\sigma}(D)} \leq c\varepsilon^{1/p}. \] (5.22)

From (5.16) we have that for all \( \phi \in K \)
\[
\int_D A^0(x, \nabla u_0) \cdot (\nabla \phi - \nabla w_1^\varepsilon) dx = \int_D A^0(x, \nabla u_0) \cdot (\nabla \phi - \nabla u_0) - \int_D A^0(x, \nabla u_0) \cdot (\nabla w_1^\varepsilon - \nabla u_0) \geq \int_D f(\phi - u_0) dx + \int_D \nabla \cdot A^0(x, \nabla u_0)(w_1^\varepsilon - u_0) dx.
\]
As \( A^0(x, \xi) \in C^1(\bar{D} \times \mathbb{R}^d) \) and \( u_0 \in C^2(\bar{D}) \), we have that \( |\nabla \cdot A^0(x, \nabla u_0(x))| \leq c \) for all \( x \in D \). Using \( |w_1^\varepsilon(x) - u_0(x)| \leq c\varepsilon \) we deduce that
\[
\int_D A^0(x, \nabla u_0) \cdot (\nabla \phi - \nabla w_1^\varepsilon) dx \geq \int_D f(\phi - w_1^\varepsilon) dx - c\varepsilon.
\]
From (5.22) we deduce
\[
\int_D A^\varepsilon(x, \nabla w_1^\varepsilon) \cdot (\nabla \phi - \nabla w_1^\varepsilon) dx \geq \int_D f(\phi - w_1^\varepsilon) dx - c\varepsilon - c\varepsilon^{1/p}\|\nabla \phi - \nabla w_1^\varepsilon\|_{L^p(D)}.
\]
Let \( \phi = u^\varepsilon \), we have
\[
\int_D A^\varepsilon(x, \nabla w_1^\varepsilon) \cdot (\nabla u^\varepsilon - \nabla w_1^\varepsilon) dx \geq \int_D f(u^\varepsilon - w_1^\varepsilon) dx - c\varepsilon - c\varepsilon^{1/p}\|\nabla u^\varepsilon - \nabla w_1^\varepsilon\|_{L^p(D)}. \] (5.23)
As \( w_1^\varepsilon \in K \), from (5.3), we have
\[
\int_D A^\varepsilon(x, \nabla u^\varepsilon) \cdot (\nabla w_1^\varepsilon - \nabla u^\varepsilon) dx \geq \int_D f(w_1^\varepsilon - u^\varepsilon) dx. \] (5.24)
From (5.23) and (5.24),
\[
\int_D (A^\varepsilon(x, \nabla w_1^\varepsilon) - A^\varepsilon(x, \nabla u^\varepsilon)) \cdot (\nabla u^\varepsilon - \nabla w_1^\varepsilon) dx \geq -c\varepsilon - c\varepsilon^{1/p}\|\nabla u^\varepsilon - \nabla w_1^\varepsilon\|_{L^p(D)}.
\]
so
\[ \int_D (A^\varepsilon(x, \nabla u^\varepsilon) - A^\varepsilon(x, \nabla w_1^\varepsilon)) \cdot (\nabla u^\varepsilon - \nabla w_1^\varepsilon) dx \leq c\varepsilon + c\varepsilon^{1/p} \| \nabla u^\varepsilon - \nabla w_1^\varepsilon \|_{L^p(D)}. \]

From the monotone condition \[5.1\], we have
\[ \| \nabla u^\varepsilon - \nabla w_1^\varepsilon \|_{L^p(D)}^p \leq c\varepsilon + c\varepsilon^{1/p} \| \nabla u^\varepsilon - \nabla w_1^\varepsilon \|_{L^p(D)}. \]

Therefore
\[ \| \nabla u^\varepsilon - \nabla w_1^\varepsilon \|_{L^p(D)} \leq c\varepsilon^{1/(p(p-1))}. \]

From \[5.21\], we have that
\[ \| \nabla w_1^\varepsilon - \nabla u_0 - \nabla_y u_1(\cdot, \cdot, \varepsilon) \|_{L^p(D)} \leq c\varepsilon^{1/(p(p-1))}. \]

We then get the conclusion. \(\square\)

To construct a numerical corrector, we employ the following operator.

For \( \Phi \in L^1(\Omega \times Y) \) we define
\[ \mathcal{U}^\varepsilon(\Phi)(x) = \int_Y \Phi \left( \left[ \frac{x}{\varepsilon} \right] + \varepsilon z, \left\{ \frac{x}{\varepsilon} \right\} \right) dz, \tag{5.25} \]
where \([x/\varepsilon]\) denotes the “integer” part of \(x/\varepsilon\) with respect to the unit cube \(Y\) and \(\{x/\varepsilon\} = x/\varepsilon - [x/\varepsilon]\). The operator \(\mathcal{U}^\varepsilon\) satisfies:
\[ \int_{D^\varepsilon} \mathcal{U}^\varepsilon(\Phi)(x) dx = \int_{D \times Y} \Phi(x, y) dy dx, \tag{5.26} \]
for all \( \Phi \in L^1(D \times Y) \), where \(D^\varepsilon\) is the \(2\varepsilon\) neighbourhood of \(D\); \(\Phi\) is regarded as 0 when \(x\) is outside \(D\). The proof of this proposition is quite straightforward; we refer to [29] for details. We then have the following corrector result.

**Theorem 5.13.** Assume that \( u_0 \in C^2(\bar{D}) \) and \( u_1 \in C^1(\bar{D}, C^1(\bar{Y})) \). For the solution of the full tensor product FE approximation in \[5.7\], we have
\[ \| \nabla u^\varepsilon(\cdot) - [\nabla u_0^L(\cdot) + \mathcal{U}^\varepsilon(\nabla_y u_1^L)(\cdot)] \|_{L^p(D)} \leq c(\varepsilon^{1/(p(p-1))} + h_1^{1/(p-1)}). \]
5.3 Numerical correctors

Proof. As \( u_1 \in C^1(\bar{D}, C^1(\bar{Y})) \), we have from (5.25)
\[
\left| \nabla_y u_1(x, \frac{x}{\varepsilon}) - \mathcal{U}^\varepsilon(\nabla_y u_1)(x) \right| \leq c\varepsilon.
\]
for all \( x \in D \). Therefore
\[
\| \nabla u^\varepsilon(x) - \nabla u_0(x) - \mathcal{U}^\varepsilon(\nabla_y u_1)(x) \|_{L^p(D)} \leq c\varepsilon^{1/(p(p-1))}.
\]
For all functions \( \Phi \in L^p(D \times Y) \), from the Cauchy-Schwartz inequality, we have
\[
(\mathcal{U}^\varepsilon(\Phi)(x))^p \leq \mathcal{U}^\varepsilon(\Phi^p)(x).
\]
Therefore, from (5.26)
\[
\| \mathcal{U}^\varepsilon(\Phi) \|_{L^p(D)} \leq \| \Phi \|_{L^p(D \times Y)}.
\]
Thus
\[
\| \mathcal{U}^\varepsilon(\nabla_y u_1)(x) - \mathcal{U}^\varepsilon(\nabla_y u_1^L)(x) \|_{L^p(D)} \\
\leq \| \nabla_y u_1(x, y) - \nabla_y u_1^L(x, y) \|_{L^p(D \times Y)} \leq c h_L^{1/(p-1)}.
\]
We then get the result.

Similarly, for the solution of the sparse tensor product FE approximation problem (5.15), we have

Theorem 5.14. Assume that \( u_0 \in C^2(\bar{D}) \) and \( u_1 \in C^1(\bar{D}, C^1(\bar{Y})) \). For the solution of the sparse tensor product FE approximation in (5.15), we have
\[
\| \nabla u^\varepsilon(\cdot) - [\nabla \hat{u}_0^L(\cdot) + \mathcal{U}^\varepsilon(\nabla_y \hat{u}_1^L)(\cdot)] \|_{L^2(D)} \leq c(\varepsilon^{1/2} + L^{1/2} h_L)
\]
when \( p = 2 \); and when \( p > d \)
\[
\| \nabla u^\varepsilon(\cdot) - [\nabla \hat{u}_0^L(\cdot) + \mathcal{U}^\varepsilon(\nabla_y \hat{u}_1^L)(\cdot)] \|_{L^p(D)} \leq c(\varepsilon^{1/(p(p-1))} + L^{1/(p-1)} h_L^{1/(p-1)}).
\]

The proof of this theorem is identical to that of the previous one.
5.3.2 Numerical corrector for the multiscale problem

For general problems with more than two scales, we deduce a numerical corrector without an explicit error. We assume that \( \varepsilon_i \varepsilon_{i-1}^{-1} \) is an integer for all \( i = 2, \ldots, n \). As in Chapter 3, we define the operator \( T_{n}^{\varepsilon} : L^{1}(D) \to L^{1}(D \times Y) \) as:

\[
T_{n}^{\varepsilon}(\phi)(x, y) = \phi \left( \varepsilon_1 \left[ \frac{x}{\varepsilon_1} \right] + \varepsilon_2 \left[ \frac{y_1}{\varepsilon_2/\varepsilon_1} \right] + \ldots + \varepsilon_n \left[ \frac{y_{n-1}}{\varepsilon_n/\varepsilon_{n-1}} \right] + \varepsilon_n y_n \right)
\]

where the function \( \phi \) is understood as 0 outside \( D \), and \([\cdot] \) denotes the “integer” part with respect to \( Y \). For all functions \( \phi \in L^{1}(D) \) which are understood as 0 outside \( D \), we have

\[
\int_{D} \phi dx = \int_{D^\varepsilon} \int_{Y} T_{n}^{\varepsilon}(\phi)dy dx . \tag{5.27}
\]

where \( D^\varepsilon \) is the \( 2\varepsilon \) neighbourhood of \( D \). We can also show that

\[
T_{n}^{\varepsilon}(\nabla u^\varepsilon) \rightharpoonup \nabla u_0 + \nabla y_1 u_1 + \ldots + \nabla y_n u_n \text{ in } L^{p}(D \times Y). \tag{5.28}
\]

We recall the operator \( U_{n}^{\varepsilon} : L^{1}(D \times Y) \to L^{1}(D) \) defined in Chapter 3

\[
U_{n}^{\varepsilon}(\Phi)(x) = \int_{Y_1} \ldots \int_{Y_n} \Phi \left( \varepsilon_1 \left[ \frac{x}{\varepsilon_1} \right] + \varepsilon_1 t_1, \varepsilon_2 \left[ \frac{\varepsilon_{n-1} x}{\varepsilon_{n-1}} \right] + \varepsilon_2 t_2, \ldots, \varepsilon_n \left[ \frac{\varepsilon_{n-1} x}{\varepsilon_{n-1}} \right] + \varepsilon_n t_n \right) dt_n \ldots dt_1 \tag{5.29}
\]

where \( \{\cdot\} = \cdot - [\cdot] \); the function \( \Phi \) is understood as 0 outside \( D \). We have \( U^{\varepsilon}(T^{\varepsilon}(\Phi)) = \Phi \ ) \forall \Phi \in L^{1}(D) \). Further,

\[
\int_{D^\varepsilon} U_{n}^{\varepsilon}(\Phi)(x)dx = \int_{D} \int_{Y} \Phi dy dx \tag{5.30}
\]

where \( \Phi \) is understood as 0 outside \( D \). The proofs of these facts can be found in [29].

We then have
Proposition 5.15. Under conditions (5.1) and (5.2), we have
\[
\lim_{\varepsilon \to 0} \|\nabla u^\varepsilon - [\nabla u_0 + U_n(\nabla y_1 u_1 + \ldots + \nabla y_n u_n)]\|_{L^p(D)} = 0.
\]

Proof. As \( T_n^\varepsilon(\nabla u^\varepsilon) \to \nabla u_0 + \nabla y_1 u_1 + \ldots + \nabla y_n u_n \) in \( L^p(D) \),
\[
\lim_{\varepsilon \to 0} \int_D \int_Y A(x, y, \nabla u_0 + \sum_{i=1}^n \nabla y_i u_i) \cdot (T_n^\varepsilon(\nabla u^\varepsilon) - (\nabla u_0 + \sum_{i=1}^n \nabla y_i u_i)) dy dx = 0.
\]
(5.31)

Let \( \phi_0 \in C^\infty_0(D) \), \( \phi_i \in C^\infty_0(D, C^\infty_#(Y_1, \ldots, C^\infty_#(Y_i) \ldots)) \) for \( i = 1, \ldots, n \). Let \( \chi \in C^\infty_0(D) \) which is nonnegative and equal to 1 in the support of \( \phi_i \) with respect to \( x \) (which does not depend on \( \varepsilon \)). For \( \delta > 0 \), we have
\[
\phi^\varepsilon(x) = \phi_0(x) + \sum_{i=1}^n \varepsilon_i \phi_i(x, x / \varepsilon_1, \ldots, x / \varepsilon_i) + \delta \chi(x) \in K
\]
when \( \varepsilon \) is sufficiently small. Therefore from (5.3)
\[
\int_D A^\varepsilon(x, \nabla u^\varepsilon) \cdot (\nabla \phi_0 + \sum_{i=1}^n \nabla y_i \phi_i(x, x / \varepsilon_1, \ldots, x / \varepsilon_i))
+ \sum_{i=1}^n \sum_{j=1}^{i-1} \varepsilon_j \nabla y_j \phi_i(x, x / \varepsilon_1, \ldots, x / \varepsilon_n) + \delta \nabla \chi - \nabla u^\varepsilon) dx
\geq \int_D f(\phi_0 + \sum_{i=1}^n \varepsilon_i \phi_i(x, x / \varepsilon_1, \ldots, x / \varepsilon_i) + \delta \chi - u^\varepsilon) ds.
\]

Using (5.27) and the fact that
\[
T_n^\varepsilon(\nabla \phi_0) \to \nabla \phi_0 \text{ in } L^p(D \times Y),
\]
and
\[
T_n^\varepsilon(\nabla y_i \phi_i(\cdot / \varepsilon_1, \ldots, \cdot / \varepsilon_i)) \to \nabla y_i \phi_i(x, y_1, \ldots, y_i),
\]
which can be shown by the smoothness of \( \phi_0, \phi_1, \ldots, \phi_n \), we have
\[
\liminf_{\varepsilon \to 0} \int_D \int_Y T_n^\varepsilon(A^\varepsilon(x, \nabla u^\varepsilon))
\]

\[
\begin{aligned}
\cdot (\nabla \phi_0 + \sum_{i=1}^{n} \nabla_{y_i} \phi_i(x, y_1, \ldots, y_n) \\
+ \delta \nabla \chi(x) - T_n^\varepsilon(\nabla u^\varepsilon))dy \, dx \\
\geq \int_D f(\phi_0 + \delta \chi - u_0) \, dx.
\end{aligned}
\]

As this holds for all \( \delta > 0 \), we have
\[
\liminf_{\varepsilon \to 0} \int_D \int_Y T_n^\varepsilon(A^\varepsilon(x, \nabla u^\varepsilon)) \\
\cdot (\nabla \phi_0 + \sum_{i=1}^{n} \nabla_{y_i} \phi_i(x, y_1, \ldots, y_n) - T_n^\varepsilon(\nabla u^\varepsilon))dy \, dx \\
\geq \int_D f(\phi_0 - u_0) \, dx.
\]

Using density, we can replace \( \phi_0 \) by \( u_0 \) and \( \phi_i \) by \( u_i \) for \( i = 1, \ldots, n \). Further, from the smoothness of \( A \) and condition (5.2), we have
\[
\liminf_{\varepsilon \to 0} \int_D \int_Y (T_n^\varepsilon(A^\varepsilon(x, \nabla u^\varepsilon)) - A(x, y, T_n^\varepsilon(\nabla u^\varepsilon))) \\
\cdot (\nabla \phi_0 + \sum_{i=1}^{n} \nabla_{y_i} \phi_i(x, y_1, \ldots, y_n) - T_n^\varepsilon(\nabla u^\varepsilon))dy \, dx = 0
\]

Therefore,
\[
\liminf_{\varepsilon \to 0} \int_D \int_Y A(x, y, T_n^\varepsilon(\nabla u^\varepsilon))(\nabla u_0 + \sum_{i=1}^{n} \nabla_{y_i} u_i - T_n^\varepsilon(\nabla u^\varepsilon))dy \, dx \geq 0
\]

This together with (5.31) implies
\[
\limsup_{\varepsilon \to 0} \int_D \int_Y (A(x, y, \nabla u_0 + \sum_{i=1}^{n} \nabla_{y_i} u_i) - A(x, y, T_n^\varepsilon(\nabla u^\varepsilon))) \\
\cdot (\nabla u_0 + \sum_{i=1}^{n} \nabla_{y_i} u_i - T_n^\varepsilon(\nabla u^\varepsilon))dy \, dx \leq 0.
\]

From (5.1) we get
\[
\lim_{\varepsilon \to 0} \|T_n^\varepsilon(\nabla u^\varepsilon) - [\nabla u_0 + \sum_{i=1}^{n} \nabla_{y_i} u_i]\|_{L^p(D \times Y)} = 0.
\]
5.3 Numerical correctors

As $\mathcal{U}_n^\varepsilon(T_n^\varepsilon(\nabla u^\varepsilon)) = \nabla u^\varepsilon$, from (5.30), we have

$$\lim_{\varepsilon \to 0} \|\mathcal{U}_n^\varepsilon(T_n^\varepsilon(\nabla u^\varepsilon) - \nabla u_0 + \sum_{i=1}^n \nabla y_i u_i)\|_{L^p(D)} = 0.$$ 

As $\lim_{\varepsilon \to 0} \|\mathcal{U}_n^\varepsilon(\nabla u_0) - \nabla u_0\|_{L^p(D)} = 0$, we get the conclusion.

As an error of convergence for the corrector is not available, we do not distinguish the two cases of full and sparse tensor product FE approximations. We denote the FE solutions as $u_L^0$ and $u_L^i$ generally. We then have:

**Theorem 5.16.** Under conditions (5.1) and (5.2), we have:

$$\lim_{\varepsilon \to 0, L \to \infty} \|\nabla u^\varepsilon - \nabla u_L^0 + \sum_{i=1}^n \mathcal{U}_n^\varepsilon(\nabla y_i u_L^i)\|_{L^p(D)} = 0.$$ 

**Proof.** From the definition (5.29), we have that $\mathcal{U}_n^\varepsilon(\Phi)^p \leq \mathcal{U}_n^\varepsilon(\Phi^p)$ so

$$|(\mathcal{U}_n^\varepsilon(\nabla y_i u_i - \nabla y_i u_L^i)(x))|^p \leq \mathcal{U}_n^\varepsilon(|\nabla y_i u_i - \nabla y_i u_L^i|^p)(x).$$

Thus from (5.30) we get

$$\|\mathcal{U}_n^\varepsilon(\nabla y_i u_i - \nabla y_i u_L^i)\|_{L^p(D)} \leq \mathcal{U}_n^\varepsilon(|\nabla y_i u_i - \nabla y_i u_L^i|^p)\|_{L^1(D)}$$

$$\leq \|\nabla y_i u_i - \nabla y_i u_L^i\|_{L^p(D \times Y)} \leq c h^{1/(p-1)}.$$ 

Therefore

$$\|\nabla u^\varepsilon - [\nabla u_0 + \sum_{i=1}^n \mathcal{U}_n^\varepsilon(\nabla y_i u_i)]\|_{L^p(D)}$$

$$\leq \|\nabla u^\varepsilon - [\nabla u_0 + \sum_{i=1}^n \mathcal{U}_n^\varepsilon(\nabla y_i u_i)]\|_{L^p(D)} + \|\nabla u_0 - \nabla u_L^0\|_{L^p(D)}$$

$$+\|\sum_{i=1}^n \mathcal{U}_n^\varepsilon(\nabla y_i u_i) - \sum_{i=1}^n \mathcal{U}_n^\varepsilon(\nabla y_i u_L^i)\|_{L^p(D)}$$

which converges to 0 when $\varepsilon \to 0$ and $L \to \infty$.

The conclusion then follows. \qed
5.4 Numerical examples

We solve some two scale variational inequalities in one and two dimensional domains to illustrate the theoretical results.

We first consider a problem on the one dimensional domain $D = (0, 1)$ where the monotone nonlinear function

$$A(x, y, \xi) = \xi + \frac{1}{2} \sin(x \sin(2\pi y)) - x \cos(2\pi y) - \frac{1}{2} \sin(x \sin(2\pi y)(1 - 2x + x \cos(2\pi y)))$$

and $f(x) = 2$. In this case $p = 2$. The problem has the exact solution

$$u_0(x) = x - x^2$$

and

$$u_1(x, y) = \frac{1}{2\pi} x \sin(2\pi y).$$

This variational problem with constrain corresponds to an optimization problem with constraint conditions in the convex set $K$ ([27]). We therefore use the relaxation method ([27] Section 8.6) to solve the variational inequality problem (5.15). In Figures 5.1 and 5.2 we plot the errors $\|u_0 - \hat{u}_0^L\|_{H^1_0(D)}$ and $\|u_1 - \hat{u}_1\|_{L^2(D, H^1_0(Y)/R)}$ respectively. The numerical results agree with the theoretical results.
5.4 Numerical examples

Figure 5.1: The $\|u_0 - \hat{u}_0\|_{H^1_0(D)}$ error versus the mesh size $h$.

Figure 5.2: The $\|u_1 - \hat{u}_1\|_{L^2(D,H^1_0(Y)/R)}$ error versus the mesh size $h$.

We then consider the problem on $D = (0, 1)$ with the monotone function

$$A(x, y, \xi) = \xi + \frac{1}{10} (2 + \sin(2\pi y))\xi^3 - x\cos(2\pi y)$$

$$- \frac{1}{10} (2 + \sin(2\pi y))(1 - 2x + x\cos(2\pi y))^3$$

and $f(x) = 2$. In this case $p = 4$. This problem has the exact solution

$$u_0(x) = x - x^2$$

and

$$u_1(x, y) = \frac{1}{2\pi} x \sin(2\pi y).$$
We again use the relaxation method to find the minimizer of the corresponding optimization problem with constraints. In Figures 5.3 and 5.4 we plot the error $\|u_0 - \hat{u}_0\|_{W_0^{1,4}(D)}$ and $\|u_1 - \hat{u}_1\|_{L^4(D,W_\#^{1,4}(Y)/R)}$ respectively. The numerical results show that these errors behave like $O(h_L)$, i.e. the theoretical results are pessimistic. This is in agreement with the well known fact in solving (single macroscopic scale) monotone problems that the observed numerical error is the optimal $O(h_L)$ rate which is far better than what we can show theoretically, see, e.g., [48].
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Figure 5.3: The $\|u_0 - \hat{u}_0\|_{W_0^{1,4}(D)}$ error versus the mesh size $h$.
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Figure 5.4: The $\|u_1 - \hat{u}_1\|_{L^4(D,W_\#^{1,4}(Y)/R)}$ error versus the mesh size $h$. 
For the two dimensional domain $D = (0, 1) \times (0, 1)$, we consider monotone function

$$A(x, y, \xi)$$

$$= \xi' + \xi'' + \frac{1}{20} x' x'' \sin(2\pi y'') \sin(\xi') + \frac{1}{20} x' x'' \sin(2\pi y') \sin(\xi'')$$

$$-(x' + x'')(\cos(2\pi y') \sin(2\pi y'') + \sin(2\pi y') \cos(2\pi y''))$$

$$-\frac{1}{20} x' x'' \sin(2\pi y'') \sin((1 - 2x')(x'' - x''^2))$$

$$-\frac{1}{20} x' x'' \sin(2\pi y') \sin((x' - x'^2)(1 - 2x''))$$

and

$$f(x) = 2(x' + x'' - x'^2 - x''^2)$$

with $x = (x', x'') \in D$, $y = (y', y'') \in Y$ and $\xi = (\xi', \xi'') \in \mathbb{R}^2$. In this case $p = 2$. This problem has the exact solution

$$u_0(x) = (x' - x'^2)(x'' - x''^2)$$

and

$$u_1(x, y) = \frac{1}{2\pi} (x' + x'') \sin(2\pi y') \sin(2\pi y'')$$

In Figures 5.5 and 5.6 we plot the error $\|u_0 - \hat{u}_0\|_{H^1_0(D)}$ and $\|u_1 - \hat{u}_1\|_{L^2(D, H^1_0(Y))}$ respectively. The numerical results show that these errors behave like $O(h_L)$. 
Figure 5.5: The $\|u_0 - \hat{u}_0^L\|_{H^1_0(D)}$ error versus the mesh size $h$.

Figure 5.6: The $\|u_1 - \hat{u}_1\|_{L^2(D,H^1_0(Y))}$ error versus the mesh size $h$. 
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