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Abstract

Trust systems help users evaluate trustworthiness of partners, which support users to make decisions in various scenarios. Evaluating trust requires evidences, which can be from ratings of other users (advisors). Rating are especially helpful when direct experiences of a user (advisee) are not enough. However, not all ratings are useful, and sometimes they may even be misleading. Either dishonesty (unfair rating attacks) or subjectivity of advisors can cause ratings deviating from the truth. Misleading ratings make trust evaluation inaccurate, and reduce the quality of trust-based decision making.

There exist various approaches to defend against unfair rating attack, aiming to make a trust system robust. Most of them are passive regarding attackers – they prepare for known attack strategies. When facing unknown attack strategies in the future, there is no guarantee whether they will be robust. Moreover, the robustness of these approaches is typically verified and compared under specifically constructed attacks, the results of which are not convincing. First, we do not know whether there exist worse attacks under which their performance may not remain. Second, it is not clear whether the specifically constructed attacks used for robustness comparison are more advantageous to some approaches. Last, different approaches may have different models for same types of attacks. There lacks a unified modeling of unfair rating attacks.

Thus, instead of passively defending after attacks are uncovered, we study unfair rating attacks in an active way, starting from considering all possible attack strategies. We propose a probabilistic modeling of attacks in any settings where ratings have discrete options. Our modeling is flexible in both space and time dimensions: allowing any number of advisors and rating levels, and also allowing attackers to change strategies over time. Given the uncertainty in predicting future attacks, we propose to emphasize
the strongest or worst-case attacks. From a security viewpoint, how well a system would perform under the worst case should be a key consideration in its design. We propose to use information theory, specifically information leakage to quantify the strength of an attack: less information leakage means the attack is stronger. We then analyze and compare the robustness of several trust systems based on the strength of attacks (especially the strongest attacks) they can handle. Different from existing approaches, our quantification is independent of specific systems, allowing a fair comparison of their robustness. We study attacks from two dimensions, 1) whether attackers are independent or collusive, and 2) whether their behavior patterns are static or dynamic. For each type of attacks, we identify the strongest attack strategies. Compared to them, the commonly studied attacks are far from being really threatening, which are thus not suitable to stress-test robustness.

There are approaches which not only consider dishonest ratings but also subjective ratings. They deal with dishonesty and subjectivity orthogonally – they distinguish the effects of dishonest ratings and honest but subjective ratings. However, subjectivity may twist with unfair rating attacks, in which way, influence the robustness of trust systems. We study their interplay, specifically: whether and how subjectivity, and different treatments of subjectivity may affect robustness. We also formally analyze two types of methods used to mitigate the effects of subjectivity: feature-based rating and clustering (advisors or ratings). We found that feature-based rating may deteriorate robustness, whereas clustering improves robustness. We also found that finer clustering enhances robustness, with tracking individual advisors as the extreme case.

In summary, our work provides a new perspective on studying unfair rating attacks and robustness of trust systems. Probabilistic modeling allows it to be flexible and active towards gaining robustness, compared with most existing approaches. Information theory-based measurement allows it to be general, and to enable a fair comparison of both attacks and robustness across various systems. Exposed worst-case attacks have drawn the attention of both relevant researchers and system designers to design more robust systems against more threatening attacks. Finally, some non-intuitive theoretical
results provide new insights for researchers, and also suggestions for system designers in practice.
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Chapter 1

Introduction

1.1 Trust Systems

Trust systems help make decisions based on evaluating trustworthiness or reputation. Trust systems are applied extensively, e.g., in e-commerce (Amazon, Taobao), multi-agent systems, wireless sensor networks, vehicular ad-hoc networks, cloud computing, robotics and autonomous systems and so on. Specifically, trust systems can: compute reputation of sellers for buyers as a reference [1–3] (trust systems for e-commerce); select reliable routes for wireless sensor networks [4–6] (trust-based secure routing); and decide whether to grant access to an entity [7–9] (trust-based access control), and so on.

To evaluate trustworthiness of a target needs evidences, which can be from direct experiences or observations of a user. When there is insufficient direct evidence, trust systems tend to rely on ratings provided by other users (e.g., see BLADE [1], TRAVOS [10], MET [2], HABIT [11]). Throughout this thesis, we name those who provide ratings as advisors, those who receive ratings as advisees, and objects that are under rating as targets.

To provide reviews or ratings is a typical form of information sharing, which is popularly applied in practice, like in e-commerce (e.g., Amazon, Taobao, eBay) and
some online P2P social networks (e.g., Yelp, Douban, and NetEase reviews). In e-commerce, when a customer is not sure about how to evaluate or select products, (s)he may refer to ratings given by some other customers, who have bought the products before. Douban for instance provides a platform where anyone can share their reviews and scores for a movie or a book. Rating and other forms of information sharing are also playing more and more important roles in fields such as Internet of Things (IoTs) and cyber security [12–14].

1.2 Misleading Ratings in Trust Systems

Shared information like ratings is not necessarily useful to its receivers. It may be irrelevant, redundant, or even misleading. Misleading ratings may result from the dishonesty of advisors. Dishonest (usually malicious) advisors deliberately report ratings that deviate from their observations, or even fabricate ratings for which they actually have no observations. For example, in Taobao, some sellers bribe a group of buyers to fabricate good ratings via fake transaction records, for the purpose of promoting their reputation. Such a type of rating behavior is also known as unfair rating attacks, which is a prevailing threat to trust systems. Figure 1.1 presents a scenario where before an interaction takes place, both honest ratings and dishonest ratings are received by an advisee (the blue icon).

Unfair ratings attacks reduce the quality of trust-based decision making, by introducing inaccuracy in trust evaluation. Take a trust-based access control system as an example. Unfair rating attacks may cause wrong decisions like granting access to a
malicious entity. The term *robustness* is usually used to describe a trust system’s effectiveness against various attacks. Throughout this thesis, robustness specifically refers to how well a trust system deals with unfair rating attacks\(^1\).

Besides dishonesty, misleading ratings may also result from subjectivity difference between an advisee and honest advisors. Given the same observation, different honest advisors may have different opinions, due to their different subjective dispositions. For example, if an honest advisor has expected much more about a target than another, (s)he may tend to give a lower rating. Subjectivity here means “based on or influenced by personal feelings, tastes, or opinions” (Oxford Dictionary). Although subjective ratings may be misleading, in some scenarios, they are very useful. For instance, it is assumed in recommender systems that honest advisors with similar subjective preferences tend to provide similar ratings, based on which recommendations are generated \([16]\). For the trust system in \([17]\), trust is measured by the subjectivity similarity between users.

In this thesis, we consider these two factors impacting the quality of ratings – dishonesty and subjectivity. We specifically study how they influence the robustness of trust systems.

### 1.3 Problem Statement

In research about trust systems, there are various approaches aiming to improve the quality of ratings, by dealing with dishonesty (unfair rating attacks), subjectivity or both. By mitigating the negative effect of unfair rating attacks, these approaches aim to improve the robustness of trust systems. Several types of methods exist: to model advisors’ degrees of honesty \([3, 10, 18–22]\), to reward honest rating behavior \([23, 24]\), and to re-interpret ratings regardless of whether they are honest \([1, 11]\). Generally, they have following problems:

\(^1\)Various other types of attacks also exist in trust systems such as Sybil attacks, proliferation, on-off attacks and so on \([15]\).
First, these approaches only study attacks that already exist in practice or have been attracting much attention. For example, ballot-stuffing attacks (where malicious advisors always report fake positive ratings to promote a target), which are the commonly known attacks in e-commerce, are also the popularly studied attacks. Although solving existing attacks is useful, to assume they consist of all threats overlooks attackers’ flexibility, which cannot ensure the robustness of a system. Attackers may adapt their strategies, either over time or across systems. For example, after some attacks are uncovered, the designers of system A prepare defending mechanisms, which, do not work well as time goes by, because attackers already changed their strategies. If designers of system B assume that the attacks happened to A are the only threats they may face, then attackers may succeed with high probability, when they launch a new attack.

In the example above, the reason why attackers may succeed in the two systems, is that designers cannot “catch up with” attackers – their solutions are prepared for discovered (known) attacks but not for unknown ones. Such a kind of approaches is passive regarding improving the robustness. We do not know whether these approaches still work when faced with unknown attacks. And in order to “catch up with” attackers, they need to predict what strategies that attackers will undertake in future.

Second, even for known types of attacks, designers usually pay less attention in modeling or analyzing attackers’ behavior, compared with in evaluating the effectiveness of their systems under attacks. In some related research, attacks appear merely to be testing tools for the robustness of systems or algorithms [1, 2, 25].

Third, when verifying a system’s robustness, designers tend to use specifically-simulated attacks. For example, Weng et al. [20] consider ballot-stuffing attacks, and in evaluation, they consider several percentages of attackers: 20%, 40%, 60%, 80%. In Qureshi et al. [26], two attacks are used in evaluation: 20 attackers report all others as trustworthy, and 20 attackers report the opposite of the truth.

Positive verification results do prove that a system is robust against those specifically configured attacks, but do not prove that the system is robust under other attacks. Moreover, comparing the robustness of two systems under specific attacks is not fair. The designer may design a system to be robust against a given (type of) attack, and use
that specific attack to compare the system with another. Such a comparison is biased in favor of the proposed system.

And sometimes, attacks of same types are configured differently in different systems. For example, while both choose ballot-stuffing attacks for testing, Li et al. set 9 honest nodes and 30 attackers [27], while Swamynathan et al. vary attackers percentage from 10% to 50% [28]. There is a lack of work to formally model attacks independent of specific systems. A model which characterizes attackers’ behavior serves to better analyze attacks, and more importantly, to make the design of defending approaches more targeted.

Last, there is no consensus regarding measuring the strength of attacks, or how harmful an attack is. Some researchers define based on their heuristics, e.g., Sybil attacks and camouflage attacks together would be stronger than either the single type [2]. Some others measure attacks based on how much ratings deviate from an advisee’s opinion. Also, attacks may be measured based on their effect on a system – worse effect means more harmful attacks.

In practice, an honest advisor’s ratings are typically subjective, which may differ from an advisee’s opinion or from other advisors’ ratings. Subjectivity is another important factor of misleading ratings, but it is intrinsically different from dishonesty. If defenses mechanisms for dishonesty change, then attacks may change, but subjectivity remains unchanged. Existing approaches generally cope with subjectivity and dishonesty orthogonally. Interestingly, subjectivity may change unfair rating attacks, e.g., introducing an attack where dishonest advisors camouflage as honest-but-subjective [29], thus changing robustness of trust systems. Therefore, the interplay of dishonesty and subjectivity needs to be studied.

1.4 Objectives and Contributions

We describe our objectives in dealing with unfair rating attacks, regarding all the problems mentioned in the section above. And also we present our main contributions on the way of achieving the objectives.
Being able to handle only existing attacks is not enough for robustness, as attackers are flexible in adapting their strategies. On the other hand, to accurately predict attackers’ strategies beforehand is difficult. Thus, we suggest preparing a trust system for the worst-case attacks. Different trust systems may have different purposes, e.g., selecting reliable sellers (Amazon, Taobao), deciding whether to grant access or selecting secure routes (MANETs, WSNs, VANETs). We want the definition of worst-case attacks to be general and not confined to a specific trust system. For this reason, the definition cannot be attacks that minimize a system’s effectiveness in achieving its purpose.

We focus on the nature of rating that belongs to all trust systems, and ignore specific purposes of the systems. Advisors provide ratings to share their observations (or experiences), to advisees who lack enough observations to make decisions. The prerequisite of decision making is to obtain useful information from ratings, namely the information about the (true) observations, which we treat as the core utility of advisees.

We use information theory, specifically information leakage to quantify the information that a rating provides about an observation. A stronger attack causes less utility for an advisee, meaning it causes less information leakage. The worst-case attacks lead to minimized information leakage. The measurement of attacks can be applied to measure robustness. If a system cannot function well under the worst-case attacks, then it is not robust. If a system can function well under a specific attack, then it is robust against the attack. If a system allows attacks with less information leakage, then it is less robust.

We categorize unfair rating attacks based on two considerations: whether attackers are independent or collusive (independent vs. collusive attacks), and whether an attacker’s behavior pattern changes over time (static vs. dynamic attacks). We propose a probabilistic model for rating where attackers are assumed to be independent and static – a basic model. A group of parameterized probabilities, characterize an advisor’s rating behavior, namely how various observations are re-interpreted into various options of ratings. We consider both the possibilities that an arbitrary advisor is honest or dishonest. By allowing probabilities’ values range from 0 to 1, our model includes all possible

---

2MANETs represent mobile ad-hoc networks. WSNs represent wireless sensor networks. VANETs represent vehicle ad-hoc networks.
behavior or strategies of an independent attacker. Besides, the model is flexible regard-
ing the percentage of attackers and the number of rating levels. We then generalize the
basic model to cover collusive attacks and dynamic attacks. We assume colluders share
same goals and strategies (e.g., promoting a seller together), and they can report differ-ent ratings given same observations. For dynamic attacks, we use a random process to
model the behavior of an advisor over time, and the basic model applies in each time
step.

Based on the proposed rating models, we identify the worst-case strategies for each
type of attacks. And we find some popularly studied attacks are far from the strongest
to stress-test a system. We propose mechanisms which can effectively exploit ratings
under the worst-case attacks, or weaker attacks, when being integrated into several ex-
isting systems. The rating models also allow us to analyze whether and how some
system properties influence the harm of attacks, specifically through influencing infor-
mation leakage. Based on our study, we propose suggestions for system designers on
how to improve robustness.

Currently, the effect of subjective ratings and unfair rating attacks are distinguished.
We are the first to formally analyze the interference of subjectivity and robustness. We
first study the impact of subjectivity, and different ways of dealing with subjectivity, on
robustness. We find that the introduction of subjectivity decreases robustness, and also
higher degree of subjectivity means less robust.

1.5 Thesis Organization

In Chapter 2, we survey related work. We first present how trust systems are used
to support making decisions, especially in security systems. Trust systems have been
applied to solve several challenges faced with traditional security systems. Robustness
is a key consideration to ensure the effectiveness of trust systems. Multiple types of
attacks have been found in existing trust systems. We discuss recent existing work on
dealing with these attacks, especially unfair rating attacks. Honest but subjective ratings
may also influence the accuracy of trust evaluation. Approaches which consider both dishonest ratings and subjective ratings are analyzed.

In Chapter 3, we introduce a list of concepts and theorems, most of which are from information theory. They will be used throughout this thesis to support our theoretical work.

In Chapter 4, we study the basic type of unfair rating attacks, where attackers are independent and have static behavior pattern over time. We base on information theory to quantify the strength of attacks. We propose a rating model, with which we compute the worst-case attacks. We formally prove that if there are not sufficiently many attackers, then ratings may still be useful. Our evaluations on several popular trust models show that they cannot provide accurate trust evaluation under the worst-case as well as many other types of unfair rating attacks. Our way of explicitly modeling dishonest advisors induces a method of computing trust accurately, which can serve to improve the robustness of the existing trust models.

In practice, attackers may not always be independent when rating, rather, they collude using a shared strategy (e.g., in e-marketplace, some buyers are gathered specifically for promoting the sellers who bribed them). In Chapter 5, we analyze collusive attacks. We alter the methodology proposed to be able to reason about collusive unfair rating attacks (CUR attacks) as well. We also extend the method to be able to measure the strength of any attacks (rather than just the strongest attack). We identify the strongest CUR attacks, helping construct robust trust systems. We also identify the strength of (classes of) attacks that have been used in the literature. Based on these, we help to overcome a shortcoming of current research in collusion-resistance – specific (types of) attacks are used in simulations, disallowing direct comparisons between robustness of systems.

Attackers may adapt their behavior or strategies over time, to better react to a system’s defense mechanisms. In Chapter 6, we allow attackers to change their behavior in arbitrary ways, forming dynamic attacks. In the literature, camouflage attacks are the most studied dynamic attacks. But an open question is whether more harmful dynamic attacks exist. We generalize rating models for static attacks to cover dynamic attacks,
using stochastic processes. Information theory is still applied to measure the harm of attacks. The harm of an attack is influenced by an advisee’s ability to learn from the past. We consider three types of advisees: blind advisees, aware advisees, and general advisees. We find for all the three types, camouflage attacks are far from being the most harmful. We identify the most harmful attacks, under which we find the ratings may still be useful to advisees.

While unfair rating attacks reduce the quality of ratings, subjectivity of honest advisors may also make ratings confusing. Existing approaches orthogonally deal with subjectivity (to make ratings more useful) and dishonesty (to improve robustness against unfair rating attacks). How subjectivity interplays with robustness remains an open question. In Chapter 7, we focus on whether (and how much) subjectivity – and different ways of dealing with subjectivity – change susceptibility towards robustness. We use information theory to measure the impact of subjectivity on robustness, and discover that increased subjectivity decreases robustness. We formally analyze two methods used to mitigate the effects of subjectivity: feature-based rating and clustering, and find that feature-based rating may deteriorate robustness, whereas clustering improves robustness. We also find that finer clustering enhances robustness, with tracking individual advisors as the extreme case.

In Chapter 8, we conclude this thesis, and also suggest several research topics for future.
Chapter 2

Related Work

In this chapter, we review existing research that is relevant to this thesis. The thesis deals with the robustness of trust systems, specifically robustness against unfair rating attacks. To provide a comprehensive view of the field, we consider various degrees of relevance to the thesis: ranging from most relevant works which also study unfair rating attacks, to less relevant works which study applications of trust systems. The robustness-related works are presented in the second section, where we emphasize unfair rating attacks. The applications of trust systems are presented in the first section. Trust systems are used to support decision making, in areas such as e-commerce, finance, public services\(^3\), wireless networks (wireless communications, MANETs, WSNs, VANETs etc.) [5, 30–35]. When being used for decision making, trust systems act as a type of soft security mechanisms, and we focus on trust-based security applications.

2.1 Trust Systems for Security

Traditional security mechanisms are faced with challenges, which can be elegantly addressed with trust systems. Traditional mechanisms do not address security threats caused by internal malicious agents, while trust systems can detect them by evaluating their trustworthiness or reputation. Further, traditional security mechanisms are not

\(^3\)For example, Ant Financial creates sesame credit score for each user, which serves as authorized reference in multiple services, such as loan, public facilities borrowing, public transportation, communication etc.
designed to protect against threats from malicious service providers [36], while trust systems can be used to protect both service consumers and providers.

Although the purpose of different trust-based security approaches is similar – namely, to guide security decisions based on trust evaluation results – the requirements to make them effective vary with regard to different security problems and circumstances. For example, trust-based access control requires privacy preserving, service-orientation, and revocation of invalid on-going access. Therefore, it is necessary to find and summarize the critical issues in designing trust systems for each type of security problems. We discuss four categories of trust-based security solutions – authentication, access control, secure service provision and secure routing. For each, we identify the important requirements, and see whether solutions in the literature adhere to the requirements. Note that our requirements overlap with those in the traditional security perspective.

### 2.1.1 Trust-based Authentication

In authentication, one verifies that the identity of a person or object is what it claims to be [37]. Trust systems are introduced to facilitate authentication in various applications [38–41]. Here, we give a brief introduction to some of such approaches.

In Park et al. [39], an authentication protocol is built to allow entities from one cluster to communicate with entities in another cluster. An agent that wants to communicate with the target agent in a new cluster needs to present certificates of its trust value, which are used for authentication. These certificates are signed by introducer in its original cluster.

In VANETs, where the number of authenticating executors is small compared to the number of on-board units (OBUs), OBUs need to wait for the nearest authenticating executor to authenticate before it can access services. TEAM in Chuang and Lee [40] is designed to reduce the waiting time. An OBU is regarded as trusted after being authenticated successfully, and will be authorized to authenticate not-yet-trusted OBUs. This mechanism builds chains of transitive trust relationships rooted in authenticating executors, which speeds up authentication.
In a federated identity management system, an agent’s authentication assertions can be created and propagated across different authorities. This requires service providers to evaluate the trustworthiness of the agent’s identity. In Gomi [38], authentication trust of an agent is used to evaluate whether the identity is legitimate.

Agents may not want to authenticate by providing personal information to untrustworthy entities. Therefore, in Husseini et al. [41], trust evaluation happens before the authentication process. Only when trust evaluation result is higher than a certain threshold, the authentication phase will be started.

Regarding these models, there are some key issues that are worthwhile to highlight and discuss below.

### 2.1.1.1 Mutual Authentication

In centralized systems, agents may have to unilaterally authenticate to a server. However, mutual authentication is vital in environments where two entities know little about each other, or where authentication protocols cannot always operate normally.

In Park et al. [39], the target agent also needs to provide a certificate of its trust value to the requesting agent. In TEAM [40], when the authenticating executor authenticates an OBU, the OBU needs to ensure that the authenticating executor is genuine.

### 2.1.1.2 Global Newcomers

A global newcomer is an agent which is new to the whole network. It has no past interactions, which means there is no evidence to evaluate its trustworthiness. Global newcomers must be considered by the authentication mechanism.

In Park et al. [39], a newcomer will first be monitored by all the other agents in a cluster for a certain time, based on which trust value will be computed. In Husseini et al. [41], risk assessment (based on second-hand information) is used for dealing with agents which are not evaluated before. However, these agents are not global newcomers as we define. How global newcomers are treated is not specified.
### 2.1.3 Privacy Preservation

Protecting the privacy of agents being authenticated is important. Agents are reluctant to provide too much personal information for authentication. Authentication should avoid this.

Non-sensitive information is used in the evaluation of trust in Husseini et al. [41]. TEAM satisfies anonymity and location privacy.

In conclusion, an effective trust-based authentication protocol should achieve mutual authentication, privacy preservation, and be able to deal with global newcomers. Table 2.1 summarizes the properties of several recent trust-based authentication models. It can be seen that none of the models are sufficiently effective in achieving the desired properties above.

### 2.1.2 Trust-based Access Control

In distributed networks where resources for each agent are limited (e.g., limited processing power, memory space, battery life and bandwidth), resource discovery is vital. Unconstrained resource discovery, however, may lead to security threats. Access control is needed to restrict unauthorized access to resources based on security policies of the system.

In highly dynamic networks like MANETs, traditional access control approaches which rely on identity (e.g., mandatory access control, role based access control) are not

---

**Table 2.1: Properties of trust-based authentication models**

<table>
<thead>
<tr>
<th>Model</th>
<th>Mutual Authentication</th>
<th>Global Newcomer</th>
<th>Privacy Preservation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Park et al. (2009)</td>
<td>Yes</td>
<td>Monitor</td>
<td>N/A</td>
</tr>
<tr>
<td>Gomi (2010)</td>
<td>Yes</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Chuang et al. (2011)</td>
<td>N/A</td>
<td>Anonymity</td>
<td>Non-sensitive data</td>
</tr>
<tr>
<td>ElHusseini et al. (2013)</td>
<td>N/A</td>
<td>location privacy</td>
<td>data used</td>
</tr>
</tbody>
</table>
feasible. In trust based approaches, access rights are decided based on trust evaluation of the requesters and the security policies. Here, we discuss some key issues regarding trust based access control approaches we surveyed.

### 2.1.2.1 Service-Oriented Access Control

Not all services of a provider or device require the same level of security. For example, write access to a file may require a different security level than read access. Different security levels require different degrees of trust. Hence, a uniform trust threshold for all the services is infeasible. Thus, trust based access control should be service oriented, rather than device oriented.

In Li et al. [8], accesses to services with different security levels are assigned different trust thresholds, allowing dubious data requesters with low trust values to access some low-risk services but not high-risk services.

### 2.1.2.2 Privacy Protection

Privacy protection is crucial when agents’ personal information is being collected and used, especially in e-business environments.

In Li et al. [8], an authorization of a data item depends on the requested time interval. Personal information is only kept for the period required to serve its purpose. Bhatia and Singh [42] builds a model which allows data owners to control the degree of data disclosure according to its privacy level. Personal data items are classified into different privacy levels based on the privacy preference of the data owner. Data item with higher privacy levels will be kept for a shorter time period.

### 2.1.2.3 Continuity of Access Rights

Continuity means the presence of on-going access rights [43]. After access is granted, new requester events (e.g., malicious behaviors) and system attributes may be received
by the access control manager. If these events indicate that the requester cannot be trusted anymore, on-going access should be revoked.

Re-calculation and re-evaluation systems are introduced in Li et al. [43] and [8]. The re-calculation system is responsible for re-calculating the trust value of the requester based on new evidence received during on-going access. The re-evaluation system is used to check if the access control rules are violated. On-going access rights would be revoked if either of these two systems receives negative results.

2.1.2.4 Ratings of Competitors

Providers of the same service are often competitors, trying to maximize their own revenue. As a result, they may be reluctant to warn each other about malicious requesters, or even provide dishonest ratings. An effective trust evaluation method takes this into account, rather than blindly incorporating ratings. In fact, this issue relates to the robustness property of trust systems that is discussed in more details in Section 2.2.

In Gupta et al. [44], providers are assumed to only be able to use their own data. But situations of inefficient first-hand experience are ignored in this case.

In summary, for effective trust based access control, following properties are desired, namely service oriented access control, privacy preserving, revocation of invalid on-going access and filtering malicious ratings from competitors. The properties of the recent access control models are listed in Table 2.2. None of the models meet all of the requirements we discuss.

2.1.3 Trust-based Secure Service Provision

Authentication and access control protect service providers from malicious requesters. The reverse, protecting requesters from malicious service providers, however, can also be of importance [36]. Secure service provision exists in service provision networks where trust already plays a role (e.g., eBay or Amazon) and in networks where providers have more control over the data of the requesters (e.g. mobile agent systems and cloud computing environments).
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Service Oriented</td>
<td>No</td>
<td>Different trust thresholds</td>
<td>No</td>
<td>Service specific</td>
</tr>
<tr>
<td>Privacy Protection</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>Continuity of Access Rights</td>
<td>Re-calculation Re-evaluation</td>
<td>Re-calculation Re-evaluation</td>
<td>N/A</td>
<td>Access rights revocation</td>
</tr>
<tr>
<td>Competitors’ Ratings</td>
<td>N/A</td>
<td>N/A</td>
<td>Rely on own data</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 2.2: Properties of trust-based access control models

Service provision networks like Amazon offer lots of open trading opportunities for consumers and providers, allowing providers to be malicious. Louta and Michalas [45] evaluate trust relations in a normal way. Providers are evaluated based on whether they honor the agreements built with consumers in their past performance. The approach combines first-hand experiences with second-hand evidence from other consumers.

In mobile agent systems, agents need to be protected from malicious execution hosts (execution service providers), which can cause agents’ code to be disclosed, agents’ data to be changed, and agents sent to wrong destinations. In MobileTrust [46], execution trust – which is the measure of trustworthiness of a host – is used to detect and eliminate malicious hosts.

In hybrid cloud computing environments, where both private and public clouds exist, the customers’ control over their data is diminishing once their data is processed by third-party clouds [47]. In this situation, consumers need to ensure the trustworthiness of the cloud providers. Abawajy [48] builds a trust and reputation system to enable cloud customers to evaluate the trustworthiness of cloud providers, and to select best cloud services.

In conclusion, these models all attempt to select a service provider by evaluating its trustworthiness or reputation. Unlike other security problems, privacy is the main concern of trust based secure service provision. Besides, service-contract consistency
should also be considered in trust evaluation, to select both secure and high-quality services.

### 2.1.4 Trust-based Secure Routing

Secure routing is a routing technique in which the sender of a packet determines the complete sequence of agents through which to forward the packet [49]. Routing is vital for systems where agents cannot communicate directly to the destination agents (e.g., in MANETs and WSNs, agents can only communicate to neighbors within radio range). Message forwarding has to depend on collaborations among agents. Due to selfish or malicious intent, however, some agents may not collaborate as expected. Moreover, defective agents may also introduce faults. Both of these misbehaving agents threaten routing security.

The goal of trust based routing is to select trustworthy neighbors as packet forwarding candidates. Typically, each neighbor is assigned a routing score, and the agent with the highest score will be selected [50–55]. Here, we do not detail each trust based routing model, rather, we discuss some key issues in the models. On the basis of this, we want to highlight the requirements for an effective trust based routing scheme.

#### 2.1.4.1 Trust Metrics

Different trust metrics capture different aspects of security of routing. An optimal metric should consider all of the potential security threats in routing.

In the routing model THWMP [50], trust is simply based on packet loss. Each agent calculates the packet loss by its upstream neighbor, with which it updates trust value of the neighbor.

In most of the models, however, there is a collection of trust metrics. In ATSR [52], eight trust metrics are combined, while each one stands for an aspect of security concern, such as forwarding (to detect agents denying to forward packets), packet precision (to ensure that no unexpected modification has occurred). These metrics are based on detectable events and can be used to measure them inversely. For instance, packet
modification can be measured by the packet precision metric. By these metrics, trust evaluation can well capture various types of misbehavior, which can then help improve the ability to resist them. In both Chen et al. [53] and Han et al. [55], direct trust evaluation depends on the percentage of successful interactions, which is defined by Han et al. as forwarding the message to the correct peer. Although it is claimed by Chen et al. [53] that an agent’s trust is based on quality of service characteristics, such as packet forward and data rate, there is no explanation how they are implied in defining successful interactions.

2.1.4.2 Trust Evidence Propagation

In networks where agents are highly mobile, such as MANETs, VANETs, and CNRs, the neighbors of an agent change frequently, which causes it to have a smaller number of interactions with a larger number of partners [33]. As a result, there are not enough experiences for an agent to evaluate arbitrary partners. Therefore, effective trust evaluation should be based on both direct experiences and indirect trust evidence.

All of the surveyed models incorporate indirect trust evidence into calculation.

2.1.4.3 Routing Score

For security, trust value should be a factor of routing score which is used to select the next-hop. At the same time, it would be better if routing distance is incorporated, which impacts routing efficiency.

THWMP [50] decides whether to add agents to a path solely based on trust evaluation results. The remaining models all consider both trust value and the distance to destination, for the purpose of selecting trustworthy agents with less physical latency to the destination.

ATSR [52], takes remaining energy in the agent into consideration. Regardless of computation complexity, models considering distance would be more efficient in packet forwarding. In each model, a weighted sum function is proposed to aggregate these metrics.
DTEGR [51] optimizes the static weighting scheme in ATSR. It selects agents with trust values above a threshold to form a forwarding list, from which the agent with the closest distance to the destination will be chosen as the next hop.

In conclusion, there are three requirements for effective trust based routing. First, trust evaluation should capture as much potential misbehavior as possible. Second, indirect trust evidence should be incorporated (correctly) when the direct experiences are not enough for trust evaluation. Third, functional requirements on the routes should be considered, and a balance must be achieved between secure routes and efficient routes.

In summary, all models have some trust metrics, in various degrees of detail. Trust evidence propagation is present in all models, albeit implemented differently. Except THWMP, all models use both trust values and routing distance in the score.

2.1.5 Discussion

Different security problems have some common requirements on trust systems (e.g., privacy protection). We will discuss these in detail below. Further, we compare trust-based security mechanisms to traditional approaches.

2.1.5.1 Common Requirements

We identify three common requirements:

- **Privacy protection** is a consideration in all of security problems above. Authentication should avoid requiring private information. In access control, data owners need to specify security policies for data of different privacy levels, which should be combined with trust decisions. Protection of consumers’ data is also an important component of service provision trust. In secure routing, data (including personal information) is often encrypted, to prevent internal agents from snooping.
• **Trust evidence propagation** is desired in environments where first-hand experience is insufficient to make effective trust decisions. In the aforementioned security problems, this is the case; most prominently in secure routing (Section 2.1.4). The requirement for trust evidence propagation, however, depends on the characteristics of the environment. Ratings of competitors may be dishonest and should be inspected (Section 2.1.2). Generally, this is a misleading feedback attack (Section 2.2.2) which can come from either service providers or requesters. Regardless of the type of security problems, it should be considered in trust systems where second-hand evidence is used for trust evaluation.

• **Global newcomers** should explicitly be taken into consideration, in trust systems where they occur.

### 2.1.5.2 Difference with the Traditional Security

Being social control mechanisms, trust-based security schemes are unlike traditional security mechanisms. The former can be regarded as *soft security* approaches, while the latter can be regarded as *hard security* approaches [56]. Hard security strives to guarantee that secure components work as intended. However, it is not feasible to guarantee security of all components in all systems. Without trust management, the system would be left unprotected. Soft security acknowledges the existence of malicious entities and behaviors, and it attempts to detect them and accordingly decreases the impact caused by them. Additionally, in traditional security, there are typically no security levels, just secure or not secure – hence the term *hard* security. In trust systems, trust evaluation provides a quantitative value for the object, which can represent various levels of security.

### 2.1.5.3 Combine with the Traditional Mechanisms

Trust systems can be combined with traditional mechanisms to support security. Trust systems evaluate entities based on their behaviors, while traditional security relies on rigorous mechanisms (e.g., certificates, credentials). In Lin and Varadharajan [46],
the evidence results from these two are combined to make security decisions. There are models in which trust systems are combined with role-based access control (see CATRAC [57] and the model in Ray et al. [58]). Specifically, in Ghali et al. [57], access is granted if both a client’s trust level exceeds a threshold and the global role and permissions are correct.

2.2 Robustness of Trust Systems

Trust systems help to identify trustworthy entities as secure. However, to maximize profit, malicious entities may strategically attack trust systems. For example, malicious entities may provide dishonest ratings trying to defame an honest agent. A weak trust system may not function as desired under these attacks. Hence, robustness is crucial in the design of trust systems for security.

2.2.1 The Role of Robustness in Trust Systems

The accuracy of trust evaluation is closely related to the robustness of trust systems, which can further impact trust-based security decision making. Jøsang and Golbeck state that the correctness of the computed trust score is influenced by two factors: robustness of trust systems, and attack incentives [59]. The lack of incentives can reduce the number of attacks, and more robust systems can mitigate these attacks, both leading to increased accuracy. It has been shown that current trust systems can be easily attacked [60]. A robust trust system is a system where there are less attacks, or where the attacks’ effectiveness is limited. For accurate trust evaluation to support security, we cannot ignore the robustness.

2.2.2 Attacks and Solutions

In order to study robustness, we must study potential attacks. We study the typical attacks. Attacks result from agents with malicious intent. We cannot detect or prevent malicious intents. We can, however, mitigate the damage caused by malicious behaviors
– behavior resulting from malicious intents – or disincentivise attacks. For example, we can detect unfair ratings and filter them out or detect the dishonest raters first and abandon their ratings [19]. When the attack relies on the vulnerabilities of the system, then the system must be fixed. For example, if the system assumes one account per agent, then it is crucial for the authentication system to identify multiple identities registered by one agent. Otherwise the so-called Sybil attack or the newcomer attack (see below) can happen. Although a comprehensive solution against all of existing attacks does not (yet) exist, researchers have proposed methods to mitigate some of them.

### 2.2.2.1 Unfair Rating Attacks

The unfair rating attacks, also known as misleading feedback attacks, have been recognized as an important threat especially in trust systems [31, 60, 61]. Below we first review existing approaches that only consider mitigating (the effect of) unfair rating attacks. We focus on trust systems, where such attacks attract the most attention. There are usually three types of approaches: filtering or discounting ratings (sometimes based on advisors trustworthiness) [3, 10, 18–22, 27], incentivizing honestly rating [23, 24], measuring and exploiting information [1, 11]. The work in this thesis belongs to the last type.

The first type attempts to filter or discount unfair ratings. The reputation of a target is derived by aggregating the weighted filtered/discounted ratings. The weights are mostly decided by evaluating the trustworthiness of advisors. There are several representative examples. Based on the beta probability density function, TRAVOS [10] examines the reliability of an advisor’s previous ratings, based on their difference from an advisee’s observations. Then such reliability values act as weights when combing advisors’ evidence. Besides, Sun et al. [18] propose a method which is characterized as follows: Ratings from advisors with higher degrees of trustworthiness are more capable of propagating. Ratings from advisors with lower degrees of trustworthiness have smaller impacts on decision-making. Liu et al. [22] compute advisors’ trust values based on both local (ratings about the concerned target) and global rating information.
(ratings about other targets). In SocialTrust mechanism [27], ratings are weighted based on social closeness and interest similarity between a pair of advisors.

Data mining approaches such as clustering and classification are also applied to identify dishonest advisors [3, 21]. In both Liu et al. [21] and Irissappane et al. [3], advisors are clustered, based on the difference between their ratings and a buyer’s. Advisors that are in the same cluster as the buyer are regarded as honest, since they have smaller rating difference, and thus similar rating behavior with the buyer. Irissappane et al. [3] use the difference of Spearman’s rank correlation to decide trustworthiness of advisors, when an advisee has little direct experience. Besides, multi-criteria ratings are considered, where different clusters are formed for different sets of criteria. Ratings with multiple levels are considered by Liu et al. [21]. The numbers of transactions rated with different levels form a rating vector.

To investigate advisors’ trustworthiness is necessary to evaluate their ratings, however, we also need to understand how the advisors behave when they are perceived to be dishonest. The trust models above have the common assumption that dishonest advisors only adopt some simple strategies. Moreover, these models only consider attacks with known characteristics (existing attacks), which makes them passive faced with new attacks. When new attacks occur, we do not know whether their approaches will still be robust.

Instead of discounting unfair ratings, BLADE [1] and HABIT [11] aim to deduce the true observations behind them. Both the models learn the statistical correlation between an advisor’s ratings and an observation, based on which the advisor’s future ratings are re-interpreted. For example, if an advisor keeps reporting positive ratings when the truth is negative, then his ratings will be reversed before being used. In BLADE, the learned correlation forms an evaluation function, which describes how the advisor rates (i.e., how its ratings distribute given its observations). HABIT allows any types of rating representations, while BLADE only allows discrete representations of ratings [11].

Incentive and punishment-based schemes aim to reduce the occurrence of fake ratings, by rewarding truthful feedback. In Zhang et al. [62], reputable buyers would be provided the increased quality of products with decreased prices. Each buyer keeps
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a group of advisors, consisting of the most trusted fellow buyers. Sellers identify reputable buyers based on the number of advisor groups they belong to. Honest buyers will benefit from its ratings by gaining more profitable transactions. Liu and Zhang [63] provide each seller a limited inventory, where buyers compete with each other to get the purchase. In a naive system, buyers would provide negative feedback about high-quality sellers, since they are scarce. The authors propose an incentive mechanism where buyers providing truthful ratings are assigned higher scores, which makes them have more chance to transact with reputable sellers.

There are trust models trying to address some specific unfair rating attacks. For example, Feng et al. [64] study three attacks, namely RepBad, RepSelf and RepTrap, and propose defenses against them. Jiang et al. [2] propose a trust model based on evolutionary computation (called MET) to effectively cope with four typical attacks and their combinations. Liu et al. [65] propose a fuzzy logic based trust model, to effectively resist the attacks that exist in a Cyber competition where human participants compete to break down a trust system. However, it is still difficult to say that these trust models will be robust to all possible unfair rating attacks. Moreover, to compare robustness under specific attacks is unfair. We do not know whether these attacks are chosen to be beneficial to certain trust models. Also, if given some other attacks, we do not know whether the comparison results would be reversed.

2.2.2.2 Discrimination Attack

In a discrimination attack, the service provider provides high quality services to some groups, but low quality services to others. This induces contradictory ratings among these groups, which may impact their trust value as advisors. If a group identifies dishonest advisors based on rating difference to its own (like using the detection-based schemes in Section 2.2.2.1), then the group which provides contradictory ratings will be regarded as dishonest. To defend this attack, self-experiences should not be set as the only benchmark to identify dishonest advisors. We found no effective solution for this attack.
2.2.2.3 On-off Attack

On-off attack means malicious entities behave inconsistently over time, exploiting the trust computation algorithm, while remaining undetected [18]. For example, an agent firstly accumulates a high trustworthiness through good behavior. Then, additional ratings play a smaller role in changing its reputation, and it starts behaving badly while maintaining an acceptable reputation. This suggests that older behavior records may indicate less about an agent’s current behavior.

To address this problem, the most commonly used approach is to introduce a forgetting factor [18]. However, a fixed forgetting factor can also be used by malicious entities to facilitate the on-off attack. With a long forgetting factor, the computed trust value does not reflect the current state of the agent, whereas with a short forgetting factor, the behaviors are forgotten quickly, and the agent regains its trust too easily. Sun et al. propose an adaptive forgetting scheme [18]. When the trust value is below the threshold, a longer forgetting factor is used, otherwise, a shorter forgetting factor will be used. Therefore, the trust value can keep up with the change in the agent’s behaviors, and moreover, recovery from a low trust value requires enough good behaviors.

In P2P systems, the on-off attack is called dynamic personality of peers. Xiong and Liu [66] propose an adaptive time window-based algorithm to react to such personalities. The idea is to adaptively choose a smaller time window to collect the most recent behavior records of a peer, when its performance drops. The trust value computed from those most recent records will be compared with the one computed from all records in a larger time window. If it is lower than a certain threshold, which indicates the peer is performing badly recently, then it will be set as the peer’s trust value.

2.2.2.4 Sybil Attack

The Sybil attack comes from malicious entities who freely create several identities. The attacker can use different identities each time to behave maliciously, and then the blame will be shared by all of these identities, instead of being afforded by itself. Also, relying on its multiple identities, the attacker can give multiple ratings over the same service
object, unfairly increasing its influence on the service’s reputation. Countermeasures against Sybil attacks are usually confined to a particular network (e.g., VANETs [67], P2P [68], WSNs [69]). In [70], admission control is used to block unnecessary raters when there is enough information to predict the rating value of a service item. Based on this intuition, only ratings from the reliable raters will be used for prediction of the rating value.

### 2.2.2.5 Newcomer Attack

An agent may cause a newcomer attack if it can easily register a new identity, also known as whitewasher attacks. By re-registering, the attacker can easily get rid of its previous bad behavior history, and bad reputation. The newcomer attack is also called the re-entry attack [59]. Similar countermeasures as against the Sybil attack may work here. In addition, a penalty for new agents works effectively against newcomer attacks (however, punishing new agents may be unacceptable in many settings).

### 2.2.6 Value Imbalance Exploitation

Typically, ratings do not indicate the value of the services. A malicious agent can gain high profits and also reputation by providing more high quality services with low value, while providing low quality services with high value. To defend this, one simple way is to assign weights to ratings as a function of the value of services [59].

### 2.2.3 Attack Model

In this section we summarize some attacks and existing solutions in trust systems. These attacks happen in different stages of a trust system: the Sybil attack and newcomer attack happen in the login phase; the discrimination attack, the on-off attack and value imbalance exploitation happen in the transaction phase; and the misleading feedback attack happens in the trust evaluation phase. Jøsang proposes a concrete model for attack functional phases and attack vectors in trust and reputation systems [71]. Although
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First, value imbalance exploitation and on-off attacks actually attempt to exploit flaws on computation algorithms, to behave maliciously without proportionate negative impact on their reputation. In the former, when computing trust values, if the computation algorithm does not weight ratings for service of different values, then attackers can gain unfairly high profits while maintaining a disproportionately good reputation. In the latter, if the computation algorithm does not correctly weight old and recent behavior, then attackers can adaptively oscillate between good and bad behaviors, and remain undetected.

Second, attacks such as unfair rating attacks and discrimination aim at second-hand evidence, thus impacting trust evaluation results. A misleading feedback attack consists of an agent providing dishonest ratings. Discrimination itself seems to have no direct harms (Section 2.2.2), however, discriminating groups will cause contradiction among ratings of these groups, which can influence their recommendation trust in each other.

Third, newcomer and Sybil attacks can impact both first-hand and second-hand evidence. Newcomer attackers attempt to get rid of its bad behavior history, which may be first-hand or second-hand evidence to others. Sybil attackers can provide multiple ratings over the same service object and/or they diminish blame for their bad behavior by spreading it over fake identities.

In this thesis, we focus on studying unfair rating attacks. On one hand, unfair ratings attacks are the easiest to launch with minimum cost. Dishonesty is enough to generate...
unfair ratings, without the need of creating new accounts or adapting to trust computa-
tion mechanisms. For this reason, unfair rating attacks are very prevalent in practice. On
the other hand, as an important form of second-hand information, unfair ratings directly
(or indirectly) impact the quality of decision making. The more a system relies on rat-
ings, the more the quality of ratings matters. Moreover, unfair ratings are intrinsically a
type of false information. The study on unfair ratings can provide us hindsight on how
to deal with general false information, not only in trust systems, but also in many other
areas (see Future Work section in Chapter 8).

2.3 Subjective Ratings

Both subjectivity and unfair rating attacks are obstacles that trust systems must cope
with. Subjective ratings from honest advisors may also be misleading, but they should
not be mistakenly treated as unfair rating attacks. Mehta [72] introduces the notion of
shilling attacks into collaborative filtering. Fang et al. [25] propose to explicitly dis-
tinguish dishonesty and subjectivity difference in the modeling of advisors’ trustwor-
theness. In collaborative filtering advisor systems, users’ subjective tastes are matched
based on their ratings, which serve as references to provide recommendations [73, 74].

There are various ways to eliminate the negative effect of subjectivity. One way
is to explicitly rate for individual aspects or features of a target [17]; a widely applied
approach in e-commerce. Clustering advisors based on their rating similarity is another
typical way, as ratings of honest advisors reflect their subjective dispositions. Some
clustering-based approaches do not differentiate advisors’ honesty [17], while some
others filter dishonest advisors before clustering [29, 75].

How to deal with clusters also varies among these approaches. In Noorian [29],
malicious advisors identified would be excluded. In Fang [75], ratings of some dishon-
est advisors may also be used. There are ways which do not distinguish honesty and
subjectivity, but learn any correlation between ratings and the truth for individual advi-
sors [1, 11]. We treat such individual correlation-learning ways as an extreme case of
clustering, where each individual advisor forms a cluster.
As we see, the existing work distinguish the negative effects of subjective ratings and unfair ratings. We are interested in whether subjectivity would influence the effects of unfair rating attacks. We argue in favor of a holistic approach, where advisors are both subjective to some degree and potentially dishonest (See Chapter 7).
Chapter 3

Preliminaries

Our approach is mostly supported by concepts and theorems in probability theory and information theory, as presented below. The modelling of various types of unfair rating attacks is based on probability theory. For example, we use conditional probabilities to characterize how ratings are generated from true observations. Dynamic rating behaviour is modelled as stochastic processes. Information theory provides us the mathematical foundation of measuring the strength of attacks. For example, Shannon entropy is used to quantify the expected information of an observation or a rating variable. Information leakage is used to quantify the information that a rating reveals about the underlying true observation. Most definitions or theorems will be applied almost in each of the four studies in this thesis.

**Definition 3.1.** (Surprisal [76]) The surprisal (or self-information) of an outcome $x$ of discrete random variable $X$ is given as: $I(X=x) = -\log(P(X=x))$. Surprisal can be generalized for continuous random variable $Y$ as: $I(Y=y) = -\log(p_Y(y))$.

**Definition 3.2.** (Shannon entropy [77]) The Shannon entropy of a discrete random variable $X$ is given:

$$H(X) = E(I(X)) = -\sum_{x_i \in X} P(x_i) \cdot \log(P(x_i))$$
The Shannon entropy gets maximum when all possible outcomes are equiprobable. Further, it can be generalized to differential entropy for continuous random variables $Y$ as:

$$h(Y) = \mathbf{E}(I(Y)) = -\int_Y p(y) \cdot \log(p(y)) \, dy$$

The Shannon entropy measures the expected amount of information carried in a random variable, which is decided by the uncertainty of the random variable. The base of the logarithm throughout this thesis is set as 2, following the corresponding definitions in information theory. Since $x \log(x)$ is a common term, we introduce the shortcut $f(x) = x \log(x)$. For practical reasons, we let $0 \log(0) = 0$.

**Definition 3.3.** (Conditional entropy [77]) The conditional entropy of discrete random variables $X$ under $Y$ is given as:

$$H(X|Y) = -\sum_{y_j \in Y} P(y_j) \cdot \sum_{x_i \in X} f(P(x_i|y_j))$$

It can be generalized to continuous $X$ and $Y$ as:

$$H(X|Y) = -\int_Y p(y) \cdot \int_X f(p(x|y)) \, dx \, dy$$

The conditional entropy measures the expected amount of information in one random variable when another random variable is known. $H(X|Y) = H(X)$ iff $X$ and $Y$ are independent. For brevity, we leave out the cases where only one of $X$ and $Y$ is continuous. Note that $0 \leq H(X|Y) \leq H(X)$.

**Proposition 3.4.** For any random variables $X, Y$: $H(X) = H(X|Y)$ iff $P(X) = P(X|Y)$, or $X$ and $Y$ are independent.

**Definition 3.5.** (Joint entropy [78]) The joint entropy of discrete random variables $X, Y$ (given $Z$) is:

$$H(X, Y) = -\sum_{x_i \in X} \sum_{y_j \in Y} f(P(x_i, y_j))$$

$$H(X, Y|Z) = -\sum_{z_k \in Z} P(z_k) \cdot \sum_{x_i \in X} \sum_{y_j \in Y} f(P(x_i, y_j|z_k))$$
Since \( H(X, Y) = H(X) + H(Y|X) \), and \( H(Y|X) \leq H(Y) \), with equality holds iff \( X \) and \( Y \) are independent. The joint entropy of \( X \) and \( Y \) is at most equal to the sum of the entropy of \( X \) and \( Y \).

**Definition 3.6.** (Cross entropy [78]) The cross entropy for two distributions \( P \) and \( Q \) is given as:

\[
H(P, Q) = E_P[-\log(Q)] = H(P) + D_{KL}(P||Q)
\]

The cross entropy measures the distance between the probability distribution the data actually follows and the distribution that is assumed. \( D_{KL}(P||Q) \) named Kullback-Leibler divergence is a non-symmetric measure of the difference between distributions \( P \) and \( Q \) [79]. It measures the information gained if the real distribution \( P \) is used instead of its approximation \( Q \). When \( P = Q \), \( H(P, Q) = H(P) \), \( D_{KL}(P||Q) = 0 \), which are their minimal values.

**Definition 3.7.** (Information leakage) The information leakage of \( X \) under \( Y \) is given as:

\[
H(X) - H(X|Y)
\]

Information leakage is the gain of information (or the reduction of uncertainty) about one random variable, when knowing another random variable. This definition is the same with mutual information [80]. Information leakage is zero, iff the two variables are independent.

**Definition 3.8.** (Hamming distance [81]) The Hamming distance between \( \vec{a} = a_0, \ldots, a_n \) and \( \vec{b} = b_0, \ldots, b_n \), denoted \( \delta(\vec{a}, \vec{b}) \) is the number of \( 0 \leq i \leq n \) where \( a_i \neq b_i \).

**Theorem 3.9.** (Jensen’s inequality) For a convex function \( f \):

\[
f\left(\frac{\sum_i a_i \cdot x_i}{\sum_i a_i}\right) \leq \frac{\sum_i a_i f(x_i)}{\sum_i a_i}
\]

Equality holds iff \( x_1 = x_2 = \ldots = x_n \) or \( f \) is linear. Two instances of convex functions are \( f(x) \) and \( -\log(x) \).

In this thesis, Jensen’s inequality is mainly used to solve optimization problems like calculating the strongest attack strategies.
Throughout this thesis, we introduce some shortcuts as follows: 1) for random variable $X$, we use $x$ for its outcomes, and $p(x)$ to mean $p(X=x)$; 2) We write $\forall x \left( \sum_x \right)$ to denote (sum of) all outcomes of $X$; 3) we may use $\mathbf{X}$ to represent a collection of random variables, e.g., $\{X_1, X_2, \ldots, X_n\}$, and $p(\overline{a})$ to mean $p(A_1=a_1, \ldots, A_n=a_n)$; 4) we may write $\overrightarrow{X_i}$ to mean $X_i, \ldots, X_1$, or an empty list, when $i=0$. 
Chapter 4

Independent and Static Unfair Rating Attacks

By injecting fake information, unfair rating attackers aim to impact decision making. From a security view, to design a robust system\(^4\) needs preparation for the worst-case attacks, which yield the least useful information. In this chapter, we study the basic type of unfair rating attacks: independent and static attacks, where attackers are assumed to be independent and their behavior patterns remain unchanged over time [82]. The basic type of attacks is the most studied type. The existing work typically focus on evaluating advisors’ trustworthiness [3, 10, 11, 19]. However, we argue that knowing only the trustworthiness of advisors is not sufficient. For a complete picture, we also need to understand how the advisors behave when they are dishonest.

We formally characterize behavior pattern (or strategy) of an arbitrary advisor, whose properties are characterized by statistical parameters. We then calculate what behavior causes the worst-case attack, through solving an optimization problem, namely minimizing information leakage of a rating. We propose methods to exploit ratings under the worst-case attacks, aiming at improving the robustness of the existing trust models. In this chapter, honest advisors are assumed to be objective in rating, which means they report same ratings given a same observation.

\(^4\)In this thesis, regarding unfair rating attacks, we treat robustness as a security issue of trust systems.
There are some notable theoretical contributions. First, we prove that in the worst case, even if the fraction of dishonest advisors is larger than the commonly asserted threshold 0.5, an advisor can still obtain information from ratings. Second, we prove that, even in the case where an advisor obtains zero information, dishonest advisors may still sometimes report the truth (observation). Third, we also prove that, for dishonest advisors, to minimize the information leakage of their observations and that of the integrity (or reliability) of targets, they need to perform different attack strategies.

Based on the explicit modeling of the worst-case attacks and also the formal theoretical analysis, we propose an induced trust computation method (ITC), which can ensure the accuracy of trust evaluation under the worst case. The simulation results demonstrate that under the worst case, ITC predicts either the integrity of targets or the observations of dishonest advisors, with much higher accuracy compared to three representative trust models: TRAVOS [10], BLADE [1] and MET [2]. To defend against unfair rating attacks, always assuming the worst case is a safe but may not always be the most accurate choice. Hence, we also compare the performance of ITC with TRAVOS, BLADE and MET under various weaker attacks. And it shows that ITC still has higher accuracy. All these results confirm that our method can effectively improve the robustness of the trust models.

4.1 The Worst Case: Minimizing Information Leakage

An advisee aims to learn (or obtain information) from ratings, based on which it makes decisions. Note that this does not simply mean the advisee would believe the ratings. The advisee can calibrate the interpretation of ratings based on the trustworthiness or the strategies of advisors, to make accurate decisions (e.g., accurate trust evaluation for trust systems). For example, BLADE proposes to re-interpret ratings based on the correlation between an advisor’s ratings and the truth [1]. Therefore, whenever there is information in ratings, there can be a way to make use of it. The worst case for the advisee is: \textit{there is little information in ratings, or dishonest advisors attempt to minimize that information}. 
Below, we quantify the worst case and analyze what kinds of rating strategies constitute that, based on the rating model introduced below.

### 4.1.1 Rating Model

There are advisors, advisees and targets under rating in a rating process. A typical example is rating-based reputation systems in e-marketplaces, which we use as backgrounds for our modeling. A rating process in an e-marketplace includes three kinds of entities: buyers, advisors, and sellers. Note that the role of buyer, advisor or even seller may be fulfilled by a same entity, e.g., considering C2C platform Taobao. We assume the success (or failure) of a transaction with a seller completely depends on the seller’s integrity (or reliability, trustworthiness), which is represented by random variable $T$.

We assume that $T$ follows Bernoulli distribution. With probability $T=t$, a transaction is successful, and with probability $T=1-t$, a transaction is failed. Below, we analyze the worst-case ratings provided by advisors to a single buyer regarding a single seller.

We first consider a single advisor. The advisor reports its interaction history with the seller to the buyer. We assume that for the buyer, the number of interactions between the advisor and the seller is a known quantity, $n \in \mathbb{N}$; the only thing unknown is what fractions are successes and failures. The random variables $O$ and $R$ represent the true and the claimed interaction history of the advisor about the seller, respectively. $O$ is decided only by $T^5$, while $R$ depends not only on $T$, but also on the honesty and strategy of the advisor. We assume that from the buyer’s perspective, before receiving $R$, the

---

5Observation is purely decided by the integrity of the seller.
truth $O$ and $T$ have the highest uncertainty, thus they are uniformly distributed based on the maximum entropy principle.

The advisor may not always report the truth to the buyer. We set a variable $P$ to describe its honesty, namely with probability $p$ the advisor is honest: $p = p(P=1)$, and with $1-p$ it’s dishonest: $1-p = p(P=0)$. Honesty can refer to “free of deceit” as well as “truthful”. We in this thesis interpret it as the former. Hence, dishonesty means that the advisor strategically provides ratings, and we treat dishonest advisors as attackers. Given an observation $O=(i, n-i)$, with $i$ as the number of successful interactions, the probability that the advisor reports $R=(j, n-j)$ is $a_{i,j}$. For example, $a_{0,1}$ represents the probability that the advisor reports $R=(1, n-1)$ when $O=(0, n)$ is observed. As $R=(j, n-j)$, $(j=0, 1, \ldots, n, j\neq i)$ constitutes all possible ratings when the advisor is dishonest, we have $\sum_{j\neq i} a_{i,j}=1$. Matrix $a_{i,j}$ decides the rating strategy of an advisor. We assume advisors are independent and the population is large enough, to treat probabilities $p, a_{i,j}$ of an arbitrary advisor as equal to the corresponding frequencies, e.g., $p$ equals the ratio of honest advisors\(^6\). For simplicity, below we use $O=i, R=j$ to represent $O=(i, n-i)$ and $R=(j, n-j)$ respectively.

The set-up with a single advisor can be generalized to multiple advisors, with all of them assigned the same probabilistic parameters $n, p, a_{i,j}$. Here, $p, (1-p)$ can also be approximately treated as the rate of honest (dishonest) advisors. Also, $a_{i,j}$ can be treated as the rate of advisors reporting $R=j$ when $O=i$ is observed. In this way, our analysis for a single advisor is also explainable for multiple advisors.

We consider two types of worst-case unfair rating attacks performed by advisors: misbehaving advisors aiming at minimizing (hiding) the information of their true observations, and misbehaving advisors aiming at minimizing the information of the integrity of the seller.

---

\(^6\)The honesty and strategy of each advisor are identically distributed random variables, following Bernoulli distributions with parameters $p$ and $a_{i,j}$. According to Chernoff bounds [83], the difference between $p, a_{i,j}$ and their corresponding frequencies is inversely proportional to the number of advisors.
4.1.2 Attackers Hiding their True Observations

This kind of attackers aims to hide their observations from the buyer. The rationale is that, by hiding the observations, attackers make it difficult for the buyer to construct an accurate trust opinion about the seller. In the worst case, an attacker can completely hide its observation, i.e., the rating is independent of the observation.

**Theorem 4.1.** In the naive rating model shown in Figure 1, a rating $R$ is independent of the observation $O$ iff $p = \frac{1}{n+1}$ and $a_{i,j} = \frac{1}{n}$ ($i \neq j$).

**Proof.** If $R$ is independent of $O$, then $P(R=j|O=i) = P(R=j|O=i')$, for all $j$, $i$, $i'$.

$$P(R=j|O=i) = \begin{cases} p & \text{if } i = j \\ (1 - p)a_{i,j} & \text{if } i \neq j \end{cases} \quad (4.1)$$

Therefore $p=(1 - p)a_{i,j}$ and $a_{i,j} = \frac{p}{1-p}$, where $i \neq j$. Since $\sum_{j} a_{i,j} = 1$ where $i \neq j$, $n \cdot \frac{p}{1-p} = 1$ and $p=\frac{1}{n+1}$. As the result, $a_{i,j} = \frac{1}{n}$, where $i \neq j$.

On the other hand, if $p = \frac{1}{n+1}$ and $a_{i,j} = \frac{1}{n}$, $i \neq j$, then

$$P(R=j|O=i) = \frac{1}{n+1} \quad (4.2)$$

$$P(R=j) = \sum_{i} P(O = i) \cdot P(R=j|O=i) = \frac{1}{n+1} \quad (4.3)$$

As $P(R=j|O=i) = P(R=j)$ holds for any $i$ and $j$, $R$ and $O$ are independent. \hfill \Box

Intuitively, we expect that the lower values of $p$ (more dishonest advisors) make it easier to hide $O$. However, Theorem 4.1 implies that when $p<\frac{1}{n+1}$ the observations...
cannot be perfectly hidden, whereas for \( p = \frac{1}{n+1} \), it can. Therefore, we need to alter the naive model to accommodate for the case \( p < \frac{1}{n+1} \). When \( p < \frac{1}{n+1} \), the independence of \( O \) and \( R \) implies \( \sum_{j \neq i} a_{i,j} < 1 \), which is impossible in the naive model. This is caused by the fact that the advisor is forced to lie (with \( n \) fixed) if the advisor is strategical in the naive model. Therefore, we must allow strategical/dishonest advisors to report the truth with non-zero probability. In fact, it is nature that strategical advisors may sometimes tell the truth, as part of deceit. As a real-world scenario: consider a card game with only one Ace, King, Queen – the highest wins. Alice asks her (dishonest) opponent Bob about what his card is. If Bob always lies and if he states Queen, and Alice has the King, Alice would know that Bob has the Ace. Thus, as a strategical player, Bob should sometimes report the truth to deceive Alice. Hence, here we introduce an alternative option \( a_{j,j} \) (e.g., \( a_{0,0} \) when \( j = 0 \)), as depicted in the extended rating model in Figure 4.2.

**Theorem 4.2.** In the extended rating model shown in Figure 2, the rating \( R \) is independent of the observation \( O \) iff \( 0 \leq p \leq \frac{1}{n+1} \) and \( a_{ij} = \frac{p}{1-p} + a_{jj} \).

**Proof.** If rating \( R \) is independent of \( O \), then \( P(R=j|O=i) = P(R=j|O=i') \), for all \( j, i, i' \).

\[
P(R=j|O=i) = \begin{cases} 
p + (1-p)a_{i,j} & \text{if } i = j \\
(1-p)a_{i,j} & \text{if } i \neq j
\end{cases}
\]

(4.4)

Therefore \( p + (1-p)a_{j,j} = (1-p)a_{i,j} \), \( a_{i,j} = \frac{p}{1-p} + a_{j,j} \). Since \( \sum_{j \neq i} a_{i,j} = 1 - a_{i,i} \), \( \sum_{j \neq i} a_{j,j} = 1 - a_{i,i} \), we get \( \sum_{j} a_{j,j} = \frac{1-(n+1)p}{1-p} \). Since \( \sum_{j} a_{j,j} \geq 0 \) and \( 0 \leq p \leq 1 \), we get \( 0 \leq p \leq \frac{1}{n+1} \).

On the other hand, if \( 0 \leq p \leq \frac{1}{n+1} \) and \( a_{ij} = \frac{p}{1-p} + a_{jj} \)

\[
P(R=j|O=i) = P(R=j) = p + (1-p)a_{j,j}
\]

(4.5)

holds for any \( i, j \). Hence, \( R \) and \( O \) are independent. \( \square \)
When $\sum_j a_{j,j} = 0$ and $a_{i,j} = \frac{p}{1-p}$, Theorem 4.2 becomes Theorem 4.1. Note that $\sum_j a_{j,j} > 0$ is allowed when $R$ is independent of $O$, which implies even when the buyer learns nothing, still some dishonest advisors (attackers) may tell the truth.

Intuitively, ratings are only useful when less than half of the advisors are attackers. Remarkably, Theorem 4.2 proves otherwise. It implies that $R$ and $O$ cannot be independent when $p > \frac{1}{n+1}$. This means that, for $n > 1$, in the case that over half of the advisors are dishonest (i.e., $(1-p) > \frac{1}{2}$), the buyer can still learn information from the ratings.

Although no strategy can achieve the independence when $p > \frac{1}{n+1}$, some strategies are still better at hiding the observations than others. To capture this, we generalize the measure of dependency between ratings and observations to information leakage (Definition 3.7 in chapter 3). The independence of $R$ and $O$ holds iff $R$ leaks zero information about $O$. Low information leakage about $O$ means that $O$ is hidden well. Below, we aim to find the strategy that minimizes the information leakage for $p > \frac{1}{n+1}$.

As $H(O)$ is unchangeable to the buyer, to minimize information leakage, it suffices to minimize $-H(O|R)$.

**Definition 4.3.** (Level strategy) is the strategy where: for all $0 \leq j \leq n$, $a_{j,j} = 0$, and for all $0 \leq i \neq j \leq n$, $a_{i,j} = \frac{1}{n}$.

**Theorem 4.4.** The level strategy minimizes information leakage of $O$ given $R$ for $p \geq \frac{1}{n+1}$. 
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**Proof.** Given \( h_j = p + (1 - p) \sum_i a_{i,j}, 0 \leq i, j \leq n, \)

\[
-H(O|R) = \sum_j P(R=y_j) \sum_i P(O=x_i|R=y_j) \log P(O=x_i|R=y_j)
\]

\[
= \sum_j \frac{1}{n+1} \left( \sum_{i \neq j} (1 - p) \cdot a_{i,j} \log \left( \frac{(1 - p) \cdot a_{i,j}}{h_j} \right) \right)
\]

\[
+ (p + (1 - p) a_{j,j}) \log \left( \frac{p + (1 - p) a_{j,j}}{h_j} \right)
\]

\[
= \sum_j \frac{1}{n+1} \left( \sum_{i \neq j} h_j \cdot f \left( \frac{(1 - p) \cdot a_{i,j}}{h_j} \right) \right)
\]

\[
+ \sum_j \frac{1}{n+1} \left( h_j \cdot f \left( \frac{p + (1 - p) \cdot a_{j,j}}{h_j} \right) \right)
\]

\[
\geq 2 \frac{n}{n+1} \sum_i \left( 1 - p \right) \left( 1 - a_{i,i} \right) \log \left( \frac{(1 - p) \cdot (1 - a_{i,i})}{n \cdot (1 - a_{i,i})} \right)
\]

\[
+ (p + \sum_j (1 - p) \cdot a_{j,j}) \cdot \log \left( p + \sum_j \left( 1 - p \right) \cdot a_{j,j} \right)
\]

\[
\geq 3 \cdot \log(p) + (1 - p) \cdot \log\left( \frac{1 - p}{n} \right)
\]

Inequality 2 is derived based on the Jensen’s inequality (Theorem 3.9 in Chapter 3). Inequality 3 is derived based on the property that \( x \log(x) \) is superlinear and \( p \geq \frac{1}{n+1}. \)

Finally, note that applying the strategy from Definition 4.3 to term 1 yields term 3. Thus, term 3 represents the information leakage under the level strategy. Since term 3 is the minimum, the level strategy minimizes information leakage. For \( p = \frac{1}{n+1}, \) the level strategy leads to zero information leakage, as we proved in Theorem 4.1. \( \Box \)

In summary, we have found the strategies that minimize the information leakage about \( O \) for all \( p \in (0, 1). \) Specifically, for \( p < \frac{1}{n+1}, \) the strategy requires a fraction of dishonest advisors to report the truth. For \( p \geq \frac{1}{n+1}, \) the strategy requires dishonest advisors to uniformly choose a lie. Further, zero information leakage (independence) is only achieved when \( p \leq \frac{1}{n+1}. \) We may name attacks that cause zero information leakage as ultimate attacks throughout this thesis. The buyer can still get some information for \( p > \frac{1}{n+1}. \)

To illustrate our results, we plot the information leakage of \( O \) in the worst-case attacks (minimized information leakage), as a variable of \( p \) (with \( n = 5 \)) and \( n \) (with \( p = 0.25 \)), in Figure 4.3. From the figure, we learn that when \( p \leq \frac{1}{n+1} \) or \( n \leq \frac{1}{p} - 1, \)
the information leakage is zero. And when the difference between $p$ and $\frac{1}{n+1}$ increases, the information leakage increases. This will further be demonstrated in the simulation in Section 5.

### 4.1.3 Attackers Hiding the Integrity of the Seller

This kind of attackers aims to hide the integrity, $T$, of the seller from the buyer. The rationale is that the buyer’s trust opinion is about the integrity of the seller. Therefore, to make it difficult for the buyer to construct an accurate trust opinion about the seller, the advisor aims to hide information about the integrity of the seller.

Intuitively, hiding the observations (which correspond to interaction histories in this chapter) may seem equivalent to hiding the integrity of the seller. As we will prove in Theorem 4.6, they are not the same. However, they do coincide whenever they can avoid any information leakage.

**Theorem 4.5.** There is zero information leakage of $T$, iff there is zero information leakage of $O$. 
Proof. From Proposition 3.4 in Chapter 3, zero information leakage of $T(O)$ given $R$ is equivalent to $T(O)$ being independent of $R$. If $O$ is independent of $R$, we have

$$P(T=t|R=j) = \sum_i P(T=t|R=j, O=i) \cdot P(O=i|R=j)$$
$$= \sum_i P(T=t|O=i) \cdot P(O=i|R=j)$$
$$= \sum_i P(T=t|O=i) \cdot P(O=i)$$  \hspace{1cm} (4.9)$$

which holds for any $t, j$, implying that $T$ is independent of $R$. Term 2 follows because $T$ and $R$ are conditionally independent given $O$.

On the other hand, if $T$ is independent of $R$, we have

$$P(O=i|R=j) = \sum_i P(O=i|T=t, R=j) \cdot P(T=t|R=j)$$
$$= \sum_i P(O=i|T=t) \cdot P(T=t|R=j)$$
$$= \sum_i P(O=i|T=t) \cdot P(T=t)$$  \hspace{1cm} (4.10)$$

which holds for any $i, j$, implying that $O$ is independent of $R$. Term 2 follows because $O$ and $R$ are conditionally independent given $T$. Thus we prove Theorem 4.5. \qed

Note that since zero information leakage of $O$ requires $p \leq \frac{1}{n+1}$, zero information leakage of $T$ also requires $p \leq \frac{1}{n+1}$.

**Theorem 4.6.** The level strategy does not minimize information leakage of $T$, for all $n, p$ that satisfy $p > \frac{1}{n+1}$.

**Proof.** It suffices to provide a counterexample. For $n = 2$, $p = \frac{2}{3}$, using the level strategy, we obtain $-H(T|R) = 0.2192$. When we set

$$a = \begin{pmatrix} 0 & 0.2938 & 0.7063 \\ 0.4922 & 0.0156 & 0.4922 \\ 0.7063 & 0.2938 & 0 \end{pmatrix},$$

...
\[ -H(T|R) = 0.1934. \] Since \( 0.1934 < 0.2192 \), the level strategy does not minimize information leakage of \( T \).

Below, we aim to find the strategy that minimizes information leakage of \( T \) given \( R \) when \( p > \frac{1}{n+1} \). As \( H(T) \) is unchangeable, it suffices to minimize \( -H(T|R) \).

\[
-H(T|R) = -\sum_i P(R = j)H(T|R = j) = \sum_i P(R = j) \int_0^1 f_T(t|R = j) \cdot \log f_T(t|R = j) \, dt,
\]

where \( P(R = j) \) as before, and

\[
f_T(t|R = j) = \sum_i f_T(t|O = i, R = j) \cdot P(O = i|R = j) = \sum_i f_{\beta}(t; i+1, n-i+1) \cdot \begin{cases} \frac{p+(1-p)a_{ij,i}}{h_j} & \text{if } i = j \\ \frac{(1-p)a_{ij,i}}{h_j} & \text{if } i \neq j \end{cases}
\]

Note that \( P(O = i|R = j) \) is the posteriori probability about \( O \) known \( R \), which can be computed from \( P(R = j|O = i) \) based on Bayes’ theorem. And \( P(R = j|O = i) \) is decided by the rating strategy.

For our analysis, we use a local search heuristic to find good strategies for the advisors. Our heuristic is initialized with the level strategy. We iterate over all \( a_{i,j} \), where, for each \( a_{i,j} \), we increase \( a_{i,j} \) with a fixed value (at the expense of the other \( a_{i,j'} \)) until \( -H(T|R) \) stops decreasing. We perform the iteration multiple times, with decreasing step sizes. In the limit, the heuristic is a gradient search.

To illustrate the analysis above for \( T \), we plot the information leakage of \( T \) in the worst case, as a variable of \( p \) (with \( n = 5 \)) and \( n \) (with \( p = 0.25 \)), in Figure 4.4. From the figure, we learn that when \( p \leq \frac{1}{n+1} \) or \( n \leq \frac{1}{p} - 1 \), the information leakage is zero. And when the difference between \( p \) and \( \frac{1}{n+1} \) increases, the information leakage increases. This will also be further demonstrated in the simulations in Section 5.
4.1.4 Induced Trust Computation (ITC)

Given the strategies of the advisors, the buyer can construct accurate trust opinions under the worst-case attacks. Here, we propose an induced trust computation method, which assumes the worst-case attack strategies. A trust opinion is a distribution $f_T(t|\phi)$, where $\phi$ consists of the knowledge of the buyer (direct experiences and ratings) [84].

Muller and Schweitzer [85] prove the following theorem under the assumptions that if ratings and observations are conditionally independent given the strategies of the sellers and advisors, and that their strategies are independent:

**Theorem 4.7.** For any collection of ratings and direct observations $\varphi$ and $\psi$, 

$$f_T(t|\varphi, \psi) \propto f_T(t|\varphi) \cdot f_T(t|\psi).$$

With Theorem 4.7, the knowledge of the buyer can be broken down into cases for which we have explicit computations. The case where the knowledge of the buyer is direct experience, has already been solved [84]. If the knowledge of the buyer is a single rating, then $\phi = R$ and the trust opinion is $f_T(t|R)$. In the worst-case attack, $f_T(t|R)$ can be computed known the strategy (matrix $a_{i,j}$) of the advisors based on Equation (4.11). In this chapter, we follow the assumption of Theorem 4.7. And the integrity of a seller can be computed based on $f_T(t|R)$.

Note that the accuracy of computing $f_T(t|S)$ is influenced by the accuracy of $p$. As a description of the trustworthiness of an advisor, $p$ is usually estimated by the trust models (as done by TRAVOS [10] and many other classic models [11, 19]). In this work, we are not trying to build a new robust trust model. We are solving a subproblem of
defending the worst-case unfair rating attack to make a trust model more robust. Hence, we simply assume that $p$ is already accurately estimated by the trust models. In fact, we also demonstrate through simulation in Section 5 that even when $p$ is not entirely accurately estimated by the trust models (e.g., TRA VOS and MET), their robustness can still be improved by our ITC method.

In this way, by being aware of the worst-case strategies in advance, the buyer gains the initiative to derive accurate trust opinions under the worst case.

### 4.2 Robustness Analysis

As surveyed in Chapter 2, TRA VOS [10], BLADE [1] and MET [2] are the three typical trust models to address the unfair rating problem, where TRA VOS and BLADE assume...
some simple attack strategies for advisors but MET tries to cope with some typical attacks and their combinations. In this section, we evaluate the robustness of these trust models, and more importantly to demonstrate that our induced trust computation (ITC) method can further improve the robustness of these trust models.

More specifically, we conduct a set of simulations\(^7\). In the first simulation, we compare the trust opinions about sellers that the trust models and ITC construct, under two types of the worst-case attacks: advisors hiding true observations \((O)\) and hiding seller integrity \((T)\). Because ITC always assumes the worst case, to have more fair comparison, in the second simulation, we compare the accuracy of trust opinions given by ITC and the three models, under other random attack strategies which are not the worst case. Modeling the honesty of advisors accurately is not the focus of this work.

---

\(^7\)We did not use existing testbeds such as the ART testbed [86] because they are often only used to study the quality of expectations about trust evaluation.
Hence in the first two simulations, we simply assume that the honesty of advisors is accurately estimated by all trust models, which is set as a same parameter \((p)\) to all models. In the third simulation, we further study whether our ITC method can improve the robustness of the trust models given whatever output of advisor honesty by these trust models.

All of the simulations above rely on the true behavior of the seller. To address this, we run the Monte Carlo simulation. In each run, \(t \in [0, 1]\) is uniformly randomly chosen as a sample of \(T\) for the seller. Then, \(n\) Bernoulli samples are drawn with the probability \(t\), which provides us an \(o\) as the true value of \(O\). Based on \(o\) and an advisor’s strategy \(a\), a rating \(r\) is generated as the true value of \(R\) (ratings of the advisor). The trust models are provided with rating \(r\), which is used to construct the trust opinion about the seller.

### 4.2.1 Under the Worst Case

In the first simulation, we compare the predictions on \(T\) and \(O\) against the truth, under the worst-case strategies of hiding \(T\) and \(O\) respectively. The values for parameters \(n\), \(p\), \(r^*\) are manually chosen as the number of transactions, probability of advisor honesty, and rating. We then run the simulation, but reject the sample of \(T\) (and the corresponding sample of \(O\)) if the resulting \(R \neq r^*\). In this way, we get the true probability distributions of \(T\) and \(O\): \(P(T|R=r^*)\) and \(P(O|R=r^*)\), which are used to compare to that predicted by TRA VOS, BLADE, MET and ITC.

For comparison about \(O\), we select four groups of values for \(n, p, r^*\): \((3, 0.8, 0)\), \((3, 0.2, 2)\), \((10, 0.8, 8)\), \((10, 0.2, 2)\). Figure 4.5 presents the results. TRAVOS and MET are not considered here, as they do not generate the prediction of \(O\). The predictions of ITC have much smaller difference with the real distributions compared with BLADE. Larger \(p\) leads to more converged predictions. Comparing Figures 5(a) and 5(c), although \(p=0.2, s=2\) are the same, prediction of ITC given \(n=10\) is converged on \(O=2\) while that given \(n=3\) is uniformly distributed. According to the theoretical proof in the former section, when \(n=3, p < \frac{1}{n+1} = 0.25\), there is no information leakage of \(O\) under the worst-case attack. Hence, ITC predicts maximum uncertainty of \(O\).
Figure 4.7: Comparing accuracy of predicting $T$ (or $O$) under the worst-case of hiding $T$ (or $O$)
For comparison about $R$, we select four groups of values for parameters $n$, $p$, $r^*$: $(3, 0.8, 0)$, $(3, 0.3, 0)$, $(10, 0.8, 7)$, $(10, 0.3, 7)$. Figure 4.6 presents the results. The probability distributions of $T$ predicted by ITC are much closer to the real distributions than that of TRAVOS, BLADE and MET. For ITC, TRAVOS and MET, the shapes of predicted distributions are mainly decided by $p$ and $r$, while BLADE is largely influenced by $n$ instead. Comparing Figures 6(a,c) with 6(b,d), larger $p$ leads predictions of ITC and TRAVOS to be more converged and aligned with the ratings, because the buyer tends to believe the advisor more.

Figures 4.5 and 4.6 are restricted to a fixed $r$, $n$, $p$ and $a$. To make more meaningful comparisons, we use cross entropy (Definition 3.6 in Chapter 3) to measure the quality of a prediction so that we can compare a multitude of outcomes simultaneously. In a good prediction, cross entropy is low. We generate a true integrity of a seller $t$, a true observation $o$ and a rating $r$ in each run, and $r$ is used as input for the models to yield a trust opinion about the seller. To generate the graphs, we let $n = 3$ and $n = 10$, and let $0 < p < 1$ be the x-axis. We study four scenarios: predicting $O(T)$ under the worst-case strategies of hiding $O(T)$, and predicting $T(O)$ under the worst-case strategy of hiding $O(T)$. Because TRAVOS and MET do not output predictions of $O$, they do not appear in Figure 4.7 (c-f). Figure 4.7 provides the following information.

First, when $p \leq \frac{1}{n+1}$, all the ITC graph segments are flat, meaning that uniform distribution is predicted. This corroborates our proofs: when $p \leq \frac{1}{n+1}$, there is no information leakage about $T(O)$ given $R$ in the worst case, thus $H(T|R)$ (or $H(O|R)$) reaches the maximum, which implies uniform distribution. Note that for continuous distributions, the uniform distribution has entropy zero, explaining why ITC has cross entropy of 0 for small $p$, in Figures 4.7 (a, b, g, h). In Figures 4.7 (c-f), the uniform distribution is over discrete variables, meaning that the entropy depends on $n$, which explains the difference in cross entropy for value $p$ near 0.

Second, when $p > \frac{1}{n+1}$, ITC shows lower cross entropy than BLADE, TRAVOS and MET, for equal $p$ and $n$. Moreover, we can identify the trends that BLADE and ITC have decreasing cross entropy over $p$ (and $n$), whereas for TRAVOS and MET, the cross entropy increases before it decreases, over $p$. The reason that ITC is decreasing, is simply because $H(T|R)$ (and $H(O|R)$) are decreasing over $p$. Recall (Definition 3.6)
that cross entropy is the entropy of the truth plus KL-divergence, and that ITC has KL-divergence of 0, because it computes correct $H(T|R)$ (and $H(O|R)$) by knowing $p$ and the worst-case strategies of advisors. TRAVOS and MET first increase because they over-predict – causing to assign unreasonably low probability to unlikely events (as shown in Figure 4.6). As $p$ tends to 1, their over-predictions start to match the true distribution. BLADE suffers the same problem of over-predicting. However, its over-predicting is not linked with $p$. Therefore, we observe a decreasing cross-entropy, as reality tends towards more polarised outcomes. Note that using the same real $p$ value, the accuracy of TRAVOS is higher than MET, indicating that the method of aggregating ratings in TRAVOS is better than that of MET under the worst-case attack. In fact, MET adopts a simple weighted average method to aggregate advisors’ ratings.

Third, when $p$ is close to 1, the curves of TRAVOS, MET and ITC with the same $n$
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Figure 4.9: Using \( p \) estimated by other trust models under the worst-case and other types of attacks

get to converge at a same point. With \( p \) being close to 1, nearly all of advisors report the truth. The predictions of TRAVOS and MET thus get closer to the truth, which is the prediction of ITC.

From the analysis above, it is obvious that our prediction of \( T (O) \) is much more accurate than TRAVOS, BLADE and MET under the worst case. Using our ITC method could improve the robustness of these trust models.

4.2.2 Under other Attacks

The real strategies of advisors cannot be known. To always assume the worst case is a safe choice, but may not be the most accurate choice. Hence, we investigate the performance of ITC, which assumes the worst-case strategies, under other types of attacks. 

Recall that a strategy of an advisor is represented as a matrix \( a_{i,j} \) where \( 0 \leq i, j \leq n \)
(see Section 4.1.1). We randomly generate ninety such strategies. Then, these strategies are combined with the worst-case strategy by assigning the worst case a weight varying from 0 to 1. In so doing, the strength of the resulting strategies approximately increases. We then compare the cross entropy regarding the predictions of $T(O)$ given by ITC, TRAVOS, BLADE and MET, under all of these strategies. Figure 4.8 presents the results.

For the truth (the red line), the cross entropy is equal to the entropy of true distribution of $T(O)$ given $R$ because KL-divergence is 0. As the rating strategy tends to be worse, the entropy of $T(O)$ given $R$ increases towards the maximum, which is exactly the worst case. In Figure 4.8, ITC has much smaller cross entropy with the truth, compared to the three models, indicating that ITC predicts much closer to the truth. And as the generated attack strategy gets closer to the worst case, ITC predicts more and more accurately. Notice that there is little variance in the cross entropy of BLADE and MET as the attack strategies change, implying that their performance does not change much for all those strategies. On the other hand, the cross entropy of TRAVOS increases as the attack strategy gets closer to the worst case, showing that the performance of TRAVOS gets worse as the attacks become stronger.

From this simulation, even always assuming the worst case, our ITC method can still improve the robustness of the trust models against various other types of attacks.

### 4.2.3 Inaccurate Estimation of Advisor Honesty

The above simulations are conducted by assuming the accurate estimation of advisor honesty (i.e., true $p$). In this simulation, we investigate how ITC performs when $p$ is predicted by other trust models, which may not be completely accurate. BLADE does not estimate $p$, so we only compare the accuracy of ITC (ITC-TRAVOS and ITC-MET) with TRAVOS and MET, based on their predicted $p$ respectively. We consider the prediction of seller integrity $T$ under two scenarios: 1) the worst-case strategy of hiding $O$, with the real $p$ value varying from 0 to 1 (Figure 4.9 (a-b)); 2) other types of attacks with $p = 0.7$ and $p = 0.3$ (Figure 4.9 (c-d)).
Based on $p$ predicted by the corresponding trust models, ITC still has much higher accuracy indicated by the lower cross entropy of ITC-TRAVOS and ITC-MET as shown in the figure, confirming that ITC can effectively improve the robustness of TRAVOS and MET even when the estimation of $p$ may not be entirely accurate, and when the advisor attack strategies may not be the worst case.

Similar as the results in Figure 4.7, larger $p$ leads to more accurate prediction because the advisor is more trustworthy. In addition, when the estimation of $p$ is more accurate, the prediction of seller integrity $T$ should also be more accurate. With this, compare ITC-TRAVOS and ITC-MET. ITC performs better when using $p$ output by MET than when using $p$ from TRAVOS, indicating that MET predicts the honesty of advisors more accurately than TRAVOS. This is also supported by the results in Jiang et al. [2]. However, with the $p$ value from MET, ITC cannot accurately predict the truth even under the worst case (see Figure 4.9 (a-b)), indicating that advisor honesty estimated by MET is not completely accurate.

On the other hand, TRAVOS performs better than MET when $p<0.6$ in Figure 4.9 (a-b,d). Also, recall the results in Figure 4.7 where given the same true $p$, the predictions of TRAVOS are more accurate than MET. These results indicate that TRAVOS has a nice method for aggregating ratings from the advisors. However, when $p>0.6$, MET outperforms TRAVOS, indicating that when the advisors are more trustworthy, the effect of that method becomes less important. This can also be observed from Figure 4.9 (c) that when $p=0.7$ and under the worst-case attack (attack #90), MET provides more accurate prediction than TRAVOS. In fact, for other types of attacks that are close to the worst case, MET also outperforms TRAVOS.

4.3 Summary

In this work, we used information theory to measure how helpful ratings are to advisees that receive them. A fraction of advisors giving ratings is dishonest: attackers. We identified and analyzed which attack strategies reduce the overall helpfulness of ratings.
Our techniques and results can increase the robustness of existing trust models against unfair rating attacks.

We introduced two information theoretic measures for the quality of a rating, concerning how much a rating by an advisor reveals about the true observations of that advisor and about the true integrity of the trustee, respectively. We find that the two measures coincide iff ratings reveal nothing; that the ratings cannot always reveal nothing, even with more attackers than honest advisors; and that it may be rational for an attacker to report the truth, to obscure the truth.

We derived how to compute trust opinions, assuming the worst-case attack strategies. The results of our simulations show that our method’s predictions are more accurate than TRAVOS, BLADE and MET, meaning our method is more robust, and more importantly that our method complements the trust models in improving their robustness.
Chapter 5

Collusive and Static Unfair Rating Attacks

In Chapter 4, we studied the type of unfair rating attacks where attackers are assumed to be independent, based on information theory. In this chapter, we study collusive unfair rating attacks (CUR) attacks [87]. In CUR attacks, attackers coordinate on a shared strategy to achieve a same goal. There can be various ways of colluding. Trust systems designers sometimes verify the robustness only under specific CUR attacks [20, 26–28]. This results in the following problems: First, these systems can only be known to be robust against the assumed attacks. Hence, one cannot know whether they are also robust to all other kinds of CUR attacks. Second, comparing the robustness of two trust models under specific attacks is not fair. The designer may design a system to be robust against a given attack, and use that specific attack to compare his system with another. Such a comparison is biased in favor of the proposed system.

We argue that if a system cannot function well under the strongest attack, then it is not robust. Otherwise, if a group of systems is merely robust to some given CUR attacks, which they are tested against, then we need to be able to compare the strength of these attacks. In both the cases, we need to measure the strength of CUR attacks.

In Chapter 4, we introduced information theory to identify and measure the worst-case (strongest) attacks by independent attackers. Here, we focus on how strong arbitrary attacks are (also using information theory), which allows us to reason about the
quality of the validation of a trust system. Moreover, we shift focus from independent attackers to colluding attackers (including Sybil attackers). The formalism from Chapter 4 must be fundamentally altered to allow for measurements of coalitions of attackers.

We extend the methodology from Chapter 4 to: (1) quantify and compare CUR attacks found in the literature (Section 5.2), (2) quantify types of CUR attacks (Section 5.3), and (3) identify the strongest possible CUR attacks.

Doing this, we found (1) attacks designed in the literature are not suitable to stress-test the robustness, (2) strongest CUR attacks are not considered in the literature, (3) always assuming the strongest attacks barely reduces the effectiveness, but greatly increases the robustness. We consider the results from [82] explicitly as a special case of CUR attacks.

### 5.1 Modeling CUR Attacks

From an information theoretic perspective, advisors can be seen as a (noisy) channel. See Figure 5.1. The opinions of the advisors are being outputted as ratings, where the ratings need not match the true opinions (i.e., noise). Like in digital channels, not just the amount of noise matters, but also the shape of the noise. Thus, not just the amount of attackers matters, but also their behavior. The difference in noise-per-advisor is often ignored in the literature, potentially skewing analysis of the attacker-resistance.
In Chapter 4, we proposed to quantify how much an advisee can learn as the information leakage of the ratings, which can then be used to measure the strength of the corresponding attacks. However, only the strongest independent attackers are considered there. In this chapter, we extend the quantification method to cover 1) collusive attackers, and 2) non-strongest attacks. To measure the strength of a CUR attack, we need to measure the information leakage of the coalition as a unit. The ratings provided by colluders are interdependent, (potentially) revealing extra information to the user. Hence, when measuring the information leakage of a coalition, we cannot simply sum up the information leakage of individuals. (as can be seen below)

**Example 5.1.** Consider a rating scenario with 4 advisors, 2 of which are colluding attackers\(^8\). Hence we make the reasonable assumption in this work that the number or percentage of colluders is known. Take the perspective of an advisee; he gets a rating from each of the advisors about their opinions of the target, and he does not know which two advisors are colluding. We assume that the opinions are positive and negative with 50% probability each. Non-colluding advisors always report the truth. Colluding advisors have one shared strategy. Here, the strategy dictates that if the attackers agree, then they both lie, and if they disagree, then they report the truth. The advisee received four ratings, three positive and one negative.

We model the attackers’ strategy in this example with the matrix in Table 5.1. The left column represents the real opinions (observations) of the two colluding advisors, represented as the combinations of positive: 1 and negative: 0. The top row represents the ratings which are in the same form. The cells provide the probability that the attackers report the column’s rating, given the row’s observation.

The advisee wants to learn about the observations of all advisors from the received ratings. We use random variables \(O_i, R_i, i \in \{1, \ldots, 4\}\) to represent the observation and the rating of advisor \(i\) respectively. And we use random variable \(C_2\) to represent two colluding advisors.

Before receiving the ratings, the information that the advisee has about the observations can be represented using joint entropy (Definition 3.5): \(H(O_1, O_2, O_3, O_4)\). The

---

\(^8\)Note that there exist many methods which can estimate the number of colluders in a system [88, 89].
joint entropy expresses the uncertainty associated with these four observations. Given
the ratings, the information the advisee has of the observations becomes the conditional
entropy: \( H(O_1, O_2, O_3, O_4 | R_1, R_2, R_3, R_4) \). Thus, the information that the ratings leak
about the observations (information leakage) can be represented as follows:

\[
H(O_1, O_2, O_3, O_4) - H(O_1, O_2, O_3, O_4 | R_1, R_2, R_3, R_4) \tag{5.1}
\]

The conditional entropy of observations given the ratings is:

\[
H(O_1, O_2, O_3, O_4 | R_1=1, R_2=1, R_3=1, R_4=0) \tag{5.2}
\]

\[
= - \sum_{o_1, o_2, o_3, o_4} f(p(o_1, o_2, o_3, o_4 | R_1=1, R_2=1, R_3=1, R_4=0)) \tag{5.3}
\]

\[
= - \sum_{o_1, o_2, o_3, o_4} f(\sum_{i,j} p(C_2=(i,j) | R_1=1, R_2=1, R_3=1, R_4=0)) \tag{5.4}
\]

\[
\cdot p(o_1, o_2, o_3, o_4 | R_1=1, R_2=1, R_3=1, R_4=0, C_2=(i,j))) \tag{5.5}
\]

\[
= - \frac{1}{2} \log\left(\frac{1}{12}\right) \approx 1.79 \tag{5.6}
\]

All combinations of \( O_1, O_2, O_3, O_4 \) are captured in \( o_1, o_2, o_3, o_4 \). The second equality
follows from the law of total probability.

The entropy \( H(O_1, O_2, O_3, O_4) = \log(2^4) \), since each \( O_i \) is positive or negative
with exactly 50% probability. Therefore, by Definition 3.7, we get

\[
\log(2^4) - \left(-\frac{1}{2} \log\left(\frac{1}{12}\right)\right) \approx 2.21 \text{ bits of information leakage.}
\]

We now consider more general collusion attacks from the perspective of advisees.
There are \( m \) advisors, \( k \) attackers (\( 0 \leq k \leq m \)), and we assume non-attacking advisors
always report the truth. The random variable \( O_i \) represents the opinion of the \( i^{th} \) advisor.
We assume maximum entropy for the random variables \( \overline{O} \), meaning \( H(\overline{O}) = m \). Sim-
ilarly, \( R_i \) represents the rating of the \( i^{th} \) advisor. For non-attacking advisors, \( O_i = R_i \).
For attacking advisors, we use \( \sigma_{o,r} \) to represent the probability that attackers who have
observed \( \bar{o} \) report the ratings \( \bar{r} \). The random variable \( C \) represents the coalition; its
outcomes are, therefore, sets of advisors. The probability that a set \( c \) of \( k \) advisors are
colluding is \( p(c) = \frac{1}{\binom{m}{k}} \). The strategies of attackers are expressed using the matrix in
Table 5.2: Strategy matrix of general collusion attacks

Table 5.2. The sum of each row equals 1, since, given an observation, the sum of the probabilities of all ratings is one.

The information leakage of all advisors’ observations given their ratings is

$$H(\bar{O}) - H(\bar{O}|\bar{R}).$$

(5.7)

The conditional entropy of observations given ratings is as follows:

$$H(\bar{O}|\bar{R}) = - \sum_{\bar{r}} p(\bar{r}) \cdot H(\bar{O}|\bar{r})$$

(5.8)

$$= - \sum_{\bar{r}} p(\bar{r}) \sum_{\sigma} f(p(\sigma|\bar{r}))$$

(5.9)

$$= - \sum_{\bar{r}} p(\bar{r}) \sum_{\sigma} f(\sum_{c} p(c|\bar{r}) \cdot p(\sigma|\bar{r}, c))$$

(5.10)

The general modeling and measurement of collusion attacks in this section can give us a way to quantify different attacks in the literature.

5.2 Quantifying CUR Attacks

Collusive unfair rating attacks have been studied by many researchers [2, 20, 27, 28, 90]. They propose various methods to counter such attacks, e.g., detection based approaches [26], incentive based approaches [90], and defense-mechanism design based approaches [2, 28]. Based on simulations or experiments, they verify how effective their methods are in minimizing the impact of collusion attacks, namely how robust their models or systems are. Sometimes such verification only covers specific attacks that are assumed or designed by the researchers themselves [20, 26–28]. To choose
specific attacks to compare the robustness of two models is not convincing. One that fails under these attacks may behave better for some other attacks.

We argue that to equitably compare the robustness of two systems, we need to compare the strength of attacks that they are tested against. A system should be considered more robust if it can resist stronger attacks. From the section above, we know that information leakage of ratings can be used to measure the strength of attacks. We apply the method to some attacks found in the literature.

The authors in [20] propose to mitigate the influence of unfair ratings by helping advisees to evaluate the credibility of the advisors, based on which to further filter and aggregate ratings. For collusive unfair ratings, the authors only consider the case in which malicious advisors provide unfairly high ratings for the colluding target, to boost its trustworthiness – ballot-stuffing. When evaluating the method, such attacks are configured with various percentages of attackers, namely 20%, 40%, 60%, 80%.

We use parameter \( m = 100 \) to represent the number of all advisors in the system, then the number of attackers can be \( 0.2m, 0.4m, 0.6m, 0.8m \). The expected information leakage is 61.13, 39.69, 23.72, 10.84 bits, respectively\(^9\).

The “FIRE+” trust model is proposed in [26]. FIRE+ aims to detect and prevent CUR attacks. It considers two kinds of CUR attacks: in the first type, advisors collude with the target under evaluation, providing false positive ratings to promote the target as reputable. In the second type, advisors may collude to degrade the target, by providing false negative ratings. When evaluating the performance of “FIRE+”, the authors consider three types of advisors: 10 honest advisors who always report the truth, 20 attackers that report all others as trustworthy, and 20 attackers that report the opposite of the truth. The information leakage for the second type of advisors is 6.79 bits\(^1\), and for the third type of advisors is 22.52 bits\(^10\).

The authors in [27] design a SocialTrust mechanism to counter the suspicious collusion attacks, the patterns of which are learned from an online e-commerce website.

---

\(^9\)The computation of these values is omitted, as their generalization is provided in Theorem 5.2.

\(^10\)The computation of these values is omitted, as their generalization is provided in Theorem 5.3.
Instead of filtering collusive unfair ratings or preventing collusion behaviors, Social-Trust adjusts the weights of detected collusive ratings based on social closeness and interest similarity between a pair of nodes.

To evaluate the mechanism, it considers three attack scenarios: pairwise collusion in which two agents promote each other, multiple agents collusion in which agents all promote a boosted agent, and the collusion in which multiple agents promote each other. All the three scenarios are essentially about colluders ballot-stuffing to boost trustworthiness of other attackers that are under evaluation. The attacks for testing are configured as 9 trusted nodes and 30 attackers. Based on Theorem 5.2, the information leakage is 5.96 bits\(^1\).

The authors in [28] aim to design a reliable reputation system against two leading threats, one of which is user collusion. For performance evaluation of their system, the three same collusion scenarios as in the SocialTrust are considered. For the configuration of attacks, the percentage of attackers are varied from 10 to 50 percent. Based on Theorem 5.2, the information leakage is between 31.33 bits (for 50% attackers) to 75.97 bits (for 10% attackers)\(^1\).

In summary, the CUR attacks in the literature above are basically ballot-stuffing and lying. From the quantification, we get following results. First, referring to [20, 28], the information leakage of ballot-stuffing CUR attack decreases with the increase of the percentage of attackers. Second, given the same number of attackers, the attack strategy of ballot-stuffing leads to much less information leakage than the strategy of lying (6.97<22.52 bits).

By relating these results to the strength of attacks, we get following conclusions. The ballot-stuffing attack gets stronger as the number of attackers increase. On the other hand, with the same amount of attackers, ballot-stuffing attack is stronger than the lying based attack.
5.3 Quantifying Types of CUR Attacks

In the papers we discussed above, only specific CUR attacks are considered in the verification of a system. As a result, we cannot know whether these systems are also robust against other attacks. We argue that to verify the robustness of a trust system, it should be tested against all kinds of attacks. However, this is not generally feasible. Therefore, we identify the strength of each type of attacks (and if it is a range, we identify the strongest attack within the type). To verify the robustness of a system to a type of attacks, we propose to test it against the strongest attack in that type.

We summarize various types of CUR attacks from the literature. Information leakage measures the strength of the attacks. The information leakage is totally ordered, with an infimum (zero information leakage), therefore, there exists a least element. We refer to these least elements as the strongest attacks.

The types of CUR attacks are summarized as follows:

I. There is no colluding among malicious advisors, and they are behaving independently.

II. All attackers either boost (affiliated) targets, by unfairly providing good ratings (ballot-stuffing), or degrade (unaffiliated) targets, by unfairly providing bad ratings (bad-mouthing).

III. All the colluding advisors lie regarding their true opinions. As ratings are binary, they always report the opposite.

IV. The colluding advisors coordinate on their strategies in any arbitrary fashion.

The first type of attacks are a special case of the collusion attacks, namely those that coincide with the independent attacks. The second type of attacks are commonly found in the literature, where all attackers are either ballot-stuffing or bad-mouthing (see, e.g., [20, 27, 28]). There are also papers considering the other two types of attacks [90]. The last type of attacks are interesting, since it covers the three preceding types, as well as all other conceivable types.
We use the general CUR attack model from Section 5.1 to quantify these types of
a
tacks. We use \( m, k \) to represent the number of advisors and the number of attackers,
and use \( 0 \) to represent negative ratings, and \( 1 \) to represent positive ratings.

In the first type of attacks, all attackers operate independently. Each attacker chooses
to report the truth with probability \( q \), and lie with probability \( 1 - q \).

**Theorem 5.1.** The information leakage of any attacks of type I, is
\[
m - \sum_{d=0}^{k} \binom{m}{d} \cdot f \left( \frac{(m-d)(1-q)^d q^{k-d}}{k^d} \right).
\]

**Proof sketch.** Since, when \( \delta(\overline{\sigma}, \overline{r}) > k \), \( p(\overline{\sigma}|\overline{r}) = 0 \), wlog,
\[
\sum_{\overline{\sigma}} p(\overline{\sigma}|\overline{r}) = \sum_{d=0}^{m} \sum_{\overline{\sigma}: \delta(\overline{\sigma}, \overline{r})=d} p(\overline{\sigma}|\overline{r}) = \sum_{d=0}^{k} \sum_{\overline{\sigma}: \delta(\overline{\sigma}, \overline{r})=d} p(\overline{\sigma}|\overline{r}).
\]

Moreover, since if \( \exists i \not\in \overline{c} \ni o_i \neq o_i \) then \( p(\overline{\sigma}|\overline{r}, c) = 0 \), wlog,
\[
\sum_{c} p(\overline{\sigma}|\overline{r}, c) p(c|\overline{r}) = \sum_{c} p(\overline{\sigma}|\overline{r}, c) p(c|\overline{r}).
\]

Substituting \( p(\overline{r}) \) by \( 1/2^m \), \( p(c|\overline{r}) \) by \( 1/\binom{m}{k} \) and \( p(\overline{\sigma}|\overline{r}, c) \) by \( (1-q)^d q^{k-d} \), we obtain the
information leakage.

In the second type of attacks, we use \( x, (1-x) \) to represent the probability that all
attackers are ballot-stuffing and bad-mouthing, respectively. For \( x=1 \), attackers are
always ballot-stuffing and for \( x = 0 \), attackers are always bad-mouthing. To express
this using the general attack model in Table 5.2, we assign the probability of “all ratings
are 0” (meaning bad-mouthing) to be \( 1 - x \) and “all ratings are 1” (meaning ballot-
stuffing) to be \( x \).

Before showing the next theorem, we introduce a shorthand notation. Let \( \alpha_{k,h,0} = 0 \), let \( \alpha_{k,h,y,0} = \frac{\binom{k}{h} y}{\binom{k}{h} 2^{m-k}} \) and let \( \beta_{k,i,j,z} = 1/2^k - \sum_{\ell=1}^{k} \binom{i}{\ell} \cdot f \left( \frac{z^{k-\ell}}{z^{k-\ell} (1-z)^{k-\ell} 2^{k}} \right) + \binom{i}{\ell} \cdot f \left( \frac{(1-z)^{k-\ell}}{z^{k-\ell} (1-z)^{k-\ell} 2^{k}} \right) \). And let \( i \) be the number of “1” ratings, \( j = m - i \) the “0” ratings, and \( \mathcal{R}_{i,j} \) be the set of all ratings with \( i \) “1” ratings and \( j \) “0” ratings.

**Theorem 5.2.** If \( i < k \), let \( z=0 \); if \( j < k \), let \( z=1 \); otherwise, let \( z=x \). The information
leakage of any attack of type II, is \( m - \sum_{\overline{r} \in \mathcal{R}_{i,j}} (\alpha_{k,i,x,z} + \alpha_{k,j,1-x,1-z}) \cdot \beta_{k,i,j,z} \) bits.
Proof sketch. Note that $i < k$ and $j < k$ cannot simultaneously be the case, since at least $k$ attackers rated “1” or $k$ attackers rated “0”. If $i < k$, then the attackers must have degraded (and if $j < k$, then boosted). The analysis of these two cases contains the same elements as the general case, which we prove below.

If $i \geq k$ and $j \geq k$, then the conditional entropy follows (via Definition 3.3), as
\[-\sum_r p(\bar{r}) \cdot \sum_o f(p(\bar{o}|\bar{r}))\]. Remains to prove that $p(\bar{r}) = \alpha_{k,i,x,z} + \alpha_{k,j,1-x,1-z}$ and that $\sum_o f(p(\bar{o}|\bar{r})) = \beta_{k,i,j,z}$.

The equality $p(\bar{r}) = \alpha_{k,i,x,z} + \alpha_{k,j,1-x,1-z}$ follows from simple combinatorics, given that $p(\bar{r}) = \sum_c p(\bar{r}|c) \cdot p(c)$.

The equality $\sum_o f(p(\bar{o}|\bar{r})) = \beta_{k,i,j,z}$ also follows from total probability over $c$ via $\sum_o f(\sum_c p(\bar{o}|\bar{r}, c) \cdot p(c|\bar{r}))$. Straightforwardly, $p(\bar{o}|\bar{r}, c) = 1/2^k$, provided for all $\ell \not\in c$, $o_\ell = r_\ell$, and zero otherwise. Furthermore, $p((|\bar{r}| = \sum_{c} \frac{x}{(1-x) \cdot \binom{k}{\ell} + \binom{k}{\ell}}$ if for all $i \in c$, $r_i = 1$, and symmetrically when for all $i \in c$, $r_i = 1$. If neither is the case $p(c|r) = 0$.

The equality $\sum_o f(p(\bar{o}|\bar{r})) = \beta_{k,i,j,z}$ follows by applying these substitutions.

In the third type of attacks, with probability $q$, all attackers report their true opinion, and with probability $1 - q$, they all report the opposite. In the strategy model, we assign probabilities of reporting the opposite ratings as $1 - q$, and probabilities of other cases as $q$. Then we compute the information leakage as follows:

**Theorem 5.3.** The information leakage of the attack of type III, is $m + ((1 - q) \cdot \log(\frac{1-q}{k}) + q \cdot \log q)$ bits.

Proof sketch. Either $\bar{o} = \bar{r}$, or $\delta(\bar{o}, \bar{r}) = k$, since either all attackers tell the truth, or all lie. Wlog $\sum_o f(p(\bar{o}|\bar{r})) = \sum_{o, \delta(\bar{o}, \bar{r}) = k} f(p(\bar{o}|\bar{r})) + f(p(O = \bar{r}|\bar{r}))$.

Straightforwardly, $p(\bar{o}|\bar{r}) = \frac{1-q}{k}$, when $\delta(\bar{o}, \bar{r}) = k$, and $p(\bar{o}|\bar{r}) = q$, when $\bar{o} = \bar{r}$; substituting these terms yields the theorem.

For $q = 0$ and $k/m < 1/2$, $\log((\frac{m}{k})) \approx mH_2(k/m)$, where $H_2(p)$ is the entropy of a Bernoulli distribution with parameter $p$. Thus, for small $k$ and $x = 1$, information
leakage roughly equals \( m(1 - H_2(\frac{k}{m})) \), which models the entropy \( m \) transmissions of bits that arrive intact with probability \( \frac{k}{m} \).

In the fourth type of attacks, attackers are allowed to take any strategies, including the cases when they coordinate on different strategies. We aim to find a range of the strength of all of these attacks:

**Theorem 5.4.** The information leakage of any attack of type IV, is between \( m \) and \( \sum_{0 \leq i \leq k} \binom{m}{k} \) bits.

**Proof sketch.** The upper bound happens when \( H(O|\overline{R}) = 0 \), which is satisfied \( \overline{R} \) completely decides the value of \( O \). The crux is the lower bound; the minimal information leakage of type IV.

No matter what the attackers’ strategy matrix is, \( k \) attackers can change at most \( k \) values. Therefore, \( \sum_{\sigma} p(\sigma|R) = \sum_{\sigma, \delta(\sigma, r) \leq k} p(\sigma|R) \). There are \( \zeta = \sum_{i=0}^{k} \binom{m}{i} \) possibilities for \( \sigma \) given \( r \).

By Jensen’s inequality (Theorem 3.9):

\[
\sum_{\sigma, \delta(\sigma, r)} f(p(\sigma|r)) \geq \zeta \cdot f\left(\frac{\sum_{\sigma} p(\sigma|r)}{\zeta}\right) \tag{5.11}
\]

The equality holds iff for all \( \sigma \) with \( \delta(\sigma, r) \leq k \), \( p(\sigma|r) \) is equal; meaning \( p(\sigma|r) = \frac{1}{\zeta} \) iff \( \delta(\sigma, r) \leq k \). Note that the number of \( \sigma \) with \( \delta(\sigma, r) \leq k \) is the same for any \( r \), hence the minimum of each \( H(O|\overline{R}) \) is the same, allowing us to ignore \( p(\sigma|r) \). Filling in \( p(\sigma|r) = \frac{1}{\zeta} \), the minimal information leakage can be computed: \( \frac{2^k}{\sum_{0 \leq i \leq k} \binom{m}{i}} \).

The corresponding strategy matrix that leads to the minimal information leakage can be easily derived:

\[
\sigma_{\delta_{\sigma, r}} = \frac{1}{\zeta \cdot \binom{m-i}{k-i} \cdot p(c_k)}, \tag{5.12}
\]

where \( 0 \leq i \leq k \) represents the Hamming distance between observations \( \sigma \) and ratings \( r \). To give a concrete example of such a strategy, let there be 4 advisors, 2 of which are colluding, the strongest attack strategy is given in Table 5.3. Naively, one may expect
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| O | R |
|---|---|---|---|---|
| 00 | ⅓/11 | ⅓/11 | ⅓/11 | ⅓/11 |
| 01 | ⅓/11 | ⅓/11 | ⅓/11 | ⅓/11 |
| 10 | ⅓/11 | ⅓/11 | ⅓/11 | ⅓/11 |
| 11 | ⅓/11 | ⅓/11 | ⅓/11 | ⅓/11 |

Table 5.3: Example. strongest collusion attack’s strategy matrix

the attackers to always lie, to ensure the probability that a given rating is truthful is half. However, each attacker in Table 5.3 reports the truth $\frac{3}{11}$ times on average, disproving the naive view.

Finally, we show that attacks of types I, II and III are not the strongest attacks. In other words, the strongest attacks only occur in type IV (except in edge cases like $k=1$ or $k=m$):

**Theorem 5.5.** For $1<k<m$, there are attacks of type IV, such that every attack in type I, II or III has strictly more information leakage.

**Proof sketch.** The proof of Theorem 5.4 applies Jensen’s inequality, to prove that setting all $p(\overline{r}|\overline{r})$ equal (when $\delta(\overline{r}, \overline{r}) < k$) provides the optimal solution. Jensen’s inequality is strict when not all those $p(\overline{r}|\overline{r})$ are equal. Thus, it suffices to prove that for types I, II and III, with $1<k<m$, $p(\overline{r}|\overline{r}) \neq \frac{1}{\zeta}$.

For types I, II and III, there is only one degree of freedom ($q$, $x$ and $q$, respectively). For no value for $q$ or $x$, for all $\overline{r}$ with Hamming distance below $k$, $p(\overline{r}|\overline{r}) = \frac{1}{\zeta}$.

5.4 Discussion

We model a group of $m$ advisors, containing $k$ attackers, as a channel transmitting $m$ bits, of which $k$ bits are subject to noise (Figure 5.1). Like there are different types of noise, there are different types of attackers. We studied attack models found in the literature, and the types themselves. In this section, we analyze our findings, and put them into context.

The information leakage of the attacks from the literature (Section 5.2) is high compared to the minimum (e.g, FIRE+ provides 5.79 or 22.52 bits, whereas 0.03 bits is
optimal). Higher information leakage means that it is easier for a user to learn from ratings. Models of attacks with high information leakage may not be suitable to stress-test a system, since it would be too easy to learn from ratings.

When interpreting these results, we must keep in mind that existing papers do not aim to minimize information leakage, but to faithfully model existing attacks. However, under-approximated attacks are undesirable. This is why we focus on the strength of attacks, even if minimizing the information leakage is not the original intention of the attackers. In fact, a robust system may never under-approximate the strength of attacks, linking robustness to the strength of attacks.

We now propose a method of designing robust trust systems based on the above. Given the attackers’ behavior, trust evaluation becomes relatively simple. Muller and Schweitzer [85] provide a general formula that allows mathematically correcting trust evaluations, given the attackers’ behavior. We propose to use computations in the formula, based on the assumption that the attackers’ behavior is the strongest possible attacks – minimal information leakage. Since such a model, by definition, can resist the strongest attacks, the system is robust. Whenever the system makes a trust evaluation, the actual information content of the evaluation can only exceed the systems’ estimate.

The possible downside of assuming the strongest attacks, is that information available when attacks are weaker, is not being used effectively. However, the amount of information leakage when $k \ll m$ is high, even in the strongest attacks. When, on the other hand, $k \approx m$, the information leakage is significantly lower in the strongest attacks. We argue, however, that if $k \approx m$, it is unsafe to try to use the ratings as a source of information anyway. When the group of attackers is too large, no robust solution should use the ratings, as using the ratings would open a user to be easily manipulated. For small groups of attackers, the robust solution loses a little performance, and for large groups of attackers, non-robust solutions are not safe. Therefore, we propose robust solution (and the strongest attack) to be the standard.

We distinguish four types of attacks. Attacks without collusion (I), attacks where the coalition boosts or degrades (II), attacks where the coalition lies (III), and the class of all attacks with collusion (IV). The former three are all instances of the latter. Attacks
I, II and III deserve extra attention, since most unfair rating attacks in the literature are instances of them. However, while attacks I, II and III are interesting, they are trivially special cases of IV. Moreover, per Theorem 5.5, there are attacks in IV, not present in either I, II, and III – particularly, the strongest attacks.

The differences between the strongest attacks of type I and IV are remarkably small. For attacks of type I, we can only set one parameter, $p$, whereas, for IV, we have $k(k-1)$ parameters that we can set. However, if, for example, we take $m=30$ and $k=10$, then attacks of type IV have at most a conditional entropy of 25.6597 (at least 4.3403 bits information leakage), whereas attacks of type I have at most a conditional entropy of 25.6210 (at least 4.3790 bits information leakage). The difference in conditional entropy is less than one part in a thousand. We conjecture that the minute difference is an artifact of the fact that the size of the coalition is given, and that if we remove that, the difference disappears entirely. Effectively, we suppose that the coalition does not effectively help minimize information leakage about observations, but rather help minimize information leakage about the shape and size of the coalition.

In Section 5.1, we have made several assumptions about ratings, advisors, and targets. Non-binary ratings are also common in the literature. Our approach can generalize to other rating types by extending the alphabet of the ratings, at the expense of elegance. Our assumption that observations are 1 or 0 with 50% probability is just a simplifying assumption. In reality, these probabilities depend on the target. Since we are not interested in the target, but rather the advisors, we assumed maximum entropy from the target. The entropy is, therefore, lower for real targets – meaning the user has more information in practice than in theory.

5.5 Summary

We quantify and analyze the strength of collusive unfair rating attacks. Sybil attacks where Sybil accounts provide unfair ratings are important examples of such attacks. Compared with independent attackers, the additional attacker strength gained by collusion is surprisingly small.
We apply our quantification to collusive unfair rating attacks found in the literature, where ballot-stuffing/bad-mouthing are the most well-studied types. The attacks in the literature are not maximally strong. We also quantify different types of attacks. And we identify the strongest possible collusive unfair attacks. Based on these strongest attacks, we propose trust systems robust against unfair rating attacks.
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Dynamic Unfair Rating Attacks

There are various formulations of the unfair rating attacks in the literature [18, 91, 92]. Typically, there are three types: ballot-stuffing – for some targets, attackers always provide positive ratings (e.g., a number of buyers in eBay are bribed to rate an unreliable seller highly), bad-mouthing – for some targets, attackers always provide negative ratings – and lying – for some targets, attackers always report the opposite of their true observations [87]. These attacks are all static, meaning attackers’ behaviors are independent of the rating history. We have studied static attacks in the chapters before.

We refer to unfair rating attacks where time (or history) influences attackers’ behavior as dynamic. A robust trust system must also function properly under dynamic unfair rating attacks – where attackers’ strategies are closely related to their rating histories. In this chapter, we study dynamic unfair rating attacks [93]. The commonly studied form of dynamic attacks is camouflage attacks – where attackers pretend to be honest by rating strategically [2, 94]. In the literature, camouflage attacks are usually defined very specifically. For example, in both [2, 95], attackers are assumed to provide fair ratings to common sellers (not duopoly sellers) before a time threshold, and then provide unfair ratings to all sellers in a simulated e-marketplace system. To only be able to defend against camouflage attacks cannot guarantee the security of a system, however. In reality, it is hard to predict what kind of dynamic attacks would happen. Hence, it is important to study whether there are more harmful dynamic attacks.
In this chapter, we focus on modeling dynamic attacks and measuring their harm. We apply the information-theoretic measurement of harm (information leakage) which we introduced in 4. The harm of an attack depends on how much information an advisee can gain about the real observations of the attacker, which influences the difficulty. As we will discuss later, only static attacks are considered in Wang et al. [82], which have fundamentally different assumptions.

For dynamic unfair rating attacks, we introduce a stochastic process-based model. The hindsight of an advisee about past ratings influences the information it can gain from a dynamic attack. Hence, we distinguish three cases: (1) the advisee cannot determine whether the attacker reported the truth (blind advisee), (2) the advisee can accurately determine whether the attacker reported the truth (aware advisee), and (3) the advisee can determine whether the attacker reported the truth with limited accuracy (general advisee). For each type of advisees, we derive the harm of dynamic unfair rating attacks, and relate it to the harm of merely pretending to be honest.

We found that initially purely pretending to be honest is not the most harmful against any types of advisees. For blind advisees who have no hindsight, camouflage attacks are no more harmful than static attacks. Even for aware advisees, who can perceive honest behavior, it is not the worst to be cheated by disguised honesty. We found that, for all advisees, to cause the maximum harm, attackers must be honest with smaller probability than to lie, even initially. Furthermore, we found that a non-blind advisee can always gain some information, provided the percentage of attackers is below an exponentially large threshold. The most harmful dynamic attacks have not been identified in the literature.

### 6.1 Modeling Dynamic Attacks

Our usage of the term camouflage attacks refers to advisors. We do not consider camouflaging targets (e.g. sellers), which are considered in Oram [96] or “karma suicide attacks” in Glynos et al. [97]. E.g. in e-commerce, some raters first provide reliable suggestions regarding arbitrary sellers, to gain the trust of a buyer, then they cheat the
buyer by unfairly recommending colluding sellers. Below, we call an attack with \( k \) honest ratings followed by lies the \( k \)-camouflage attack. In dynamic unfair rating attacks, attackers’ strategies have memory, hence we need states in attack modeling.

The random variables \( O_i \) and \( R_i \) represent the observation and rating of an advisor in the \( i \)th iteration (or about \( i \)th target). \( O_i \) only depends on the target’s integrity, but \( R_i \) depends on both the honesty and strategies of the advisor. We introduce a random variable \( P \) to represent honesty of the advisor. The probability \( p = p(P=1) \) represents the probability that the advisor is honest, and \( 1-p = p(P=0) \) that he is dishonest. Hence, \( p(R_i = O_i | P = 1) = 1 \), for all \( i \). However, \( p(R_i = O_i | P = 0) \) depends on the strategies of the attacker.

Let \( B_i \) be sets of binary strings of length \( i \), \( B_i^1 \) (\( B_i^0 \)) the subset of strings ending in 1 (0), and \( \hat{b} \) the string consisting of \( i \) 1’s. We denote concatenation of \( b \) and \( c \) as \( bc \). Finally, \( b(i) \) refers to the \( i \)th bit of \( b \).

Let \( S = \{ s_b | b \in B \} \) be a set of states. We introduce a random process \( \{ S_i : i \in n \} \) to model a dynamic attack of size \( n \). An outcome \( s_b \) of random variable \( S_i \) represents the state of the attacker after the \( i \)th rating, which is modeled as its behavior history after the rating. Formally, \( p(O_i=R_i|S_i=s_b) = b(i) \). The transition probability \( p(S_{i+1} = s_c|S_i = s_b) \) is \( a_b \) if \( c=b1 \), \( 1-a_b \) if \( c=b0 \), and 0 otherwise. The random process \( \{ S_i : i \in n \} \) is a Markov chain.

As an example, the model of attacks of size 2 is shown in Figure 6.1. In the initial state, \( s \), no rating occurred. In the state \( s_{01} \), for instance, the attacker lied in the first rating and told the truth in the second rating. The probability of reaching \( s_{01} \) is \( (1-a)a_0 \), which we shorthand to \( \alpha_{01} \). Formally, letting \( \pi(x, 1) = x \) and \( \pi(x, 0) = 1 - x \), we set...
\[ \alpha_b = \pi(a, b(1)) \cdot \pi(a_{b(1)}, b(2)) \cdot \ldots \cdot \pi(a_{b(1)b(2)\ldots b(i-1)}, b(i)) \]. Simple algebra shows that
\[ p(s_b|P=0) = \alpha_b. \]

As we focus on the behavior of malicious advisors but not targets, we assume maximum uncertainty (entropy) for targets’ integrity (or \(O_i\)), meaning \(i\) are independent, and \(p(o_i)=1/2, H(O_i)=1\) for all \(i\). Under this assumption, targets’ integrity is invariant and will not influence the computation of information leakage over time. Furthermore,
\[ p(r_i) = \sum_o p(o_i)p(r_i|o_i)=1/2 \text{ for } r_i \in \{0, 1\}. \] As \(r_i\) and \(r_j\) \((i \neq j)\) are independent without any observations, \(p(\rightarrow r_i)=1/2^n\).

### 6.1.1 Define the Strength of Dynamic Attacks

In Chapter 4, we propose to measure the harm of static unfair rating attacks based on information theory. Specifically, the harm of attacks depends on the information leakage of advisors’ ratings about their observations. An attack with more information leakage is less harmful to an advisee, since it makes it easier for decision making (more intuitions can be found in 4). We apply such a measurement of harm to dynamic attacks.

Strategies of dynamic attackers are closely related to their rating history, implying their ratings over time may be correlated, which may provide extra information to an advisee. Whereas in a static attack, ratings given in different iterations can be treated as independent of each other, for dynamic attacks, we must measure information leakage over the sequence of ratings, to capture this extra information. We use \(I_i\) to represent the information leakage of the rating in \(i^{th}\) iteration. The computation of \(I_i\) is influenced by ratings received in the past (\(\rightarrow R_{i-1}\)) and the advisee’s hindsight, as will be presented and explained in the following sections. The information leakage of an attack of size \(n\) is
\[ \sum_{1 \leq i \leq n} I_i. \]

### 6.2 Measuring Dynamic Attacks

In this section, we study the harm of dynamic attacks based on the model and the measurement introduced above. Especially, we will figure out whether commonly studied
camouflage attacks are the most harmful, and if not, what would be the most harmful attacks.

In dynamic attacks, an advisee’s ability to judge an attackers’ past behavior influences its perception of the future behavior. From an information theoretical perspective, the information an advisee can gain from future ratings is influenced by its ability to judge past ratings. Hence, the harm of an attack is closely related to the judging ability of the advisee. For example, an attack may cause different harm (information leakage) for advisees that can accurately judge the past and those that cannot.

We study three types of advisees in total: blind advisees, aware advisees, and general advisees. They differ only in abilities in judging the truthfulness of past ratings. Blind advisees are those who cannot distinguish truth from lies. Aware advisees are those who can accurately distinguish truth from lies. General advisees are those with limited judging abilities. The first two types are extreme cases of general advisees.

We study each type of advisees in a subsection. In each subsection, we start with dynamic attacks of size 2 as a running example. We present the information leakage for the appropriate advisees. Based on the definition, we then prove what would be the most harmful attacks of size 2, and some theoretical properties. Then, we generalize all those results to dynamic attacks of arbitrary size.

6.2.1 Attacks against Blind Advisees

In this section, we study cases where an advisee is completely unable to judge whether the attacker has told the truth in the past. This happens when the advisee does not or cannot verify the ratings. We call these advisees blind advisees. Below we study the impact of dynamic attacks on blind advisees.

6.2.1.1 Two iterations

We start with the attacks modeled in the example from Figure 6.1. The information leakage of the first rating $R_1$ with regard to $O_1$ is $H(O_1) - H(O_1 | R_1)$. After receiving $R_1$ but before receiving $R_2$, the advisee’s uncertainty about $O_2$ is $H(O_2 | R_1)$. 
Upon receiving $R_2$, the uncertainty changes to $H(O_2|R_2, R_1)$. The information leakage of the second rating is the reduction of the advisee’s uncertainty about $O_2$, i.e., $H(O_2|R_1) - H(O_2|R_2, R_1)$. The total information leakage is simply the sum of the information leakage of the different ratings:

$$H(O_1) - H(O_1|R_1) + H(O_2|R_1) - H(O_2|R_1, R_2)$$ \hspace{1cm} (6.1)

As the observations of the attacker only depend on the integrity of the target (which is assumed of the maximum uncertainty), $O_2$ is independent of $R_1$, and $H(O_2|R_1) = H(O_2) = 1$. Similar independence can be proved between any $O_i$ and $\overrightarrow{R}_{i-1}$, $\overrightarrow{(O_{i-1}, R_{i-1})}$, i.e., $H(O_i|\overrightarrow{R}_{i-1}) = H(O_i|\overrightarrow{O}_{i-1}, \overrightarrow{R}_{i-1}) = H(O_i) = 1$.

**Proposition 6.1.** For dynamic attacks of size 2, the information leakage is 0 iff $p \leq \frac{1}{2}$, $a = \frac{1-2p}{2(1-p)}$ and $(1-2p)a_1 + a_0 = 1 - 2p$.

**Proof.** Formula (6.1) equals 0 iff $H(O_1) = H(O_1|R_1)$ and $H(O_2) = H(O_1|R_1, R_2)$. These happen iff $O_1$ is independent of $R_1$, and $O_2$ is independent of $(R_1, R_2)$, which means $p(o_1|r_1) = p(o_1)$ and $p(o_2|r_1, r_2) = p(o_2)$ must hold for all $o_1, o_2, r_1, r_2$. The probabilities can be rewritten via $a$, $a_0$, $a_1$, $p$. Basic algebra suffices to prove the proposition.

Proposition 6.1 gives strategies that induce the most harmful dynamic attacks of size 2. For $p = \frac{1}{2}$, we get $a = a_0 = 0$. This implies when there are equal numbers of honest advisors and attackers, the way of absolutely hiding information is to always lie. Intuitively, this is because a randomly selected advisor in the system is equally likely to tell the truth and to lie. For $p > \frac{1}{2}$, where honest advisors outnumber attackers, there must be information leakage.
6.2.1.2 Formula for \( n \) iterations

We generalize formula (6.1) to dynamic attacks of size \( n \). Similar to the example,
\[
\sum_i H(O_i|\overrightarrow{R}_{i-1}) = n,
\]
which we use to simplify the definition of information leakage:
\[
n - \sum_i H(O_i|\overrightarrow{R}_i)
\]  
(6.2)

The conditional entropies can be represented in terms of \( p \), \( n \) and the strategies of the attacker (i.e. the collection \( a_{\ldots} \), using the shorthand \( \alpha \)):

**Theorem 6.2.** Let \( B_0^i \) (\( B_1^i \)) be the set of all bitstrings of length \( i \) ending with 0 (1). The information leakage of \( n \) iterations is:
\[
n + \sum_{1 \leq i \leq n} \left( f\left((1-p) \sum_{b \in B_0^i} \alpha_b\right) + f\left(p+(1-p) \sum_{b \in B_1^i} \alpha_b\right)\right)
\]

**Proof.** Unfold the conditional entropy, apply the law of total probability over the possible states, and substitute the resulting terms with \( \alpha \). \( \square \)

6.2.1.3 Theoretical results for \( n \) iterations

Blind advisees cannot learn an attacker’s honesty from its past ratings. Hence, ratings in different iterations are independent to blind advisees. Information gain of a rating is not related to other ratings:

**Theorem 6.3.** Blind advisees will not learn from past ratings:
\[
H(O_i) - H(O_i|R_i) = H(O_i) - H(O_i|\overrightarrow{R}_i)
\]  
(6.3)

**Proof.** The main equation is equivalent to \( H(O_i|R_i) = H(O_i|\overrightarrow{R}_i) \). Considering \( p(o_i|r_i) = p(r_i|o_i) \), we get \( p(o_i|r_i) = 2 \cdot \sum_{\overrightarrow{o}_{i-1},\overrightarrow{r}_{i-1}} p(\overrightarrow{o}_i,\overrightarrow{r}_i) \). At the same time, \( p(o_i|\overrightarrow{r}_i) = 2^i \cdot \sum_{\overrightarrow{o}_{i-1}} p(\overrightarrow{o}_i,\overrightarrow{r}_i) \), and \( \sum_{\overrightarrow{o}_{i-1}} p(\overrightarrow{o}_i,\overrightarrow{r}_i) \) remains the same for any value of \( \overrightarrow{r}_{i-1} \), hence we get \( p(o_i|r_i) = p(o_i|\overrightarrow{r}_i) \) hold for all \( o_i, r_i, \overrightarrow{r}_i \). Furthermore, \( p(r_i) = 2^{i-1} p(\overrightarrow{r}_i) \), thus the equality between two conditional entropy can be derived. \( \square \)

Theorem 6.3 implies that for a blind advisee, a rating of a dynamic attacker can be treated as independent of the iteration in which it happens. And the total information leakage is the sum of the information leakage of individual ratings, i.e.,
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\[ \sum_{0 < i \leq n} H(O_i) - H(O_i | R_i) \]. Dynamic attacks on blind advisees are equivalent to repeated static attacks. The maximum harm of static attacks has already been studied in Wang et al. [82]. Applying the results to dynamic attacks:

**Corollary 6.4.** Zero information leakage (corresponding to ultimate attacks) occurs iff \( 0 \leq p \leq \frac{1}{2} \) and \( a_b = \frac{1-2p}{2} \); whereas for \( \frac{1}{2} \leq p \leq 1 \), information leakage is minimized when \( a_b = 0 \).

*Proof.* Combining Theorem 6.3 with Theorems 3 and 4 in [82] suffices to prove the corollary.

### 6.2.1.4 Camouflage attacks

Corollary 6.4 implies the most harmful attacks are not camouflage attacks, since \( a_b \leq \frac{1}{2} \) – attackers lie more often than tell the truth, even initially – in fact, there is no relationship between order and probability of lying. Intuitively, accumulating trustworthiness is meaningless against blind advisees, that cannot distinguish truth from lies. Furthermore, Theorem 6.3 implies that camouflage attacks are no more harmful than the repeated strongest static attacks.

Quantitatively, the information leakage of a \( k \)-camouflage attack is \( n + (n-k) \cdot f((1-p)) \). It is minimized when \( k=0 \), i.e. always lie. This means the strategy to minimize information is not to do camouflage.

If camouflage attacks are not the strongest, how much weaker are they? Below, we study the harm of pure camouflage attacks. We use variable \( k \) \( (0 \leq k \leq n, k=0 \) is not included because otherwise, camouflage is meaningless) to represent the turning point in the behavior of an attacker: after \( k^{th} \) iteration of rating, the attacker starts to always lie, and before that, he always tells the truth. The information leakage of pure camouflage attacks can be computed from the formula in Theorem 6.2:

**Proposition 6.5.** The information leakage of a pure camouflage attack to blind advisees is:

\[ n + (n-k) \cdot f((1-p)) \] (6.4)
The maximum information leakage is $n$ bits, which means all observations ($O_i$) completely depend on all ratings ($R_i$) in $n$ iterations. This happens when either $p \in [0, 1]$ or $k = n$. If $k = n$, the attackers simply keep telling the truth as honest advisors in all iterations, hence the advisee can get $n$ bits information (the same goes for $p = 1$ where no attacker exist). If $p = 0$, all advisors are attackers and they give same honest (lying) ratings, in both of which cases the advisee gets maximal information.

The minimal information leakage is $0.47n + 0.53k$, which corresponds to the maximal harm that pure camouflage attacks can cause, and it happens when $p \approx 0.63$. The first thing to note is that $0.47n + 0.53k \gg 0$, which implies there is no little information under the strongest pure camouflage attacks. The condition of leading to maximal harm is only decided by $p$ (which represents approximately the percentage of attackers), but not related with $k$ (which decides attackers’ strategies). This is because to blind advisees, dynamic attacks equal repeated static attacks, therefore when to start lying does not matter anymore. The quantity of maximal harm depends on $k$, however. With the decrease of $k$, meaning attackers give less honest ratings to gain trust, they cause more harm.

What if advisees are not blind, but smarter? Perhaps the camouflage attacks are more harmful to smarter advisees, which may recognize honest behavior, allowing attackers to accumulate trust. Next, we study advisees who can accurately tell whether advisors told the truth or not (i.e., aware advisees).

### 6.2.2 Attacks against Aware Advisees

Aware advisees can tell with perfect accuracy whether a previous rating was honest. For now, we ignore the issue of subjectivity (assuming there is no disagreement in honest ratings). Aware advisees are the polar opposite of blind advisees. In this section, we study what would be the most harmful dynamic attacks for aware advisees.
6.2.2.1 Two iterations

Again, we start with the example in Figure 6.1. The information leakage of the first rating remains $H(O_1) - H(O_1|R_1)$. Aware advisees know whether $R_1$ coincides with $O_1$, therefore before the second rating, the uncertainty about $O_2$ is $H(O_2|O_1, R_1)$. Upon receiving $R_2$, the uncertainty becomes $H(O_2|O_1, R_1, R_2)$. Hence, the information leakage for two ratings is:

$$H(O_1) - H(O_1|R_1) + H(O_2|O_1, O_1) - H(O_2|O_1, R_1, R_2)$$ (6.5)

**Proposition 6.6.** For dynamic attacks of size 2, the information leakage is 0 iff $p \leq \frac{1}{2}$, $a = \frac{1-2p}{2(1-p)}$, $a_1 = \frac{1-4p}{2(1-2p)}$, $a_0 = \frac{1}{2}$.

**Proof.** Formula (6.5) equals 0 iff $H(O_1) = H(O_1|R_1)$ and $H(O_2) = H(O_2|O_1, R_1, R_2)$. The condition for the first equality is already proved in Proposition 6.1. The second equality holds iff $O_2$ is independent of $(O_1, R_1, R_2)$, which means $p(o_2) = p(o_2|o_1, r_1, r_2)$. Rewrite the equation using $a..., p$, we can derive their values. □

Proposition 6.6 presents the ultimate attacks that cause 0 information leakage for aware advisees. Note that $a_1 < a < \frac{1}{2}$, which implies the attacker has higher chance to lie than to tell the truth in the first rating, and the chance of lying increases if the attacker just told the truth. To get more general results, we extend the attack size from 2 to $n$ ($n \geq 2$).

6.2.2.2 Formula for $n$ iterations

The information leakage for $n$ iterations is

$$n - \sum_{1 \leq i \leq n} H(O_i|R_i, O_{i-1})$$ (6.6)

Based on the chain rule of conditional entropy, and the conditional independence between $O_i$ and $R_j$, $(j > i)$ given $O_{i-1}, R_i$, we can prove the information leakage formula.
above is equal to

\[ H(\overrightarrow{O_n}) - H(\overrightarrow{O_n}\mid\overrightarrow{R_n}) \]  \hspace{1cm} (6.7)

As before, the conditional entropy can be represented in terms of \( p, n \) and the strategy parameters \( a_{\ldots} \):

**Theorem 6.7.** The information leakage of \( n \) iterations is:

\[ n + f(p + (1 - p)a_{\hat{b}_n}) + \sum_{b \in B_n, b \neq \hat{b}_n} f((1 - p)a_b) \]  \hspace{1cm} (6.8)

**Proof.** Modify the proof of Theorem 6.2 by adding a case distinction for the left-most branch.

\( \square \)

### 6.2.2.3 Theoretical results for \( n \) iterations

The attacker can render ratings useless, only if \( p \leq \frac{1}{2^n} \).

**Theorem 6.8.** For aware advisees and dynamic attacks of size \( n \), attacks with 0 information leakage occur when \( 0 \leq p \leq \frac{1}{2^n} \), \( a_{\hat{b}_i} = \frac{1}{2} - \frac{p}{2(1 - p)\prod_{j=0}^{i-1} a_{\hat{b}_j}} \), and \( a_b = \frac{1}{2} \) for \( b \neq \hat{b}_i \).

**Proof.** Considering \( H(\overrightarrow{O_n}) = n \), to minimize formula (6.7) we only need to maximize the subtracter. \( H(\overrightarrow{O_n}\mid\overrightarrow{R_n}) = \sum_{\overrightarrow{r_n}} p(\overrightarrow{r_n}) \cdot H(\overrightarrow{O_n}\mid\overrightarrow{r_n}) \), and \( p(\overrightarrow{r_n}) \) constantly equal to \( \frac{1}{2^n} \). Based on the Jensen’s inequality [98], the maximum of the conditional entropy happens when \( p(\overrightarrow{O_n}\mid\overrightarrow{r_n}) \) are equal for any value of \( \overrightarrow{O_n} \) and \( \overrightarrow{r_n} \), and the maximum value is \( n \). The probabilities can be rewritten using all transition probabilities, and basic algebra suffices to prove the theorem.

\( \square \)

When \( p > \frac{1}{2^n} \), the strategy that causes the most harm is independent of \( p \):

**Theorem 6.9.** For aware advisees, the most harmful attack of size \( n \), given \( p > \frac{1}{2^n} \), occurs when \( a_{\hat{b}_i} = \frac{2^{n-i-1} - 1}{2^{n-i-1}} \) and \( a_b = \frac{1}{2} \) for \( b \neq \hat{b}_i \).
Proof. Take the formula from Theorem 6.7. Since $p > \frac{1}{2^n}$, the minimum has $\alpha_{bn} = 0$. Using Jensen’s inequality, it suffices to set the remaining $\alpha_{bn}$ equal. Then, $\alpha_{bn}$ must equal $\frac{1}{2^n - 1}$, which happens when all $a_b$ are set as in the theorem.

Note that for blind advisees, 0 information leakage can be achieved for any $p \leq \frac{1}{2}$. But for aware advisees, the required value ranges of $p$ are much smaller and get narrower as rating iterations increase ($p \leq \frac{1}{2^n}$ for $n$ iterations). This is in line with our intuition, that when advisees get smarter, it should be more difficult for attackers to hide information.

6.2.2.4 Camouflage attacks

Theorem 6.8 presents the most harmful attacks for aware advisees. Note that $\alpha_{bi} \geq \alpha_{bj}$ for $i < j$, meaning the probability of continuing to tell the truth is non-increasing over time. This is also the case in camouflage attacks, where attackers may gradually reduce the chance to tell the truth before it starts to lie. However, all $\alpha_{bi}$, $i = 0, \ldots, (n-1)$ are below $\frac{1}{2}$, meaning lying is always more probable. Hence, although camouflage attacks are not the most harmful attacks for aware advisees, pretending to be honest with some decreasing probability is more harmful than a fixed probability.

Quantitatively, information leakage for $k$-camouflage is $n + f(1 - p) + f(p)$, for $k \neq n$, and $n$, for $k = n$. Comparing to the blind advisees, camouflage attacks are less harmful. Moreover, provided the attacker lies at some point, it does not matter when he switches. Therefore, always lying is equally harmful as camouflage attacks.

6.2.3 Attacks against General Advisees

Blind advisees and aware advisees are two extreme examples of advisees. In this section, we study the impact of dynamic attacks on advisees in between of the extremes. We introduce random variables $Q_i$ to represent an advisee’s hindsight perception of attackers’ honesty, with $Q_i = 1$ ($Q_i = 0$) denoting the attacker probably told the truth (lied) in the $i^{th}$ rating. The accuracy of the advisee’s hindsight depends on how much he
can learn from his own interactions with the target, or from other sources in the system. Subjective ratings are an example with low accuracy, since even when the advisee forms an opinion different from the rating, it remains probable that the advisor was not lying. For instance, if the user thinks the target is good after interacting with it, while the advisor reported the opposite, it is probable that the advisor was lying, but possible that the user and the advisor simply have different opinions about the target.

We use \( q, (0 \leq q \leq 1) \) to describe the accuracy of the advisee’s hindsight. With probability \( q \), the advisee’s perception is correct: 
\[
p(Q_i=1|O_i=R_i) = p(Q_i=0|O_i\neq R_i) = q,
\]
and incorrect with probability \( 1-q \): 
\[
p(Q_i=0|O_i=R_i) = p(Q_i=1|O_i\neq R_i) = (1-q).
\]
For a high degree of subjectivity, we expect \( q \) to be close to \( \frac{1}{2} \).

### 6.2.3.1 Two iterations

\( Q_i \) expresses the new knowledge of the advisee about the attacker after the \( i \)th rating, the amount of which is decided by \( q \). To show how this influences the definition of information leakage, consider again the example in Figure 6.1. The information leakage of the first iteration remains unchanged. After the first iteration, the advisee knows \( R_1 \) and \( Q_1 \), and the uncertainty about \( O_2 \) is \( H(O_2|R_1, Q_1) \). Upon receiving \( R_2 \), the uncertainty about \( O_2 \) changes to \( H(O_2|Q_1, R_1, R_2) \). Hence, the information leakage of the second iteration is \( H(O_2|R_1, Q_1) - H(O_2|Q_1, R_1, R_2) \). The total information leakage of the attack is the sum of the first and the second iterations:

\[
H(O_1) - H(O_1|R_1) + H(O_2|R_1, Q_1) - H(O_2|Q_1, R_1, R_2)
\]

Recall that \( O_2 \) only depends on the target, \( H(O_2|R_1, Q_1) = H(O_2) = 1 \). We first study the maximum impact of attacks of size 2:

**Proposition 6.10.** For dynamic attacks of size 2, the information leakage is 0 for general advisees iff: (1) for \( q \neq \frac{1}{2} \), \( p \leq \frac{1}{4} \), \( a = \frac{1-2p}{2(1-p)} \), \( a_1 = \frac{1-4p}{2(1-2p)} \), \( a_0 = \frac{1}{2} \). (2) for \( q = \frac{1}{2} \), refer to strategies in Proposition 6.1.

**Proof.** Formula (6.9) is 0 iff \( H(O_1) = H(O_1|R_1) \) and \( H(O_2) = H(O_2|Q_1, R_1, R_2) \). We have proved in Proposition 6.1 that to get the first equality, \( a = \frac{1-2p}{2(1-p)} \).
The second equality holds iff $O_2$ is independent of $(Q_1, R_1, R_2)$, which means $p(o_2|Q_1, r_1, r_2) = p(o_2) = \frac{1}{2}$. Rewrite the probabilities using transition probabilities, to obtain $a_0, a_1$. \hfill \Box

Note that for any $q \neq \frac{1}{2}$ – i.e., an advisee has at least some accuracy in hindsight – the strategy to completely hide information remains the same. Thus, as long as an advisee is not blind, a single strategy suffices to completely hide information, regardless of the advisee’s accuracy.

### 6.2.3.2 Formula for $n$ iterations

Generalizing the attack to size $n$, the information leakage of an entire attack is:

$$ n - \sum_i H(O_i|\overrightarrow{R_i}, \overrightarrow{Q_{i-1}}) $$

(6.10)

Rewriting in terms of $p, q, n$ and $a_i$:

**Theorem 6.11.** Let $\beta_{b,c} = \prod_{1 \leq j < i} (1-q, b(j) \oplus c(j))$. For $x \in \{0, 1\}$, let $\gamma_c = (1-p) \sum_{b \in B} \alpha_b \beta_{b,c}$. Let $\delta_{c,i} = \gamma_c^0 + \gamma_c^1 + p \beta_{b,c}$. The information leakage is:

$$ n + \sum_{1 \leq i \leq n} \sum_{c \in B_i} \delta_{c,i} \cdot \left[ f\left( \frac{\gamma_c^1 + p \beta_{b,c}}{\delta_{c,i}} \right) + f\left( \frac{\gamma_c^0}{\delta_{c,i}} \right) \right] $$

(6.11)

**Proof.** In addition to the technique used in Theorem 6.2, apply the law of total probability over all $Q_i$. \hfill \Box

### 6.2.3.3 Theoretical results for $n$ iterations

The blind and aware advisees are special cases of the general advisees:

**Theorem 6.12.** Dynamic attacks on blind advisees (aware advisees) are a special case of attacks on general advisees, where $q = \frac{1}{2}$ ($q = 1$). Specifically:

$$ H(O_i|\overrightarrow{R_i}) = H(O_i|\overrightarrow{R_i}, \overrightarrow{Q_{i-1}}), \quad q = \frac{1}{2} $$

(6.12)

$$ H(O_i|\overrightarrow{R_i}, \overrightarrow{Q_{i-1}}) = H(O_i|\overrightarrow{R_i}, \overrightarrow{Q_{i-1}}), \quad q = 1 $$

(6.13)
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Figure 6.2: The information leakage in the most harmful strategies for two (a) or five (b) iterations.

Proof. When $q = \frac{1}{2}$, $\pi(1 - q, c(j) \oplus b(j))$ is a constant $\frac{1}{2}$ for all $j$, making $\beta_{b,c}$ a constant, and simplifying $\gamma$ to fit Theorem 6.2. When $q = 1$, $\beta_{b,c}$ contains a 0-factor, whenever $b \neq c$, meaning $\beta_{b,c} = 1$ iff $b = c$. This implies $\gamma_0^x = \alpha_c$, and the term $p\beta_{b,c}$ equals $p$ iff $c = \hat{b}_i$. Some formula manipulation shows it fits Theorem 6.7. □

Theorem 6.13. For dynamic attacks of size $n$ on general advisees, 0 information leakage can be achieved when for all $1 \leq i \leq n$, $c \in B_i$: $\gamma_1^c + p\beta_{b,c} = \gamma_0^c$.

Proof. To get information leakage be 0, refer to formula (6.10), $H(O_i) = H(O_i | \overrightarrow{R_i}, \overrightarrow{Q_{i-1}})$ must hold for all $i$. The equalities are achieved iff $O_i$ is independent of $\overrightarrow{R_i}, \overrightarrow{Q_{i-1}}$, which means $p(o_i | \overrightarrow{r_i}, \overrightarrow{q_{i-1}}) = p(o_i) = \frac{1}{2}$. This implies $p(o_i = r_i, \overrightarrow{r_i}, \overrightarrow{q_{i-1}}) = p(o_i \neq r_i, \overrightarrow{r_i}, \overrightarrow{q_{i-1}})$, which instantiate $\gamma_1^c + p\beta_{b,c}$ and $\gamma_0^c$. □

6.2.3.4 Numerical results for n iterations

Using numerical approximation, we found strategies that cause close to maximal harm, given specific $p$, $q$ and $n$. Figure 6.2 plots the information leakage w.r.t. $p$ and $q$, for
In Figure 6.2 (a), and \( n = 5 \) in Figure 6.2 (b). Similarly, Figure 6.3 plots the initial probability of telling the truth \( \alpha \) w.r.t. \( p \) and \( q \), for \( n = 2 \) and \( n = 5 \).

Observe that the graphs are symmetrical over \( q = \frac{1}{2} \), since when \( q < \frac{1}{2} \) we can simply swap the meaning of \( Q = 0 \) and \( Q = 1 \). Moreover, note that \( \alpha \) is bound by \( \frac{1}{2} \) and information leakage by \( n \).

In Figure 6.2, note that if \( p = 1 \), all information is leaked – since all advisors are honest. Secondly, for two iterations, the information leakage is 0 when \( 0 \leq p \leq \frac{1}{4} \), and for five, when \( 0 \leq p \leq \frac{1}{32} \). This pattern holds for all \( q \), except \( q = \frac{1}{2} \), in which case information leakage is 0 when \( 0 \leq p \leq \frac{1}{2} \). We find that (barring \( q = \frac{1}{2} \)) obtaining 0 information leakage requires exponentially more attackers relative to honest advisees, as the number of iterations increases. This extends the theoretical result in Theorem 6.8, where we prove this pattern for aware advisees \( (q = 1) \).

Regarding Figure 6.3, first observe that there appears to be a phase transition at \( p = \frac{1}{2} \) and \( p = \frac{1}{32} \), in Figures 6.3 (a) and Figures 6.3 (b), respectively. The choice of optimal \( \alpha \) is independent of \( q \), for smaller \( p \). Since the same strategy is optimal for blind advisees and aware advisees, when there are many attackers, and there is no point pretending to be honest to blind advisees, there is no point pretending to be honest to any advisees (for small \( p \)).

Second, observe that for larger \( p \) and \( q \) close to \( \frac{1}{2} \), \( \alpha = 0 \). Thus, the attacker initially always lies (Corollary 6.4 proves this for \( q = \frac{1}{2} \)). As \( n \) increases, the area where the attacker always lies appears to shrink. The strategy of always lying is less often the most harmful, when the number of ratings increases.

Finally, for larger \( p \) and \( q \) closer to 1 (or 0), \( \alpha > 0 \). Thus, the attacker sometimes tells the truth, despite the fact that for static scenarios it should always lie. This indicates that pretending to be honest initially (like probabilistic camouflaging) is (the most) harmful. The probability of telling the truth initially should, however, not be too high – it appears to be bounded by \( \frac{1}{2} \).
6.2.3.5 Camouflage attacks

Generally, the analysis of camouflage attacks is the same as for aware advisees, with the major exception of an area around $q = 1/2$. The area in the graphs in Figure 6.3 where $a = 0$ denotes combinations of $p, q$ and $n$ where pretending to be honest definitely causes no harm. We see that the area increases in size as $p$ grows, but decreases in size as $n$ grows. Furthermore, as $n$ and $p$ grow, the cut-off (between the cases where pretending to be honest causes harm and cases where it does not) becomes sharper.

Quantitatively, letting $b_i$ be $k$ 1’s followed by $i-k$ 0’s, the information leakage of $k$-camouflage is $n + \sum_{k \leq i \leq n} \sum_{c \in B_i} \left( f(p\beta_{b_i,c}) + f((1-p)\beta_{b_i,c}) - f(p\beta_{b_i,c}+(1-p)\beta_{b_i,c}) \right)$. Again, this is minimized when $k = 0$, meaning that even always lying is worse than camouflage.

Figure 6.3: The $a$ value in the most harmful strategies for two (a) or five (b) iterations.
6.3 Summary

In camouflage attacks, advisors initially pretend to be honest to accumulate their trustworthiness, then they lie to advisees. The motivating question for this chapter, is whether such behavior is harmful. It turns out that the answer to that question depends on the hindsight of the advisees. If advisees have no hindsight (blind advisees), then attackers pretending to be honest can only be beneficial to them. If advisees have perfect or limited hindsight (aware/general advisees), then it may cause harm when attackers initially pretend to be honest with a (small) probability. It never causes harm to (initially) pretend to be honest with probability over $\frac{1}{2}$, let alone probability 1. Therefore, the camouflage attack, where attackers are always honest until a certain point, is not very harmful.

The results are obtained by using a method to measure the strength of unfair rating attacks applied in the literature [82, 87]. The method is not suitable for multiple ratings, so we had to generalize the methodology. Moreover, we needed to construct a formal model of all dynamic rating behavior. We let the advisor be a stochastic process that generates the ratings according to some strategy. We are able to derive explicit formulas expressing the harm of any dynamic attack against any of the three advisees.

The theory not only allowed us to answer the main question, but also to prove interesting properties about the harm of dynamic attacks. For example, attackers can render ratings completely useless to blind advisees, whenever they are in the majority. But for all other advisees, the attackers need to greatly outnumber the honest advisees (exponential in the number of ratings) to render ratings useless. Another interesting result is that against aware advisees, the most harmful attacks do not depend on how many attackers there are (unless they greatly outnumber the honest advisees).

By this chapter, the approach of applying information theory to quantify the strength of attacks becomes general and adaptable.
Chapter 7

The Impact of Subjectivity on Robustness

In real rating, there is typically a degree of subjectivity. Different honest advisors\textsuperscript{11} may generate divergent opinions for a same observation, thus providing different ratings. Also, an advisee may hold different opinion with an honest advisor, whose rating may seem to be misleading. For example, if a buyer has much higher expectation for a product than another, then he may give lower rating.

Both subjectivity difference and dishonesty reduce the quality of ratings. In literature, typically, subjectivity and dishonesty are studied orthogonally. Interestingly, subjectivity may change unfair rating attacks, e.g., introducing an attack where dishonest advisors camouflage as honest-but-subjective, thus changing robustness of trust systems. Therefore, the interplay of dishonesty and subjectivity needs to be studied. We are the first to formally analyzes the interference of subjectivity and robustness.

We first study the impact of subjectivity on robustness. Three types of advisors’ subjectivity are considered in rating a target: different emphasis on features of the target, different expectations and preferences on a feature. We propose a probabilistic model of rating, where an advisor could be honest (and being subjective or objective), or dishonest. The amount of information leakage of a rating under an attack \cite{82} measures the damage of the attack – less information means being worse off, and conversely, the

\textsuperscript{11}Malicious or dishonest advisors strategically rates, where we think there is no subjectivity.
robustness of a trust system – more information means being more robust. We compare
the difficulty of achieving ultimate attacks (i.e., attacks that prevent any information
leakage) in rating with and without subjectivity, and find the existence of subjectivity
makes ultimate attacks easier. We introduce an ordering of subjectivity, with which we
show that higher degree of subjectivity in rating means less robustness.

Methods to mitigate the misleading effect of subjective ratings have been proposed
(Section 2). Since subjectivity decreases robustness of trust systems, we study whether
these methods improve the robustness. The first method is for advisors to rate each fea-
ture of a target (feature-based rating) instead of only providing a global rating, which
is widely adopted in real online trust systems like Taobao, Amazon. We find that com-
pared with global rating, feature-based rating may be less robust – relaxing restrictions
on achieving ultimate attacks and may be even more subjective.

Clustering advisors based on their rating behavior is another way to distinguish sub-
jectivity difference. We alter the rating model to include clustering, and find that clus-
tering, either based on advisors’ honesty or subjectivity, increases expected information
leakage, regardless of attackers’ strategies or the accuracy of clustering. We prove that
finer clustering (i.e., splitting existing clusters, and in the limit, considering advisors’
behaviors individually) increases robustness.

There exist different ways to deal with clusters, regarding whether to exclude seem-
ingly dishonest clusters or exploiting all clusters. We prove excluding clusters loses
information, unless the excluded cluster is under ultimate attacks. Hence, to accurately
judge the property of clusters is important before handling clusters.

In this chapter, Section 7.1 introduces the modeling and ordering of subjective rat-
ing. Section 7.2 analyzes the robustness of subjective rating. Section 7.3 studies the
robustness of two types of methods to mitigate the effect of subjectivity.

7.1 Modeling Subjective Rating under Attacks

The advisee’s decision based on ratings is kept abstract. We do not specify the purpose
of a trust system; it can range from evaluating products (e.g., e-commerce) to improving
security (trust-based security systems). We model subjectivity of honest advisors in rating, meanwhile, we consider the possibility that an arbitrary advisor being dishonest (an attacker), and we define an ordering of subjective rating.

### 7.1.1 Subjectivity in Rating

An undetermined advisor is either honest (non-strategic) or dishonest (strategic). An honest advisor may be subjective in rating, making his ratings deviate from what an advisee chooses or from other honest advisors’ ratings. Subjectivity means “based on or influenced by personal feelings, tastes, or opinions” (Oxford Dictionary). We consider three causes of subjectivity: advisors’ differences in emphasis, expectation, and disposition. Different advisors may emphasize different features, either when they grade a target, or when they suggest an option. For example, one honest advisor may rate a site unsafe due to excessive advertisements, whereas another honest advisor rates it safe, since it does not operate malware. Even when emphasizing on the same features, ratings may still be different if advisors have different expectations or dispositions. When two honest advisors both take “amount of advertisements” as criterion for safety, one may find it excessive and rate it unsafe, whereas the other may find it acceptable and rate it safe. Take another example, given a feature “location” in rating a hotel, some honest advisors may prefer downtown while some others may prefer countryside.
7.1.2 Modeling Subjective Rating

An advisee cares about a finite set of features, denoted $D_1 \times \cdots \times D_{n_d}$; but not about $F_1 \times \cdots \times F_{n_f}$. Let $D = D_1 \times \cdots \times D_{n_d}$ and $F = F_1 \times \cdots \times F_{n_f}$. Outcomes of $D$ or $F$ could be, e.g., the scores of relevant features, or options for decision making considering relevant features. The advisee wants to estimate $D$, but advisors may care about $F$, so $F$ may influence ratings. Since outcomes of $D$ ($F$) are finite, we can label them $0, \ldots, n_d - 1$ ($0, \ldots, n_f - 1$). We use $R$ to signify the rating given by an advisor, with its outcomes being a finite set of choices labelled as $0, \ldots, n_r - 1$. Without ratings, we assume maximum uncertainty about $D$ and $F$, meaning their prior distributions are uniform.

An advisor’s behavior is either honest (denoted $H$, with $p = p(H)$), or strategic (denoted $\neg H$, with $1 - p = p(\neg H)$). Honest behavior can be characterised by a 3D subjectivity matrix $\sigma$, where $\sigma_{f,d,r}$ expresses the probability that an honest advisor provides rating $r$, given the outcome of $F, D$ is $f, d$; or $\sigma_{f,d,r} = p(r|f,d,H)$. Our goal is to analyze subjectivity, so we treat the honest behavior $\sigma$ as given.

For strategic behavior, we assume the worst possible behavior for the advisee (since the robustness of a system should be measured under the worst-case rating behavior [82]). Whatever that strategic behavior is, we can capture it in another 3D matrix $\alpha$, with $\alpha_{f,d,r} = p(r|f,d,\neg H)$. Now, an arbitrary advisor’s rating behavior can be represented by a matrix $\mu = p \cdot \sigma + (1 - p) \cdot \alpha$, which describes how the advisor’s properties $p, \sigma, \alpha$ decide the link between its rating $R$ and $D, F$. We formally define subjective rating as follows:

**Definition 7.1.** $(n_f, n_d, \sigma)$-subjective rating is a rating function with $f_{n_f,n_d,\sigma}(f,d,\alpha)(r) = p \sigma_{f,d,r} + (1 - p) \alpha_{f,d,r},$ $d \in \{0, \ldots, n_d - 1\},$ $f \in \{0, \ldots, n_f - 1\},$ $r \in \{0, \ldots, n_r - 1\}$.

---

Note that from Chapter 4 to Chapter 6, we assumed that there is no subjectivity in ratings. Hence, we did not distinguish features that an advisee cares from that of an advisor. And we use a single variable $O$ to model the observation.
Note that the rating model in Chapter 4 is a special case of \( f_{n_f,n_d,\sigma} \): \( \sigma \) is an identity matrix \( I \) and there is no \( F \). We refer to it as \( f_{n_d,I} \), which is an objective rating function. As a rating \( R \) is based on all features \( D, F \), we name \( f_{n_f,n_d,\sigma} \) as a global rating function.

A modeling example is presented in Figure 7.1a. \( D, F \) have binary outcomes 0, 1, resulting in four combinations corresponding to the outcomes of \( R \). \( \sigma_{0,0,0} \) means an honest advisor observes 0, 0 for \( D, F \) and reports 0. \( \alpha_{0,0,3} \) means under the same observation, a dishonest advisor reports 3.

### 7.1.3 Ordering of Subjective Rating

We create an ordering of subjectivity, to be able to say one advisor is at most as subjective as another (\( \sqsubseteq \)); or that one advisor is less subjective than another (\( \prec \)). The ordering \( \sqsubseteq \) is not complete (it is a preorder), so when an advisor is more subjective in one aspect than another advisor, but less so for another aspect, then the two advisors may be incomparable.

The subjectivity in ratings may result from advisors’ different emphasis on features. However, an advisee is not interested in features \( F \), only on how \( F \) affects interesting features \( D \).\(^{13}\)

To construct the ordering, we first average over the \( F \) dimension of matrix \( \sigma \) and label its two-dimensional version as \( \varsigma \): with \( \varsigma_{d,r} = p(r|d,H) = \frac{1}{n_f} \sum_f \sigma_{d,f,r} \). Similarly, let \( \beta_{d,r} = \frac{1}{n_f} \sum_f \alpha_{d,f,r} \) and \( \nu_{d,r} = \frac{1}{n_f} \sum_f \mu_{d,f,r} \). We define the ordering on these 2D subjectivity matrices, and simply let \( \varsigma \sqsubseteq \varsigma' \) imply \( f_{n_f,n_d,\sigma} \sqsubseteq f_{n_f,n_d,\sigma'} \).

There are some notions that any reasonable subjectivity ordering of matrices must have: 1) The relation must be reflexive and transitive (i.e. subjectivity is a preorder), and no antisymmetry, since two different matrices may be equally subjective. 2) The identity matrix \( I \) is a minimum element: \( \forall \varsigma \; \varsigma \sqsubseteq I \); since reporting with \( I \) is objective rating. 3) The uniform matrix \( U \) is a maximal element: \( \forall \varsigma \; U \sqsubseteq \varsigma \); since ratings from \( U \) are unrelated to the truth.

\(^{13}\)For example, take a general product rating that depends on product strength (more objective) and aesthetics (more subjective), and we are interested in strength only. The fact that aesthetics affect the general score matters, since they will not perfectly accurately report the strength. We are interested, therefore in the subjectivity in the relation between strength and general rating.
If a specific rating implies a high probability for a small set of values (or a single value) of $D$, then the subjectivity is low. If, on the other hand, a rating results in roughly equal probabilities for all values of $D$, then the subjectivity is high. To capture this, we need to be able to reason how mixed $p(d|r), 0 \leq d < n_d$ are given a rating $r$ – being more mixed implies being more subjective under the rating.

Let $x, y$ be vectors of $n$ elements. They have equal sums: $|x| = \sum_{0 \leq i < n} x_i = 1 = |y|$. We expect $0.2, 0.7, 0.1$ to be more mixed than $0, 1, 0$. So for $x$ to be less mixed, its largest value must exceed $y$’s largest value. But also, $0.8, 0.1, 0.1$ seems more mixed than $0.8, 0.2, 0$, so we must take the second value into account (and indeed the $i^{th}$ value, $0 \leq i < n$). If, for any $i$, the $i$ most probable values are more probable, then it must be less mixed. This is captured by the preorder majorisation [99]:

**Definition 7.2.** Let $x^\downarrow$ and $y^\downarrow$ be $n$-sized vectors $x$ and $y$ sorted non-increasingly and have same sums. Vector $x$ is majorised by $y$: $x \prec y$, if $\forall 1 \leq j \leq n$, $\sum_{0 \leq i < j} x_i^\downarrow \leq \sum_{0 \leq i < j} y_i^\downarrow$.

Antisymmetry does not hold here: if components of $x, y$ are equal but not in the same order, then $x \prec y$, $y \prec x$ and $x \neq y$.

We write $\vec{\varsigma}_j$ to mean the vector $(\varsigma_{0,j}, \ldots, \varsigma_{n_d-1,j})$. As $p(D=i|R=j)=\varsigma_{i,j}/|\vec{\varsigma}_j|$, normalized vector $\vec{\varsigma}_j/|\vec{\varsigma}_j|$ represents the distribution of $p(D=i|R=j), 0 \leq i < n_d$. Relation $\vec{\varsigma}_j/|\vec{\varsigma}_j| \prec \vec{\varsigma}_j'/|\vec{\varsigma}_j'|$ implies that when reporting the same rating $R=j$, advisor with $\varsigma$ is more subjective than advisor with $\varsigma'$.

The naive generalization from specific ratings (a column) to an expected rating (a matrix) is to do direct comparison. However, arguably, relabeling ratings (i.e. switching columns) should not affect the subjectivity (switching feature values in a column does not impact due to majorisation). E.g., if society collectively decides that 1 star is perfect, and 5 stars is horrible, the star ratings would be mirrored. Yet, this does not affect the subjectivity of the said ratings. We should allow subjectivity comparison under different ratings.

Note that the prior probability of a rating also matters. Namely, for each individual rating, advisor Amy may be less subjective than Bob, but Bob’s least subjective rating
may be most likely to occur. The simple way to avoid this issue is to demand two columns under comparison to have the same weights: require both $\frac{\mathbf{y}}{|\mathbf{y}|} \prec \frac{\mathbf{y}'}{|\mathbf{y}'|}$ and $|\mathbf{y}| = |\mathbf{y}'|$. Note that if $|\mathbf{y}| = |\mathbf{y}'|$, then $\frac{\mathbf{y}}{|\mathbf{y}|} \prec \frac{\mathbf{y}'}{|\mathbf{y}'|}$ iff $\mathbf{y} \prec \mathbf{y}'$.

We formally define subjectivity ordering as:

**Definition 7.3.** $\zeta$ is at most as subjective as $\zeta'$ ($\zeta \preceq \zeta'$) when, there exists a one-to-one mapping $m : [0, n_r) \rightarrow [0, n_r)$, such that $|\mathbf{y}_j^\zeta| = |\mathbf{y}_j^\zeta'|$ and $\mathbf{y}_j^\zeta \prec \mathbf{y}_j^\zeta'$. We say that $\zeta$ is less subjective than $\zeta'$, $\zeta \prec \zeta'$, if $\zeta \preceq \zeta'$ but not $\zeta' \preceq \zeta$; i.e. when they are not equally subjective.

The hard requirements can be straightforwardly proven:

**Proposition 7.4.** The relationship $\preceq$ is reflexive and transitive, and $\not\exists \zeta, U \prec \zeta$ or $\zeta \prec I$.

**Proof.** Relationship $\preceq$ is based on majorisation, which is reflexive and transitive. For all $n$-sized vectors $x$: $(\frac{1}{n}, \ldots, \frac{1}{n}) \prec x \prec (1, 0, \ldots, 0)$. Simple application of Definition 7.3 suffices to prove the proposition.

### 7.2 Robustness Analysis of Subjective Rating

Subjectivity difference induces biased ratings, and system designers have already been addressing this problem (see Section 7.3). However, it is an open question whether subjectivity also influences the robustness of trust systems, and whether the influence is positive or negative. We formally study this issue in this section. We start from measuring unfair rating attacks under subjective rating, based on which we measure the robustness of trust systems.

#### 7.2.1 Measuring Attacks

We apply the measure of unfair rating attacks introduced in Chapter 4 – information leakage. Information leakage of a rating $R$ about a truth $D$ quantifies how much information (uncertainty) $R$ reveals (reduces) about $D$ through $f_{n_j, n_d, \sigma}$. Information leakage
of ratings under an attack decides the strength of the attack – less meaning attack being stronger.

**Proposition 7.5.** Given strategic behavior $\alpha$, the information leakage of $f_{n_f,n_d,\sigma}$ is

$$I(D; R) = \frac{1}{n_dn_f} \sum_{r,d,f} \mu_{f,d,r} \log \frac{n_d \sum_f \mu_{f,d,r}}{\sum_{d,f} \mu_{f,d,r}}.$$ 

**Proof.** Apply the definition of information leakage. Using the law of total probability,

$$p(d, r) = p(d) \cdot p(r|d) = p(d) \cdot \sum_f p(f|d) \cdot p(r|d, f).$$

Considering independence between $D, F$, $p(d, r) = \frac{1}{n_dn_f} \sum_f \mu_{f,d,r}$. $p(r) = \sum_{f,d} p(f,d) \cdot p(r|f,d) = \frac{1}{n_dn_f} \sum_{d,f} \mu_{f,d,r}$. \qed

Proposition 7.5 shows honest advisors’ subjectivity ($\sigma$) influences strength of a given attack. Hence, subjectivity may influence robustness of a trust system.

In Section 7.2.2, we study a qualitative notion of robustness: “For which $p, n_d, n_f, n_r, \sigma$, can the attacker select a strategy $\alpha$ such that no information is leaked?” – we call this an ultimate attack. In Section 7.2.3 we study how the degree of subjectivity affects the amount of information leakage – quantitative robustness.

### 7.2.2 Ultimate Attacks

If the attacker can select a strategy such that there is zero information leakage of features $D$ given the ratings (ultimate attacks), then the attacker has succeeded in fully disrupting the system. No matter how sophisticated a trust system is, the ratings are useless. Fortunately, the circumstances wherein an attacker can perform an ultimate attack are rare. Yet, for some settings it is rarer than others. Hence, we can use the difficulty to perform an ultimate attack as a proxy for the robustness of a system.

For some values of $p<1, \sigma$, we can select $\alpha$ to get 0 information leakage ($p=1$ is not interesting as no attacker exists):

**Theorem 7.6.** Given $f_{n_f,n_d,\sigma}$, $\forall r$, let $\varsigma_{d,r} = \max_d \varsigma_{d,r}, \exists \alpha$, such that $I(D; R)=0$ iff $p \leq \frac{1}{\sum_r \varsigma_{d,r}}$.

**Proof.** The information leakage is zero iff $D$ and $R$ are independent, which holds iff $\forall d, r, p(r|d)=p(r|d^*)$. The equation can be represented by $p\varsigma_{d,r} + (1-p)\beta_{d,r} = p\varsigma_{d,r} +$
(1−p)β_{d,r}. Sum over r on both sides, we get $p \sum_r \varsigma_{d,r} + (1 − p) \sum_r \beta_{d,r} = 1$. For “if”, note that since $\sum_r \beta_{d,r} \geq 0$, we can rewrite to $p \sum_r \varsigma_{d,r} \leq 1$. For “only if”, note that we can set $(1 − p)(\beta_{d,r} - \beta_{d,r}) = p(\varsigma_{d,r} - \varsigma_{d,r}).$

Intuitively, increasing $n_r$ typically increases $\sum_r \varsigma_{d,r}$ (as e.g. it does for $\sigma$ being the identity matrix). However, if increasing $n_r$ values does not significantly increase $\sum_r \varsigma_{d,r}$ (as e.g. it does for $\sigma$ being the uniform matrix), then increasing $n_r$ does not mitigate ultimate attacks. Therefore, if honest subjective advisors cannot reliably distinguish reporting levels (e.g. 77% versus 78%), then the additional reporting levels are not helpful.

For objective rating $f_{n_d,t}$, the constraint on $p$ to achieve 0 information leakage is $p \leq \frac{1}{n_r}$ [82]. Note that $\frac{1}{\sum_r \varsigma_{d,r}} \geq \frac{1}{n_r}$, with equality only if all $\varsigma_{d,r}$ equal 1. Even if there are not enough attackers to perform an ultimate attack on an objective-trust system ($\frac{1}{n_r} < p$), there may be sufficiently many attackers to do so on a system with subjectivity, namely when $p \leq \frac{1}{\sum_r \varsigma_{d,r}}$. The introduction of subjectivity makes it easier for attackers to completely hide information, thus, leaving a trust system less robust.

Based on the ordering of subjectivity in Definition 7.3, we can formalise the notion that increasingly subjective rating makes it easier for an attacker to achieve ultimate attacks:

**Theorem 7.7.** For rating functions with subjectivity ordering being $f_{n_f,n_d,\sigma} \sqsubseteq f'_{n_f,n_d,\sigma'}$, $\sum_r \varsigma_{d,r} \geq \sum_r \varsigma'_{d,r}$.

**Proof.** $f_{n_f,n_d,\sigma} \sqsubseteq f'_{n_f,n_d,\sigma'}$ means $\varsigma \sqsubseteq \varsigma'$. Hence, each column of $\varsigma'$ is majorised by a column of $\varsigma$. According to Definition 7.2, $\sum_r \max_d \varsigma'_{d,r} \leq \sum_r \max_d \varsigma_{d,r}$. 

Referring to Theorem 7.6, Theorem 7.7 implies that with more subjective rating, the minimal percent of attackers required for ultimate attacks becomes less. Note that $\sum_r \varsigma_{d,r} \geq \sum_r \varsigma'_{d,r}$ is a necessary but not sufficient condition for $f_{n_f,n_d,\sigma} \sqsubseteq f'_{n_f,n_d,\sigma'}$. A rating function relaxing the condition for ultimate attacks may not necessarily be more subjective, but the function must not be less subjective. Intuitively, subjectivity influences the robustness against ultimate attacks, but there may be other factors.
### 7.2.3 Quantitative Robustness Comparison

Under non-ultimate attacks (with non-zero information leakage), increasingly subjective rating also facilitates attackers’ decreasing information leakage ($R'$ corresponds to $f'(F, D, \alpha')$):

**Theorem 7.8.** For any ratings $f \preceq f'$, for any $f_{n_d, \sigma}(F, D, \alpha)$, there $\exists \alpha'$ such that $I(D; R') \leq I(D; R)$.

**Proof.** From Definition 7.2, each column of $\varsigma'$ is majorised by a column of $\varsigma$. If $\vec{\varsigma}_l' \preceq \vec{\varsigma}_j'$, let $\tau_l, \tau_j$ denote the descending order of $\vec{\varsigma}_l', \vec{\varsigma}_j'$ respectively, and choose $\beta_{n(i), j} = \beta_{\tau_l(i), \tau_j}, 0 \leq i < n_d$. As $\nu = p\varsigma + (1-p)\beta, \nu' = p\varsigma' + (1-p)\beta'$, it can be easily proved that $\vec{\nu}_l' \preceq \vec{\nu}_j'$. Since $x \log x$ is a convex function, we get $-H(D|R=j) \geq -H(D|R=l)$ (Olkin and Marshall [99]). Further, via Definition 7.3, $p(l) = p(j) = 1/n_d |\vec{\nu}_j'|$, and $H(D)$ equals for $f, f'$. Hence, we get $I(D; R) \geq I(D; R')$.

According to the standard notion of information-theoretic robustness, a trust system that permits a strategy that induces lower information leakage is less robust. Using that notion, Theorem 7.8 implies that increasingly subjective rating decreases its robustness. Finally, considering $\forall \varsigma$, $I \preceq \varsigma$, and that $f_{n_d, I}$ is objective rating, it follows that subjective rating is less robust than objective rating.

### 7.3 Robustness of Existing Approaches to Deal with Subjectivity

Given a target, subjectivity difference may result in biased ratings, with reduced reference value to advisees. For example, a positive honest rating about a clean hotel in a bad neighbourhood may be found misleading by a user that cares about location rather than cleanliness. We consider two types of existing ways to treat subjectivity: feature-based rating, which is popularly applied in reality to help to resolve conflicting emphasis on features in global rating, and clustering advisors, which is proposed in literature to
distinguish advisors with different subjectivity. These approaches aim to mitigate subjectivity impacts, so it is interesting to study whether these approaches also improve the robustness of trust systems.

### 7.3.1 Feature-based Rating

Feature-based rating is a popularly applied rating setting where advisors need to rate each (or a group of) features of a target, instead of providing a global rating for all features. For example, in Booking.com or Expedia.com, consumers can rate multiple features of a hotel after their use, such as cleanliness, comfort, location, facilities, staff. Compared to receiving a global rating, advisees get a more comprehensive view of a target with feature-based rating. Moreover, distinguishing features helps avoid subjectivity induced by advisors’ different emphasis on features. We study whether feature-based rating can improve robustness compared with global rating.

An advisee and an advisor care same features in feature-based rating. We alter the model of global rating in Section 7.1 towards feature-based rating, by excluding variable $F$ which denotes features an advisee does not care. A feature-based rating process is how an advisor’s properties determine the mapping from a truth $D$ to a rating $R$.

**Definition 7.9.** $(D, \sigma)$-feature-based subjective rating is a rating function with

$$f_{n_d, \sigma}(d, \alpha)(r) = p\sigma_{d,r} + (1 - p)\alpha_{d,r}, d \in \{0, \ldots, n_d - 1\}, r \in \{0, \ldots, n_r - 1\}.$$  

Figure 7.1b presents an example of feature-based rating. There are four outcomes for both $D$ and $R$. $\sigma_{0,0} (\alpha_{0,3})$ means an honest (dishonest) advisor observes 0 and reports 0 (3).

Below, we look for restrictions on achieving ultimate attacks under feature-based rating, and compare it to that under global rating in Section 7.2.2.

**Theorem 7.10.** Given $f_{n_d, \sigma}(d, \alpha)$ and $p < 1$, $\forall r$, let $\sigma_{d^*, r} = \max_d \sigma_{d, r}$, $\exists \alpha$, such that $I(D; R) = 0$ iff $p \leq \frac{1}{\sum_r \sigma_{d^*, r}}$.

**Proof.** Proof is similar to that of Theorem 7.6. □
Similarly as in Theorem 7.7, a more subjective \( f_{n,d,\sigma} \) has smaller \( \sum_r \sigma_{d^*,r} \), meaning it requires less minimal percentage of dishonest advisors to get 0 information leakage – ultimate attacks. Hence, like global rating, more subjective feature-based rating decreases robustness.

Comparing Theorem 7.10 to Theorem 7.6, the constraint on \( p \) for ultimate attacks remains the same format in feature-based rating as in global rating. They only differ in signs (\( \varsigma_{d^*,r} \) vs. \( \sigma_{d^*,r} \)), both of which can take any possible values and do not have a fixed magnitude relationship. If \( \sum_r \varsigma_{d^*,r} > \sum_r \sigma_{d^*,r} \), the corresponding global rating is more robust than feature-based rating. Moreover, feature-based rating is not necessarily less subjective than global rating, and may be even more subjective, depending on the values of their subjectivity matrixes. For example, for \( f_{n_f,n_d,\sigma'} \) and \( f_{n_d,\sigma} \), it is possible that \( \varsigma' \geq \sigma \).

Intuitively, although subjectivity by different emphasis on features is reduced in feature-based rating, subjectivity induced by other factors like various expectations gets re-distributed as every advisor is forced to consider each feature separately. Hence, it is hard to judge whether subjectivity difference becomes less in feature-based rating.

### 7.3.2 Clustering Advisors

Thus far, we have proposed an approach where we use a single matrix to model the subjectivity of all advisors. This is trivially sufficient when reasoning about a single advisor, as we did in Section 7.1.2. The approach is also sufficient for two other cases. The first case is rather unrealistic, where all advisors have the same subjective disposition. The second case is when we have no knowledge about advisors’ subjective disposition. That is, each advisor is a complete stranger to the advisee, and therefore indistinguishable and thus equal.

While these three cases are interesting, they are insufficient in the general case. Generally, we have multiple advisors with different behavior that we have some historical data about. Hence, in this section, we introduce a model that help reason advisors with different behavior.
7.3.2.1 Modeling

To deal with the general case, we base our analysis on the popular clustering approach. Therein, advisors are assigned to clusters based on their (past) behavior, and each cluster has a different behavior model. Not only can the subjectivity matrices differ from cluster to cluster, we also allow the $p$-value to differ, to model clustering based on degree of advisors’ honesty. Finally, we assume that attackers behave in the worst way – minimizing total information leakage.

Assume there are $k$ advisors in total, with $R_i$ representing the rating of $i^{th}$ advisor, and $R = R_0, \ldots, R_{k-1}$. Let there be clusters $c', c^\dagger, \ldots$, with symbols $', \dagger, \S$ denote association to a cluster. $R'$ refers to ratings generated by all $k'$ advisors in $c'$. Associated with cluster $c'$ is: probability of its advisors’ honesty $p'$, subjectivity matrix $\sigma'$ and strategy matrix $\alpha'$. The random variable $C_i$ dictates to which cluster the $i^{th}$ advisor belongs, and $C = C_0, \ldots, C_{k-1}$. In other words, $p(R_i|D, C_i = c') = p' \sigma' + (1 - p')\alpha' = \mu'$. We use $c'_j$ to mean $j^{th}$ advisor in cluster $c'$. Furthermore, we assume that clustering is unrelated to the properties of the target, so $C$ is independent of $D, F$. We also assume ratings of two advisors are conditionally independent given $D, F$, regardless of whether they belong to a same cluster: $p(r_i, r_j|D, F) = p(r_i|D, F) \cdot p(r_j|D, F)$, thus $(r', r^\dagger|D, F) = p(r'|D, F) \cdot p(r^\dagger|D, F)$.

7.3.2.2 Robustness of clustering

The crucial question is whether clustering increases the robustness of subjective rating. In other words, whether clustering increases the expected information leakage. Clustering indeed increases expected information leakage, no matter what the attacker’s behavior is, or the way and the accuracy of clustering are, except in the case where $C$ has no impact on the relationship between $D$ and $R$:

**Theorem 7.11.** $I(D; R|C) \geq I(D; R)$, with equality iff $C$ and $D$ are conditionally independent under $R$.

**Proof.** First, note: $I(D; R|C) = H(D|C) - H(D|R, C)$, and $I(D; R) = H(D) - H(D|R)$. Since $D$ and $C$ are independent, it suffices to prove $H(D|R, C) \leq H(D|R)$.
This is a known property of conditional entropy. Furthermore, equality holds only if $C$ and $D$ are conditionally independent under $\overline{R}$.

Recursive application of Theorem 7.11 shows that if we split existing clusters (cluster again for each individual cluster), we will get more expected information leakage. If we keep splitting existing clusters, until each combination of parameter values has its own cluster, we obtain maximum expected information leakage. Then, not strictly speaking, we are tracking each individual advisor. In Regan et al. [1] and Teacy et al. [11], correlation between the ratings of an advisor and the truth is learned to reinterpret his ratings. Hence, from a information-theoretic view, these approaches are the most robust.

Note that the property of conditional entropy always holds for the condition being a variable but not being any of its outcomes. The specific-conditional entropy $H(D|\overline{R}, \overline{C}=\overline{c})$ can be either greater or less than $H(D|\overline{R})$. Therefore, clustering increases the expected information leakage, but a specific clustering may not increase information leakage.

7.3.2.3 Dealing with clusters

We discussed the robustness of clustering advisors. There exist various ways to deal with clusters. Some choose to exclude clusters where the advisors are considered dishonest [29], while some others propose to learn from clusters where advisors are strategic [75]. We study the impact of these different ways on robustness.

Theorem 7.12 states if a cluster has no information leakage about $D$, then it does not impact the correlation between $D$ and the other clusters.

**Theorem 7.12.** If $\overline{R}$ is independent of $D$, then $I(\overline{R}; D|\overline{R}) = I(\overline{R}; D)$, also $I(\overline{R}; D|\overline{R}, \overline{R}^\perp) = I(\overline{R}; D|\overline{R}^\perp)$.

**Proof.**

\[
I(\overline{R}; D|\overline{R}) = \sum_{\tau'} p(\tau') \cdot I(\overline{R}; D|\tau') \\
= \sum_{\tau} \sum_{\tau'} \sum_d p(d) \cdot p(\tau^\dagger, \tau'|d) \cdot \log \left( p(\tau^\dagger|d) - p(\tau^\dagger|\tau') \right) \\
= \sum_{\tau} \sum_{\tau'} \sum_d p(d) \cdot p(\tau^\dagger|d) p(\tau') \cdot \log \left( p(\tau^\dagger|d) - p(\tau^\dagger) \right)
\]
Equality 1 follows due to the independence between \( \overline{R} \) and \( D \), and also conditional independence between \( \overline{R} \) and \( \overline{R}^i \) given \( D \). The second equality in the theorem can be proved in a similar way.

The independence between \( \overline{R} \) and \( D \) means \( I(D; \overline{R})=0 \). Following immediately from Theorem 7.12, we get Corollary 7.13.

**Corollary 7.13.** If \( I(D; \overline{R})=0 \), then \( I(D; \overline{R}, \overline{R}^i, \overline{R}^s) = I(D; \overline{R}^i, \overline{R}^s) \).

**Proof.** Based on the chain rule of mutual information, \( I(D; \overline{R}, \overline{R}^i, \overline{R}^s) = I(D; \overline{R}) + I(D; \overline{R}^i | \overline{R}) + I(D; \overline{R}^s | \overline{R}^i, \overline{R}) \). Considering \( I(D; \overline{R})=0 \) and Theorem 7.12, the corollary follows straightforwardly.

Corollary 7.13 implies if a cluster has no information about \( D \), then it can be completely excluded without causing an advisee to lose any information.

Remember there are conditions for a cluster to have 0 information leakage (Theorem 7.6 or 7.10): its percentage of honest advisors \( p \) needs to be below a threshold. Throughout the thesis, \( p \) is an underlying truth about advisors, which is not obvious to an advisee, and clustering mechanisms may not estimate it accurately. In Noorian [100], advisors considered as dishonest are filtered before clustering. If the true \( p \) values of these advisors are above the threshold, then the system loses useful information. In Fang [75], ratings from both clusters of honest and dishonest advisors are exploited using alignment mechanism (i.e., adjust ratings of an advisor based on their correlation with the truth). If the information leakage is 0, then there is no gain from trying to exploit the ratings. Exploiting ratings that are subjective and potentially unfair, is subtle.

Recall Theorem 7.6. It implies that whether a cluster has 0 information leakage depends on \( p \) and on the subjectivity of the honest advisors. It is, therefore, not sufficient to look at honesty and subjectivity in isolation, to make decisions.
7.4 Summary

In this chapter, we studied how subjectivity influences robustness of trust systems – specifically the strength of unfair rating attacks – via measuring the information leakage of ratings. We saw that it is insufficient to look at subjectivity and robustness separately, and we focused on their interplay. In that context, we studied whether existing methods, like feature-based rating and clustering, improve robustness.

Three types of subjectivity were included: advisors’ different emphasis, expectations and dispositions. We built a conditional probabilistic matrix to model an arbitrary advisor’s subjective rating. The model distinguishes features an advisee cares and does not care. This allows for ratings to correlate with each other, without correlating with the truth. Most importantly, we introduced an ordering of subjectivity matrices to compare the degree of subjectivity.

For robustness analysis, we proved that the existence of subjectivity allows attackers to more easily achieve ultimate attacks; and more subjectivity makes it even easier. In fact, more subjective rating decreases information leakage – hence robustness. Feature-based rating exists widely in reality, but we show that it may not improve, and even worsen the robustness. Contrarily, clustering advisors (no matter on what) improves robustness. Finer clustering increases robustness, and in the limit, to learn individual advisor’s behavior is the most robust.
Chapter 8

Conclusion and Future Work

In this thesis, we study the robustness of trust systems, especially trust systems, against various types of unfair rating attacks. We also study how subjectivity of honest advisors influence the robustness. In this chapter, we will give a summary of our contributions and also point out several important directions for future work.

8.1 Conclusion

We reviewed the existing approaches for robustness in Chapter 2. Most of them only deal with existing or well-known attacks, without exploring whether there are stronger attacks. This is passive and cannot ensure robustness, considering the uncertainty in attackers’ future strategies. We take an active approach, by reasoning all probable strategies of attackers. We argue that to be robust, a system should first be prepared for the worst-case attacks, which cause the minimal utility to its users. As far as we know, our work is the first to study the worst-case unfair rating attacks.

Usually, in current approaches, attacks are measured either heuristically or based on its effect on a specific system, both of which are unfair. With diverse backgrounds, people may have different heuristics. Moreover, different systems may perform differently under same attacks. We propose a unified quantification for unfair rating attacks – information leakage. A stronger attack leads to less information leakage of ratings.
about true observations. Such a quantification concerns the correlation between ratings and the truth under attacks. Its application is not limited by specific rating platforms, purposes of using ratings and how ratings are used. In this way, it facilitates the direct comparison of attacks and can be applied across different systems.

Based on the information-theoretic quantification, we study unfair rating attacks from two different angles: 1) whether attackers are independent or collusive in rating, 2) whether their behavior varies over time. By minimizing information leakage, we calculate the worst-case strategies for each type of attacks. And under these strongest attacks, the performance of several existing trust models decreases significantly (see the simulation results in Chapter 4). We also quantify a group of attacks found in the literature, which appear to be far less strong to stress-test the robustness. Meanwhile, we got some non-intuitive results. For example, in independent attacks, when over half advisors are attackers, ratings are still useful even under the worst-case attacks; when attackers’ percentage exceeds a certain threshold, they need to sometimes report the truth to minimize information (Chapter 4). In dynamic attacks, although to camouflage requires being honest at the beginning, we prove that to best hide information, attackers should lie more often even initially (Chapter 6).

Understanding attacks guides us to better improve robustness. For example, under some strongest attacks, ratings still have information leakage which can be made use of. Hence, we designed a trust computation mechanism ITC, which presents the best trust evaluation accuracy under the strongest attacks, when being integrated into several existing trust models. In Chapter 5, we obtained that coalition does not effectively help minimize information leakage, but may rather help minimize information leakage about the shape and size of the coalition. Therefore, compared with dealing with independent attackers, the only more effort needed for collusion attacks is to analyze their shapes and sizes. Our study also shows that system parameters may influence the strength of an attack, by managing which, system designers can improve robustness. For example, to increase either rating features or levels makes it harder for attackers to completely hide information (namely to cause zero information leakage).

In the literature, subjectivity and unfair rating attacks are treated orthogonally. Based on the information-theoretic measurement, we find that subjectivity may change
the strength of attacks. This implies that subjectivity may change robustness. We modify the modeling for unfair rating attacks to include subjectivity by 1) distinguishing features that an advisee emphasizes, 2) incorporating probabilities an honest advisor reports various ratings given an observation. We also define an ordering of subjectivity to reason how different degrees of subjectivity change robustness. We find that the introduction of subjectivity weakens robustness: 1) it becomes easier to completely hide information, 2) higher degree of subjectivity makes a system less robust. There exist two ways to mitigate the effect of subjectivity, and we find feature-based rating barely changes robustness, while clustering advisors improves robustness.

\section{Future Work}

We have proposed a novel and effective method to quantify and improve robustness. There remain multiple opportunities to extend our work.

\subsection{Robustness and Performance}

The first extension concerns how to deal with the balance or interaction between the robustness and performance of a trust system. This thesis aims to improve robustness against unfair rating attacks. In practice, besides robustness, performance is another important criterion to evaluate a system\textsuperscript{11}. The performance of a trust system depends on the accuracy of trust evaluation\textsuperscript{12}.

Robustness may contradict with performance. For example, to assume the worst-case attacks greatly increases a system’s robustness, but it may decrease the system’s performance under weaker attacks, where information available is not effectively used (Section 5.4 in Chapter 5). On the other hand, practically, robustness is often defined in close relation with performance. For example, designers evaluate robustness based on how their systems perform under attacks, where they may have different criteria. To achieve both robustness and good performance – namely to perform the best regardless

\footnote{As used in Chapter 4, the word performance refers to whether a system fulfills its purpose.}

\footnote{For trust-based systems, performance also depends on the quality of trust-based decision making.}
of whether attacks exist – is a common goal for designers. In future, there are several issues we want to study: 1) how to achieve robustness, with the minimal loss of performance, 2) how to design a trust system which satisfies the requirements in 1), and 3) how to propose design suggestions for an arbitrary trust system, to achieve 1).

8.2.2 Other Attacks

In this thesis, we study unfair rating attacks regarding whether attackers are collusive and whether their behavior changes over time. There exist other ways in which malicious advisors launch attacks. For example, an advisor creates and controls several fake accounts to increase the impact of its ratings – a form of Sybil attacks\(^\text{14}\). Advisors may collude with targets. It has already been unveiled in Taobao that some sellers bribe buyers to rate high, or they even collude to create fake transactions to boost reputation.

Besides attacks caused by advisors, there exist other types of attacks in trust systems, as we surveyed in Chapter 2. For example, a target may discriminate in interaction, leading to conflict ratings – discrimination attacks. A target who can easily register a new identity may launch whitewasher attacks. In future, we would like to study how to deal with these various attacks, to make our work for robustness more thorough.

8.2.3 More Application Domains for Information-Theoretic Analysis

The development of Internet has been promoting the sharing of information and various resources. Information sharing plays an important role when people are faced with judgments, choices and other decisions to make. In the age of Big Data, people are not satisfied with basing their analysis purely on experience or instinct. Instead, they tend to rely more and more on data, opinions, or experiences from peers, authorities and other sources, for better decision making.

\(^{14}\text{Sybil attacks can also refer to malicious targets acting in multiple identities to distribute punishment.}\)
Rating is intrinsically a type of information sharing, where advisors share information (opinions) to advisees. There exist many other forms of information sharing, e.g., online text reviewing, data sharing. They may also be analyzed from an information-theoretic view, e.g., to measure information uncertainty with entropy, to measure correlation with information leakage, and to measure information gain/loss with KL-divergence (Definition 3.6 in Chapter 3 for details). In future, we want to generalize the information-theoretic methods to different scenarios of information sharing. In so doing, we hope to broaden their contribution.
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