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SUMMARY

With the increasing demand for oil and gas, offshore industry moved offshore structures towards deeper waters and severe environmental conditions. Offshore structures are subjected to many environmental loads during their service life, such as waves, winds, currents and ice. Such environmental conditions are non-stationary processes. However, in common practice, it is always assumed that these environmental actions are statistically stationary for short-term sea state, typically for three hours. Riser system is one of the most critical offshore structure component and is exposed to a large number of sea states during its life span, especially in deep water environment. Therefore, only stationary analysis for the riser system is not sufficient, and a global dynamic analysis is indispensable to obtain its response due to the fluid-structure interactions. During the global dynamic analysis, extreme response and fatigue life are two important design concerns. Extreme response predictions can be obtained based on either short-term or long-term approaches. However, fatigue predictions can only be based on long-term methods due to their accumulative characteristics.

The main objective of this study is to investigate various existing methods for their accuracy, limitations and efficiency, and to develop advanced methods in calculating the long-term fatigue damage of deep-water risers as well as in constructing a suitable statistical model for ocean environmental random variables.

The traditional way of solving long-term fatigue problem is using a wave scatter diagram. By lumping several sea states into a small number of bins, one sea state is selected as a representation of each block to ensure that the damage quantity yielded by this sea state is not lower than the original sea states. It is apparent that such block method has a lack of accuracy. Therefore, there is a need for a fast and precise method for long-term fatigue analysis especially in time domain. The first part of the author’s research is to develop a new efficient approach for long-term riser fatigue analysis in time domain. This new approach allows one to simulate the wave amplitudes from a distribution different from the original one. Then, the results for many sea states can be obtained by simply altering the importance sampling weighting function. This proposed approach is enhanced by a succession of additional techniques to reduce the sampling variability. The study of this proposed new efficient approach is presented in Chapter 3.
The stochastic nature of environmental loads such as wave and wind applied on the structure is quite complicated. In the random process related structural analysis, a suitable statistical environmental condition model is essential and should be carefully developed for the prediction of long-term performance of offshore structures. As a common practice, a conditional joint distribution model is used for the statistical environmental condition, which is popularly used in the industry. However, in such model, only a linear relationship between pairs of random variables is considered. If the actual dependency is nonlinear, those traditional models no longer estimate the relationship appropriately. Chapter 4 proposes a new approach by using a classical multiple dimensional copula model to treat the joint distribution of random environmental conditions. This classical multiple copula model is slightly superior to the traditional model by model selection, and the influence of different statistical models in the long-term fatigue analysis is studied.

Due to the limitation of multiple copula type, an advanced copula model is developed in Chapter 5 to construct more flexible statistical models based on the copula concept, estimated by model selection methods. The application in the long-term fatigue analysis is also compared with traditional models and classical copula models. Compared with traditional models, the biggest advantage of multiple copula models is their ability to model nonlinear relationships among different environmental random variables.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOM</td>
<td>Gulf of Mexico</td>
</tr>
<tr>
<td>FPSO</td>
<td>Floating, production, storage, and offloading</td>
</tr>
<tr>
<td>TLP</td>
<td>Tension leg platform</td>
</tr>
<tr>
<td>SPM</td>
<td>Single point mooring</td>
</tr>
<tr>
<td>CALM</td>
<td>Catenary anchor leg mooring</td>
</tr>
<tr>
<td>TTRs</td>
<td>Top tensioned risers</td>
</tr>
<tr>
<td>SCRs</td>
<td>Steel catenary risers</td>
</tr>
<tr>
<td>DOF</td>
<td>Degree of freedom</td>
</tr>
<tr>
<td>WF</td>
<td>Wave frequency</td>
</tr>
<tr>
<td>LF</td>
<td>Low frequency</td>
</tr>
<tr>
<td>HF</td>
<td>High frequency</td>
</tr>
<tr>
<td>CDF</td>
<td>Cumulative distribution function</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability density function</td>
</tr>
<tr>
<td>PCC</td>
<td>Pair-copula construction</td>
</tr>
<tr>
<td>PM</td>
<td>Pierson-Mosowitz</td>
</tr>
<tr>
<td>MLM</td>
<td>Maximum Likelihood Model</td>
</tr>
<tr>
<td>CMA</td>
<td>Conditional Modelling Approach</td>
</tr>
<tr>
<td>VIV</td>
<td>Vortex induced vibrations</td>
</tr>
<tr>
<td>VIM</td>
<td>Vortex induced hull motions</td>
</tr>
<tr>
<td>FRP</td>
<td>Fiber-reinforced polymer</td>
</tr>
<tr>
<td>CoV</td>
<td>Coefficient of variation</td>
</tr>
<tr>
<td>FORM</td>
<td>First-Order Reliability Methods</td>
</tr>
<tr>
<td>SORM</td>
<td>Second-Order Reliability Methods</td>
</tr>
<tr>
<td>FOSPA</td>
<td>First Order Saddlepoint Approximation</td>
</tr>
<tr>
<td>CGF</td>
<td>Cumulant generating function</td>
</tr>
<tr>
<td>MLP</td>
<td>Most likelihood point</td>
</tr>
<tr>
<td>MPP</td>
<td>Most probable point</td>
</tr>
<tr>
<td>SMSA</td>
<td>Saddle-point approximation method</td>
</tr>
<tr>
<td>SMNC</td>
<td>Second-order method by non-central chi-square distribution</td>
</tr>
<tr>
<td>MVFOSM</td>
<td>Mean-Value First Order Second Moment</td>
</tr>
<tr>
<td>MVFOSA</td>
<td>Mean-Value First Order Saddlepoint Approximation</td>
</tr>
<tr>
<td>SORM-FOE</td>
<td>Second-Order Reliability with First-Order Efficiency</td>
</tr>
<tr>
<td>ISMCS</td>
<td>Importance Sampling Monte Carlo Simulation</td>
</tr>
<tr>
<td>IFORM</td>
<td>Inverse First Order Reliability Method</td>
</tr>
<tr>
<td>MSC</td>
<td>Monte Carlo simulation</td>
</tr>
<tr>
<td>RSE</td>
<td>Relative standard error</td>
</tr>
<tr>
<td>TDP</td>
<td>Touch down point</td>
</tr>
<tr>
<td>AIC</td>
<td>Akaike information criterion</td>
</tr>
<tr>
<td>BIC</td>
<td>Bayesian Information Criterion</td>
</tr>
<tr>
<td>CoV</td>
<td>Covariance</td>
</tr>
</tbody>
</table>
CHAPTER 1 INTRODUCTION

1.1 Background
1.1.1 Overview of Offshore Industry

An important part of the offshore industry is to support the exploration and production of hydrocarbons from the sea when the land based oil reservoirs are exhausted. In 1890s, the first offshore rigging was conducted at wharf located off the coast of Pacific Ocean. However, the first offshore exploration of oil and gas was only achieved in the middle of nineteenth century, with a 15ft (4.6m) well in the Gulf of Mexico (GOM) (Burleson, 1999). The materials of the platform evolved from wood in the very early stage to steel and concrete later. Since the first offshore platform constructed in the GOM nearly 70 years ago, the offshore industry has gone through a tremendous evolution especially in the deeper and deeper water depth and challenging hostile environments.

In the early stage, fixed offshore structures can still satisfy the requirement of oil and gas exploration in shallow water condition. However, with the increasing demand for modern development, the shallow water resources were progressively exhausted. Thus, increasingly deeper waters were considered as a promising future for offshore industry, which made fixed structures much more expensive and difficult to install. Nowadays, most of the offshore oil and gas production comes from deep or ultra-deep offshore areas, including the GOM, West Africa and Brazil, which are known as “Golden Triangle”.

In order to meet the requirement of booming oil and gas production industry, some types of innovative and cheaper alternative offshore structures appeared, such as compliant structures and floating structures. One “compliant” tower called Lena guyed tower installed in 1000 ft (305m) of water was built in 1983, with the upper truss structure which could deflect with the wave and wind forces (Chakrabarti, 2005).

Floating structure comes as an inevitable choice in the boom production trend, because of its survival capability in deep water and especially ultra-deep-water environment. There are mainly four types of floating structures: ship-shaped vessel with floating, production, storage, and offloading function (FPSO), Semi-submersible, Tension leg platform (TLP) and Spar. The main types of offshore structures are shown in Figure 1.1
FPSO is simply a ship-shaped floater which either can be purposely built or converted from an existing tanker. Compared with other floating platforms, FPSO has plenty of waterplane area and ample deck area. Big waterplane area results in large wave loading which results in its incapability of drilling which requires much stability. Ample deck area allows FPSO to have storage function. The economical characteristic is another advantage of FPSO.

A Semi-submersible has two pontoons and multiple columns, with a very small waterplane area. The main buoyancy of semi-submersible comes from components below the water surface. This distinctive feature gives semi-submersible good motion characteristics, which makes it suitable for drilling and production. The disadvantage is its incapability of storage, because of its requirement of low centre of gravity for stability. Compared with FPSO, its construction is more complicated and expensive.

TLP is a platform attached to the seabed by vertical tensioned tethers. The special structure makes TLP the most stable platform of all floating structures. Hence, it is quite suitable for drilling. TLP does not have storage function and has limitations in water depth. Another drawback of TLP is its high cost.

The classic Spar is a vertical hollow cylinder with a deep draft. Spar always has good vertical motion characteristics and storage function, both owing to its deep draft. The disadvantage is its limited number of risers that can be connected to the Spar due to its small perimeter.

1.1.2 Components of a Floating Structure

Usually a floating offshore structure has three key components: the floating platform, the mooring system and the riser system. Since the types of platforms have already been generally
introduced in the previous section, this section will be focused more on the mooring and riser systems. The mooring and riser systems of a typical FPSO are shown in Figure 1.2.

![Components of a typical FPSO (Offshore Energy Today.com)](image)

The main function of mooring system is to keep the platform stable. The design of mooring system should consider two sides: it should make the system flexible enough to avoid excessive forces on the platform and it should be rigid enough to avoid difficulties caused by excessive offset. There are three typical types of mooring systems: catenary spread mooring system, single point mooring (SPM) system and taut spread mooring system.

Catenary spread mooring system is the most common type of mooring systems. In this type of system, a number of mooring lines are connected to the platform around the perimeter with different points. Since they are arranged at different locations of the platform, the head of the vessel is more or less constrained in such system.

In single point mooring (SPM) system, all mooring lines are attached to a single point at the platform. This system allows the vessel to weathervane its direction according to the environment, which makes environmental force minimized. Hence, this kind of mooring system provides no yaw stiffness. There are three types of SPM: turret mooring system, catenary anchor leg mooring (CALM), and single anchor leg mooring (SALM).

Taut spread mooring system is made up of synthetic fibre ropes which are more elastic and lighter than steel. As its name indicated, it is taut all the time. Taut spread mooring system is
an alternative for steel catenary systems in deep water when the increased weight of steel catenary systems imposes excessively heavy burden on the payload ability of the platform. Its force excursion is linear, which makes the design process easier to control. Moreover, the taut mooring system requires a smaller mooring radius and leaves no damage on the soil, which is another advantage of this type of mooring system.

Riser system is a vital part of a floating structure, connecting the vessel and the wells at the seabed. They have many functions: drilling, production, work-over, and water or gas injection (to maintain well pressure and power transmission). In general, there are two basic types of risers: drilling risers and production risers.

Drilling risers are working as conduits for operations from the drilling unit. Most of the time, drilling risers repeat deployment and retrieval motions during their lives and are faced with emergency disconnection problems in severe weather.

Production risers are used for production of oil and gas from seabed. Typically, there are three types of production risers: steel catenary risers (SCRs), flexible risers and top tensioned risers (TTRs).

Steel catenary riser is a kind of cost-effective riser, which is made of metal pipes hanging in catenary configuration with no intermediate buoys. With relatively high bending stiffness, they have limited compliancy and are suitable in deep water with small platform motions.

Flexible risers have relative low bending stiffness, thus large motions are allowed. They are more expensive than SCRs, but require lower costs for transportation and installation. The main disadvantages of flexible risers are that they are complex and difficult to inspect and sensitive to temperature change and internal or external pressure.

Top tensioned risers are pre-tensioned risers placed vertically. The vessels attached have very limited movement ability. Due to these special features, they can perform various functions, like production, injection, drilling and export. They are ideal style of risers for TLP and are also welcomed by Spars whose heave characteristics are very good.

1.1.3 Design Considerations

The purpose of design for offshore structures is to secure a safety level that is recognized in the professional field. Various aspects should be considered in the design of offshore structures, such as stability design and structural integrity design. Since offshore structures are always
exposed to numerous sea states over its service life rather than a determined condition, it is necessary to employ a statistical approach in the design and analysis procedure. Global dynamic analysis with statistical approaches is concerned in this work for a typical FPSO and its mooring systems.

During a global dynamic analysis, extreme load cases and fatigue are two broad areas for design criteria of offshore structures. For fixed platforms, it is not difficult to find out that the extreme load case will occur in the biggest weight height or wind speed. However, for floating structures, this may not be the case due to the frequency dependent responses. In order to investigate the floating structures, a broader range of environmental conditions are required to be considered. Fatigue is another important design consideration. Since fatigue damage is an accumulation over the serving time of the structure, it is always required to assess the fatigue on the long-term period (Barltrop, 1998). In this work, a long-term analysis is carried out for fatigue assessment of mooring and riser systems of a floating structure.

Since the local deflections within a floating structure are very small compared with the floater’s overall motions, the vessel in the global analysis is always modelled as a rigid body, which is depicted in Figure 1.3.

![Rigid body motions of a vessel](image)

**Figure 1.3 Rigid body motions of a vessel**

The rigid body has six degrees of freedom (DOF), including three translational modes: surge, sway and heave, and three rotational modes: roll, pitch and yaw. Mooring system provides restraint to all six degrees of freedom with different extent. At the mode of heave, roll and pitch,
the vessel has hydrostatic restoring forces. While hydrostatic stiffness does not exist in the mode of surge, sway and yaw and these three modes can only be restrained by mooring systems.

Floating structures are always exposed to complex environmental loads such as wave, wind, current and ice. All responses can be categorized into three frequency regimes: wave frequency, low frequency and high frequency.

Ocean waves typically cover a frequency range from 0.25 rad/s to 1.25 rad/s, which are always avoided in the design of an offshore structure. Different from fixed structures which are always designed above the typical wave frequency (WF) range, floating structures are designed mostly below WF. Therefore, the amplitude to WF responses is normally not significant. Also, WF loading is the most critical loading in the study of wave induced loads. Figure 1.4 shows the wave frequency and frequency of offshore structures.

![Wave frequency and offshore structures](image)

Figure 1.4 Wave frequency and offshore structures

The frequency of slowly varying forces is much lower than the typical ocean wave frequency. The period of low frequency (LF) oscillations is always in the range of 100-200 seconds. Slowly varying forces originate from interactions between different wave frequencies, in wind from low frequency wind turbulence (Barltrop, 1998). Compared with WF forces, LF forces are usually very small. However, the effect of LF force on the mooring system of floating structures can be significant.

Similar to LF forces, high frequency (HF) drift forces originate from the sum of interactions of WF and have a higher frequency than WF. The amplitude of HF forces is always very small and only important when resonance occurs.

1.1.4 Fatigue Analysis

Fatigue is an important consideration in the design and analysis of offshore structures and fatigue damage is an accumulated damage over a prolonged duration from numerous sea states. During the life of an offshore structure, it will experience an infinite number of different
environmental conditions which cannot be predicted by a deterministic method. Thus, the calculation of fatigue damage should take into account all of these environmental conditions to obtain a total fatigue damage. Generally, there are mainly three different methods for fatigue analysis: deterministic method, semi-probabilistic method and spectral analysis method. The deterministic method is based on an individual wave with a given wave height and does not consider different wave periods. Hence, it is not suitable for floating structures, for which dynamic responses are significant. The semi-probabilistic method takes into account of different wave periods for each given wave height, which is the only difference compared with deterministic method and not appropriate for floating structures with consideration of dynamic responses and random waves. The spectral method is recognized as the most appropriate method for floating structures and is implemented by some standard practice and authorities (Barltrop, 1998).

Currently, the common practice to assess the fatigue damage is to divide the environmental parameter scatter diagram into a smaller number of manageable bins, and then calculate the fatigue response within each bin. It is suggested that within each bin, the fatigue damage of representative sea state should not be smaller than the original sea states (DNV-RP-F204). However, till now, there are no explicit guidelines on the effective blocking strategy as well as level of discrepancy.

1.1.5 Environmental Conditions

In the dynamic analysis of offshore structures, many environmental variables should be considered, such as winds, waves, currents and tides. Besides these, extreme environmental phenomena such as ice, earthquake, soil conditions, temperature change, fouling, and so on may also contribute to structural damage in some specific cases. It is accustomed to use physical variables of statistical features to describe environmental phenomena which can reveal extreme conditions, short-term and long-term variations (DNV-RP-C205, 2010). Environmental loads are the loads generated by environmental phenomena and can be described by environmental parameters such as significant wave height, spectrum peak period, and direction of the waves, amplitude and direction of the wind velocity, current velocity and so on. For sure, all those environmental parameters are not independent. Catastrophic consequences may occur if the correlations between environmental parameters are overlooked. Currently, the most popular and mature way to describe the relationship between environmental parameters is the joint distribution models. Joint probabilistic models for two environmental
parameters such as joint distribution of significant wave height and period and joint distribution of significant wave height and wind speed are already well studied and documented which are usually based on conditional modelling approach (DNV-RP-C205, 2010). The conditional modelling approach are made up with conditional distributions dependent on one single environmental parameter, which is difficult to take into account all possible statistical dependences among multiple random environmental variables. Hence, one methodology based on Nataf transformation is proposed to create a joint probability model which can take into account statistical dependences among all environmental parameters (Sagrilo, Lima and Papaleo, 2011). The joint probability model built up based on the Nataf transformation can take into account all statistical dependences between any two environmental parameters, which is a big step compared with conditional models. However, the correlation coefficient among variables in both Nataf based method and conditional modelling approach are only limited to linear dependency category, which cannot describe nonlinear dependency. In the second part of this thesis, a copula based probabilistic model is developed to take into account both linear and nonlinear dependencies among multiple random environmental parameters.

1.2 Research Objectives
As mentioned previously, fatigue analysis is accumulated over the whole life of offshore structures, hence, long-term consideration should be incorporated in the fatigue assessment, which imposes a great burden to computational cost especially in time domain. The main objective of this thesis is to develop efficient and accurate methods for long-term riser fatigue analysis, in conjunction with irregular wave and time domain analysis.

The evaluation of long-term performance of offshore structures requires the joint cumulative distribution function (CDF) or probability density function (PDF) of random variables for modelling the random process to characterize the sea environment. The traditional method of constructing the statistical model for the environmental variables is realized by means of conditional distribution model, which only considers the linear relationship between pairs of random variables. However, if the actual dependency among the environmental random variables is nonlinear, those traditional models may not estimate the relationship among them appropriately. An appropriate statistical model is necessary for fatigue analysis of deep-water risers with consideration of the actual nonlinear dependency, which is another important concern in this thesis. Classical multiple copula models are adopted for statistical modelling to provide a solution for such problems.
In the literature, 1-dimensional and 2-dimentional copula models have already been studied, while the high-dimensional copula models are much more complicated and rarely investigated especially for fatigue assessment in the field of offshore engineering. To model the complex environmental conditions for offshore structures, efforts are also put in developing statistical models for high dimensional long-term fatigue assessment.

1.3 Original Contributions
The original works carried out by the author in this thesis are summarized as follows:

1. A new efficient method for long-term fatigue analysis of risers in time domain is developed. In this proposed method, time series of wave is simulated as sum of sine terms with random amplitudes and phases in the time domain. To improve the computation efficiency, importance sampling strategy is used for the simulation of the wave amplitude, while the multiple sea states are obtained from one sea state by a weighing function. The proposed approach is enhanced by a succession of additional techniques to reduce the sampling variability. This method provides unbiased estimated of mean long-term fatigue damage with significant reduction of the computation cost, as compared to classical numerical method for long-term fatigue analysis in the time domain.

2. Multivariate copula-based model is introduced to assess the long-term fatigue damage of riser systems replacing the traditional conditional joint distribution model, which is believed to be the very first effort for the research of fatigue analysis for offshore riser systems. Bayesian based approach is considered in the selection of different statistical models. The result of model selection shows that the proposed copula-based approach outperforms traditional models. Moreover, the influence of different statistical models in the assessment of long-term fatigue damage of riser systems with the consideration of the nonlinear dependency is also presented. The fatigue damage differences obtained in the results suggest that the statistical model for the joint probability distribution of environmental variables employed in the long-term fatigue calculation could be improved by using the proposed copula-based models as compared to traditional models.

3. An advanced copula method is developed to overcome the limitation of classical multiple classical copula models. The purpose of this PPC is to model dependency by simple local 2-D copula blocks which are based on conditional independence. This proposed method provides a new way for generating samples which is rarely seen in
the literature in any field. In this thesis, this new type of statistical model is established and applied in the field of long-term fatigue assessment, and great potential is found through the comparison with other methods. Further development is worthy of investigation.

1.4 Organization of the Thesis
This thesis consists of six chapters, including this Introduction Chapter. This chapter gives an introduction for the background of the research topic, including the history of offshore industry, the components of floating structures, design considerations, fatigue analysis and random environmental parameters’ consideration. Finally, the objectives of this research and the achievements are generally stated.

Chapter 2 reviews the state-of-the-art technologies for fatigue analysis of riser systems in offshore structures using various probability integral methods. The features of different environmental conditions and environmental loads are introduced. Traditional and advanced fatigue analysis approaches are reviewed, especially for the concern of flexible risers for offshore structures in deep-water environment. A comprehensive study for the methods of probability integral is conducted, and various techniques are reviewed and discussed in this chapter.

In Chapter 3, a new efficient simulation approach for long-term fatigue analysis with the consideration of coupling effects of two random environmental parameters in time domain is presented. The results obtained through this new approach which is enhanced by a succession of additional techniques are compared against those from classical numerical method, and it is found to have higher computational time efficiency and unbiased estimation accuracy.

In Chapter 4, classical multiple copula models are constructed for probability analysis of fatigue of the risers in the offshore structures, which is believed to be the first exploration for the fatigue assessment in offshore engineering field. The developed copula models are studied and compared with traditional conditional joint distribution models. The influences of different statistical models on the fatigue damage of flexible risers of FPSO system are further studied. The major advantage of these developed copula models is that nonlinear dependency among the environmental parameters can be modelled appropriately, while the traditional model only considers linear relationship among random variables.
Based on the developed classical multiple copula models, advanced multiple copula models are constructed to apply to long-term fatigue assessment of riser systems with three environmental random variables, which is presented in Chapter 5. Comparison studies are carried out to both classical multiple copula models and traditional models presented in Chapter 3 and Chapter 4. The initial results show its great potential for improving the modelling accuracy as well as the efficiency, which is worthy of further investigation in future.

Finally, Chapter 6 summarizes all the works accomplished in this PHD research, and suggests some recommendations for future development regarding to probabilistic analysis for offshore risers in long-term consideration.
CHAPTER 2 LITERATURE REVIEW AND BACKGROUND THEORY

2.1 Introduction

This chapter reviews various theories and techniques related to the fatigue assessment of mooring and riser systems in the long-term consideration. Section 2.2 reviews the statistical feature of random environmental variables as well as mathematical models for the ocean environment parameters. Section 2.3 introduces the fatigue related analysis and design of offshore structures. Section 2.4 focuses on an in-depth literature review of probability integral methods.

2.2 Review of Environmental Conditions and Environmental Loads

Offshore structures are placed in the ocean for exploration and production. The effect of ocean environment is important, and should be considered in the design and analysis of offshore structures, especially for floating structures. The most important environmental conditions are waves, winds and currents in most part of ocean water. Besides, earthquake and tsunami waves may affect a lot in specific parts of ocean water in the world. By nature, all these environment loads are random and do not exist independently. Therefore, it is necessary to use some statistical models to analyse the effects of environmental conditions.

2.2.1 Description of Ocean Waves

Since ocean waves are the most important environmental loading mechanism on offshore structures, it is necessary to find an appropriate way to model the wave forces on an offshore structure.

There are many ways to describe ocean waves from a mathematical point of view. One general way is to separate them into deterministic approaches and probabilistic approaches. In deterministic theories, waves are assumed to be regular and their properties are invariant at all time. Waves can be divided into two types called long waves and short waves in deterministic wave theories. “Long waves” have extremely long wave periods and wavelength and are caused by tides, tsunamis, etc. Besides, long waves always have large amplitude and are slowly moving. Compared with long waves, short waves have shorter wavelength, smaller amplitudes and move faster than long waves. The offshore engineer is more concerned with wind generated “short waves”.
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There are many wave theories (Faltinsen, 1990): linear waves theory (Schwartz, 1974), Cnoidal wave theory (Wiegel, 1960; Mallery and Clark, 1972), Solitary wave theory (Sarpkaya and Isaacson, 1881), Stream function wave theory (Dean, 1965 & 1970) and so on. Among them, the simplest and commonly used wave theory is the linear wave theory (DNV-RP-205, 2010). It can also be called small amplitude wave theory or Airy theory. In linear wave theory, the wave can be written as the form of a sine curve and free surface profile:

\[ \eta = a \sin(kx - \omega t) \]

where \( a \) is the wave amplitude, \( \omega \) is wave frequency, \( k \) is the wave number.

Compared with deterministic models, probabilistic models for ocean waves are more appropriate, since the ocean waves are random and chaotic. It is always assumed that wave field is stationary for limited periods of time, such as three hours. The assumed stationary period is called short-term wave field. On the contrary, long-term wave field which covers long periods of time is considered as a sequence of many short-term conditions.

In a probabilistic model, ocean waves cannot be simply described by an ideal sinusoidal wave model, which are replaced by a large number of wave components generated according to certain distributions. It is common to use a linear sum of regular waves which come from the same direction to model random waves. Each wave component has its own specific amplitude \( a \), frequency \( \omega \) and phase \( \epsilon \) and is supposed to behave based on linear wave theory. The wave elevation \( \eta \) can be written as:

\[ \eta(x, t) = \sum_{i=1}^{N} a_i \cos(k_i x - \omega_i t + \epsilon_i) \]  

(2.1)

where \( N \) is the number of total wave components, subscript \( i \) is the indication of the \( i \)th wave component and \( k \) is the wave number which can be obtained by solving the dispersion equation \( \omega^2 = gk \tan(h(kd)) \). \( d \) is the depth of water and \( g \) is gravity acceleration. \( \epsilon_i \) are random phases which follow uniform distribution between 0 and 2\( \pi \) and are mutually independent of each other. In narrow-band fatigue damage estimation, the basic assumption is that the stress cycles (S) can be determined directly from the maxima stress (\( S_a \)). Each cycle’s range is assumed to be twice the value of the maximum local stress. Moreover, the number of stress cycles per unit time can be obtained by the zero-crossing frequency of the stress response process. For narrow band gaussian process, the wave amplitude following a Rayleigh distribution (Rice, 1944; Cramer and Leadbetter, 1967; DNV, 2010).

\[ f_p(a) = \frac{a}{\sigma^2} \exp\left(-\frac{a^2}{2\sigma^2}\right) \]  

(2.2)
where $\sigma = \sqrt{\Delta \omega S_{\eta \eta}}$ for each component and $f_p(a)$ is probability density function of wave amplitude $a$ for each wave component. On the other hand, the amplitude for each wave component can also be treated as deterministic as $\sqrt{2S_{\eta \eta} \Delta \omega}$ for each wave component, it is the mean value of random amplitude. Wave spectrum, denoted as $S_{\eta \eta}(\omega)$, is a measure of wave energy density and its distribution over a frequency range plotted the whole information discussed above. The whole process is described in Figure 2.1.

![Wave spectrum schematic](image)

Figure 2.1 Schematic of random waves

There are several wave spectrum models that are commonly used, such as JOSNWAP spectrum model, Pierson-Mosowitz (PM) spectrum model, Bretschneider spectrum model, ISSC spectrum model and less used Ochi-Hubble spectrum model, as listed in Table 2.1 (Chakrabarti and Subrata, 2005). In the wave spectrum in Figure 2.1, each block represents one sea state and has its own wave height and period. Besides spectrum, there are other ways that can describe random waves, like wave height sequences which are defined by statistical laws such as ARMA and Markov (Box and Jenkins, 1970).
Table 2.1 Expressions for common spectrum models

<table>
<thead>
<tr>
<th>Model</th>
<th>No. of parameter</th>
<th>Independent Parameters</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pierson-Moskowitz</td>
<td>1</td>
<td>( U_{\omega}, \text{or } \omega_0 )</td>
<td>( S(\omega) = \alpha g^2 \omega^{-5} \exp(-1.25[\omega/\omega_0]^{-4}) )</td>
</tr>
<tr>
<td>Modified P-M</td>
<td>2</td>
<td>( H_s, \omega_0 )</td>
<td>( S(\omega) = \frac{5}{16} H_s \frac{\omega_0^4}{\omega^5} \exp(-1.25\frac{\omega}{\omega_0}^{-4}) )</td>
</tr>
<tr>
<td>Bretschneider</td>
<td>2</td>
<td>( H_s, \omega_s )</td>
<td>( S(\omega) = 0.1687H_s \frac{\omega_s^4}{\omega^5} \exp(-0.675[\omega/\omega_s]^{-4}) )</td>
</tr>
<tr>
<td>ISSC</td>
<td>2</td>
<td>( H_s, \bar{\omega} )</td>
<td>( S(\omega) = 0.1107H_s \frac{\bar{\omega}^4}{\omega^5} \exp(-0.4427[\omega/\bar{\omega}]^{-4}) )</td>
</tr>
<tr>
<td>JONSWAP</td>
<td>5</td>
<td>( H_s, \omega_0, \gamma, \tau, \alpha )</td>
<td>( S(\omega) = \tilde{\alpha} g^2 \omega^{-5} \exp\left(-1.25\left[\frac{\omega}{\omega_p}\right]^{-4}\right) \times \gamma \times \exp\left(-\frac{(\omega-\omega_p)^2}{2\sigma^2\omega_p^2}\right) )</td>
</tr>
<tr>
<td>Ochi-Hubble</td>
<td>6</td>
<td>( H_{s1}, \omega_{01}, \lambda_1, ) ( H_{s2}, \omega_{02}, \lambda_2 )</td>
<td>( S(\omega) = \frac{1}{\Gamma(\bar{\lambda})} \times \frac{H_{sj}^2}{\omega^{4\bar{\lambda}+1}} \exp\left[\frac{4\lambda_j + 1}{4}\left[\frac{\omega}{\omega_{0j}}\right]^{-4}\right] )</td>
</tr>
</tbody>
</table>

2.2.2 Environmental Parameters and Statistics

It is always assumed that there are no transition periods between two sea states of two short-term periods and in most cases this assumption seems to work well (Chakrabarti and Subrata, 2005).

It is always assumed that the wave field follows Gaussian distribution, which means the wave elevation at certain place at the sea surface can be described by a Gaussian random variable. In most cases, this assumption works well. But still in some special conditions, it is not always the case. It is not difficult to find ocean wave having higher crests and shallower corresponding troughs, which has already been considered in the practical design work. Different from the classical wave amplitude distribution in Equation (2.2), Jahns and Wheeler (1972) presented an empirical correction to the Rayleigh distribution of wave crests as:

\[
F_{\chi_p}(a) = 1 - \exp\left\{-8\frac{a^2}{h_s^2}\left[1 - \beta_1 \frac{a}{d} \left(\beta_2 - \frac{a}{d}\right)\right]\right\} \quad (a \geq 0)
\]

(2.3)

where \( h_s \) is the significant wave height, \( d \) is the water depth, \( \beta_1 = 4.37 \) and \( \beta_2 = 0.57 \) are empirical coefficients (Haring and Heideman, 1978).
A two-parameter Weibull distribution is cited by Forristall (2000) as a short-term model for the wave crests:

\[ F_{X_p}(a) = 1 - \exp \left\{ - \left( \frac{a}{\alpha_F h_s} \right)^\beta_F \right\} \quad (a \geq 0) \]  

(2.4)

where \( \alpha_F = 0.3536 + 0.2892s_1 + 0.1060Ur \) and \( \beta_F = 2-1.1597s_1 + 0.0968Ur^2 \), \( s_1 = \frac{2\pi h_s}{\delta t_1^2} \),

and \( t_1 \) is the mean value of wave period; \( Ur = \frac{h_s}{k_1^2d^3} \), \( k_1 \) is the wave number corresponding to \( t_1 \) (Chakrabarti and Subrata, 2005).

In the design and reliability analysis of offshore structures, it is very important to model the environmental parameters appropriately. Due to the lack of theoretical support for the choice of any model, many different environmental parameter models are proposed by different researchers.

Significant wave height \( H_s \) is the mean value of the highest one-third of wave heights in a time-series which represents a certain sea state. A lognormal distribution model was selected to describe ocean wave height in the very early years (Jaspers, 1956). Later, some researchers presented other models to describe the wave height distribution, such as Weibull distribution proposed by Battjes (1972), the mixed Lognormal-Weibull distribution presented by Haver and Nyhus (1986), Gamma distribution generalized by Ochi (1992) and Beta distribution suggested by Ferreira and Guedes Soares (1999). Equation (2.5) gives the mixed Lognormal-Weibull distribution for significant wave height:

\[ f(H_s) = \begin{cases} 
\frac{1}{\sqrt{2\pi eH_s}} \exp \left[ - \frac{(\ln H_s - \mu_h)^2}{2e^2} \right], & \text{if } H_s \leq \hat{H} \\
\left( \frac{\beta}{\rho} \right)^{\beta-1} \left( \frac{H_s}{\rho} \right)^{\beta} \exp \left[ - \left( \frac{H_s}{\rho} \right)^\beta \right], & \text{if } H_s > \hat{H}
\end{cases} \]  

(2.5)

where \( f(H_s) \) is the marginal probability density function (PDF) of \( H_s \). In North Sea, the parameters’ values are given: \( e=0.6565, \mu_h=0.77, \rho=2.691 \) and \( \beta=1.503 \) (Haver, 2002).

Spectral peak period \( T_p \) is the wave period with the highest energy, Sagrilo and Lima (2011) described its marginal PDF by 3-parameter Weibull distribution. In most cases, spectral peak period \( T_p \) is modelled together with significant wave height \( H_s \) in a joint distribution.

Since wind speed varies with time and location, wind climate is always represented by the 10-minute mean wind speed \( U_{10} \) and the standard deviation \( \sigma_U \) at the height of 10 meters above the
sea surface. A 2-parameter Weibull distribution is assumed for the 10-minute mean wind speed at a certain given height $z$ above the sea surface or the ground (Ramirez and Carta, 2005; Morgan et al., 2011; Manwell et al., 2002):

$$ F_{U_{10}}(u) = 1 - \exp \left( - \left( \frac{u}{A} \right)^k \right) $$

(2.6)

where $A$ is the scale parameter and $k$ is shape parameter, both of which are site- and height-dependent. Besides, studies show that sometimes 1-parameter Weibull distribution can give a better fit for the 10-minute mean wind speed at a certain location (Celik, 2004).

Similar to random waves, short-term stationary wind conditions can be described by wind spectrums. Equation (2.7) gives the variation of wind speed with the elevation:

$$ U_w(1h, z) = U_w(1h, z_R) \cdot \left( \frac{z}{z_R} \right)^{0.125} $$

(2.7)

where $z$ is the elevation of the wind above the sea surface, and $z_R=10$ meters, which is set as the reference elevation. $U_w(1h, z_R)$ is the 1 hour mean wind speed at reference elevation.

A general expression for the wind spectrum about 1 hour mean wind speed is:

$$ S(f) = \frac{(\sigma_\omega(z))^2}{f_p \left[ 1 + 1.5 \frac{f}{f_p} \right]^{\frac{3}{2}}} $$

(2.8)

where $S(f)$ is wind spectral energy density, $f$ is wind frequency, $f_p$ is wind peak frequency, and $\sigma_\omega(z)$ is the standard deviation of wind speed. Unlike wave spectrum, wind spectrum is mostly wide-banded, as shown in Figure 2.2.

![Figure 2.2 Power spectrum density of wind speed (Chakrabarti and Subrata, 2005)](image)
Current is a common environmental phenomenon in the open sea. In the early years of offshore engineering, it was believed that current was only present in the water near the surface but disappeared below 1000-meter water depth. However, recent studies show that some classes of currents exist in deep water environment and sometimes even in ultra-deep-water region. Current is turbulent. But in the design of offshore engineering, current is usually considered time invariant. In the structural design of offshore engineering, current speed at water surface with 10-year return period is used. Gumbel distribution is usually employed to describe the marginal distribution of current velocity (Pugh, 1982; Robinson and Tawn, 1997; Sauvaget et al., 2000).

\[ F_c(x) = \exp\left\{ -\exp\left( \frac{x-e}{d} \right) \right\} \]  \hspace{1cm} (2.9)

where \( e \) and \( d \) are time and site dependent coefficients.

Besides, Sagriolo, Lima and Papaleo (2011) proposed a good fit of marginal distribution of current velocity with 2-parameter Weibull distribution. Moreover, some researchers also consider the current direction in the model (Mazumder and Mazumber, 2006).

Since the individual environmental parameter models cannot take into account the relationships among different parameters, while they are not independent of each other in the actual environment, joint distribution model is one way to solve this problem. There are many approaches for establishing a joint environmental model such as Maximum Likelihood Model (MLM) (Prince-Wright, 1995) and the Conditional Modelling Approach (CMA) (Bitner-Gregersen and Haver, 1991).

A CMA joint distribution of significant wave height and period is recommended in design of offshore structures (in DNV-RP-C205). In this model, the marginal distribution of significant wave height is described by a 3-parameter Weibull PDF (Bitner-Gregersen, 2005):

\[ f_{H_s}(h) = \frac{\beta_{H_s}}{\alpha_{H_s}} \left( \frac{n-H_s}{\alpha_{H_s}} \right)^{\beta_{H_s}-1} \exp\left\{ -\left( \frac{n-H_s}{\alpha_{H_s}} \right)^{\beta_{H_s}} \right\} \]  \hspace{1cm} (2.10)

and the conditional PDF of zero-crossing wave period \( T_z \) reads

\[ f_{T_z|H_s}(t|h) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left\{ -\frac{(\ln t - \mu)^2}{2\sigma^2} \right\} \]  \hspace{1cm} (2.11)

\[ \mu = E[\ln T_z] = a_0 + a_1 h^{a_2}, \sigma = std[\ln T_z] = b_0 + b_1 e^{b_2 h} \]  \hspace{1cm} (2.12)
where $\alpha_{H_s}, \beta_{H_s}, \gamma_{H_s}$ are scale parameter, shape parameter and location parameter respectively. And $a_0, a_1, a_2$ and $b_0, b_1, b_2$ are coefficients estimated from actual database.

A 2-parameter Weibull model was employed by Bitner-Gregersen and Haver (1989) to describe the mean wind speed $U$ conditional on a given significant wave height $H_s$:

$$f_{U|H_s}(u|h) = k \frac{u^{k-1}}{U_c^k} \exp \left[-\left(\frac{u}{U_c}\right)^k\right]$$ (2.13)

where $U_c$ and $k$ are scale parameter and shape parameter respectively, which can be estimated from actual database. Suggested models of these two parameters are:

$$k = c_1 + c_2 h_s^{c_3}, U_c = c_4 + c_5 h_s^{c_6}$$ (2.14)

where the coefficients $c_1, c_2, c_3$ and $c_4, c_5, c_6$ are estimated from actual database.

For the wave direction, it is customary to assume that waves and winds are inline. Some researchers also study direction difference $\theta_r$ between waves and wind, expressed as:

$$\theta_r = \theta_{waves} - \theta_{wind}$$ (2.15)

where $\theta_{waves}$ and $\theta_{wind}$ are directions of wave and wind, and $\theta_r$ is assumed to follow beta distribution by Bitner-Gregersen (1996).

Besides conditional models discussed above, there are still some other reliable statistical models for wave environmental parameters, such as Nataf model and Copula model. Details of these models will be discussed in Chapters 4 and 5.

### 2.3 Review of Fatigue Analysis of Offshore Structures

Fatigue is caused by accumulated damage related to a large number of stress reversals and finally results in structures suffering from cracking. In offshore engineering, the purpose of fatigue design is to guarantee the offshore structures possess adequate fatigue life. There are already many well-established standards for the fatigue design of offshore structures such as DNV-RP-C203 (2011), ABS (2003), API-RP 2A-WSD (2014). In this section, general fatigue related design will be introduced, and then fatigue design of flexible risers will be specially addressed.

#### 2.3.1 Traditional Fatigue Design and Fatigue Analysis

##### 2.3.1.1 Damage Accumulation Rule and Fatigue Safety Checks
For most fatigue problems, the classical S-N approach is employed to determine the fatigue life of steel components of offshore structures:

\[ N = K \cdot S^{-m} \]  

(2.16)

where \( S \) is stress range, \( N \) is allowable number of cycles for the stress range, \( K \) and \( m \) are material constants depending on environmental conditions or test condition etc. Eq. (2.16) can also be expressed in another version as: \( \log(N) = \log(\bar{a}) - m\log(S) \).

Compared with single-slope S-N curve, two-slope S-N curve is preferable, which is defined as:

\[ N = \begin{cases} A \cdot S^{-m}, & N \leq N_Q \\ C \cdot S^{-r}, & N > N_Q \end{cases} \]  

(2.17)

All the coefficients in the above equation can be explained in the following Figure 2.3 (ABS, 2003).

Accumulation fatigue damage, a linear summation of the individual damage from all the stress range intervals, is carried out by Damage Accumulation Rule. The Palmgren-Miner Rule is a representative approach in calculating the cumulative fatigue damage and is mathematically expressed as Equation 2.18 and Figure 2.4:

\[ D = \sum_{i=1}^{J} \frac{n_i}{N_i} \leq D_{allow} \]  

(2.18)
where \( n_i \) is the number of stress cycles in stress block \( i \), \( N_i \) is the number of stress cycles to failure at the \( i \)th constant amplitude stress range block and \( D_{allow} \) is the allowable limit defined in the design codes.

![Figure 2.4 Fatigue damage due to different stress range blocks](image)

Fatigue Safety Check which is based on fatigue damage or fatigue life is another important definition in the fatigue assessment. In ABS (2003) codes, the structural component is considered safe when based on damage, if

\[
D \cdot FDF \leq 1.0
\]

(2.19)

If based on life, the safe inequality is:

\[
T_f \geq T \cdot FDF
\]

(2.20)

In the above two inequalities, \( FDF \) is the abbreviation of Fatigue Design Factor \((\geq 1.0)\), \( T \) denotes the design life (in years), \( D \) and \( T_f \) are calculated fatigue damage and calculated fatigue life.

In the DNV-PR-F204 (2010) codes, the Fatigue Safety Check is written as:

\[
D_{fat} \cdot DFF \leq 1
\]

(2.21)

where \( D_{fat} \) is the calculated fatigue damage, \( DFF \) is the Design Fatigue Factor and has the same function as FDF in ABS codes.

### 2.3.1.2 Fatigue Causes of Risers

Same as other structural components, the aim of fatigue design for risers is to ensure that risers have an adequate fatigue life and retain its intended function within its fatigue life.
Generally speaking, fatigue damage in risers should consider all relevant cyclic load effects:

1. First-order wave loading and associated floater motions;
2. Second-order wave loading and associated floater motions;
3. Riser Vortex induced vibrations (VIV) due to current along the water column;
4. Vortex induced hull motions (VIM) due to loop current;
5. Thermal and pressure induced stress cycles;
6. Collisions;
7. Internal fluid slugging effects;
8. Other concept specific loading conditions, like springing motion of TLPs;
9. Fabrication and installation loads.

Among the above possible resources that may directly or indirectly cause fatigue damage of risers, the most important contributions may come from wave induced, low-frequency induced and vortex-induced stress cycles (DNV-RP-F204, 2010).

### 2.3.1.3 Fatigue Analysis

A general way for the calculation of fatigue damage mostly caused by wave induced and low frequency induced loadings is using block method, and it is a popular industry practice for long-term fatigue analysis. There are mainly two steps for fatigue analysis using block method: firstly, subdivide the wave environment scatter or diagram into representative blocks; then select one sea state to represent all sea states within each block. The fatigue damage is calculated by combining each selected short-term sea-state multiplied by sea state probability:

$$D_{fat} = \sum_{i=1}^{N_s} D_i P_i$$  \hspace{1cm} (2.22)

where $D_{fat}$ denotes the long-term fatigue damage, $N_s$ is the number of discrete sea states in the wave environment scatter or diagram, $P_i$ is the probability of occurrence of the $i$th sea state and $D_i$ fatigue damage if the $i$th sea state (DNV-RP-F204, 2010). The representative short-term sea state should be carefully selected to ensure the calculated fatigue damage of which is equal or larger than all sea states generated within each block.
Fatigue damage accumulation should consider the global load effect of many states from low to moderate, which have a high probability of occurrence compared with rare extreme sea states. Moreover, the degree of nonlinearity involved is very small compared with extreme response (DNV-RP-F204, 2010).

Riser may experience VIV effect during its working time and the VIV induced fatigue damage is important for SCRs and top-tensioned risers in deep water. SCRs are very sensitive to VIV effect, especially at high current locations. Fatigue damage of high rates is generated by high frequency cyclic stress caused by high frequency vibrations of the risers due to vortex shedding. Compared with shallow water areas, risers in deep water are more sensitive to VIV influence due to several possible reasons such as current being always larger in deep water than in shallow water and longer risers being more sensitive to current effect (Bai, 2005).

2.3.2 Frequency Domain and Time Domain Analysis

The dynamic analysis of an offshore structure can be either performed in time domain analysis or frequency domain analysis. Compared with time domain analysis, frequency domain analysis is much more efficient requiring very little computational expense. However, frequency domain analysis cannot account for nonlinear effects, such as geometric nonlinearities, drag forces, second order slow drift forces on vessel and non-linearity in riser response. On the contrary, time domain analysis is more suitable in the non-linearity field at the expense of a larger amount of computational cost.

In some researchers’ study, some approximate methods have been developed to balance the efficiency and accuracy. Ormberg and Larsen (1998) as well as Senra (2002) proposed a method using time domain analysis with quasi-static analysis for lines, by adding dynamic effect such as equivalent linear damping and inertia coefficients on the vessel. Low and Langley (2006) proposed a linearization scheme for the drag forces on the mooring and riser systems which makes frequency domain analysis yield good results for both first and second order response of the system.

2.3.3 Fatigue Analysis of Flexible Risers

In Chapter 1, a brief description of various types of riser systems has been given, including flexible risers. In this section, a focused literature review about fatigue analysis of flexible risers as well as detailed design requirements of flexible risers will be presented.

2.3.3.1 Introduction
Flexible risers used in offshore engineering industry can be traced back to 1970s. In the very early stage, flexible risers were only employed in mild ocean environment, such as Brazil and the Mediterranean. Later, with the development of technology, the flexible risers are used in more challenging and adverse weather conditions, like deeper water depth, higher pressure and higher temperature environment.

Flexible risers always possess low bending stiffness and high axial tensile stiffness and have composite riser wall construction. There are mainly two types of flexible risers: bonded flexible risers and unbonded flexible risers. Bonded risers have different layers bonded together through adhesives or by applying heat or pressure to fuse all layers into one construction. Bonded flexible risers are generally used in short sections such as jumpers (API, 2002).

In unbonded flexible risers, different layers are able to slip relative to each other. Unbonded flexible risers can be used for several hundred meters long and are always applied in many situations. As shown in Figure 2.5 and Figure 2.6, the cross section of an unbonded flexible riser is composed of metallic concentric layers and polymeric layers with specific functions for each layer. A typical unbonded flexible riser generally has five main components: carcass, pressure sheath, pressure armor, tensile armor and outer sheath.

Figure 2. 5 Unbonded flexible pipe (De Sousa et al., 2012)
The innermost layer is an interlocked metallic layer, called carcass whose main function is to provide collapse resistance to the pipe against hydrostatic pressure and crushing load. Carcass can be made up of different grades of steel, depending on the internal fluid characteristics.

Since the carcass is not leak-tight, the pressure sheath (also known as internal polymer sheath) serves as a membrane to maintain fluid integrity around it. Consideration should be paid to the design of pressure sheath due to its exposure concentrations and fluid temperature.

Pressure armor is an interlocked metallic layer to support pressure in the pipe wall caused by internal fluid pressure in the radial direction. Some types of pressure armor profiles are shown in Figure 2.7.
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Figure 2. 7 Pressure armor profiles (API, 2002)

Tensile armor layers are made up of a large number of flat, round or shaped metallic wires with a high pitch around 20 degrees to 60 degrees. The tensile armor is cross-wound at an angle near 55 degrees in pairs to main a stable against the tensile load on the flexible pipe. Similar to the pressure armor, tensile armor also uses the high strength carbon steel as material to meet the requirement of “sweet” and “sour” service.

Outer sheath is an external polymer sheath, which is made up with similar material as the inner polymer sheath, works as a barrier to protect the steel layers from seawater (API, 2002).

It is always supposed that air is the only substance in the annulus of flexible risers. However, there are also water and gas in the annulus environment which may lead to corrosion of armor layers (Sheehan, 2006).

2.3.3.2 Fatigue Analysis of Flexible Riser

Special attention should be paid to flexible risers in the fatigue analysis, due to their special structural construction. Compared with rigid steel pipes, the inner structure of the flexible risers makes it more compliant with the floating structures and enhances the capability of adapting to harsh environment.
Fatigue damage is an accumulated definition based on dynamic analysis of forces and bending moments on the target object. For simple rigid pipes, such as SCRs, the stresses that induce fatigue damage are calculated by simple formulas which can be directly conducted in the global analysis. Different from SCRs, besides environmental loading and other sources of fatigue damage, the induced stresses from the flexible risers’ inner layers also act on the pipe, which should also be considered in the fatigue analysis of flexible risers (De Sousa et al., 2012). So far, some researchers have proposed several methodologies for the fatigue analysis of flexible risers.

De Sousa (2012) proposed a methodology adopting a post-processor to evaluate the fatigue life of flexible risers. Based on the conventional fatigue analysis methods for rigid pipes, whose global analysis directly provide time series of stresses for each sea state, one more step is added to the proposed method. The proposed method stores the time series of tension and moments for each sea state and converts them into time series of stresses, with the help of post-processor FADFLEX (De Sousa et al., 2007; De Lemos et al., 2008). Then, a counting method like traditional Rainflow method is employed to analyse the stress cycles with the help of S-N curve and finally the fatigue damage for one sea state is obtained. Later, the classical damage accumulation rule Palmgren-Miner Rule based on linear damage hypothesis is then employed to sum all the fatigue damage of each sea state together to obtain the total fatigue damage in the long-term period. De Sousa’s study shows that the friction between neighbouring layers and the different mean stress level would influence the fatigue life of flexible risers.

Another fatigue analysis method based on transfer functions includes three main steps (De la Cour, 2008). The first step is to perform global fatigue analysis to provide input to the local analysis. The second step is to transfer the data like curvature and tension variation for each element obtained from first step into local model with the purpose of accounting for the mean stress components effect. The last step is to employ an analytical tool BENDFLEX, which combines the advantages of BEND and BFLEX (Andersen et al., 2011) to work as transfer function to obtain the tensile armor stresses as a function of internal pressure, external pressure, tension and curvature. The analysis of the entire riser length under a large number of loads, as well as parameter sensitivities and the effect under an irregular model can be implemented by this program. The fatigue driving mechanisms before the implementation of fatigue analysis procedure was also studied by De la Cour (2008). In their study, detailed description of the fatigue drivers was given, which included high inter-layer contact pressure induced by severe tension and ambient hydrostatic pressure loads, corrosion fatigue concerning high strength steel
Similar to SCRs, VIV plays an important role in the fatigue damage of flexible risers in deep water. But different from SCRs, the fatigue damage in tensile armor wires is also very important (Zhang, et al., 2011). The stress variation in wires is caused by four sources: riser tension variation, interlayer friction, interlayer friction, variation in wire normal curvature and transverse curvature when the pipe is in bending state. In Zhang’s study, since the wave and surface vessel motion induced VIV is very small, the fatigue damage caused by VIV could be considered by steady current which produced curvature variation directly. There are four steps in the proposed process of VIV fatigue analysis in Zhang’s study: firstly, prepare some basic information, such as properties of flexible risers, current profile, and S-N curve; secondly, dynamic global simulations of the flexible riser under current loads are implemented using Shear7 or OrcaFlex; thirdly, the curvature distribution along the flexible riser is obtained by the post-processing; finally, fatigue damage is calculated based on S-N curve (Zhang, et al., 2011).

2.3.3.3 Improve the Fatigue Capacity of Flexible Riser

In order to meet the requirement of future offshore development at deep water depth, improving the fatigue capacity of flexible riser is on demand. There are many promising methods, such as using high strength material grades for steel armor layers, replacing the conventional material for steel armor layers with new materials, updating safety factor by establishing reliability-based safety factor (Leira, et al., 2007;), optimizing the cross-section of pipe and riser system configuration, managing the fatigue integrity during its service time (Brack, et al., 2007; Chezhian, 2007) and so on.

Hybrid flexible pipe is another concept which is proposed for the improvement of traditional flexible riser. An example is using fiber-reinforced polymer (FRP) composite material as an alternative to replace traditional steel materials in flexible pipes. Compared with traditional steel materials, FRP provides higher strength, lower weight, and better corrosion resistance and fatigue characteristics. However, due to its significant difference from metallic materials, it has not put into use yet. Another example is a hybrid unbonded flexible pipe concept, Flextreme® (Nielsen, 2001), as shown in figure 2.8.
The new concept hybrid flexible pipe Flextreme targets at water depth more than 2000 meters, which has excellent resistance to high crushing and collapse and good tensile capacities. Their structural composition is different from that of traditional flexible pipes which have a new metallic inner armour layer and outer FRP armour layer, making the new concept hybrid flexible pipe possesses better buckling stability and good corrosion fatigue behaviour.

2.4 Review of Methods for Probability Integrals

Since there are many uncertainties in the fatigue analysis of offshore related components such as mooring and riser systems, it is necessary to employ an efficient reliability approach to solve such problems. The uncertainties may come from many sources including environmental conditions such as winds, currents and ocean waves, as well as seafloor interaction and properties of the vessel system itself.

2.4.1 Reliability Assessment

“Uncertainty” is an important definition in reliability assessment, and it is not an easy job to identify uncertainties in a complex system. One of the popular classifications of uncertainties is to divide them into two types: aleatory uncertainty and epistemic uncertainty, referring to underlying inherent uncertainties and uncertainties that might be reduced with better information, respectively.

Reliability is an inherent feature of system that cannot be achieved accidentally and can be estimated by testing until the system fails. More times to be test, better the test results will be. Therefore, there is a balance between the confidence level and the cost of testing.
Generally, reliability can be defined as a probability that a system or a component of interest that will perform its function during a specific period under given conditions. In the structural sense, reliability can be explained as the probability of safety over a given period, or as the complement of failure probability:

\[ P_s = 1 - P_f = P[R > S] \]  \hspace{1cm} (2.23)

where \( P_s \) and \( P_f \) are safety probability and failure probability respectively, \( R \) is the structural resistance and \( S \) is the load effect.

Establishing an appropriate reliability model is well known to be a challenging task. Formulating a reliability model has its own rules: first, checking the reliability data whether they are collected correctly; second, summarizing and checking up the data; third, based on the well-established understanding of failure mechanism and factors that will affect the failure, establishing a reliability model and making sure that the random variables about those factors which can control the reliability model; fourth, guaranteeing the efficiency and fairness of the estimated parameters; fifth, testing the reliability model by observations or experiments. Generally, many variables may affect the reliability of the system and it is not realistic to consider all of them. Therefore, it is important to select appropriate random variables that can meet the requirement of target reliability problem and to define them as basic random variables in the reliability analysis. Then, these basic random variables are employed to describe and characterize the behaviour and safety of a structure. Moreover, the selected basic random variables are not always independent of each other and the dependent cases would add complexities to the reliability problem. Therefore, it is required to provide appropriate probability distributions, based on the available knowledge and the basic random variables.

Let \( X = [X_1, X_2, \ldots, X_n] \) represent all basic variables involved in the proposed reliability model, and then any exact value set of \( x = [x_1, x_2, \ldots, x_n] \) represent a point in the \( n \) dimensional variable space. Since the basic random variables are not always independent of each other, the joint probability density (JPDF) function \( f(x_1, x_2, \ldots, x_n) \) is employed to define the probability reliability \( P_R \):

\[ P_R = \int_{x_1}^{\cdots} \int_{x_n} f(x_1, x_2, \ldots, x_n) \, dx_1 \, dx_2 \, \cdots \, dx_n \]  \hspace{1cm} (2.24)

For independent random variables, the JPDF can be expressed as:

\[ f(x_1, x_2, \ldots, x_n) = f(x_1)f(x_2) \cdots f(x_n) \]  \hspace{1cm} (2.25)
Insert (2.25) into (2.24):

\[ P_R = \int_{x_1, x_2, \cdots, x_n \in S} f(x_1) f(x_2) \cdots f(x_n) \, dx_1 \, dx_2 \cdots dx_n \quad (2.26) \]

In Equation (2.26), \( f(x_1)/f(x_2) \cdots f(x_n) \) are the marginal probability densities of the basic random variables. By integrating the probability density function over safety region \( S \), the probability of reliability is obtained and the probability of failure is calculated by integrating the probability density function over failure region \( F \).

### 2.4.2 Classification of Methods for Probability Integrals

In the last section, it is recognized that reliability approaches are considered as the most credible and consistent way to handle the fatigue problem of mooring and riser systems. In order to solve the long-term cumulative fatigue damage, multiple integral is required and the dimension of the integration depends on the number of basic random variables selected. Generally, the probability integral methods can be classified into four categories:

1. Direct analytical integration method, which is only suitable for some special cases.
2. Numerical integration method, a brute-force method which is often computationally prohibitive.
3. Sampling method, such as Monte Carlo method.
4. Other methods such as Perturbation Approach and Asymptotic Approximation which will be introduced in Section 2.4.5.

### 2.4.3 Direct Analytical Integration and Numerical Integration

Direct analytical integration can only be applied to very few special cases and is not able to solve general integral problems.

Direct numerical integration is very time-consuming, which has been found to give satisfactory results if each integral step is small enough with the sacrifice of the computational expense. The good results are also because the underestimation of the integrand near the mean value is compensated by the overestimation elsewhere (Dahlquist and Björck, 1974). This method is not always available due to the round-off errors and vast computational time. Furthermore, the computational time grows exponentially with dimension of the integration space.

In a special case such as:
where $G(x)$ is the limit state function, which returns a negative value under system failure conditions and a positive value when the system is stable; $a_i$ is the $i$th constants; $x_i$ is the $i$th random variable ($i = 1, 2, \ldots, n$). The multiple dimensional integral in Equation (2.24) is quite complex and computationally time consuming. Stevenson and Moses (1970) states that it is possible to reduce the multi-dimensional integral into a series of one dimensional integral, which proves to be still complex due to extensive numerical work. In order to simplify the integral, divergence theorems of Stokes and Gauss are invoked to transfer two or three dimensional integral to one or two dimensional integral respectively (Shinozuka, 1983).

Since the direct numerical integration costs too much computational time especially when the integral dimension is large, it is not very popular for solving large integral problems. Instead, Monte Carlo and other similar methods are developed, which are more superior in terms of robustness and accuracy.

### 2.4.4 Monte Carlo Technique

#### 2.4.4.1 Introduction

Monte Carlo method is based on repeated random sampling to obtain numerical results. Monte Carlo methods are generally used in three different types of problems: optimization, numerical integration and generation of samples according to a probability distribution.

In structural reliability analysis, Monte Carlo simulation is to sample each random variable $X_i$ randomly to give a sample value $x_i$. For instance, if the limit state is violated, $G(x) \leq 0$, then the structure is defined as failure. The failure probability is approximated by Monte Carlo simulation as:

$$P_f \approx \frac{n(G(x_i \leq 0))}{N}$$  

(2.28)

where $N$ is the total number of times the experiment is repeated and $n(G(x_i \leq 0))$ is the trial number satisfied $G(x_i \leq 0)$.

Monte Carlo method is based on the known probabilistic properties, which can be solved by many times of sampling and data analysis.

Compared with direct numerical integration, Monte Carlo methods are superior when the number of simulations is less than the number of integration points required by numerical
methods (Melchers, 1999). Moreover, the efficiency of Monte Carlo simulation depends on the coefficient of variation (CoV) instead of integral dimension. Therefore, the superiority of Monte Carlo methods is more obvious when the integral dimension is large and can give relative precise result when the number of simulation experiments is large enough.

2.4.4.2 ‘Crude’ Monte Carlo

‘Crude’ Monte Carlo simulation is the simplest Monte Carlo approach which generates samples directly. Equation (2.28) uses ‘crude’ Monte Carlo method and provides a direct estimated failure probability \( P_f \). The ‘crude’ Monte Carlo can be expressed as:

\[
P_f \approx J_1 = \frac{1}{N} \sum_{j=1}^{N} I[G(x_j) \leq 0]
\]  

(2.29)

where \( I \) is indicator function and \( I[ ]=1 \), if \( [ ] \) is true, else \( I[ ]=0 \). \( P_f \) is an unbiased estimator of \( J \). The direct sampling technique may be shown in Figure 2.9.

![Fitted cumulative distribution function based on direct sampling technique](image)

Figure 2.9 Fitted cumulative distribution function based on direct sampling technique

It can be seen from Figure 2.9 that only a small range of \( F_G(g) \) is of interest and the structure is safe at most time. The region at \( G(\ ) \leq 0 \) (the left-hand tail in Figure 2.9) is a more interesting region which represents the failure region. Therefore, the direct sampling technique is not efficient, and searching for a method to improve the sampling efficiency attracts many researchers’ attention (Melchers, 1999).

2.4.4.3 Variance Reduction

Based on the central limit theorem, the right part of Equation (2.29) can be considered as the sum of independent sampling function following normal distribution. When \( N \) approaches infinity, the expectation of \( J_1 \) is:
\[ E(J_1) = \sum_{i=1}^{N} \frac{1}{N} E[I(G \leq 0)] = E[I(G \leq 0)] \] (2.30)

It should be indicated that the estimator in Eq. (2.30) is unbiased.

The variance of \( J_1 \) is:

\[ \sigma_{J_1}^2 = \sum_{i=1}^{N} \frac{1}{N^2} var[I(G \leq 0)] = \frac{\sigma_{I(G \leq 0)}^2}{N} \] (2.31)

From the above equations, both the standard deviation decreases in proportion to \( N^{-1/2} \). The slow convergence makes the ‘cruel’ Monte Carlo not so efficient. ‘Variance reduction’ techniques are proposed to solve the slow convergence problem. The essence of ‘variance reduction’ techniques is to reduce \( \sigma_{I}^2 \). Additional information is required to implement the ‘variance reduction’ techniques. One general way of reduction strategy is to limit the simulation to more “interesting” regions. Various ‘variance reduction’ strategies can be referred to references (Rubinstein, 1981; Warner and Kabaila, 1986).

### 2.4.4.4 Importance Sampling

Importance sampling is a classical ‘variance reduction’ technique which is commonly used. Equation (2.24) can be rewritten with the indicator function \( I() \):

\[ J = \int \cdots \int I[G(x) \leq 0] \frac{f_x(x)}{h_v(x)} h_v(x) dx \] (2.32)

where \( h_v() \) is the ‘importance sampling’ PDF.

According to the definition of expected value (First Moment),

\[ E(X) \equiv \mu_X = \int_{-\infty}^{+\infty} xf_x(x) dx \approx \sum_i x_i p_X(x_i) \] (2.33)

Equation (2.32) can be rewritten in the expected value form:

\[ J = E\left\{ I[G(v) \leq 0] \frac{f_x(v)}{h_v(v)} \right\} = E \left( \frac{I_f}{h} \right) \] (2.34)

Compared with Equation (2.30), \( I() \) is replaced by \( I(\frac{f}{h}) \). And \( v \) is the random vector with PDF \( h_v(v) \). Then the unbiased estimated value of \( J \) can be rewritten as:

\[ P_f \approx J_2 = \frac{1}{N} \sum_{j=1}^{N} \left\{ I[G(\tilde{v}_j) \leq 0] \frac{f_x(\tilde{v}_j)}{h_v(\tilde{v}_j)} \right\} \] (2.35)
From the above equation, it is easy to find that the distribution of $h_v(\cdot)$ governs the samples’ distribution. The most challenging task in importance sampling method is to choose an efficient importance sampling density $h_v(\cdot)$. The essence of importance sampling is to reduce the variance in $J_2$ in Equation (2.35). A perfect choice of $h_v(\cdot)$ would produce zero variance, which means $h_v(\cdot)$ equals to the density of $I[G(\hat{v}_j) \leq 0]f_x(\cdot)$. On the contrary, the variance can also be increased if the $h_v(\cdot)$ is poorly selected (Kahn, 1956).

### 2.4.4.5 Quasi-Monte Carlo

The only difference between Quasi-Monte Carlo and classical Monte Carlo exists in the way how sample points are chosen. Different from classical Monte Carlo method which is based on pseudorandom number sequence, Quasi-Monte Carlo method generates samples based on low-discrepancy sequence, such as Halton sequence, Sobol sequence and Faure sequence.

The pros and cons of Quasi-Monte Carlo method have been studied by many researchers in the past (Morokoff and Caflisch, 1995; Caflisch, 1994; Sarkar, 1987). Compared with standard Monte Carlo method, the superiority of Quasi-Monte Carlo is not obvious especially in high dimensions or for not smooth integrals (Morokoff and Caflisch, 1995). Quasi-Monte Carlo shows a slight advantage in some special conditions.

Since the advantage of Quasi-Monte Carlo method is not so apparent, standard Monte Carlo method is still preferred by most researchers and engineers.

### 2.4.5 Probability Integral Methods

This section introduces various existing methods for probability integrals. The suitability of each method will to some extent depend on the characteristics of the integrand. For instance, First-Order Reliability Methods is only suitable for linearized problems. For nonlinear problems or even more complex problems, other methods are required. The followings are the detailed discussion of different probability integral methods and their suitability in solving different problems.

#### 2.4.5.1 First-Order Reliability Method (FORM)

First-Order Reliability Method (FORM) is a common reliability method which is easy to implement. As its name suggests, the FORM is based on a first-order Taylor series approximation (Achintya, 2000).
In FORM, its performance function is linearized at the design point $\theta^*$. The design point is located on the limit state surface at the minimum distance from the origin. $R$ and $S$ are resistance and load effect respectively. The most important function for FORM is to solve the reliability problem of structure’s failure:

$$P_f = P(R < S) = \int \cdots \int_{Z<0} f_{\theta}(\theta_1, \theta_2, \cdots, \theta_n) d\theta_1 d\theta_2 \cdots d\theta_n$$  \hspace{1cm} (2.36)

where $\theta_1, \theta_2, ..., \theta_n$ are random variables distributed according to $f_{\theta}(\theta_1, \theta_2, \cdots, \theta_n)$.

Then failure event occurs when $Z<0$. Suppose $z = G(\theta)$ is normally distributed, then the reliability index and failure probability are:

$$\beta = \frac{\mu_R - \mu_S}{\sqrt{\sigma_R^2 + \sigma_S^2}}$$  \hspace{1cm} (2.37)

$$P_f = \Phi(-\beta)$$  \hspace{1cm} (2.38)

The Taylor expansion of the performance about the design point is:

$$Z = g(\theta^*) + \sum_{i=1}^{n} \frac{\partial g}{\partial \theta_i}(\theta_i - \theta_i^*) + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial^2 g}{\partial \theta_i \partial \theta_j}(\theta_i - \theta_i^*)(\theta_j - \theta_j^*) + \cdots$$  \hspace{1cm} (2.39)

where derivatives are evaluated at the design point $(\theta_1^*, \theta_2^*, \cdots, \theta_n^*)$, and $\theta_i^*$ is the value of $\theta_i$ at the design point. Keeping the linear terms, the mean and variance of $z$ are:

$$\mu_z \approx g(\theta_1^*, \theta_2^*, \cdots, \theta_n^*)$$  \hspace{1cm} (2.40)

$$\sigma_z^2 \approx \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial g}{\partial \theta_i} \frac{\partial g}{\partial \theta_j} CoV(\theta_i, \theta_j)$$  \hspace{1cm} (2.41)

where $CoV(\theta_i, \theta_j)$ is the covariance of $\theta_i$ and $\theta_j$.

In the implementation of FORM evaluation, the most critical step is to find the design point. Usually, the solutions of limit state equations during the iteration are required for searching design point (Rackwitz, 1976). Alternatively, a Newton-type recursive formula is proposed to find the design point instead of using limit state equations (Rackwitz and Fiessler, 1978).

In the above discussion, the FORM can be easily carried out assuming the variables are normally distributed. However, most practical distributions are not normal distributions. In order to solve such problems, transformations can be employed to transform other random variables into normal space, such as Rosenblatt transformation (Madsen et al., 1986).
Since FORM is based on the first order approximation, it is mostly suitable for linearized problems. For nonlinear problems, significant error may occur due to neglecting the higher order terms.

### 2.4.5.2 Second-Order Reliability Method (SORM)

As mentioned in the above, FORM can no longer give good solutions when the limit state function is nonlinear. Hence, a higher order approximation for the failure probability computation is required. As shown in Figure 2.10, one linear and one nonlinear limit states with the same design point are demonstrated. The result shows that the failure domains differ a lot. The FORM ignores the curvature of the nonlinear limit state which has been improved by Second-Order Reliability Method (SORM).

![Figure 2.10 Linear and nonlinear limit states](image)

The Taylor expansion of a second-order nonlinear function \( g(\theta_1, \theta_2, \ldots, \theta_n) \) at the design point is:

\[
g(\theta_1, \theta_2, \ldots, \theta_n) = g(\theta_1^*, \theta_2^*, \ldots, \theta_n^*) + \sum_{i=1}^{n}(\theta_i - \theta_i^*) \frac{\partial g}{\partial \theta_i} + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n}(\theta_i - \theta_i^*)(\theta_j - \theta_j^*) \frac{\partial^2 g}{\partial \theta_i \partial \theta_j} + \ldots \tag{2.42}
\]

where \((\theta_1^*, \theta_2^*, \ldots, \theta_n^*)\) are design points. Compared with FORM which ignores the terms beyond the first-order, SORM ignores the terms beyond the second-order (Haldar, 2000).

SORM method has improved the accuracy of reliability evaluation by considering the curvature of limit state function.
Besides linear limit state function and second-order nonlinear limit state function, a number of a more complex approximations for limit state functions have been proposed, which include the use of piecewise spherical sectors (Veneziano, 1974), the use of quadratic expressions centred about the checking point (Fiessler et al., 1979; Horne and Price, 1977) and the use of (linear) tangents at various predefined locations on \( g(y) = 0 \) (Berthellemey and Rackwitz, 1979). For those complex limit state functions, First-Order Reliability and Second-Order Reliability method may not be appropriate.

### 2.4.5.3 First Order Saddlepoint Approximation (FOSPA)

Daniels (Daniels, 1954) was the first researcher who introduced the saddlepoint approximations in statistical application. Saddlepoint Approximation is an efficient method to estimate the statistical characteristics of a random variable such as the PDF and mean.

The PDF of a random variable \( y \) can be approximated by saddlepoint approximation as follows.

The moment generating function of \( y \) is defined as:

\[
M_y(t) = \int_{-\infty}^{+\infty} e^{ty}f_Y(y)dy
\]  

(2.43)

Let \(-c_1 < t < c_2\), and \(0 \leq c_1 \leq \infty, 0 \leq c_2 \leq \infty\), but \(c_1 + c_2 > 0\).

The cumulant generating function (CGF) of \( y \) is defined as the natural logarithm of \( M_y(t) \):

\[
K_y(t) = \log\{M_y(t)\}
\]  

(2.44)

By using the inverse Fourier formula, the density function \( f_Y(y) \) can be obtained:

\[
f_Y(y) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} M(it) e^{-ity} dt = \frac{1}{2\pi} \int_{-i\infty}^{+i\infty} exp\{K(t) - ty\} dt
\]  

(2.45)

If \( n \) random variables are independent and identically distributed, the PDF of \( y \) can be written as:

\[
f_n(y) \cong \frac{1}{2\pi} \left[ \frac{n}{K''_y(t_s)} \right]^{\frac{1}{2}} e^{n[K(t_s)-t_s y]}
\]  

(2.46)

where \(K''_y(\quad)\) is the second order derivative of the CGF of random variable \( y \), and \( t_s \) is the saddle point.
Since the CGF of a random variable is the central idea of the FOSPA, the condition of CGF may influence the result a lot. Details of CGF can be found in references (Du and Sudjianto, 2004; Huang and Du, 2008).

FOSPA was proposed by Du and Sudjianto, which can generate reliability approximation more accurately than FORM at the expense of ‘unclear’. In FOSPA, the limit state function is linearized at the so-called most likelihood point (MLP) in the original space. The saddlepoint approximation can be directly applied if the CGF of random variable $X$ is available. If the CGF of random variable $X$ is not available, it is required to transform $X$ to the CGF available distribution before the implementation of saddlepoint approximation.

Compared with FORM, FOSPA can be linearized at the original space instead of only in standard normal space and the process of searching for MLP is faster than most probable point (MPP) in most cases. At the same computational effort, FOSPA can be more accurate than FORM.

In order to improve the accuracy, the second or higher order of saddlepoint approximation can be considered. The most critical problem exists in how to calculate the CGF of $y$ with the known CGF of $x$ and the relationship between $x$ and $y$ when the order is higher.

**2.4.5.4 Mean-Value Second Order Expansion**

After the discussions about the FORM, SORM and FOSPA, it is found that all of them require the searching for MPP or MLP and both the FORM and FOSPA linearize the limit-state function at MPP or MLP respectively. The SORM improves the FORM with higher accuracy at relatively lower efficiency. Liu and Peng (2012) proposed a new method called mean-value second-order expansion to improve the characteristics of the above three. This new method avoids the process of searching for MPP or MLP, and its limit-state function is decomposed into one dimensional function which then expands at the mean value to the second order. After the above procedure, there are two branch methods: one is called second-order saddle-point approximation method (SMSA) and the other is named second-order method by non-central chi-square distribution (SMNC). The details of saddle point approximation can be referred to Daniels (1954) and Lugannani and Rice (1980). If the saddle-point does not exist, SMNC would be used then and the cumulative distribution function (CDF) of the limit-state function will be approximated by non-centrally chi-square distribution or normal distribution (Liu and
Peng, 2012). The Mean-Value Second-Order method has been proved to be more precise and efficient than the three methods discussed previously.

### 2.4.5.5 Mean-Value First Order Second Moment (MVFOSM)

Besides FORM and FOSA, MVFOSM is another method based on first order Taylor expansion. In MVFOSM, the performance function is linearized at the mean values instead of MPP. Similar to FORM, MVFOSM requires transformation from the original distribution space to standard normal space. Since it avoids the process of searching for MPP, MVFOSM is much more efficient than FORM. An obvious deficiency of MVFOSM is that it only uses the first two moments of random variables instead of the information of the complete distribution (Haldar and Mahadevan, 2001; Youn and Choi, 2004).

### 2.4.5.6 Mean-Value First Order Saddlepoint Approximation (MVFOSA)

Mean-value first order saddlepoint approximation is to calculate the CDF and PDF by saddlepoint approximation. The first step of MVFOSA is to linearize the performance function at the mean values of random variables. Then, the CGF of the performance function is evaluated. Finally, the CDF and PDF are estimated. More detailed information about CGF can be referred to Refs (Huang and Du, 2008; Bain and Engelhardt, 1991; Johnson and Kotz, 1970). Compared with MVFOSM, MVFOSA is more accurate due to the use of complete distribution information instead of only the first two moments of random variables.

### 2.4.5.7 Second-Order Reliability with First-Order Efficiency (SORM-FOE)

Since the FORM is efficient but may not be accurate for linear limit-state functions and SORM is more accurate but with less efficiency, Zhang and Du (2010) proposed a new method which contains both second-order’s accuracy and first-order’s efficiency.

SORM-FOE first searches for the MPP with FORM, and then decomposes the limit-state functions at MPP into univariate functions which are approximated into a quadratic version. CGF of the limit-state function is then available and then with the help of saddlepoint approximation, the probability of failure can be obtained. Compared with FORM, SORM-FOE has higher accuracy but slightly less efficiency. The slight additional computational cost is due to the gradient calculation in MPP searching. However, if the univariate dimension reduction cannot approximate the limit-state function accurately, big error may appear.
2.4.5.8 Second-Order Perturbation Approach

Second-order perturbation approach requires very little computational cost for the approximation of integral. It is based on a second-order Taylor expansion about the mean of \( \theta \), which can be expressed as:

\[
I = h(\bar{\theta}) + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} T_{ij}(\theta)V_{ij}
\]

(2.47)

where \( I \) is the multidimensional integral; \( T_{ij}(\theta) = \frac{\partial^2 h(\theta)}{\partial \theta_i \partial \theta_j} \) is the element of Hessian matrix, and \( V_{ij} = E[(\theta_i - \bar{\theta}_i)(\theta_j - \bar{\theta}_j)] \) is the element of covariance matrix (Papadimitriou, et al., 1997).

This approximation approach only works well for very limited cases (Koyluoglu, 1995). Even for some low level of uncertainty cases, it can still give unsatisfactory results (Singh, 1980; Papadimitriou et al., 1995). Another deficiency of this method is that it only considers its mean value instead of its real distribution.

2.4.5.9 Asymptotic Approximation

In general, a multidimensional integral can be written in the form:

\[
I = \int_{\Theta} h(\theta) p(\theta) d\theta
\]

(2.48)

where \( h(\theta) \) and \( p(\theta) \) are smooth functions when \( \theta \in \Theta \), \( p(\theta) \) is PDF function, \( \Theta \) is sub region of \( \mathbb{R}^n \). In very rare cases, Equation (2.48) can be solved analytically. Numerical methods could give accurate result with costly computational expense. Asymptotic approximation gives an analytical approximation for the integral in Equation (2.48).

Asymptotic approximation is more complicated and accurate than the perturbation method. The integral of asymptotic approximation is based on an expansion of its natural logarithm about the point which locates at a single maximum of the integrand (Papadimitriou, et al., 1997):

\[
I = \int_{\Theta} \exp[l(\theta)]d\theta
\]

(2.49)

where

\[
l(\theta) = \ln h(\theta) + \ln p(\theta)
\]

(2.50)

Suppose \( \theta^* \) is the local maximum inside \( \Theta \), and is also the global maximum over \( \Theta \). Then by explaining \( l(\theta) \) at its maximum point \( \theta^* \), the following can be obtained:
\[ p \frac{\partial h}{\partial \theta_i} + h \frac{\partial p}{\partial \theta_i} = 0, \quad i = 1, 2, \ldots, n \]  
(2.51)

Equation (2.51) is satisfied at \( \theta^* \in \Theta \).

Then Equation (2.49) can be rewritten as:

\[ I = \int_{\Theta} \exp \left[ I(\theta^*) - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} L_{ij}(\theta^*) (\theta_i - \theta_i^*) (\theta_j - \theta_j^*) + E(\theta) \right] d\theta \]  
(2.52)

where

\[ L_{ij}(\theta) = -\frac{\partial^2 l(\theta)}{\partial \theta_i \partial \theta_j} \]  
(2.53)

Then Equation (2.52) can be rewritten as:

\[ I = h(\theta^*) p(\theta^*) \int_{\Theta} \exp \left[ -\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} L_{ij}(\theta^*) (\theta_i - \theta_i^*) (\theta_j - \theta_j^*) \right] \cdot \exp[E(\theta)] d\theta \]  
(2.54)

By introducing Laplace's method into the above integral (Bleistein and Handelsman, 1986):

\[ I(\theta^*) \sim (2\pi)^{n/2} h(\theta^*) p(\theta^*) \frac{1}{\sqrt{\det[L(\theta^*)]}} \]  
(2.55)

If there is more than one local maximum in \( \Theta \), say \( \theta_j^*, j = 1, \ldots, r \). The proposed method can be modified by summing all asymptotic contributions:

\[ I = \sum_{j=1}^{r} I(\theta_j^*) \]  
(2.56)

where \( r \) is the number of local maximum.

In asymptotic approximation, the most critical and computationally expensive task is to search for the maximum points \( \theta_j^* \). Local maximum method such as Modified-Newton method can be used for searching for one single local maximum. If there is more than one local maximum, some complicated optimization methods can be used such as homotopy and relaxation technique (Yang and Beck, 1997).

**2.4.5.10 Univariate Dimension-Reduction Method**

Univariate dimension-reduction method is a simple and efficient approach for evaluating a multi-dimensional integral. It makes the computational process more efficient by decomposing a multi-dimensional response function into multiple one-dimensional functions (Rahman and Xu, 2004).
Suppose $n$ independent variables are $\theta_1, \theta_2, \cdots, \theta_n$, then a multi-dimensional integral can be decomposed into several one-dimensional integral:

$$
\int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} y(\theta_1, \cdots, \theta_n) \, d\theta_1 \cdots d\theta_n \approx \sum_{i=1}^{n} \int y(\mu_1, \cdots, \mu_{i-1}, \theta_i, \mu_{i+1}, \cdots, \mu_n) d\theta_i - (n - 1)y(\mu_1, \cdots, \mu_n) \tag{2.57}
$$

where each term of the summation is a one-dimensional integral regarding to the $j$th random variable. $\mu_1, \cdots, \mu_j, \cdots, \mu_n$ are the mean value of all random variables. $y(\mu_1, \cdots, \mu_n)$ is a deterministic function (Acar, et al., 2010).

The above function is only valid for independent random variables. When some random variables are dependent, it is necessary to transform them to independent ones.

The univariate dimension reduction method makes moderate to large number of random variables’ integral problems much more efficient. And this method does not require the computation of any partial derivatives. The approximated value of the original integral has dropped a higher dimensional integration residual, which are required to be negligibly small.

Since the proposed integral usually contains dependent random variables and non-symmetric domains, before applying univariate dimension-reduction method, it is necessary to transfer the initial integral domain to a symmetric domain and transform all random variables to independent ones.

### 2.4.5.11 New Point Estimates Method

Point Estimate Method is one type of moment methods. In general, in moment methods, the moments of performance functions are obtained using point estimates in standard normal space (Zhao and Ono, 2001).

Point estimate method uses some weighted average of some points to obtain the $k$th central moment. These points are chosen considering the following equation:

$$
\sum_{j=1}^{m} P_j (x_j - \mu_x)^k = M_{kx} \tag{2.58}
$$

where $x_j, j = 1, 2, \cdots, m$, represent estimating points and $P_j, j = 1, 2, \cdots, m$ are weights correspondingly. This method does not require derivatives for estimating the first few moments of a function of random variables and can be applied to implicit functions of random variables (Rosenblueth, 1975).
According to the literature, expressions for the two-point estimate (Rosenblueth, 1975) and three-point estimate (Gorman, 1980) were derived. A three-point estimate is expressed as:

\[ x_0 = \mu_x; \quad P_0 = 1 - \frac{1}{\alpha_{4x} - \alpha_{3x}^2} \]

\[ x_+ = \mu_x + \frac{\sigma_x}{2} (\theta + \alpha_{3x}); \quad P_+ = \frac{1}{2} \left( \frac{1 - \alpha_{3x}/\theta}{\alpha_{4x} - \alpha_{3x}^2} \right) \]

\( \Theta = (4\alpha_{4x} - 3\alpha_{3x}^2)^{1/2}; \ x_-, x_0, x_+ \) are three estimating points and \( P_-, P_0, P_+ \) are their weights correspondingly; \( \alpha_{3x} \) and \( \alpha_{4x} \) are skewness and kurtosis. The \( k \)th central moment of \( y = y(x) \) can be obtained by:

\[ \mu_y = P_- y(x_-) + P_0 y(x_0) + P_+ y(x_+) \]

\[ M_{k,y} = P_- (y(x_-) - \mu_y)^k + P_0 (y(x_0) - \mu_y)^k + P_+ (y(x_+) - \mu_y)^k \]

When the standard deviation is very large, for some special functions such as lognormal distribution, some estimating points might be placed outside the proposed region by using the point estimate method. A new point estimate method was developed to solve this weakness by transforming the original space into standard normal space and increasing the number of estimating points (Hohenbichler and Rackwitz, 1981).

After obtaining the estimating points and corresponding weights in the standard normal space, the \( k \)th central moment of \( y = y(x) \) can be calculated as:

\[ \mu_y = \sum_{j=1}^{m} P_j y[T^{-1}(u_j)] \]

\[ M_{k,y} = \sum_{j=1}^{m} P_j (y[T^{-1}(u_j)] - \mu_y)^k \]

where \( u_1, u_2, \ldots, u_m \) are estimating points in the standard normal space and \( P_1, P_2, \ldots, P_m \) are the corresponding weights. \( T^{-1}(u_j) \) is the inverse Rosenblatt transformation, which will be introduced in Section 2.4.6.1 (Zhao, Y., Ono, T., 2000; Zhao, Y., Ono, T., 2001).

One can obtain the estimating points and the corresponding weights by:

\[ u_i = \sqrt{Z}x_i; \quad P_i = \frac{\omega_i}{\sqrt{\pi}} \]
where $x_i$ and $\omega_i = \exp(-x^2)$ are the abscissas and weights for Hermite integration (Abramowitz and Stegun, 1972).

For a five-point estimate, the estimating points can be chosen as:

$$u_0 = 0; \ P_0 = \frac{8}{15}; \ u_{1+} = -u_{1-} = 1.3556262; \ P_1 = 0.2220759;$$

$$u_{2+} = -u_{2-} = 2.8569700; \ P_2 = 1.12574 \times 10^{-2} \tag{2.65}$$

For a seven-point estimate, the estimating points can be chosen as:

$$u_0 = 0; \ P_0 = \frac{16}{35}; \ u_{1+} = -u_{1-} = 1.1544054; \ P_1 = 0.2401233;$$

$$u_{2+} = -u_{2-} = 2.3667594; \ P_2 = 3.07571 \times 10^{-2};$$

$$u_{3+} = -u_{3-} = 3.7504397; \ P_3 = 5.48269 \times 10^{-4} \tag{2.66}$$

When a function contains $N$ random variables, $Z = g(\theta)$, $\theta = \theta_1, \theta_2, \cdots, \theta_n$, ($n$ is the number of random variables) using new point estimate method, $g(\theta)$ can be approximated as:

$$g'(\theta) = \sum_{i=1}^{n} (g_i - g_\mu) + g_\mu \tag{2.67}$$

where $g_i = g[T^{-1}(U_i)]$, and $U_i$ indicates $u_i$ is the only random variable with others set to mean values transformed to standard normal space. $g_i$ is a function that has only one random variable $u_i$. Since $U = T(\theta)$ are independent, $g_i$ are also independent. Then we obtain:

$$\mu_g = \sum_{i=1}^{n} (\mu_i - g_\mu) + g_\mu \tag{2.68}$$

where $g_\mu$ is the function evaluated at the mean of all the random variables and $\mu_i$ is the mean of $g_i$, which can be calculated by the point estimate of one random variable function (Zhao, Y., Ono, T., 2000).

### 2.4.6 Transformations

In some integral approaches, random variables are required to be transformed to certain type of distributions such as standard normal distribution. In this section, two general transformation methods are introduced.

#### 2.4.6.1 Rosenblatt Transformation
Rosenblatt transformation is an efficient tool to transform a dependent random vector $X = \{X_1, X_2, \ldots, X_n\}$ to an independent uniformly distributed random vector $R = \{R_1, R_2, \ldots, R_n\}$ (Rosenblatt, 1952). By applying the Rosenblatt transformation twice, it can transform a group of dependent non-normal distributed random variables to equivalent independent standard normal random variables.

The detailed transformation process can be expressed by:

$$
F_1(x_1) = r_1 = F_1(u_1)
$$

$$
F_2(x_2 | x_1) = r_2 = F_2(u_2 | u_1)
$$

.$$.

.$$.

.$$.

$$
F_n(x_n | x_1, \ldots, x_{n-1}) = r_n = F_n(u_n | u_1, \ldots, u_{n-1})
$$

(2.69)

where $F_i$ is shorthand for the conditional cumulative distribution function $F_{X_i | X_{i-1}, \ldots, X_1}(\cdot)$: $X$ is a vector of correlated random variables; $U$ is a vector of uncorrelated random variables which are standard normal distributed. Equation (2.69) can be written as:

$$
x_1 = F^{-1}_1[\Phi(u_1)]
$$

$$
x_2 = F^{-1}_2[\Phi(u_2) | x_1]
$$

.$$.

.$$.

.$$.

$$
x_n = F^{-1}_n[\Phi(u_n | x_1, \ldots, x_{n-1})]
$$

(2.70)

It is not always very smooth to do the transformation, even if the $F_i(\cdot)$ is in a simple form, the inverse function may be required to be done numerically (Melchers, 1999). In practical situations, there is another difficulty that there are $n!$ possible ways in the writing of Eq. (2.69), depending on the numbering adopted for the variables in $X$. Furthermore, there are also $n!$ possible ways of conditioning the $X_i$ in Eq. (2.69) (Rosenblatt, 1952; Rubinstein, 1981).
Nataf Transformation

Nataf transformation is to transform a correlated random vector \( X = (X_1, \cdots, X_n) \) to standardized normal random variables \( Y = (Y_1, \cdots, Y_n) \), for which the marginal cumulative distribution functions \( F_{X_i}(\cdot) \), \( i = 1, \cdots, n \) and the correlation coefficient matrix \( P = \{\rho_{ij}\} \) are known (Melchers, 1999). The basic transformation expression is:

\[
Y_i = \Phi^{-1}[F_{X_i}(X_i)], \quad i = 1, \cdots, n
\]

(2.71)

where \( \Phi \) is standard normal CDF. \( Y = (Y_1, \cdots, Y_n) \) is \( n \)-dimensional standard normal with JPDF \( \Phi_n(y, P') \) having zero means, unit standard deviations and correction matrix \( P' = \{\rho_{ij}'\} \). The correlation matrix \( P' = \{\rho_{ij}'\} \) can be obtained from the known \( P = \{\rho_{ij}\} \) iteratively from Eq. (2.72):

\[
\rho_{ij} = \frac{\text{cov}(X_i, X_j)}{\sigma_{X_i} \sigma_{X_j}} = E[Z_iZ_j] = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} z_i z_j \Phi_2(y_i, y_j; \rho_{ij}') dy_i dy_j
\]

(2.72)

where \( Z_i = (X_i - \mu_{X_i})/\sigma_{X_i} \).

According to the usual rules for the transformation of random variables, the approximate JPDF \( f_x(\cdot) \) in \( x \) space is (Nataf, 1962):

\[
f_x(x) = \Phi_n(y, P') \cdot |J|
\]

(2.73)

where \( J \) is Jacobian matrix, the element \( j_{ij} = \frac{\partial y_i}{\partial x_j} \) and

\[
|J| = \frac{\partial(y_1, \cdots, y_n)}{\partial(x_1, \cdots, x_n)} = \frac{f_{X_1}(x_1)f_{X_2}(x_2)\cdots f_{X_n}(x_n)}{\Phi(y_1)\Phi(y_2)\cdots \Phi(y_n)}
\]

(2.74)

Compared with Rosenblatt transformation, Nataf transformation is superior only when the marginal cumulative distribution functions \( F_{X_i}(\cdot) \), \( i = 1, \cdots, n \) and the correlation matrix \( P = \{\rho_{ij}\} \) are available instead of the joint cumulative distribution function \( F_X(X) \). The conditional distributions are necessary condition for applying Rosenblatt transformation (Melchers, 1999).

2.4.7 Summary for different probability integral methods

Section 2.4 gives a detailed and in-depth literature review about the probability integral methods. Generally, probability integral methods can roughly be categorized into three types: sampling based-method, moment matching method and MPP based method.
Sampling based-method includes direct Monte Carlo method, importance sampling, Latin hypercube sampling and so on. Sampling based-method are flexible to implement and can give accurate result if the number of sampling simulations is large enough. Given enough simulations, they are robust and can be set as a benchmark for other approximate integral methods. However, since they require sufficient number of simulations to obtain accuracy, they are not efficient for many engineering problems where high reliability and expensive computational performance functions are involved.

Moment matching methods, such as mean-value first order second moment (MVFSOM) and point estimate method, are more efficient but less accurate methods, compared with the first type. This kind of method approximates the full distribution by fitting the first few moments. Thus, the accuracy of such methods would have a large discount.

Most probable point (MPP)-based method exists as a good balance between efficiency and accuracy. First order reliability method (FORM), second order reliability method (SORM), and first order saddlepoint approximation (FOSA) are all typical MPP-based methods. In this type of methods, the performance function is approximated with Taylor expansion at the most probable point (MPP), which are always required to be numerically determined. Compared with the above two types of integral methods, MPP-based methods have relative satisfactory accuracy and moderate computational expense.

Besides the above important characteristics of probability integral methods, the number of dimensions of integral is another critical issue which requires serious consideration. For instance, the efficiency of numerical simulation has much to do with the number of integral dimensions; instead, the efficiency of Monte Carlo integral method depends on the coefficient of variation (CoV) of the performance function instead of the dimension.

Based on the solid ground about probability integral methods established so far, it is quite important to find or create a method which can balance the accuracy and efficiency as well as be suitable for the proposed integral problem of long-term fatigue damage. A case study about long-term fatigue assessment of mooring and riser systems is implemented in the next chapter, which is worth attempting before a more sophisticated analysis being conducted in the future.

2.5 Chapter Summary
This Chapter presents a comprehensive literature review of the theories and methods for the fatigue assessment of offshore risers. Section 2.2 reviews the environmental conditions and
loads of offshore structures. In this section, some mathematical models about ocean waves are summarized and environmental parameters and relative statistics are discussed. Section 2.3 is focused on the review of fatigue analysis of offshore structures, which includes the traditional fatigue design and analysis, comparisons of frequency domain and time domain analysis, and finally gives an in-depth review about fatigue analysis of flexible risers which will be studied in the following sections. Section 2.4 gives an in-depth literature review about methods for probability integrals.

From the literature reviewed in this chapter, research gaps are identified and the research objectives in this thesis are found, as:

1. A new approach is proposed and studied in Chapter 3 to solve the integral problem of long-term fatigue damage in time domain which can balance the accuracy and efficiency.
2. Since the environmental conditions of offshore structures are random, it is very important to build an appropriate statistical distribution model to model the environmental parameters with the internal dependent relationships considered appropriately. In the current stage, joint distribution models are the most popular which are already documented well in the existing codes. However, they are only limited to considering linear correlation between pairs of random variables. The second part of this thesis is trying to find a more robust method to construct a more appropriate statistical model of environment variables which may take into account the nonlinear relationships as well as linear relationships, and finally improve the accuracy of industry problems such as the fatigue assessment of flexible risers in the long-term period, which is presented in Chapter 4, multi-dimensional copula model is developed.
3. Further to the classical multi-dimensional copula model studied in Chapter 4, an advanced copula model with more flexible characteristics is presented in Chapter 5.
CHAPTER 3 LONG-TERM FATIGUE ANALYSIS OF RISER SYSTEMS IN TIME DOMAIN

3.1 Introduction

Increasing demand for oil and gas resulted in offshore industry moving towards deeper water and harsh environment explorations. Offshore structures are subjected to many environmental conditions such as waves, winds, currents and ice, which vary geographically and in time (E.M., Bitner-Gregersen, 2014). Even though these environmental actions are not stationary processes in the long run, statistical properties of these periods for short-time around 3 to 6 hours’ duration could be considered approximately stationary, which could be described as sea state (Vazquez-Hernandez, 2006). Ultimate Limit State and Fatigue Limit State are two important design criteria for riser pipes (DNV, 2010, Dynamic Risers). The Ultimate Limit State corresponds to extreme response prediction which could be assessed by either short-term or long-term method. On the other side, the assessment of Fatigue Limit State should always be considered by long-term method (DNV, 2010, Dynamic Risers; Campbell, 1999). As stated in the previous, the long-term approach accounts for all possible sea states during the service life of the structure, whereas the short-term method only considers one or several critical storms (Naess and Moan, 2005).

Since the fatigue damage in the long run is accumulated over a long duration from many sea states, and all the relevant cyclic load effects such as first order wave effects, second order floater motions and vortex induced vibrations should be taken into consideration in the dynamic analysis of the riser system, it is quite computational expensive to realize especially in time domain. Compared with frequency domain, time domain analysis can solve transient, non-stationary and nonlinear problems instead of just steady state, stationary ones. The most disadvantages for time domain analysis is its time consuming which would further compound the computational difficulty in the long-term fatigue analysis of deep-water riser systems.

The traditional way for fatigue damage is to subdivide the wave environment scatter diagram into several representative blocks. One single sea state is selected to represent all sea states within each block. Then the total long-term fatigue damage could be obtained based on the selected sea-states instead of all possible sea-states (DNV, 2010, Riser Fatigue). In the above traditional approach, the short-term fatigue conditions should be chosen carefully in order to make sure that they are representative. However, there are no detailed law or research work on the selection strategy and the precision of the fatigue assessment still cannot be guaranteed.
Long-term problems are essentially multi-dimensional integration which can be solved accurately by brute force approaches. It attracted many researchers to find methods that can balance the efficiency and accuracy. Till now, there are many researchers study the long-term extreme response problems: In the early 1993, Farnes and Moan (1993) employed Response Surface Approach to study the nonlinear flexible riser system. Grime and Langley (2008) considered the pseudo-asymptotic integration method in frequency domain; Vazquez-Hernandez (2011) used the Monte Carlo based approach with an interpolation scheme and Sagrilo et al. (2011) proposed a combination of the Inverse First Order Reliability Method (IFORM) and an Importance Sampling Monte Carlo Simulation (ISMCS) approach. However, only few attempts are reported for the long-term assessment of fatigue damage in recent years. Low and Cheung (2012) adopted a multi-peaked third-order asymptotic approximation to solve the fatigue problem with two random variables: significant wave height $H_s$ and spectral peak period $T_p$ in the frequency domain and obtained good results. Currently, there seems to be no precedent studies for the fatigue assessment of mooring and riser systems in real time domain.

In this chapter, a novel and efficient simulation method is presented to solve the long-term fatigue problems of flexible risers in coupled global dynamic analysis in time domain. An irregular wave elevation is always simulated as the sum of regular wave components with random variables and phase angles in time series. The essence of the new method is based on some characteristics of importance sampling, to simulate wave amplitudes from a distribution different from the original one by simply altering the weighting function. With the exploration of this new approach, some additional techniques are also developed to reduce the sampling variability. Since the proposed importance sampling is not an approximate method, there is no bias in the predicted long-term fatigue damage.

Most of the content in this chapter is presented in a published journal paper (Gao and Low, 2016).

### 3.2 Wave Environmental Model

It is generally assumed that sea surface is statistically stationary for a short duration like 3 hours. During the short-term sea state, wave condition could be described by a set of environmental parameters, such as significant wave height $H_s$ and spectral peak period $T_p$. Significant wave height $H_s$ is the average of the highest one-third of wave height in that period. Spectral peak period $T_p$ is defined as the inverse of the frequency at the maximum value of the wave energy spectrum. Short-term stationary random wave environment may be characterized by a wave...
spectrum $S_{\eta\eta}(\omega)$, which is the power spectral density of vertical sea surface displacement (DNV, 2010, Environmental Conditions and Environmental Loads). JONSWAP spectrum is adopted here to model the wave environment of the proposed problem. The JONSWAP spectrum could be expressed as follows:

$$S_{\eta\eta}(\omega) = \hat{\alpha} g^2 \omega^{-5} \exp \left[ -\frac{4}{5} \left( \frac{\omega}{\omega_p} \right)^{-4} \right] \exp \left[ -\frac{(\omega - \omega_p)^2}{2\sigma^2\omega_p^2} \right]$$  \hspace{1cm} (3.1)

where $\gamma$ is the shape parameter and

$$\hat{\alpha} = 5.061 \left( \frac{H_s^2}{T_p^4} \right) (1-0.287 \ln \gamma), \quad \omega = \frac{2 \pi}{T_p}, \quad \sigma = \begin{cases} \sigma_a, & \text{if } \omega \leq \omega_p \\ \sigma_b, & \text{if } \omega > \omega_p \end{cases}$$  \hspace{1cm} (3.2)

Average values for the above JONSWAP experiment data are: $\gamma = 3.3, \sigma_a = 0.07, \sigma_b = 0.09$ (DNV, 2010, Environmental Conditions and Environmental Loads).

In the long-term analysis, two environmental random variables are considered in this work: significant wave height $H_s$ and spectral peak period $T_p$. In the past, the statistical environmental model of these two random variables had been studied by many researchers such as Haver and Nyhus (1986) and Bitner-Gregersen (1991). As recommended by Naess and Moan (2005), in this work, Haver and Nyhus’s probabilistic model is adopted (Haver, 2002):

$$f_{H_s}(h_s) = \begin{cases} \frac{1}{\sqrt{2\pi} \alpha h_s} \exp \left\{ -\frac{(\ln h_s - \beta)^2}{2\alpha^2} \right\} & h_s \leq \eta \\ \frac{\beta}{\rho} \left( \frac{h_s}{\rho} \right)^{\beta-1} \exp \left\{ -\left( \frac{h_s}{\rho} \right)^{\beta} \right\} & h_s > \eta \end{cases}$$  \hspace{1cm} (3.3)

$$f_{T_p|h_s}(t_p|h_s) = \frac{1}{\sqrt{2\pi} \sigma t_p} \exp \left\{ -\frac{(\ln t_p - \mu)^2}{2\sigma^2} \right\}$$  \hspace{1cm} (3.4)

where $\mu = a_1 + a_2 h_s^{a_3}, \sigma^2 = b_1 + b_2 \exp\{-b_3 h_s\}$.

The parameters for the above probability model have been cited by Haver (2002) for the North Sea: $\alpha = 0.6565, \beta = 0.77, \eta = 2.90, \beta = 2.691, \rho = 1.503, a_1 = 1.134, a_2 = 0.892, a_3 = 0.225, b_1 = 0.005, b_2 = 0.120, b_3 = 0.455$ (Nygaard et al., 2000).

Then the JPDF of $H_s$ and $T_p$ could be written:

$$f_{H_sT_p}(h_s, t_p) = f_{H_s}(h_s) f_{T_p|h_s}(t_p|h_s)$$  \hspace{1cm} (3.5)
Figure 3.1 indicates the contour of JPDF of $H_s$ and $T_p$.

![Figure 3.1 Contour of joint probability density function $f(H_s, T_p)$](image)

### 3.3 Evaluation of Probability Integrals

In this study, estimated long-term fatigue damage $\bar{D}$ could be expressed as the accumulation over a duration $T$:

$$\bar{D} = T \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \bar{d}(H_s, T_p) f(H_s, T_p) dH_s dT_p$$

(3.6)

In Equation (3.6), $\bar{d}(H_s, T_p)$ represents the fatigue damage for a fixed $H_s$ and $T_p$. $H_s$ and $T_p$ are the only environmental variables considered in this work. $f(H_s, T_p)$ is the JPDF discussed in the above section. $T$ is the total time considered for the fatigue damage (Low and Cheung, 2012).

The two-dimensional integration is the essential problem in this study. Many existing methods for the evaluation of probability integrals are reviewed here. In general, there are four main types of probability integral methods: (1) Direct analytical integration method; (2) Numerical integration method; (3) Sampling methods; and (4) Other methods. Direct analytical integration
method can only be applied to some special problems. Direct numerical integration can give satisfactory results with the expense of high computational costs, especially when the dimension of integral is large (Dahlquist, 1974). Moreover, the numerical integration result is not always good due to round off errors. And with the dimension increases, the computational time grows exponentially. Monte Carlo method is a robust method which relies on repeated random sampling. The efficiency of Monte Carlo simulation (MSC) depends on the CoV instead of integral dimension (Melchers, 1999). The Monte Carlo method could be expressed as:

$$g(\hat{\theta}) \approx \frac{1}{N} \sum_{j=1}^{N} f(\theta^{(j)}), \quad j = 1, 2, \ldots, N$$  (3.7)

In Equation (3.7), $\theta^{(j)}$ ($j = 1, 2, \ldots, N$) are samples simulated from its distribution $f(\theta)$. The right hand of Equation (3.7) will be close to the left hand when $N$ approaches infinity.

Importance sampling is a classical ‘variance reduction’ technique for ‘crude’ Monte Carlo method. The Importance sampling method is trying to reduce sampling uncertainty by limiting the simulation to ‘interesting regions’. The detail implementation is to replace the original PDF $f(\theta)$ with ‘importance sampling’ PDF $h(\theta)$. Eq. (3.7) could be rewritten as:

$$g(\hat{\theta}) \approx \frac{1}{N} \sum_{j=1}^{N} g(\theta^{(j)}) \frac{f(\theta^{(j)})}{h(\theta^{(j)})}, \quad j = 1, 2, \ldots, N$$  (3.8)

Besides the above classic methods, there are many approaches which could solve such probability integral methods, such as perturbation approach, asymptotic approximation, univariate dimension-reduction method and moment methods (Papadimitriou, 1995; Rahman, 2004; Rosenblueth, 1975; Zhao and Ono, 2001). Details can be found in Chapter 2.

### 3.4 Proposed Importance Sampling Method

For the long-term fatigue integral problem in Equation (3.6), some existing probability methods can be used, such as Moment method. Seven-point estimate method (Zhao and One, 2000) was employed here to calculate the two-dimensional integration in Equation (3.6) and the result is compared with brutal Monte Carlo approach, which is set as a benchmark with enough sampling simulations. The function calls used by seven-point estimate method is 13 compared with 3198 which is used by Monte Carlo method. However, the precision is less optimistic with up to 49% error compared with Monte Carlo result due to the highly nonlinear characteristic.
of the problem. Therefore, it is quite important to explore a method to solve this problem which can improve the precision with acceptable cost.

3.4.1 Introduction of Proposed Importance Sampling Method

For most research exploration, it is a general assumption that, wave field follows Gaussian distribution, which has been proved to approximately close to reality (DNV, 2012).

A real sea state is more satisfactory to be described by irregular random wave model instead of deterministic model. It is required to simulate time series of \( \eta(t) \) in time domain analysis. The wave elevation \( \eta(t) \) can be described by a summation of sinusoidal wave components which can be stated as:

\[
\eta(t) = \sum_{i=1}^{N} a_i \cos(\omega_i t + \varepsilon_i)
\]

(3.9)

where \( N \) is the total number of wave components; \( \omega_i \) is the wave frequency for \( i \)th wave components; \( \varepsilon_i \) are mutually independent random phases uniformly distributed between 0 and \( 2\pi \); \( a_i \) is the random wave amplitude which could be supposed to follow a Rayleigh distribution with mean square value \( E[a_i^2] = S_{\eta\eta}(\omega_i)\Delta\omega_i \). \( S_{\eta\eta} \) is the wave spectrum and \( \Delta\omega_i = \omega_i - \omega_{i-1} \) is the frequency interval. The Rayleigh distribution of \( a_i \) could be expressed as (DNV, 2010, Environmental conditions and environmental loads; Low, 2011; Naess and Moan, 2005):

\[
f_P(a_i) = \frac{a_i}{\sigma_i^2} \exp\left(-\frac{a_i^2}{2\sigma_i^2}\right)
\]

(3.10)

where \( \sigma_i^2 = S_{\eta\eta}(\omega_i)\Delta\omega_i \) is the variance of \( i \)th wave component, \( \sigma_i \) is the scale parameter of Rayleigh distribution.

The traditional way of simulating time series of an irregular wave elevation is by simulating a sum of regular wave components with random amplitudes and phase angles, where each wave component is simulated from its own distribution. In the long term, since all possible sea storms should be considered, if all the waves are generated by their own distributions, it requires numerous computational time to complete the dynamic simulations in all sea states especially in time domain.

The proposed Importance Sampling Method comes from the inspiration of traditional importance sampling method which is reviewed in the previous section with the classical Equation (3.8). The purpose here is not to reduce sampling variability, but rather to explore a flexibility to simulate from a distribution instead of the original one.
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The main equation for the proposed importance sampling method could be expressed as:

\[
\tilde{d}(\mathbf{S}_T) = \frac{1}{J} \sum_{j=1}^{J} d(\mathbf{\theta}_j) W(\mathbf{\theta}_j)
\]

(3.11)

With the weighting function

\[
W(\mathbf{\theta}_j) = \frac{f(\mathbf{\theta}_j|\mathbf{S}_T)}{f(\mathbf{\theta}_j|\mathbf{S}_A)}
\]

(3.12)

where \(\tilde{d}(\mathbf{S}_T)\) is the estimated fatigue damage pertaining to the target spectrum. \(\mathbf{S} = [H_s, T_p]^T\) characterizes the parameters of a wave spectrum. \(\mathbf{S}_T\) indicates ‘target spectrum’, while \(\mathbf{S}_A\) indicates ‘applied spectrum’. In the present context, samples \(\mathbf{\theta}_j\) are simulated from the density of applied spectrum \(h(\mathbf{\theta}) = f(\mathbf{\theta}|\mathbf{S}_A)\). \(\mathbf{\theta} = [a_1, a_2, \ldots, a_N, \epsilon_1, \epsilon_2, \ldots, \epsilon_N]\), including wave amplitude \(a_i\) and phase \(\epsilon_i\), \(i = 1, 2, \ldots, N\); \(N\) is the number of wave spectrum components. In what follows, ‘applied spectrum’ means the wave spectrum which represents the sea state that are simulated by its own spectrum and distribution, while ‘target spectrum’ represents the sea state which is supposed to be solved indirectly by the known data of ‘used spectrum’.

The essence of the proposed method is to fix the applied spectrum \(\mathbf{S}_A\), but vary the target spectrum \(\mathbf{S}_T\) according to the integration point. Hence, simulation for only one sea state is required and fatigue damage for other sea states can be obtained by altering the weighting function as shown in equation (3.12).

Figure 3.2 is the comparison of traditional method and proposed Importance Sampling method for generating waves.
Figure 3.2 Comparison of two types of generating waves

In Figure 3.2, \( \sigma_1^{(i)}, \sigma_2^{(i)}, \ldots, \sigma_k^{(i)} \) is the scale parameter for \( k \) wave spectrum components for each wave spectrum, \( k \) is the number of wave components, \( i = 1, 2, \ldots, n \) is the number of wave spectrums and \( D_i \), \( i = 1, 2, \ldots, n \) is fatigue damage in \( i \)th sea states. \( D_{used} \) indicates fatigue damage pertaining to the applied spectrum.

It is noted that all elements in vector \( \theta = [a_1, a_2, \ldots, a_N, \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_N] \) are independent with phases angles uniformly distributed between 0 and \( 2\pi \). Then the distribution of \( \theta \) conditioned on \( S \) can be written as:

\[
 f(\theta|S) = f(a_1|S)f(a_2|S) \ldots f(a_n|S)(1/2\pi)^N \tag{3.13}
\]

where

\[
 f(a_i|S) = \frac{a_i}{\sigma_i^2(S)}\exp\left(-\frac{a_i^2}{2\sigma_i^2(S)}\right), \sigma_i^2(S) = S_{\eta\eta}(\omega_i, S)\Delta \omega_i \tag{3.14}
\]

By inserting Equation (3.13) and (3.14) into Equation (3.12), the weighting function can be expressed as:
where \( j = 1, 2, \ldots J \) is the number of simulation and \( i = 1, 2, \ldots N \) is the number of wave components for each wave spectrum.

3.4.2 Challenges of this Proposed Method

A preliminary study was conducted before deep exploration of this proposed Importance Sampling Method, which is shown in Figure 3.3. Details of the riser system will be introduced in section 3.5 case studies.

In this study, JONSWAP spectrum is employed to describe each short-term stationary irregular sea state and each point in Figure 3.3 represent one sea state described by significant wave height \( H_s \) (x axis with unit meter) and spectrum peak period \( T_p \) (y axis with unit second). Each pair of \((H_s, T_p)\) could represent one short term sea state. The total 21 circles in Figure 3.3 representing 21 short-term sea states are selected to implement the preliminary study. The bigger circle in the centre is employed as the ‘applied spectrum’ and other 20 circles represent ‘target spectrums’. Then, each wave spectrum is divided into 89 components with equal \( \Delta \omega \) in the same way. The fatigue damage of a proposed offshore structural component in ‘applied spectrum’ sea state is obtained by Monte Carlo simulation based on the mean of 200
simulations with 5 min duration for each. Other mean and relative standard error (RSE) of fatigue damage of proposed structural component is calculated by the proposed method using Equation (3.11). In Figure 3.3, it is observed that the further the target spectrum from the applied spectrum, the larger the RSE is. And the RSE values are unacceptably large at some locations far from the applied spectrum Therefore, the challenge exists on how to reduce the RSE of the estimated fatigue damage and finally improve the precision of the proposed method.

3.4.3 Techniques

Based on the challenges proposed in the previous section, several techniques are developed to solve them.

3.4.3.1 Peak Exploration Technique

From the above preliminary study, it is observed that the sampling variability tends to increase when the distance from the applied spectrum increases. Hence, it is naturally to reason that the applied spectrum should be carefully chosen, better near the location with maximum contribution to the long-term fatigue damage. Suppose $S^* = [H^*_s, T^*_p]$ is the point that would maximize $\tilde{d}(H_s, T_p)f(H_s, T_p)$ in Equation (3.6). It is an optimization problem to search for $S^*$, which requires iteration and simulation. An approximate analytical procedure is made by Low and Cheung (2012) in order to improve the efficiency of the optimization procedure.

One dimensional problem is considered when $T_p$ is fixed. Then the objective is to find a proper $H_s = H_s'(T_p)$ which may maximize the value of $f( ) = \tilde{d}(H_s, T_p)f(H_s, T_p)$. The sea state for fixed $T_p$ with maximum $f( )$ will be called “one-dimensional peak spectrum”. If the influences of $H_s$ and $T_p$ can be approximately decoupled, then it can be assumed that:

$$\tilde{d}(H_s, T_p) = \alpha(T_p)H_s^\beta$$ (3.17)

where $\beta = m\chi$ depends on the relative dominance of the linear and quadratic load components with $\chi$ ranging from 1(linear) to 2(quadratic). Then the value of $H_s = H_s'(T_p)$ according to the maximum value of $f(H_s|T_p)f(T_p)\alpha(T_p)H_s^{m\chi}$ can be obtained by plotting $Y(H_s) = f(H_s|T_p)f(T_p)\alpha(T_p)H_s^{m\chi}$ against $H_s$, as stated by Low and Cheung (2012). In this process, $\alpha(T_p)$ has no influence since $T_p$ is considered as constant.

Two-dimensional case involving $H_s$ and $T_p$ can be extended from the above procedure (Low and Cheung, 2012). Figure 3.4 shows the path tracking the maximum $f(H_s, T_p)$ for given $H_s$. 
Before the tracking of $S^*$, the assumed value of $\chi$ should be approximately defined. Since there is no requirement of exact peak in this study, this approximated method can match this task. However, this global peak only corresponds to one applied spectrum, i.e. $S^*_A$. In actual process, more than one applied spectra for different $T_p$ value can be considered, which may be solved by the aforementioned one-dimensional peak tracking method.

![Figure 3.4 Contours of joint probability density $f(H_s, T_p)$ with path along which $f(\ )$ is maximum for given $H_s$](image)

### 3.4.3.2 Equal Variance Technique

Since $= W_1 * W_2 * \cdots * W_N$, $W_i = \frac{f(a_i|S_T)}{h(a_i|S_A)}$, $i = 1, 2, \ldots, N$, the Equation (3.11) could be rewritten as:

$$\bar{d}(S_T) = \frac{1}{J} \sum_{j=1}^{J} d(\theta_j)W_1(\theta_j)W_2(\theta_j)\cdots W_N(\theta_j)$$

(3.18)

Different from conventional MCS whose RSE comes directly from the samples’$d(\theta_j)$, the RSE of importance sampling method comes from $d(\theta_j)W(\theta_j)$. The best condition for the variance reduction is when $d(\bm{\theta})$ and $W(\bm{\theta})$ are negatively correlated. Since $h(\bm{\theta}) = f(\bm{\theta}|S_A)$
is not purposely selected for the trend of $d(\theta_j)W(\theta_j)$, it is reasonably supposed that the dependence between $d(\theta)$ and $W(\theta)$ are very weak. Then the target is to reduce the CoV of $d(\theta)$ and $W(\theta)$. Since $d(\theta)$ is a black box which is unknown before simulation, minimizing the uncertainty of $W(\theta)$ would be the task.

Take the log on both side of Equation (3.12) and get the variance, we can obtain

$$\text{var}(\ln W) = \text{var}(\ln W_1) + \text{var}(\ln W_2) + \ldots \text{var}(\ln W_N) \quad (3.19)$$

Assume $W_i$ are all independent, then $\text{var}(\ln W_i)$ are all independent too. Therefore, Equation (3.19) would get a larger $\text{var}(\ln W)$ when $N$ is larger, which means that wave spectrum are divided into more wave components. In this deduction, fewer wave components would result in a smaller $\text{var}(\ln W)$. Therefore, it is desirable to divide the wave spectrum as few as possible. Also, it is important to divide the wave spectrum wisely, so that the effectiveness of each of the wave component can be maximized. The most common way is to divide the wave spectrum equally with the same $\Delta \omega_i$. However, it is the stress spectrum instead of wave spectrum that is related to the fatigue damage. Therefore, in this work $\Delta \omega_i$ is appropriately chosen to follow the principle of equal variance in the stress spectrum. Since the stress spectrum is priori unknown, following several steps are proposed to retrieve the stress spectrum. Firstly, the applied wave spectrum is divided into many components with equal $\Delta \omega_i$ and a relative short time simulation is performed (800s). Secondly, the stress spectrum is retrieved from time history by standard procedures. Thirdly, the applied wave spectrum is divided into $N$ components according to the principle of equal variance in the stress spectrum. If there are more than one applied spectrum, the procedure should be conducted for each applied spectrum.

Figure 3.5 is the normalized wave spectrum and accordingly response stress spectrum at the approximated peak point (obtained by peak exploration technique). The normalization is conducted in the way that both the stress spectrum and the wave spectrum are divided by the maximum spectrum value respectively.
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Figure 3.5 Response stress spectrum vs wave spectrum at peak wave spectrum

(Based on 3000s)

From Figure 3.5, it can be observed that not all the frequency range contributes equally to the response stress which causes the fatigue damage. Moreover, the contribution below frequency of 0.4 rad/s and above 0.8 m/s is rather small which could be neglected.

Detail implementations of Equal variance technique and final efficient plan for the division of wave components will be discussed in the following case study section.

3.4.3.3 Segmenting Simulation Time Technique

In the implementation of proposed Importance Sampling Method, suppose \( n \) minutes are defined for each simulation period. If \( T \) is the total simulation time for each used spectrum, the number of Monte Carlo samplings would be \( T/n \), which means segmenting total simulation time \( T \) into \( T/n \) \( n \) minutes ‘simulation instead of simulating \( T \) period time at one time. The reason is explained as follows: In the traditional time domain analysis, the uncertainty mainly depends on \( T \) and the RSE is proportional to \( 1/\sqrt{T} \), if stress cycles are supposed to be independent. In a tradition way, it is natural to let \( T \) long enough to obtain a smaller RSE.
However, in the proposed importance sampling method, the RSE is related to $d(\theta)W(\theta)$. The increasing of $T$ can only reduce the uncertainty of $d(\theta)$ with no impact on $W(\theta)$. On the contrary, the increase of $T/n$ would have a direct effect on the reduction of the RSE of $W(\theta)$ which is proportional to $1/\sqrt{T/n}$.

### 3.4.3.4 Combining Results from Different Applied Spectra

In order to cover the wide variety of sea states, several applied spectra are employed. For each applied spectrum, there is a applied spectrum that may result in the smallest uncertainty in the damage prediction, which does not mean other applied spectra are useless. Instead, the prediction from other applied spectra may still more or less have some improvement in the damage prediction, which would be better than the damage predicted by only one applied spectrum. Suppose the predicted damage can be taken from the weighted average of $K$ applied spectra, that is

$$
\hat{d}(S_T) = \sum_{k=1}^{K} \lambda_k \hat{d}_k(S_T)
$$

(3.20)

where $\hat{d}_k(S_T)$ is the fatigue damage estimated from $k$th applied spectrum and $\lambda_k$ is the weight of $k$th applied spectrum which satisfy $\sum \lambda_k = 1$. The weights are selected in the principle of minimizing the variance of $\hat{d}(S_T)$. The optimal weights are calculated by the inverse variance weighting method which is popular applied in the meta-analysis (Hartung et al., 2008), and the expression is:

$$
\lambda_k = \frac{1/\text{var}(\hat{d}_k(S_T))}{\sum_{n=1}^{K} 1/\text{var}(\hat{d}_n(S_T))}
$$

(3.21)

The variance of the weighted damage is:

$$
\text{var}\left(\hat{d}(S_T)\right) = \frac{1}{\sum_{n=1}^{K} 1/\text{var}(\hat{d}_n(S_T))}
$$

(3.22)

It can be easily discovered that all samples are uncorrelated, because simulations from different applied spectra are independent. In reality, $\text{var}\left(\hat{d}(S_T)\right)$ is estimated by sample variance, which shows large sampling variability. Since all $\hat{d}_k(S_T)$ have the same theoretical mean $\bar{d}_k$. From above deduction, Equation (3.21) can be written as:

$$
\lambda_k = \frac{1/\text{Cov}^2[\hat{d}_k(S_T)]}{\sum_{n=1}^{K} 1/\text{Cov}^2[\hat{d}_n(S_T)]}
$$

(3.23)
where the theoretical CoV of $\hat{d}(S_T)$ can be expressed as:

$$\text{CoV}[\hat{d}(S_T)] = \frac{1}{\sum_{n=1}^{N} 1/\text{CoV}[\hat{d}_n(S_T)]} \quad (3.24)$$

where the sample CoV is estimated in practise. Compared with variance, CoV is more robust in the statistical tool to estimate sampling variability, because any error in the standard deviation is compensated by the mean.

**3.4.4 Curve Fitting**

The proposed importance sampling method can be used to estimate the fatigue damage from all target spectra and hence can calculate the long-term fatigue damage accordingly. Moreover, in order to improve the performance of the proposed method, curve fitting is employed. Curve fitting is applied to fixed $T_p$ cases to identify the trend of $H_s$ among the noise produced by sampling variability. As stated in section 3.4.3.1, fatigue damage is fitted to the equation:

$$\hat{d}(H_s) = \alpha H_s^\beta \quad \text{(With constant $T_p$)} \quad (3.25)$$

Take the log on both sides of Equation (3.25) and obtained:

$$\ln \hat{d} = \ln \alpha + \beta \ln H_s \quad (3.26)$$

Then linear regression problem is solved by least squares method.

It is acknowledged that the precision of estimated results is different for all ‘target spectrums’ with the same ‘applied spectrum’ by proposed method, and the closer the ‘target spectrum’ next to the ‘applied spectrum’, the better the result is. A straightforward method obtained by weighted least squares regression (Montgomery et al., 2012) with the weight of $1/\text{var}[\ln \hat{d}(H_s)]$ can be applied to try to improve the performance of curve fitting result. However, the result is very poor. Therefore, a deeper exploration is conducted to try to obtain a better result.

Since the objective of this research work is to estimate the integral $\int f(H_s) \hat{d}(H_s) dH_s$, as a natural reasoning the residuals should be related to the integrand $f(H_s) \hat{d}(H_s)$. The regression problem can be stated as:

$$f \hat{d} = f \alpha H_s^\beta + \varepsilon, \quad \omega = \frac{1}{\text{var}(f \hat{d})} = \frac{1}{f^2 \text{var}(d)} \quad (3.27)$$
In following equations, \( \varepsilon \) and \( \omega \) indicate residual and weight respectively. For simplicity intention, \( f \equiv f(H_s) \) and \( \hat{d} \equiv \hat{d}(H_s) \). Equation (3.27) which is a nonlinear weighted regression problem seeks to minimize the weighted residual as stated:

\[
\omega \varepsilon^2 = \frac{(f \hat{d} - f a H_s^\beta)^2}{f^2 \text{var}(\hat{d})} = \frac{(\hat{a} - a H_s^\beta)^2}{\text{var}(\hat{d})}
\]  

(3.28)

An equivalent expression is:

\[
\hat{d} = a H_s^\beta + \varepsilon, \omega = \frac{1}{\text{var}(\hat{d})}
\]

(3.29)

Both Equation (3.28) and (3.29) yield the same \( \omega \varepsilon^2 \).

Compared with nonlinear regression which requires iteration and whose convergence cannot be assured, linear regression is preferred. A transformation is conducted by taking the log on both sides of Equation (3.29):

\[
\ln \hat{d} = \ln \alpha + \beta \ln H_s + \Delta
\]

(3.30)

where \( \Delta \) is the residual of linear regression and Equation (3.30) is equivalent to

\[
\hat{d} = a H_s^\beta e^\Delta
\]

(3.31)

For small \( \Delta \), the above equation can be approximately written as:

\[
\hat{d} = a H_s^\beta (1 + \Delta)
\]

(3.32)

Hence, \( \Delta \) can be interpreted as a fractional error and be applied to both \( \hat{d} \) and \( f \hat{d} \). Then the proper weight in the modified linear regression problem can be written as:

\[
\omega = \frac{(f \hat{d})^2}{\text{var}(\ln \hat{d})}
\]

(3.33)

It should be explained that \( \hat{d} \) in above equation is the mean of \( J \) samples, \( \hat{d} = \frac{d_1 + d_2 + \cdots + d_J}{J} \).

Therefore, the CoV of \( \hat{d} \) can be formulated as:

\[
\text{CoV}(\hat{d}) = \frac{\text{cov}(d_1, d_2, \cdots, d_J)}{\sqrt{J}}
\]

(3.34)

In order to estimate \( \text{var} (\ln \hat{d}) \), \( \hat{d} \) is assumed to be approximately following lognormal distribution, which is the sum of identically positive distributed variables. From the central
limit theorem, it is obtained that $\hat{d}$ will follow a normal distribution when $J$ approaches infinity. However, for finite number of $J$, $\hat{d}$ is approximately following a lognormal distribution (Mouri, 2013). The conclusion is: $\ln\hat{d}$ follows a normal distribution and $\text{var}(\ln\hat{d}) = \ln[\text{CoV}^2(\hat{d}) + 1]$.

3.4.5 Optimization

3.4.5.1 Motivation

Till now, each applied spectrum is assumed to belong to a real sea state in the wave scatter diagram and 1D peak for each $T_p$ is always chosen as applied spectrum. However, it is not obligatory that applied spectrum should be actual real sea state, which means for each wave component, $h(\alpha_i)$ can be independently assigned and together constituting an “imaginary spectrum” which does not belong to any sea state.

In ideal condition, the principle for selection of $h(\alpha_i)$ should minimize the uncertainty of the fatigue damage result over the range of $T_p$ for which the applied spectrum is responsible, the process of which requires the knowledge of $W(X)d(X)$. Figure 3.6 shows a scatter plot of CoV[$W(X)d(X)$] against CoV[$W(X)$].

![Figure 3.6 Scatter plot of CoV(Wd) vs CoV(W)](image)

Figure 3.6 Scatter plot of CoV(Wd) vs CoV(W)
The plot in Figure 3.6 is obtained by extracting data from some samples which will be detailed in section 3.5. It is apparent that the two set of data CoV(Wd) and CoV(W) are highly correlated with correlation coefficient 0.9564. The result makes sense that W(X) and d(X) are supposed to be largely independent and therefore larger uncertainty in W(X) would correlate with larger uncertainty in W(X)d(X).

The findings from Figure 3.6 implicates that the CoV of W(X) can be explored as a representation of the CoV in W(X)d(X). It is a valuable resource that the statistical properties of W(X) can be determined before simulation, while the characteristics of d(X) are unknown before simulation.

### 3.4.5.2 Formulating the Optimization Problem

It is supposed that a particular applied spectrum is designed to cover a certain range of $T_p$ and 1D peak target spectra $S_{T1}, S_{T2}$, etc within this range. Let $V_k = var(W^{(k)})$ be the variance of W for kth target spectrum. In the original proposed model, the applied spectrum is chosen as one of the target spectrum, whose corresponding $V_k = 0$. The performance of this target spectrum is very well compared to other target spectra further away from the applied spectrum. The principle of the optimization is to construct an imaginary applied spectrum, which may improve the worst performing target spectra with some expense of the better performing ones, and finally lead to an overall improvement.

In the optimization problem, an imaginary applied spectrum is constructed to minimizes the value of $V_{max}$:

$$V_{max} = max(V_1, V_2, \ldots, V_k) \tag{3.35}$$

Theoretically, any type of distribution can be assigned to $h(a_i)$ ($i = 1, 2, \ldots, N$). In this work, as actual wave spectrum, Rayleigh distribution is adopted for simplicity. Thus, $V_k$ depends on the Rayleigh parameters of the applied spectrum as well as the kth target spectrum. Since the Rayleigh parameter $\sigma_{kl}$ of kth target spectrum is fixed, $V_k$ mostly varies with the iteration of Rayleigh parameter $\sigma_{Ai}$ of applied spectrum.

### 3.4.5.3 Analytical Derivation of the Variance of the Weights

The weighting function is expressed as $W = W_1W_2 \cdots W_N$ (as indicated in Equation (3.15)), with which each component $W_i$ is independent of each other. The variance of $W$ can be expressed (Goodman, 1962):
\[ \text{var}(W) = \text{var}(W_1 \cdots W_N) = \prod_i^N (\text{var}(W_i) + \bar{W}_i^2) - \prod_i^N \bar{W}_i^2 \quad (3.36) \]

where

\[ \bar{W}_i = \int_0^\infty \frac{f(a_i)}{h(a_i)} h(a_i) da_i \]

\[ \therefore \bar{W}_i = \int_0^\infty f(a_i) da_i = 1 \quad (3.37) \]

In the above equation, the explanation for the second line is that \( f(a_i) \) is a PDF and the integral is unity.

Then, it is considered that \( \text{var}(W_i) = E[W_i^2] - \bar{W}_i^2 \), and

\[ E[W_i^2] = \int_0^\infty \frac{f^2(a)}{h^2(a)} h(a) da = \int_0^\infty \frac{f^2(a)}{h(a)} da \quad (3.38) \]

In the above equation \( a_i \) is replaced by \( a \) for a notational convenience. By inserting Equation (3.14) into Equation (3.38):

\[ E[W_i^2] = \int_0^\infty \frac{[(a/\sigma_{TI}^2)exp(-a^2/2\sigma_{TI}^2)]^2}{(a/\sigma_{AI}^2)exp(-a^2/2\sigma_{AI}^2)} da \]

\[ = \int_0^\infty \frac{\sigma_{AI}^2}{\sigma_{TI}^2} a exp(-ca^2) da, c = \frac{1}{\sigma_{TI}^2} - \frac{1}{2\sigma_{AI}^2} \quad (3.39) \]

In the above equation, the exponential term should decay in order to make sure the integral be finite, requiring that \( c > 0 \). By introducing the ratio \( r_i = \frac{\sigma_{TI}^2}{\sigma_{AI}^2} \), the requirement can be rewritten as \( r_i < 2 \). There are two interesting findings from the above equation. 1\(^{st} \), it is explicit that when \( r_i \geq 2 \), \( \text{var}(W_i) \) is infinite. 2\(^{nd} \), when the \( \text{var}(W_i) \) is finite, \( \sigma_{TI}^2 \) has an upper bound but does not has a lower bound.

Suppose \( r_i < 2 \) is already provided, the following deduction can be obtained:

\[ \text{var}(W_i) = E[W_i^2] - 1 = \frac{r_i^2}{2r_i - 1} - 1 \quad (3.40) \]

It is a fascinating finding that \( \text{var}(W_i) \) only depends on \( r_i \) instead of \( \sigma_{TI}^2 \) and \( \sigma_{AI}^2 \). Moreover, as expected when \( r_i = 1 \), \( \text{var}(W_i) = 0 \). By combing Equation (3.36), (3.37) and (3.40), Equation (3.41) is obtained:
\[ \text{var}(W) = \prod_{i}^{N} \left( \frac{r_i^2}{2r_i-1} \right) - 1 \]  

Equation (3.41) gives a new result to authors’ knowledge.

### 3.4.5.4 Solving the Optimization Problem

This section mainly treats the multi-dimensional optimization problem and gives a detail introduction about the implementation process. The optimization problem stated in Equation (3.35) is solved by the aid of Equation (3.41). However, it is a challenging task to solve the multi-dimensional optimization problem in order to find the optimum \( \sigma_{Ai} (i = 1, 2, \ldots, N) \). The optimization is conducted for each \( \sigma_{Ai} \) in turn instead of simultaneously. At the beginning, a real spectrum is employed as the initial condition of \( \sigma_{Ai} \). In the first iteration, all other \( \sigma_{Ai} \) are fixed and \( \min(V_{max}) \) is solved by varying \( \sigma_{A1} \). The second step is to find the \( \min(V_{max}) \) by varying \( \sigma_{A2} \) with other \( \sigma_{Ai} \) being kept constant, and so on until the optimization is conducted by varying \( \sigma_{AN} \). After that, the second round of optimization continues starting with \( \sigma_{A1} \), and the iteration repeats until \( V_{max} \) does not change any longer. The total procedure is easy to implement and rather robust, which guarantees a local optimum.

### 3.4.5.5 Error Estimation

For a single estimate of long-term damage rate \( \overline{d_{LT}} \), no less important is to quantify the error of this result. Thus, bootstrapping method is employed for error estimation (Efron and Tibshirani, 1994). The procedure of bootstrapping method here is summarized as follows: 1\textsuperscript{st}, for each applied spectrum, a new set of \( d(\tilde{x}_j) \) samples (\( j = 1 \) to \( J \)) is created from the original set of results via sampling with replacement. 2\textsuperscript{nd}, a new estimate of \( \overline{d_{LT}} \) is obtained by the algorithm of the proposed method. Since the dynamic simulations are not involved in the procedure, the whole process can be fully automated and not time consuming. The procedure is repeated until enough samples of \( \overline{d_{LT}} \) for statistical inference obtained. RSE will be used as a measure of sampling variability in this work.

### 3.5 Case Studies

#### 3.5.1 General Description

A turret floating, production, storage and offloading (FPSO) in a water depth of 500m was selected for the current study. The floating system consists of three components: one vessel, two unbonded flexible risers and four mooring lines (Figure 3.7). The wave environment is described by the JONSWAP spectrum. Dynamic analysis was performed in the global coupled
model in time domain. The commercial software OrcaFlex Dynamics (Version 9.5a) was employed to implement the time domain analysis and subsequent rainflow counting analysis. For unbonded flexible risers, the approach based on stress factors is adopted. Especially, the fatigue stress is calculated as a weighted sum of the tensile and bending contributions (Orcina Ltd, 2012). The random waves approach the FPSO from the bow. Figure 3.7 is overview of the whole system.

![Figure 3.7 Overview of the whole system](image)

The environmental loads were always assumed to come from the same direction in order to simplify the study. As this is the first trial of this proposed Importance Sampling Method and the second-order slowly varying response requires rather long simulation time, low frequency response will be neglected to expedite the research and it will be considered in the future work. In this research work, three methods for long-term fatigue assessment will be compared: proposed method without optimization, proposed method with optimization and direct numerical integration. For direct numerical integration, $\Delta H_s = 0.5m$ by $\Delta T_p = 0.25s$ is chosen as grid size and the range of integration is $0 \leq H_s \leq 16m$, $7.15 \leq T_p \leq 16.15s$, which is already computationally intensive and hence a finer mesh is not considered. On the contrary, the mesh size has no effect on the computation simulation demands for the proposed importance sampling method and the increment $\Delta H_s = 0.1m$ by $\Delta T_p = 0.1s$ is used in the proposed method.

The characteristics of the mooring lines and flexible risers are shown in Table 3.1 and Table 3.2 respectively.
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Table 3.1 Flexible riser characteristics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outer Diameter(m)</td>
<td>3.56×10^{-1}</td>
<td>Wall Thickness(m)</td>
<td>0.102</td>
</tr>
<tr>
<td>Mass per Unit Length(kg/m)</td>
<td>1.84×10^{2}</td>
<td>Bending stiffness(N*m²)</td>
<td>1.25×10^{5}</td>
</tr>
<tr>
<td>Poisson Ratio</td>
<td>5.00×10^{-1}</td>
<td>Axial stiffness(N)</td>
<td>7.11×10^{8}</td>
</tr>
<tr>
<td>Added mass coefficient</td>
<td>1.00</td>
<td>Total Length(m)</td>
<td>0.60×10^{4}</td>
</tr>
</tbody>
</table>

Table 3.2 Mooring line characteristics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outer Diameter(m)</td>
<td>5.76×10^{-1}</td>
<td>Axial stiffness(N)</td>
<td>9.38×10^{9}</td>
</tr>
<tr>
<td>Mass per Unit Length(kg/m)</td>
<td>2.03×10^{3}</td>
<td>Poisson Ratio</td>
<td>5.00×10^{-1}</td>
</tr>
<tr>
<td>Drag coefficient</td>
<td>1.00</td>
<td>Added mass coefficient</td>
<td>1.00</td>
</tr>
<tr>
<td>Bending stiffness(N)</td>
<td>0</td>
<td>Total Length(m)</td>
<td>0.75×10^{3}</td>
</tr>
</tbody>
</table>

The length of the FPSO is 300 meters and the mass is 13.20×10^{6}kg. Since the two locations at the top of the riser and the seabed at touch down point (TDP) are considered as the most challenge for fatigue design and the TDP is very complex due to many reasons such as pipe-soil interaction (Li and Low, 2012), the specific point near the top end of the flexible riser is chosen as the study point and the fatigue assessment is conducted at 5 meter from top end of the risers. S-N curve is used for the fatigue damage calculation and the parameters of S-N curve could be chosen from reference (DNV, 2011, Fatigue Design of Offshore Steel Structures). The S-N parameters are taken as m=3 and log\(\bar{a}\)=11.3.
3.5.2 Case study 1: selecting the applied spectra

Peak Exploration Technique (discussed in section 3.4.3.1) is employed here to estimate $H'_s(T_p)$ for a range of $T_p$, with trajectory shown in Figure 3.8.

![Figure 3.8 Trajectory of $H'_s(T_p)$ against $T_p$](image)

The nonlinearity parameter $\chi$ is assumed to be equal to 1, because only the first-order responses are considered. As discussed before, the peak $H'_s(T_p)$ does not need to be exact. For more nonlinear applications such as fatigue damage at the touchdown zone, which is not considered in this work, it may be worth obtaining a better estimate of $\chi$ by regular wave analysis of different wave heights. After the Peak Exploration Analysis, the global peak $S^*$ is obtained with $H_s = 5.2m, T_p = 11.15s$. All the fatigue damage appeared hereafter are normalized by dividing the exact damage by damage at the global peak $S^*$.

Before optimization, all applied spectra are selected at the “1D peak spectra”, which lie on the trajectory in Figure 3.8. In this work, a total of 10 applied spectra are employed with uniform
$T_p$ increment 1s. All applied spectra are shown in table 3.3, who are also indicated in Figure 3.8. It is explicit that all applied spectra are characterized by the JONSWAP spectra.

Table 3.3 Characteristics of applied spectra (without optimization)

<table>
<thead>
<tr>
<th>No.</th>
<th>$T_p$(s)</th>
<th>$H_s$(m)</th>
<th>Required no. of samples, $N_k$</th>
<th>$N_k$ used (minimum 20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.15</td>
<td>1.098</td>
<td>0.004</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>8.15</td>
<td>1.825</td>
<td>0.680</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>9.15</td>
<td>2.742</td>
<td>27.70</td>
<td>28</td>
</tr>
<tr>
<td>4</td>
<td>10.15</td>
<td>3.860</td>
<td>132.3</td>
<td>133</td>
</tr>
<tr>
<td>5</td>
<td>11.15</td>
<td>5.200</td>
<td>250.0</td>
<td>250</td>
</tr>
<tr>
<td>6</td>
<td>12.15</td>
<td>6.800</td>
<td>113.3</td>
<td>114</td>
</tr>
<tr>
<td>7</td>
<td>13.15</td>
<td>8.659</td>
<td>28.70</td>
<td>28</td>
</tr>
<tr>
<td>8</td>
<td>14.15</td>
<td>10.74</td>
<td>3.300</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>15.15</td>
<td>13.03</td>
<td>0.250</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>16.15</td>
<td>15.51</td>
<td>0.010</td>
<td>20</td>
</tr>
</tbody>
</table>

In the optimization, $\text{var}(W)$ is allowed to be minimized at each 1D peak. It is found to be less effective to use a uniform spectrum to cover a wider range of frequencies, due to the too much disparity between the applied and target spectra at the critical 1D peaks which will result in excessive sampling variability.

During optimization, $T_p$ increment is not fixed but determined by trial and error. As the beginning of optimization, 1s is set as the default increment for $T_p$. After optimization, increment will be adjusted according to the variance $V_{max}$ (See Eq. (3.35)), such as that if the optimized variance $V_{max}$ is too large, a smaller increment will then be considered. The process of the optimization is recorded in Table 3.4.
Table 3. 4 Theoretical standard deviation of Importance Sampling weight before and after optimization

<table>
<thead>
<tr>
<th>Notation</th>
<th>Applied spectrum</th>
<th>Target spectrum</th>
<th>Standard deviations of weight</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_p$(s)</td>
<td>$H_s$(m)</td>
<td>$T_p$(s)</td>
</tr>
<tr>
<td>$S_{A1}$</td>
<td>7.65</td>
<td>1.44</td>
<td>7.15</td>
</tr>
<tr>
<td></td>
<td>7.65</td>
<td>1.44</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>8.15</td>
<td>1.83</td>
<td>2.262</td>
</tr>
<tr>
<td>$S_{A2}$</td>
<td>8.4</td>
<td>2.04</td>
<td>8.15</td>
</tr>
<tr>
<td></td>
<td>8.4</td>
<td>2.04</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>8.65</td>
<td>2.26</td>
<td>1.169</td>
</tr>
<tr>
<td>$S_{A3}$</td>
<td>9.15</td>
<td>2.74</td>
<td>8.65</td>
</tr>
<tr>
<td></td>
<td>9.15</td>
<td>2.74</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>9.65</td>
<td>3.28</td>
<td>1.394</td>
</tr>
<tr>
<td>$S_{A4}$</td>
<td>10.15</td>
<td>3.86</td>
<td>9.65</td>
</tr>
<tr>
<td></td>
<td>10.15</td>
<td>3.86</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>10.65</td>
<td>4.51</td>
<td>1.126</td>
</tr>
<tr>
<td>$S_{A5}$</td>
<td>11.15</td>
<td>5.2</td>
<td>10.65</td>
</tr>
<tr>
<td></td>
<td>11.15</td>
<td>5.2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>11.65</td>
<td>5.99</td>
<td>1.303</td>
</tr>
<tr>
<td>$S_{A6}$</td>
<td>12.15</td>
<td>6.8</td>
<td>11.65</td>
</tr>
<tr>
<td></td>
<td>12.15</td>
<td>6.8</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>12.65</td>
<td>7.71</td>
<td>0.710</td>
</tr>
<tr>
<td>$S_{A7}$</td>
<td>14.4</td>
<td>11.29</td>
<td>12.65</td>
</tr>
<tr>
<td></td>
<td>14.4</td>
<td>11.29</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>16.15</td>
<td>15.51</td>
<td>1.519</td>
</tr>
</tbody>
</table>

Take the peak applied spectrum $S^*_A$ as an example, which covers three target spectra called $S_{T1}$, $S_{T2}$ and $S_{T3}$ corresponding to $T_p=10.65$s, 11.15s and 11.65s. Before optimization, the theoretical standard deviations of the importance sampling weights are $\sqrt{V_1} = 1.078$, $\sqrt{V_2} = 0$, $\sqrt{V_3} = 0$. 
and $\sqrt{V_3} = 1.303$. After optimization, the largest $\sqrt{V_3}$ reduces at the expense of other two increase slightly.

For the global peak applied spectrum $S^*_A$, if the number of samplings required is set as 200, then it makes sense that to use a smaller $N$ for applied spectra further from $S^*$ is appropriate. The method for selecting the number of samplings for each applied spectrum will be elaborated in Section 3.5.6.

3.5.3 Case study 2: equal response variance technique

A short period of simulation time 800s is performed for each applied spectrum, which is divided into 500 components from 0.2 to 1.2 rad/s with equal $\Delta \omega_i$ (See Section 3.4.3.2). Since the purpose is to quantify the fatigue damage instead of characterizing the response frequencies, the wave amplitudes are modelled in a deterministic way as $a_i = \sqrt{2S_{nn}(\omega_i)\Delta\omega_i}$ to smooth the noise in the stress spectrum. Figure 3.5 gives the wave spectrum and the stress spectrum at the global peak $S^*$ with the curves normalized to facilitate a comparison on the same plot. It can be seen that the wave spectrum covers a much wider frequency range than the response. Therefore, it makes sense to divide the wave spectrum according to the response to maximize the effectiveness of each wave component.

A mini-study is conducted to compare the fatigue damage from two approaches for discretizing the wave spectrum, i.e. equal response variance and equal frequency interval. The purpose of this mini-study is to exemplify certain characteristics, which is not a formally part of the proposed method. The comparison conducted between different numbers of wave components $N$. Each case includes 200 simulations with 5 minutes’ duration for each simulation. Random amplitude scheme is used here in the purpose of evaluating the fatigue damage.

Table 3.5 gives the effect of number of wave components and different discretion scheme on the fatigue damage results. All damage shown is normalized damage as explained in previous sections. From the results in Table 3.5, it can be obtained that for equal frequency interval discretization, the mean damage is sensitive to the number of wave components and only converges to “correct” result when $N$ is large enough. On the contrary, the mean damage from equal response variance are much more stable even for very small wave components such as $N = 10$. It can be concluded from this mini-study that equal response variance is an efficient way for discretizing the wave spectrum and can get an accurate result by a comparatively small $N$. In the light of above findings, $N$ is selected as 10 in the following studies. The RSE in Table
3.5 is calculated in the equation: $RSE = \frac{\sigma}{\mu \sqrt{200}}$, where $\sigma$ and $\mu$ are standard deviation and mean value for each type of wave components’ dividing.

Table 3.5 Effect of number of wave components $N$ on fatigue damage results

<table>
<thead>
<tr>
<th>$N$</th>
<th>Equal response variance</th>
<th>Equal frequency interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean damage</td>
<td>RSE</td>
</tr>
<tr>
<td>10</td>
<td>0.935</td>
<td>0.038</td>
</tr>
<tr>
<td>14</td>
<td>0.937</td>
<td>0.038</td>
</tr>
<tr>
<td>20</td>
<td>0.953</td>
<td>0.038</td>
</tr>
<tr>
<td>40</td>
<td>1.034</td>
<td>0.034</td>
</tr>
<tr>
<td>120</td>
<td>1</td>
<td>0.04</td>
</tr>
</tbody>
</table>

3.5.4 Case study 3: combining results from different applied spectra

This section gives the case study to implement the principles described in Section 3.4.3.4. Even though in theory, all applied spectra combined may give a best result, it is found that only some of applied spectra which are closest to an arbitrary target spectrum are effective. Following procedure is to simply the calculations. If a target spectrum whose $T_p$ is between $k$th applied spectrum $S_{Ak}$ and $(k+1)$th applied spectrum $S_{A(k+1)}$, then only these two applied spectra are employed in the combination. Then if $T_p$ coincides with one applied spectrum $S_{Ak}$, three applied spectra $S_{A(k-1)}$, $S_{Ak}$ and $S_{A(k+1)}$ are considered in the combination.

Figure 3.9 and 3.10 give the illustration of the benefits of combination. In Fig. 3.9, the target spectrum is taken at $T_p=10.65s$, which lies between $S_{A4}$ and $S_{A5}$ (before optimization). The plots of $\text{CoV}[\hat{d}(H_s, T_p)]$ against $H_s$ for three cases are shown in Fig. 3.9. It is apparent that the CoV due to the combination spectra of $S_{A4}$ and $S_{A5}$ is the lowest among three. In addition, Fig. 3.10 shows the target spectrum with $T_p=11.15s$, corresponding applied spectrum $S_{A5}$. In this case, three applied spectra are combined, namely $S_{A4}$, $S_{A5}$ and $S_{A6}$. Similar to Fig. 3.9, Fig. 3.10 compares $\text{CoV}[\hat{d}(H_s, T_p)]$ for four scenarios. The results also show that the combination is advantageous.
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Figure 3. 9 Plot of CoV[$\hat{d}(H_s, T_p)$] against $H_s$ for $T_p=10.65$ s

Figure 3. 10 Plot of CoV[$\hat{d}(H_s, T_p)$] against $H_s$ for $T_p=11.15$ s
3.5.5 Case Study 4: Curve Fitting

The curve fitting is conducted by the modified weighted linear regression method developed in Section 3.4.4. The normalized mean damage rate $\hat{d}(H_s, T_p)$ and the integrand $\hat{d}(H_s, T_p)f(H_s, T_p)$ for varying $H_s$ with $T_p=11.15$ s are plotted in Figures 3.11(a)-(b). The three methods mentioned in Section 3.5.1 are compared. The normalized curve fitting weights with optimization and without optimization are shown in Fig. 3.11(c). Since only the relative values matter, the normalization makes sense. As expected, the largest weight occurs at the vicinity of the applied spectrum.

![Normalized damage vs. wave height](image)
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Figure 3.11 Plot of various quantities against $H_s$ for $T_p=11.15$ s

(a) $\hat{d}(H_s, T_p)$; (b) $\hat{d}(H_s, T_p)f(H_s, T_p)$ and (c) curve-fitting weights
From Fig. 3.11(a), compared with numerical method which is set as benchmark, the proposed method does not seem good, especially when $H_S$ is large. Furthermore, the optimization makes the results even slightly worse. It makes sense that optimization compromises the accuracy at the applied spectrum to improve the accuracy at other places. In Fig. 3.11(b), the integrand curve produced by proposed method shows a good agreement with the curves obtained by numerical method. The area under this integrand is important, which is given by the 1D integral $I_{1D}(T_p) = \int_0^\infty \hat{d}(H_s, T_p) f(H_s, T_p) dH_s$. As indicated in Fig. 3.11(b), the areas under three different methods are in good agreement. It can be under the explanation that the overestimation of the integrand for smaller $H_s$ is compensated by the underestimation by the larger $H_s$. As a whole, the curve fitting strategy can be considered as a success, whose weights are properly calculated to make the error in the 1D integral minimum (not the damage). Moreover, it is pointed out that the disparity appeared in Fig. 3.11(b) is not a systematic error which may be different for different set of samples. Take $T_p=11.4s$ as another example, which is between two applied spectra. Fig. 3.12(a)-(b) gives the plot of $\hat{d}(H_s, T_p)$ and $\hat{d}(H_s, T_p)f(H_s, T_p)$, respectively. The comments for the above example remain relevant except for that, the optimization improves the accuracy of the proposed method.
3.5.6 Fatigue Damage Results and Comparison of Methods

The 1D integral after optimization calculated for a range of $T_p$ is plotted in Fig. 3.13. It should be noted that the proposed importance sampling is not an approximate method which produces an unbiased estimation of the mean damage, which can be considered just as a different simulation technique compared to conventional Monte Carlo. Even though the disparity between the methods is informative to some extent, too much attention should not be paid to this disparity, because the present results are specific to a particular set of samples. Instead, sampling variability is much more important, which can be estimated straightforwardly by bootstrapping (200 samplings are considered here). The standard error of the 1D integrals calculated using bootstrapping are depicted by error bars in Fig. 3.13.
As discussed in Section 3.5.3, $N = 200$ is used for peak applied spectrum $S_A$ and smaller $N$ values are considered for other applied spectra. The law of selecting $N$ is to make the standard errors of $\hat{d}(S_A)$ equal for all applied spectra, for instance, $\frac{SSD[\hat{d}(S_{Ak})]}{\sqrt{N_k}} = SSD[\hat{d}(S_A)]/\sqrt{200}$, where SSD indicates the sample standard deviation, $N_k$ is the value of $N$ for the $k$th applied spectrum. Since SSD[\hat{d}(S_{A_k})] is known prior, a minimum initial value $N_k=20$ is set. Then, more simulations are conducted until the above principle is satisfied, and SSD[\hat{d}(S_{A_k})] is updated after each simulation.

The comparison study results among the three methods are listed in Table 3.6, which gives the following results: mean value of normalized fatigue damage $\bar{d}_{LT}$, total number of samples $N_{tot}$ for 5-min simulations required, and the RSE of $\bar{d}_{LT}$ evaluated by bootstrapping. It is important to indicate that $\bar{d}_{LT}$ should not be compared at face value due to inherent sampling variability in all methods. Also, the numerical integration may be biased due to discretization errors.
Table 3.6 Comparison of different methods

<table>
<thead>
<tr>
<th></th>
<th>Numerical integration</th>
<th>Proposed method (no optimization)</th>
<th>Proposed method (with optimization)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized damage $\bar{d}_{LT}$</td>
<td>0.189</td>
<td>0.179</td>
<td>0.182</td>
</tr>
<tr>
<td>No. of samples $N_{tot}$</td>
<td>592000</td>
<td>653</td>
<td>585</td>
</tr>
<tr>
<td>$RSE(\bar{d}_{LT})$</td>
<td>$1.81 \times 10^{-2}$</td>
<td>$4.51 \times 10^{-2}$</td>
<td>$3.71 \times 10^{-2}$</td>
</tr>
<tr>
<td>$N_{tot} RSE^2(\bar{d}_{LT})$</td>
<td>1.95</td>
<td>1.33</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Due to the difference in sampling variability, it is not meaningful to compare the single value $N_{tot}$. Since the $RSE(\bar{d}_{LT})$ is proportional to $1/\sqrt{N_{tot}}$, the parameter $N_{tot} RSE^2(\bar{d}_{LT})$ is calculated to measure the computational effect, considering the sampling variability. From the results shown in Table 3.6, the proposed method has a great advantage in the computational efficiency compared with numerical integration. In the overall effectiveness measured by $N_{tot} RSE^2(\bar{d}_{LT})$, the optimized proposed method shows the most advantages among the three. For the classical numerical integration method, $N_{tot}$ is required to be extremely large in order to cover the relevant integration domain and a relatively coarse grid may lead to biased result. As a contrast, the discretization for the proposed method can be made very fine without additional dynamic analysis, and the RSE value is also acceptable.

Finally, the contours of the integrand generated by the proposed method with optimization are depicted in Fig. 3.14.
3.6 Point Estimates Method

The detail introduction of point estimates method is discussed in section 2.4.5.11. In this section, a seven-point estimate method is employed to solve the two-dimensional random variable’s integral problem stated in this chapter. Table 3.7 shows the transformations from standard normal space to original random variables \( H_s \) and \( T_p \) space.

Table 3.7 Seven-point transformation

<table>
<thead>
<tr>
<th>No</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>u_0</td>
<td>u_1+</td>
<td>u_1−</td>
<td>u_2+</td>
<td>u_2−</td>
<td>u_3+</td>
<td>u_3−</td>
<td></td>
</tr>
<tr>
<td>value</td>
<td>0</td>
<td>1.154</td>
<td>-1.154</td>
<td>2.367</td>
<td>-2.367</td>
<td>3.750</td>
<td>-3.750</td>
</tr>
<tr>
<td>( \Phi(u) )</td>
<td>0.500</td>
<td>0.876</td>
<td>0.124</td>
<td>0.991</td>
<td>0.009</td>
<td>0.999</td>
<td>8.83x10^{-5}</td>
</tr>
<tr>
<td>( H_s )</td>
<td>2.160</td>
<td>4.389</td>
<td>1.012</td>
<td>7.550</td>
<td>0.457</td>
<td>11.895</td>
<td>0.184</td>
</tr>
<tr>
<td>( P )</td>
<td>0.457</td>
<td>0.240</td>
<td>0.240</td>
<td>0.031</td>
<td>0.031</td>
<td>0.548x10^{-3}</td>
<td>0.548x10^{-3}</td>
</tr>
</tbody>
</table>
In the above table, $\Phi(u)$ is the cumulative distribution function (CDF) of $u_0, u_{1+}, u_{1-}, u_{2+}, u_{2-}, u_{3+}, u_{3-}$ in standard normal space, $P$ is the corresponding weight. Table 3.8 is the fatigue damage of intermediate steps of seven-point estimate method.

Table 3.8 Intermediate steps’ value of seven-point estimate method

<table>
<thead>
<tr>
<th>$T_p = \text{mean}$</th>
<th>$H_s$</th>
<th>$i = 1$</th>
<th>$i = 2$</th>
<th>$i = 3$</th>
<th>$i = 4$</th>
<th>$i = 5$</th>
<th>$i = 6$</th>
<th>$i = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_i$</td>
<td>2.66E-11</td>
<td>2.23E-10</td>
<td>2.73E-12</td>
<td>1.14E-09</td>
<td>2.52E-13</td>
<td>4.49E-09</td>
<td>1.65E-14</td>
<td></td>
</tr>
<tr>
<td>$H_s = \text{mean}$</td>
<td>$T_p$</td>
<td>$i = 1$</td>
<td>$i = 2$</td>
<td>$i = 3$</td>
<td>$i = 4$</td>
<td>$i = 5$</td>
<td>$i = 6$</td>
<td>$i = 7$</td>
</tr>
<tr>
<td>$g_i$</td>
<td>2.66E-11</td>
<td>2.43E-11</td>
<td>1.16E-12</td>
<td>5.15E-12</td>
<td>1.19E-15</td>
<td>1.10E-12</td>
<td>1.65E-14</td>
<td></td>
</tr>
<tr>
<td>$P$</td>
<td>0.457143</td>
<td>0.240123</td>
<td>-0.24012</td>
<td>0.030757</td>
<td>-0.03076</td>
<td>0.00548</td>
<td>-0.00055</td>
<td></td>
</tr>
</tbody>
</table>

The above table is the process of calculating the $g_i$ in Equation (2.67) in section 2.4.5.11. $g_\mu$ is the fatigue value evaluated at the mean of all variables $H_s$ and $T_p$.

According to Equation (2.67), the final total fatigue damage can be obtained as:

$$g'(\theta) = \sum_{i=1}^{n} \left( g_i - g_\mu \right) + g_\mu \approx 9.59 \times 10^{-11}$$

The total fatigue value proposed by point estimates method will be normalized by dividing by the result obtained by global peak value of fatigue damage at ($T_p = 11.15s, H_s = 5.2m$) by numerical method in the next section.

3.7 Results and Discussion

3.7.1 Results

Table 3.9 is the comparison of different methods for the total fatigue damage calculated by Equation (3.6).
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Table 3.9 Different methods comparison

<table>
<thead>
<tr>
<th>method used</th>
<th>numerical</th>
<th>seven-point estimate</th>
<th>proposed method (10components)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized damage</td>
<td>0.189</td>
<td>0.233</td>
<td>0.179</td>
</tr>
<tr>
<td>samplings number required (function calls)</td>
<td>592000</td>
<td>2600</td>
<td>653</td>
</tr>
<tr>
<td>dividing components time (function calls)</td>
<td>0</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>total simulation required(function calls) $N_{tot}$</td>
<td>592000</td>
<td>2600</td>
<td>683</td>
</tr>
<tr>
<td>$RSE(\bar{d}_{LT})$</td>
<td>1.81x10^{-3}</td>
<td>1.12x10^{-1}</td>
<td>4.51x10^{-2}</td>
</tr>
<tr>
<td>$N_{tot}RSE^2(\bar{d}_{LT})$</td>
<td>1.953</td>
<td>32.60</td>
<td>1.391</td>
</tr>
</tbody>
</table>

1) Each function call is a duration of 300s simulation time.
2) The point increment calculated by numerical methods is $H_s(0\sim16m, \Delta H_s = 0.2m) T_p(7.15\sim16.15s, \Delta T_p = 0.25s)$.
3) The point increment calculated by proposed methods is $H_s(0\sim16m, \Delta H_s = 0.1m) T_p(7.15\sim16.15s, \Delta T_p = 0.1s)$.
4) For the point estimated method, 13 pairs of $H_s$ and $T_p$ are simulated with each based on 200 samplings (function calls).
5) For numerical method, each pair of $H_s$ and $T_p$ wave spectrum is based on 200 samplings (function calls).
6) The bootstrapping is based on 200 re-do–samplings.
7) The total fatigue damage in the above table is normalized by divided by the result obtained by global peak value of fatigue damage at $(T_p=11.15s, H_s=5.2m)$ by numerical method.

The last line $N_{tot}RSE^2(\bar{d}_{LT})$ is used as a parameter to compare the computation efforts required by different models to achieve a similar level of accuracy. It is chosen to combine the time parameter and sampling variability parameter together to get an integrated index for comparison convenience.
This comparison assumes that \( RSE(d_{LT}) \propto 1/\sqrt{N_{tot}} \). For example, for the direct numerical integration method to achieve the same RSE as the proposed method after optimization, the number of numerical simulations (function calls, dynamic analyses of the offshore platform) required is given as follows:

\[
\frac{RSE(\text{before})}{RSE(\text{after})} = \frac{1}{\sqrt{N_{tot(b)}}} \cdot \frac{1}{\sqrt{N_{tot(a)}}}
\]

\[
\frac{0.00181}{0.0371} = \frac{1}{\sqrt{592000}} \cdot \frac{1}{\sqrt{N_{tot(a)}}}
\]

\[N_{tot(a)} \approx 1409\]

Therefore, to get the same RSE as the proposed method after optimization, the direct numerical integration method needs 1409 simulations which are more than twice those required by the proposed method after optimization. However, even with the same sampling variability, the result obtained by the direct numerical integration is still biased while the result obtained by the proposed method after optimization is unbiased. Below gives the explanation:

Since for this research, there are in total 4 random variables: \( H_s, T_p, a, \) and \( \varepsilon \), if direct numerical integration method is used, two random variables \( H_s \) and \( T_p \) are divided into 7 segments and the other two random variables are divided into 6 segments, then the total numerical simulation calls required would be \( 7^2 \cdot 6^2 = 1764 \) (a bit higher than 1409, for integral convenience). This means that the point increment for the direct numerical integration method would be: \( \Delta H_s = 2.29m, \Delta T_p = 1.29s \) (with the previous range unchanged). The figure shows the contours of the integrand generated by the proposed method with optimization. From Figure 3.14, it is obvious that the above increment for the direct numerical integration method is too coarse to achieve an accurate, stable and unbiased result. The main practical difficulty for the direct numerical integration method lies in deciding suitable values for \( H_{max}, T_{max}, \Delta H_s \) and \( \Delta T_p \). For the direct numerical integration method, the mesh size should be fine enough to capture the peaks and any local fluctuations. Also, the upper limits should be imposed that the truncated region has negligible contribution.
On the contrary, the proposed method is unbiased and the grid size can be reduced without requiring additional dynamic simulations, which can avoid the discretization error problem always caused by the coarse direct numerical integration method.

Therefore, $N_{tot}RSE^2(d_{LT})$ is one of the important metrics indicating the computation effort required by a numerical method in long-term fatigue analysis to achieve a similar level of accuracy in the results as the other methods. More than twice the computational saving of the proposed method compared with the direct numerical integration method is only one of the advantages of the proposed approach. Another strength of the newly proposed method is that it allows the analyst to determine the required simulation time to achieve an unbiased, stable with a certain acceptable level of accuracy.

### 3.7.2 Discussion

Long-term fatigue assessment of FPSO risers is computational expensive as it involves a double integral over the $H_s−T_p$ space and each integration point requires a dynamic analysis. It is rather challenging if the dynamic analysis is performed in the time domain which is always required due to system nonlinearities.

This chapter proposed a novel efficient method for the long-term fatigue analysis with time domain simulations. The time history of the wave elevation is expressed as a sum of regular waves with random amplitudes and phase angles. By invoking the importance sampling technique, the wave amplitudes can be obtained by simulating from a distribution different from the actual one. Then, the results for multiple sea states can be obtained by simply altering the weighting function instead of simulating each sea state which requires significantly large amount of computational time. This concept is very powerful potentially. However, there are difficulties when conducting the idea in its original form as discussed in Section 3.4.2. In order to solve the unacceptably large sampling variability problem, a succession of techniques are developed, including: 1\textsuperscript{st}, choosing the applied wave spectra at the peak, which is introduced in Section 3.4.3.1; 2\textsuperscript{nd}, dividing the wave spectrum by equal response variance for the purpose of maximizing each wave component; 3\textsuperscript{rd}, combining the results from multiple applied wave spectra as detailed in Section 3.5.4; 4\textsuperscript{th}, curve fitting technique based on a modified weighted linear regression scheme; and 5\textsuperscript{th}, an optimization technique by selecting Rayleigh parameters for the wave amplitudes of applied spectra.
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The proposed importance sampling method is illustrated on a turret-moored FPSO vessel moored with two flexible risers. For comparison purposes, direct numerical integration method and seven-point estimate method are considered. It is emphasized again that the proposed method is not an approximate method, but offers an alternative means for simulation. Therefore, the result obtained by proposed method is unbiased and it remains to calculate the standard error, which is achieved by bootstrapping technique. From all case studies and relevant results, an explicit advantage of the proposed method is demonstrated: computational efficiency, which is significantly prior to direct numerical integration, with the consideration of sampling variability. There is another benefit of the proposed method that the size of grid can be reduced without additional dynamic simulation, which may avoid the problem of discretization error that is always caused by coarse numerical method.
CHAPTER 4 MODELLING THE MULTIPLE CLASSICAL COPULA MODEL OF ENVIRONMENTAL RANDOM VARIABLES FOR THE OFFSHORE STRUCTURAL ANALYSIS

4.1 Introduction

In the previous chapter, an innovative approach for the long-term fatigue analysis of flexible risers in time domain is discussed and achieves good efficiency and accuracy.

This chapter mainly discusses the modelling of ocean environmental multivariate random variables experienced by offshore structures. The joint distribution model employed in the previous chapter is based on the traditional method (Haver, 2002) which is a joint conditional model. All the aforementioned joint distribution models only considered the linear relationship between pairs of random variables (Sagrilo, Lima and Papaleo, 2011; Haver, 2002), which may not be valid to the case where nonlinear relationship among random variables is important. Copula model is introduced in this chapter to study the dependence among random variables which can model both linear and nonlinear dependence among different variables. If the actual dependency between certain random variables is nonlinear, the commonly used traditional model considering nonlinear dependence is inadequate (Guedes Soares et al., 2001; Vanem, 2011). Till now, nonlinear correlation considered statistical models are not widely applied in engineering practice and are even seldom studied in offshore engineering field, which may be due to the lack of criteria or the difficulty of selecting the appropriate models, etc.

In this chapter, a comparative study will be conducted between the classical multiple copula model and traditional conditional joint distribution model. The biggest advantage of classical multiple copula models is its ability in treating nonlinear relationship among pairs of random variables. Later the effect of different statistical models on the long-term fatigue assessment result of mooring and riser systems will be analysed.

The materials in this chapter are presented in the journal paper (Gao and Cheung, 2016a) which has been submitted for review.

4.2 Traditional Models for Sea State Parameters

Among many probabilistic models in the review, conditional joint distribution model is widely adopted by the industry application. In this section, some popular traditional bivariate models and tri-variate models will be introduced.
4.2.1 Conditional Joint Distribution Model between $H_s$ and $T_p$

The most popular joint distribution model in the offshore engineering field is the joint distribution model with two environmental random variables: significant wave height $H_s$ and spectral peak period $T_p$ which are the key factors for the construction of wave spectrum. In the literature, different distribution models have been proposed, all of which involve the marginal distribution of $H_s$ and conditional distributions of $T_p$. Then the JPDF of the two random variables can be written as $f(H_s, T_p) = f(H_s)f(T_p|H_s)$.

In DNV design code (DNV, 2012), $H_s$ is assumed to follow two-parameter Weibull distribution, while $T_p$ is considered to follow a lognormal distribution conditioned on $H_s$. The expression is:

$$f(H_s) = \left(\frac{k}{\lambda}\right)^{k-1} e^{\left(-\left(\frac{H_s}{\lambda}\right)^k\right)}$$ (4.1)

$$f(T_p|H_s) = \frac{1}{\sqrt{2\pi}\sigma_T} e^{\left(-\frac{(\ln T_p - \mu)^2}{2\sigma^2}\right)}$$ (4.2)

where parameters $\mu$ and $\sigma$ can be expressed as a function of $H_s$,

$$\mu = E[\ln T_p] = a_1 + a_2 h_a$$ (4.3)

$$\sigma^2 = \text{Var}[\ln T_p] = b_1 + b_2 \exp(b_3 h)$$ (4.4)

In the above equations, parameters $k, \lambda$ can be determined by the fitting of the data set of $H_s$, $a_1, a_2, a_3, b_1, b_2, b_3$ are coefficients which can be obtained by the conditional model $f(T_p|H_s)$ fit with $H_s$ fixed at several values of $H_s$, such as $\Delta H_s = 0.5s$.

Haver and Nyhus (1986) proposed a classical model that is popular in related research field (Naess and Moan, 2005). The classical model only differed from the DNV design codes model in the expression of the marginal distribution of $H_s$, which used piecewise functions:

$$f(H_s) = \begin{cases} \frac{1}{H_s \sigma \sqrt{2\pi}} e^{\left(-\frac{(\ln H_s - \mu)^2}{2\sigma^2}\right)} & \text{if } H_s \leq \hat{H} \\ \frac{k}{\lambda} \left(\frac{H_s}{\lambda}\right)^{k-1} e^{\left(-\left(\frac{H_s}{\lambda}\right)^k\right)} & \text{if } H_s < \hat{H} \end{cases}$$ (4.5)

where the parameters $\sigma, \mu, k, \lambda$ could be determined by fitting data set of $H_s$. 


Besides, Ochi (1992) also introduced a bivariate lognormal distribution with marginal $H_s$ fitted as lognormal distribution.

### 4.2.2 Conditional Joint Distribution Model among $H_s$, $T_p$ and $V_w$

The above bivariate conditional models only consider the relationship between significant wave height $H_s$ and spectral peak period $T_p$. Johannessen (2001) suggested a joint probabilistic model of wind and waves, including 1-hour mean wind speed at 10m above sea level $V_w$, significant wave height $H_s$, and spectral peak period $T_p$. The joint probabilistic model contains three parts: marginal distribution for the wind speed $f(V_w)$, conditional distribution of $H_s$ for given $V_w$, $f(H_s|V_w)$ and conditional distribution of $T_p$, for given $H_s$ and $V_w$ $f(T_p|H_s, V_w)$. Then the joint PDF can be expressed as:

$$f(V_w, H_s, T_p) = f(V_w) f(H_s|V_w) f(T_p|H_s, V_w) \quad (4.6)$$

The marginal distribution of 1-hour mean wind speed at 10m is described by two-parameter Weibull distribution:

$$f(V_w) = \frac{k_w}{\lambda_w} \left(\frac{V_w}{\lambda_w}\right)^{k_w-1} \exp\left[-\left(\frac{V_w}{\lambda_w}\right)^{k_w}\right] \quad (4.7)$$

where the parameters $k_w$ and $\lambda_w$ are determined by curve fitting of data for $V_w$.

The conditioned distribution of $H_s$ for given $V_w$ is also described by 2-parameter Weibull distribution, which can be expressed as:

$$f(H_s|V_w) = \frac{k_h}{\lambda_h} \left(\frac{H_s}{\lambda_h}\right)^{k_h-1} \exp\left[-\left(\frac{H_s}{\lambda_h}\right)^{k_h}\right] \quad (4.8)$$

$$k_h = a_1 + a_2 V_w \quad (4.9)$$

$$\lambda_h = b_1 + b_2 V_w^{b_3} \quad (4.10)$$

where parameters $a_1, a_2, b_1, b_2, b_3$ can be estimated by regression analysis with $k_h, \lambda_h$ obtained within each $V_w$ range. Moreover, based on the characteristics of Weibull distribution, the parameters $k_h$ and $\lambda_h$ can be further employed to calculate the mean and standard deviation of $H_s$ given wind speed $V_w$ (represent each designed $V_w$ range) with the following expressions:

$$E(H_s) = \lambda_h \Gamma\left(\frac{1}{k_h} + 1\right) \quad (4.11)$$
\[
\sigma(H_s) = \lambda_h \left[ \Gamma \left( \frac{2}{k_h} + 1 \right) - r^2 \left( \frac{1}{k_h} + 1 \right) \right]^{0.5} \] (4.12)

The conditioned distribution of \( T_p \) for given \( H_s \) and \( V_w \) is described by a log-normal distribution expressed as (Johannessen et al., 2001; Dong et al., 2011):

\[
f(T_p|V_w, H_s) = \frac{1}{T_p \sigma_{\ln(T_p)} \sqrt{2\pi}} \cdot \exp \left[ -\frac{1}{2} \left( \frac{\ln(T_p) - \mu_{\ln(T_p)}}{\sigma_{\ln(T_p)}} \right)^2 \right] \] (4.13)

where \( \mu_{\ln(T_p)} \) and \( \sigma_{\ln(T_p)} \) are mean and standard deviation of the associated normal distribution respectively, which can be calculated as:

\[
\mu_{\ln(T_p)} = \ln \left( \frac{\mu_{T_p}}{1 + \nu_{T_p}^2} \right) \] (4.14)

\[
\sigma^2_{\ln(T_p)} = \ln \left( \nu_{T_p}^2 + 1 \right) \] (4.15)

where \( \nu_{T_p} = \sigma_{T_p}/\mu_{T_p} \), \( \sigma_{T_p} \) and \( \mu_{T_p} \) are standard deviation and mean value of \( T_p \), respectively.

In order to decide how \( T_p \) varies with \( H_s \) and \( V_w \), the following expression is proposed by Johannessen (2001):

\[
\mu_{T_p} = \bar{T}_p(h) \left[ 1 + \theta \cdot \left( \frac{V_w(h)}{\bar{V}_w(h)} \right)^\gamma \right] \] (4.16)

where \( \bar{T}_p(h) \) is the mean value of spectral period for a given \( H_s \), \( \bar{V}_w(h) \) is the mean value of wind speed for a given \( H_s \). \( \bar{T}_p(h) \) and \( \bar{V}_w(h) \) can be fitted by the following expression:

\[
\bar{T}_p(h) = c_1 + c_2 \cdot H_s^{c_3} \] (4.17)

\[
\bar{V}_w(h) = d_1 + d_2 \cdot H_s^{d_3} \] (4.18)

In the above equations (4.14) ~ (4.18), the coefficients \( c_1, c_2, c_3, d_1, d_2, d_3 \) can be determined by fitting easily, while \( \theta, \gamma \) and \( \sigma_{T_p} \) can be obtained by the methods proposed by Johannessen (2001).

### 4.3 Copula Theory

The word ‘copula’ originates from the Latin noun, which means “link” or “lie” (Cassell’s Latin Dictionary) and was used as grammar. Sklar (1959) was the first one employing copula in a
mathematical or statistical sense and from the original meaning of this word, the basic function of copula is to describe the dependence between random variables. As stated by Fisher (1997), copula is popular in probability and statistics for two main reasons: scale free measures of dependence can be studied and bivariate as well as multivariate distributions can be constructed by one-dimensional distribution function with simulation views.

Till now, copula theory has been popular in the terrain of quantitative finance (Longin and Solnik, 2001; Ang and Chen, 2002; Cooke et al., 2011; Aas et al., 2009). Quite recently, this concept also captures the attention of researchers in the fields of transportation (Thompson et al., 2011), offshore engineering (Zhang et al., 2015) and reliability engineering etc.

However, the study of copulas and their application in the field of probability, statistics and stochastic process are still in the preliminary stage with many open problems to be solved.

4.3.1 Definition and Basic Properties

In general definition, the concept of copula can be interpreted as functions that link multivariate distribution functions to one dimensional marginal distribution functions. The mathematical definition is given as follows:

Suppose \((X_1, X_2, \ldots, X_d)\) is a random vector with continuous marginal distributions \(F_i(x) = P[X_i \leq x], i = 1,2,\ldots,d\). Then let the random vector \((U_1, U_2, \ldots, U_d)\) have uniformly distributed marginals:

\[
(U_1, U_2, \ldots, U_d) = (F_1(X_1), F_2(X_2), \ldots, F_d(X_d))
\]  

Then the copula of \((X_1, X_2, \ldots, X_d)\) is defined as:

\[
C(u_1, u_2, \ldots, u_d) = P[U_1 \leq u_1, U_2 \leq u_2, \ldots, U_d \leq u_d]
\]

In the above Equation, all the information in the dependence structure among \((X_1, X_2, \ldots, X_d)\) is included in the copula \(C(u_1, u_2, \ldots, u_d)\) and all the marginal distribution related information is contained in \(F_i, i = 1,2,\ldots,d\).

A \(d\)-dimensional copula \(C: [0,1]^d \rightarrow [0,1]\) has following basic properties:

\[
C(u_1, u_2, \ldots, u_{i-1}, 0, u_{i+1}, \ldots, u_d) = 0
\]

The copula equals to zero when any of the argument is zero.
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\[ C(1, ..., 1, u, 1, ..., 1) = u \]  

(4.22)

The copula equals to \( u \) if all arguments are 1 except one is \( u \).

The third property is that copula is \( d \)-increasing. Take bivariate copula for instance,

\[ C(u_2, v_2) - C(u_2, v_1) - C(u_1, v_2) + C(u_1, v_1) \geq 0 \]  

(4.23)

For all \( 0 \leq u_1 \leq u_2 \leq 1 \) and \( 0 \leq v_1 \leq v_2 \leq 1 \).

Sklar’ Theorem

Let \( H \) be the joint distribution function with margins \( X_1, \ldots, X_d \) and there is a copula \( C \):

\[ H(x_1, \ldots, x_d) = C(F_1(x_1), \ldots, F_d(x_d)) \]  

(4.24)

where \( F_i(x_i) = P[X_i \leq x] \).

Then the density of the multivariate distributions \( f(x_1, \ldots, x_d) \) can be expressed as:

\[ f(x_1, \ldots, x_d) = c(F_1(x_1), \ldots, F_d(x_d)) \cdot f_1(x_1) \cdots f_d(x_d) \]  

(4.25)

where \( c \) is the density of the copula and \( f_i(x_i), (i = 1, \ldots, d) \) is the PDF of each marginal distribution. The copula density \( c \) can be obtained as the derivation of \( n \)th partial derivative of copula function \( C \):

\[ c(F_1(x_1), \ldots, F_n(x_n)) = \frac{\partial^n C(F_1(x_1), \ldots, F_n(x_n))}{\partial F_1(x_1) \cdots \partial F_n(x_n)} \]  

(4.26)

In this theorem, it is stated that if \( F_1, \ldots, F_d \) are continuous, then the copula \( C \) is unique. On the other hand, if the copula \( C \) is defined, and \( F_1, \ldots, F_d \) are marginal distribution functions, then \( C(F_1(x_1), \ldots, F_d(x_d)) \) defines a \( d \)-dimensional cumulative distribution function.

4.3.2 Families of Copula

In this section, several families of copula will be introduced. As discussed by Nelson (2006), each family or class of copula has its own characteristic and has its own advantage and disadvantage which will be suitable for certain types of data.

Gaussian Copula
Gaussian copula is quite popular in risk analysis field (Renard and Lang, 2007) and is constructed from a multivariate normal distribution. For the application of Gaussian copula, all variables should be transformed to standard normal distribution space from the original distributions.

A \(d\)-dimensional Gaussian Copula can be expressed:

\[
C^\text{Gauss}_R (u) = \Phi_R (\Phi^{-1}(u_1), \ldots, \Phi^{-1}(u_d))
\]

(4.27)

where \(R \in \mathbb{R}^{d \times d}\) is the correlation matrix, \(\Phi^{-1}\) is the inverse CDF of a standard normal distribution, and \(\Phi_R\) is the joint CDF of a multivariate normal distribution with zero mean and covariance matrix \(R\).

The density of Gaussian Copula can be expressed as:

\[
c^\text{Gauss}_R (u) = \frac{1}{\sqrt{|R|}} \exp \left(-\frac{1}{2} \mathbf{x}^T (R^{-1} - I) \mathbf{x}\right)
\]

(4.28)

where \(x_i = \Phi^{-1}(u_i),(i = 1, \ldots, d)\), \(I \in \mathbb{R}^{d \times d}\) is the identity matrix and \(|\cdot|\) denotes the determinant.

Gaussian copula belongs to elliptical copula family and its distributions are radially symmetric, without upper or lower tail dependence. In Gaussian copula, the same linear dependency covers all data within the domain. Therefore, it may not be suitable to model the structural dependence that is not consistent over the entire domain (Lebrun and Dutfoy, 2009).

**Archimedean Copula**

Archimedean Copula was first studied in the development of probabilistic view of triangle inequality (Schweizer, 1991). Compared with triangular copulas which do not have closed form of expressions, all commonly encountered Archimedean copulas have explicit formula and are superior to treat asymmetrical problems (Embrechts et al., 2001).

An Archimedean copula can be expressed as:

\[
C(u_1, \ldots, u_d; \theta) = \psi^{-1}(\psi(u_1; \theta) + \cdots + \psi(u_d; \theta); \theta)
\]

(4.29)

where \(\psi : [0,1] \times \theta \rightarrow [0, \infty)\) is a strictly decreasing convex function with \(\psi(1; \theta) = 0\). \(\theta\) is a parameter within the parameter space \(\Theta\). \(\psi\) is the generator function and \(\psi^{-1}(t; \theta) = 0\) for
all $t \geq \psi(0; \theta)$. Following table 4.1 gives the most prominent bivariate Archimedean copulas:

Table 4. 1 Some important Archimedean Copulas

<table>
<thead>
<tr>
<th>Copula</th>
<th>Bivariate Formula</th>
<th>Generator Function</th>
<th>Parameter $\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ali-Mikhail-Haq</td>
<td>$uv \over 1-\theta(1-u)(1-v)$</td>
<td>$\ln \left[ \frac{1-\theta(1-t)}{t} \right]$</td>
<td>$\theta \in [-1, 1)$</td>
</tr>
<tr>
<td>Clayton</td>
<td>$\left[ \text{max}{u^{-\theta} + v^{-\theta} - 1; 0} \right]^{-1/\theta}$</td>
<td>$\frac{1}{\theta}(t^{-\theta} - 1)$</td>
<td>$\theta \in [-1, \infty) \setminus {0}$</td>
</tr>
<tr>
<td>Frank</td>
<td>$-\frac{1}{\theta} \ln \left[ 1 + \frac{(\exp(-\theta u) - 1)(\exp(-\theta v) - 1)}{\exp(-\theta) - 1} \right]$</td>
<td>$-\ln \left( \frac{\exp(-\theta t) - 1}{\exp(-\theta) - 1} \right)$</td>
<td>$\theta \in \mathbb{R} \setminus {0}$</td>
</tr>
<tr>
<td>Gumbel</td>
<td>$\exp \left[ -\left( (-\ln(u))^{\theta} + (-\ln(v))^{\theta} \right)^{1/\theta} \right]$</td>
<td>$(-\ln(t))^{\theta}$</td>
<td>$\theta \in [1, \infty)$</td>
</tr>
<tr>
<td>Independence</td>
<td>$uv$</td>
<td>$-\ln(t)$</td>
<td></td>
</tr>
<tr>
<td>Joe</td>
<td>$1 - \left[ (1-u)^{\theta} + (1-v)^{\theta} - (1-u)^{\theta}(1-v)^{\theta} \right]^{1/\theta}$</td>
<td>$-\ln(1 - (1-t)^{\theta})$</td>
<td>$\theta \in [1, \infty)$</td>
</tr>
</tbody>
</table>

Figure 4.1 gives the comparison of different bivariate copulas with each marginal distribution following a standard normal distribution and the linear correlation coefficient 0.9.
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Gaussian Copula

Clayton Copula
Figure 4.1 Comparison of different bivariate copulas with each marginal distribution following a standard normal distribution and the linear correlation coefficient 0.9
From Figure 4.1, it can be easily found that Clayton Copula is more suitable in describing data with strong lower tail dependence, while Gumbel Copula is good at describing data with stronger correlations at higher values. Frank Copula is more appropriate at modelling data with weak dependence at tails.

**4.3.3 Dependence Structure of Copula**

*Pearson’s product-moment correlation*

There are various ways to discuss and measure the dependence among random variables, such as the most popular Pearson’s product-moment correlation which measures the linear dependence between random variables. The formula for Pearson’s correlation coefficient between two random variables $X_1$ and $X_2$ is:

$$\rho_{X_1X_2} = \frac{\text{Cov}(X_1, X_2)}{\sigma_{X_1} \sigma_{X_2}} \quad (4.30)$$

where $\text{Cov}(X_1, X_2) = E[(X_1 - E(X_1))(X_2 - E(X_2))]$, is the covariance between $X_1$ and $X_2$. $\sigma_{X_1}$ and $\sigma_{X_2}$ are the standard deviation of $X_1$ and $X_2$, respectively, and $E(\ )$ is the expectation function.

Pearson’s correlation coefficient is commonly used in most multivariate analysis and it can be easily estimated from the data. However, it can only measure linear correlation and is not invariant to strictly increasing nonlinear transformations. Therefore, rank correlation coefficient may be more appropriate to certain problems.

The most widely known scale-invariant measures of association are called Kendall’s tau and Spearman’s rho.

**Concordance**

For a pair of random variables $(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)$, if larger values of one pair tend to be associated with larger values of the other pair, that is if $x_i > x_j$ and $y_i > y_j$ or smaller values associated with smaller values of the other pair, such as if both $x_i < x_j$ and $y_i < y_j$, then the pair of random variables are called to be concordant. Else, they are discordant.

**Kendall’s tau**

Kendall’s tau is a measure of rank correlation, developed by Maurice Kendall in 1938 (Kendall, 1938). The expression for Kendall’s tau $\tau$ is:
\[
\tau = \frac{(\text{number of concordant pairs})-(\text{number of discordant pairs})}{\frac{1}{2}n(n-1)}
\]

where \( n \) is the number of total pairs.

**Spearman’s rho**

Similar to Kendall’s tau, Spearman’s rho is also a nonparametric measure of statistical dependence between two variables. \( \rho \) can be obtained by:

\[
\rho = 1 - \frac{6 \sum d_i^2}{n(n^2-1)}
\]

where \( d_i = x_i - y_i \) is the difference between ranks and \( n \) is the number of total pairs. (Wikipedia).

### 4.4 Comparative Study

In this section, the copula approach of modelling the same multivariate ocean data is compared with the traditional method. The detailed procedure of construction of the multivariate model by two different methods will be stated and some model selection techniques will be discussed in the next section.

#### 4.4.1 Data Pre-Treatment

The data collected for this research is obtained from National Data Buoy Centre. The location of data collected is in the east coast of Brazil in the Atlantic (7.91° S, 30.49° W) and the water depth near the location is 1500m. The data set collected is from year 1973 to 2014, covering 42 years span of hourly records with several years’ data lost. The ocean parameters collected and being used in this section include: significant wave height \( H_s \) (m), spectral peak period \( T_p \) (s) and wind speed \( V_w \) (m/s). Since the direction parameters such as wave direction and wind direction data are mostly missing, the study in this section does not include direction parameters.

Before applying the multivariate data into statistical analysis, some pre-treatment should be done. Figure 4.2 shows the mean value of ocean parameters \( H_s, T_p \) and \( V_w \) in different years.
Figure 4.2 Mean value of ocean parameters in different years

From Figure 4.2, the mean value of ocean parameters is relatively stable for each year, the details are:

\[ \frac{CoV(\mu_{Hs})}{\sqrt{N}} = \frac{\sigma_{\mu_{Hs}}}{E(H_s) \cdot \sqrt{N}} = 0.0201 \]  \hspace{1cm} (4.33)

\[ \frac{CoV(\mu_{Tp})}{\sqrt{N}} = \frac{\sigma_{\mu_{Tp}}}{E(T_p) \cdot \sqrt{N}} = 0.0065 \]  \hspace{1cm} (4.34)

\[ \frac{CoV(\mu_{vw})}{\sqrt{N}} = \frac{\sigma_{\mu_{vw}}}{E(V_w) \cdot \sqrt{N}} = 0.0161 \]  \hspace{1cm} (4.35)

where \( \mu_{Hs}, \mu_{Tp} \) and \( \mu_{vw} \) are the mean value of \( H_s, T_p \) and \( V_w \) within each year, respectively. \( N \) is the total number of years calculated. From the above analysis, the parameters within the 42 years are quite stable.

4.4.2 Application of 3-Dimensional Traditional Models

Based on the data extracted, three-dimensional conditional model discussed in Section 4.2 is applied. As introduced in Equation (4.6) to Equation (4.18), many parameters should be estimated in the construction of the three-dimensional conditional models. If all parameters are
decided by the maximum likelihood method, it would be rather complicated and difficult, especially when the data set is very large. Hence, the procedure for constructing the conditional model includes three main steps as the three multiplier factors in Equation (4.6).

The first step is to define the marginal distribution of 1-hour mean wind speed at 10m $f(V_w)$ which is described by two-parameter Weibull distribution. This step can be either decided by maximum likelihood method or regression analysis. Figure 4.3 shows the CDF of $V_w$ obtained by maximum likelihood method and regression method compared with those constructed by raw data. The results show that CDF obtained by both two methods matches very well with the original data. The shape and scale parameters estimated by maximum likelihood and regression analysis are $k_l = 2.132, \lambda_l = 7.486$ and $k_r = 2.184, \lambda_r = 7.516$ respectively. The parameters’ value obtained by maximum likelihood is employed here to continue the next step of parameter estimation.

![Figure 4.3 Comparison of CDF of $V_w$ obtained by two methods and raw data](image)
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Table 4.2 Regression results for curve fit of $V_w$

<table>
<thead>
<tr>
<th>Regression fitting equation: $1 - \exp(-(x/a)^b)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>General model: $f(x) = 1 - \exp(-(x/a)^b)$</td>
</tr>
<tr>
<td>Coefficients (with 95% confidence bounds):</td>
</tr>
<tr>
<td>a = 7.516 (7.512, 7.521)</td>
</tr>
<tr>
<td>b = 2.184 (2.18, 2.188)</td>
</tr>
<tr>
<td>Goodness of fit:</td>
</tr>
<tr>
<td>SSE: 0.01236</td>
</tr>
<tr>
<td>R-square: 0.9999</td>
</tr>
<tr>
<td>Adjusted R-square: 0.9999</td>
</tr>
<tr>
<td>RMSE: 0.003519</td>
</tr>
</tbody>
</table>

The next step is to estimate parameters for the conditional distribution of wave height $H_s$ for given wind speed $V_w$ denoted by $f(H_s|V_w)$, which is also described by 2-parameter Weibull distribution. It is supposed that if the domain of $V_w$ is divided into small intervals from all covered values, the conditional 2-parameter Weibull distribution is almost constant for each local $V_w$ within the same small $V_w$ interval. Then all $H_s$ data are categorised into wind velocity $V_w$ bands of 1.0 m/s, indicated by their middle-point values, i.e. data falling between wind velocity of 5 and 6 m/s will be classified as 5.5 m/s. Figure 4.4 shows a curve fitting for the 2-parameter Weibull parameters of $H_s$ conditioned on $V_w$. Table 4.3 gives the regression results for points representing $V_w$ within interval values of 1.0.

![Figure 4.4 Curve fitting of (a) $k$ vs $V_w$ and (b) $\lambda$ vs $V_w$ based on Equations (4.9) and (4.10) for points representing $V_w$ within interval values of 1.0](image_url)
Table 4. 3 Regression results for points representing $V_w$ within interval values of 1.0

<table>
<thead>
<tr>
<th>Regression fitting equation: $k = a_1 + a_2 * V_w$</th>
<th>Regression fitting equation: $\lambda = b_1 + b_2 * V_w^{b_3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficients (with 95% confidence bounds):</td>
<td>Coefficients (with 95% confidence bounds):</td>
</tr>
<tr>
<td>$a_1 = 2.226 (1.819, 2.37)$</td>
<td>$b_1 = 1.157 (0.7673, 1.426)$</td>
</tr>
<tr>
<td>$a_2 = 0.085 (0.08735, 0.1269)$</td>
<td>$b_2 = 0.034 (0.01262, 0.06137)$</td>
</tr>
<tr>
<td>Goodness of fit:</td>
<td>$b_3 = 1.734 (1.502, 1.908)$</td>
</tr>
<tr>
<td>SSE: 2.614</td>
<td>Goodness of fit:</td>
</tr>
<tr>
<td>R-square: 0.8513</td>
<td>SSE: 1.955</td>
</tr>
<tr>
<td>Adjusted R-square: 0.8446</td>
<td>R-square: 0.9898</td>
</tr>
<tr>
<td>RMSE: 0.3447</td>
<td>Adjusted R-square: 0.9889</td>
</tr>
<tr>
<td></td>
<td>RMSE: 0.2981</td>
</tr>
</tbody>
</table>

It should be pointed out that points in Figure 4.4 are mid-points within an interval of 1.0 m, and the points span from 0 m to 25 m in the domain of $V_w$. As a whole, the deviation from the fitted line is small especially in part (b). Furthermore, the number of points within each interval (in other words, the length of the interval for each local $V_w$) that are used in the fit would influence the estimation of the model parameters. Therefore, there is a trade-off between the accuracy in the fitting regression and the accuracy in the statistical parameters. Several experiments by changing the interval distance show that an interval of 1.0 m would obtain an appropriate result measured by maximum likelihood method.

The third step is to estimate the parameters for the conditional distribution of spectral peak period $T_p$ for given wind speed $V_w$ and significant wave height $H_s$. The conditional distribution $f(T_p|H_s, V_w)$ is described by a log-normal distribution as defined in Equation (4.13). As stated by Johannessen et al. (2001), a function was proposed to describe the trending how $T_p$ vary with $V_w$ and $H_s$, as shown in Equation (4.16). Similar to the second step, the significant wave height $H_s$ is divided into small intervals from its whole domain. All $H_s$ within each small interval are given the same value of the middle point. Then the conditional parameters of $T_p$ and $V_w$ are supposed to be constant as expressed in Equation (4.17) and (4.18). The range of the $H_s$ interval is set to be 0.5 and is found appropriate after several experiments. Figures (4.5)
and (4.6) show a nonlinear fit for the mean value of $T_p$ conditioned on $H_s$ and mean value of $V_w$ conditioned on $H_s$, respectively.

Figure 4. 5 The conditional mean spectral peak period $\overline{T_p}(h)$ vs $H_s$ based on Equation (4.17) for points representing $H_s$ within interval values of 0.5

Figure 4. 6 The conditional mean spectral peak period $\overline{V_w}(h)$ vs $H_s$ based on Equation (4.18) for points representing $H_s$ within interval values of 0.5
The results of fitted values are shown in Table 4.4.

### Table 4.4 Regression results for points representing $H_s$ within interval values of 0.5

<table>
<thead>
<tr>
<th>Regression fitting equation: $\bar{T}_p(h) = c_1 + c_2 \cdot H_s^{c_3}$</th>
<th>Regression fitting equation: $\bar{V}_w(h) = d_1 + d_2 \cdot H_s^{d_3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficients (with 95% confidence bounds):</td>
<td>Coefficients (with 95% confidence bounds):</td>
</tr>
<tr>
<td>$c_1 = 6.117 \ (4.164, 8.071)$</td>
<td>$d_1 = 1.735 \ (-1.14, 4.61)$</td>
</tr>
<tr>
<td>$c_2 = 1.460 \ (-0.06685, 2.986)$</td>
<td>$d_2 = 3.202 \ (1.072, 5.331)$</td>
</tr>
<tr>
<td>$c_3 = 0.699 \ (0.3448, 1.054)$</td>
<td>$d_3 = 0.764 \ (0.531, 0.9963)$</td>
</tr>
<tr>
<td>Goodness of fit:</td>
<td>Goodness of fit:</td>
</tr>
<tr>
<td>SSE: 6.057</td>
<td>SSE: 17.04</td>
</tr>
<tr>
<td>R-square: 0.937</td>
<td>R-square: 0.9735</td>
</tr>
<tr>
<td>Adjusted R-square: 0.9304</td>
<td>Adjusted R-square: 0.9708</td>
</tr>
<tr>
<td>RMSE: 0.5646</td>
<td>RMSE: 0.9471</td>
</tr>
</tbody>
</table>

From Figures 4.5, 4.6 and table 4.4, it can be observed that the fitting is rather good except some “jumps” at the higher tails.

Equation (4.16) can be rewritten as:

$$\frac{\mu_{T_p - T_p(h)}}{T_p(h)} = \theta \cdot \left(\frac{V_w - \bar{V}_w(h)}{\bar{V}_w(h)}\right)^\gamma$$

(4.36)

As discussed by Johannessen et al. (2001) and Dong et al. (2011), it is not difficult to find out that the normalized spectral period $\frac{\mu_{T_p - T_p(h)}}{T_p(h)}$ is almost linearly correlated to the normalized wind speed $\left(\frac{V_w - \bar{V}_w(h)}{\bar{V}_w(h)}\right)$, which indicates that $\gamma$ is close to 1.

The standard deviation $\sigma_{T_p}$ in Equation (4.15) of the conditional distribution of spectral peak period $T_p$ for given wind speed and wave height is proposed based on experiences (Johannessen, 2001) and is expressed as:

$$\sigma_{T_p} = \left[-1.7 \times 10^{-3} + 0.259 \times \exp(-0.113 \times H_s)\right] \cdot \mu_{T_p}$$

(4.37)
The final step is to estimate the value of parameter $\theta = 0.008338$ by optimization of maximum the log likelihood of $f(V_w, H_s, T_p) = f(V_w)f(H_s|V_w)f(T_p|H_s, V_w)$.

Table 4.5 gives the parameters recommended for the use in the joint wind and wave distribution.

Table 4.5 Parameters estimated for $f(V_w, H_s, T_p)$

<table>
<thead>
<tr>
<th>Wind distribution</th>
<th>Shape parameter $k$=2.132</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2-parameter Weibull distribution)</td>
<td>Scale parameter $\lambda$=7.486</td>
</tr>
<tr>
<td>Conditional distribution</td>
<td></td>
</tr>
<tr>
<td>$H_s$ conditioned on $V_w$</td>
<td></td>
</tr>
<tr>
<td>(2-parameter Weibull distribution)</td>
<td></td>
</tr>
<tr>
<td>Shape parameter:</td>
<td>$k = 2.226 + 0.085 * V_w$</td>
</tr>
<tr>
<td>Scale parameter:</td>
<td>$\lambda = 1.157 + 0.034 * V_w^{1.734}$</td>
</tr>
<tr>
<td>Conditional distribution</td>
<td></td>
</tr>
<tr>
<td>$T_p$ conditioned on $H_s$ and $V_w$</td>
<td></td>
</tr>
<tr>
<td>(lognormal distribution)</td>
<td></td>
</tr>
<tr>
<td>Mean value of associated normal distribution</td>
<td>$\mu_{ln(T_p)} = \ln \left( \frac{\mu_{T_p}}{1 + \nu_{T_p}^2} \right)$</td>
</tr>
<tr>
<td>Standard deviation of associated normal distribution</td>
<td>$\sigma_{ln(T_p)} = \sqrt{\ln \left( \nu_{T_p}^2 + 1 \right)}$</td>
</tr>
<tr>
<td>where $\nu_{T_p} = \sigma_{T_p}/\mu_{T_p}$</td>
<td></td>
</tr>
</tbody>
</table>

Where

$\mu_{T_p} = \left(6.117 + 1.46 * H_s^{0.6995}\right) \left[1 - 0.008338 \left(\frac{V_w - (1.735 + 3.202 * H_s^{0.7637})}{1.735+3.202 * H_s^{0.7637}}\right)\right]$ and

$\sigma_{T_p} = \left[-1.7*10^{-3}+0.259 * exp(-0.113 * H_s)\right] \mu_{T_p}$

4.4.3 Application of 3-Dimensional Classical Copula Models

Unlike the conditional joint distribution approach discussed above, the copula approach requires the determination of marginal distributions for all variables. In order to search for the best marginal distribution model for each variable, three theoretically available and most frequently used marginal distribution models are adopted for all variables $H_s, T_p$ and $V_w$. 
(Jaspers, 1956; Battjes, 1972; Ochi, 2011). Figures 4.7-4.9 show the three models’ fit for the three variables. The parameters of models are estimated by maximum likelihood method and the results of each model for $H_s, T_p$ and $V_w$ are summarized in Table 4.6.

Figure 4.7 Marginal parametric model fit for $H_s$

Figure 4.8 Marginal parametric model fit for $T_p$
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Figure 4. 9 Marginal parametric model fit for $V_w$

Table 4. 6 Results of marginal distribution model parameters estimate

<table>
<thead>
<tr>
<th></th>
<th>$H_s$</th>
<th>$T_p$</th>
<th>$V_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lognormal Model</td>
<td>$\mu = 0.489$</td>
<td>$\mu = 2.054$</td>
<td>$\mu = 1.738$</td>
</tr>
<tr>
<td>PDF: $f(x</td>
<td>\mu, \sigma) = \frac{1}{x\sigma\sqrt{2\pi}} \exp\left(-\frac{(\ln x - \mu)^2}{2\sigma^2}\right)$</td>
<td>$\sigma = 0.485$</td>
<td>$\sigma = 0.261$</td>
</tr>
<tr>
<td>Loglikelihood</td>
<td>-217998$^a$</td>
<td>-392130$^a$</td>
<td>-498738$^a$</td>
</tr>
<tr>
<td>Gamma Model</td>
<td>$k = 4.234$</td>
<td>$k = 14.961$</td>
<td>$k = 3.361$</td>
</tr>
<tr>
<td>PDF: $f(x</td>
<td>k, \theta) = \frac{1}{\Gamma(k)\theta^k x^{k-1}e^{-\frac{x}{\theta}}}$</td>
<td>$\theta = 0.435$</td>
<td>$\theta = 0.539$</td>
</tr>
<tr>
<td>Loglikelihood</td>
<td>-225695</td>
<td>-392564</td>
<td>-478934$^a$</td>
</tr>
<tr>
<td>Weibull Model</td>
<td>$\lambda = 2.09$</td>
<td>$\lambda = 8.875$</td>
<td>$\lambda = 7.486$</td>
</tr>
<tr>
<td>PDF: $f(x</td>
<td>k, \lambda) = \frac{k(x/\lambda)^{k-1}}{\lambda \Gamma(k)} \exp\left[-\frac{(x/\lambda)^k}{\lambda}\right]$</td>
<td>$k = 1.969$</td>
<td>$k = 3.931$</td>
</tr>
<tr>
<td>Loglikelihood</td>
<td>-239582</td>
<td>-404218</td>
<td>-472987$^a$</td>
</tr>
</tbody>
</table>

$^a$ indicates the best model with maximum log-likelihood value.

From Figures 4.7-4.9 and table 4.6, the selected models for significant wave height $H_s$, spectral period $T_p$ and wind speed $V_w$ are Lognormal Model, Lognormal Model and Weibull Model respectively.
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After marginal distribution models for three variables are selected, the next step is to construct three-dimensional copula models. There are many selection options for two-dimensional copula models, such as Gaussian, Gumbel, Clayton and Frank (Nelson, 2006). For multiple dimensional copulas, the selection space is quite limited. In this subsection, Gaussian Copula and T Copula models are chosen in this work. The law of maximizing the pseudo-likelihood function value is employed to estimate the corresponding parameters for each copula model. Table 4.7 gives the parameters estimated for the two three-dimensional copula models.

Table 4.7 Parameters estimated for Gaussian and T Copula models

<table>
<thead>
<tr>
<th>Copula families:</th>
<th>Parameters estimate</th>
<th>Total log-likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>((H_s, T_p, V_w))</td>
<td>(\theta_1) (\theta_2)</td>
<td>-1012080</td>
</tr>
</tbody>
</table>
| Gaussian Copula  | \[
\begin{bmatrix}
1 & 0.3196 & 0.6426 \\
0.3196 & 1 & -0.0489 \\
0.6426 & -0.0489 & 1
\end{bmatrix}
\] | -1012080 |
| T Copula         | \[
\begin{bmatrix}
1 & 0.3092 & 0.6528 \\
0.3092 & 1 & -0.0568 \\
0.6528 & -0.0568 & 1
\end{bmatrix}
\] | -1011140 |
|                  | Degrees of freedom: 22.126 |         |

4.5 Model Selection

From the above discussion, traditional 3D model as well as three-dimensional classical Gaussian and T copula statistical models are constructed based on data collection. The corresponding parameter values in each statistical copula model and each constructed marginal distribution are estimated based on the maximization of the marginal distribution likelihood function separately for each variable and copula likelihood function, which can be expressed as:

\[
\hat{\theta}_{MLE} = \left\{ \begin{array}{l}
\max_{\theta_1, \theta_2} \sum_{j=1}^{m} \ln c (F_1(x_{1j}), \cdots, F_n(x_{nj})) \\
\max_{\theta_1, \theta_2} \sum_{j=1}^{m} \sum_{i=1}^{n} \ln f_i(x_{ij})
\end{array} \right. 
\]

\[ (4.38) \]

where \(n\) is the number of copula dimension and \(m\) is the number of samples collected in the database for study. \(\theta\) includes all parameters in both marginal and copula functions. \(\theta_1\) and \(\theta_2\)
are parameters in copula function and marginal distribution function, respectively (Genest and Favre, 2007).

With different statistical models constructed already, the next step is to select models by model selection methods. In the literature, Akaike information criterion (AIC) (Akaike, 1974) and Bayesian Information Criterion (BIC) (Schwarz, 1978) are very popular in model selection. The best-fit copula can be determined by the minimum value of the AIC and BIC, which can be expressed as:

\[
AIC = -2l(k) + 2k \tag{4.39}
\]

\[
BIC = -2l(k) + k\ln(m) \tag{4.40}
\]

where \(k\) is the number of parameters, \(l(k)\) is the maximum log-likelihood which can be written as:

\[
l(k) = \sum_{j=1}^{m} \ln c\left(F_1(x_{1j}), \cdots, F_n(x_{nj})\right) + \sum_{j=1}^{m} \sum_{i=1}^{n} \ln f_i(x_{ij}) \tag{4.41}\]

where \(f_i(x_{ij})\) is the marginal PDF of \(j\)th sample’s \(i\)th variable. \(n\) is the number of copula dimension and \(m\) is the number of samples collected.

For AIC model, the first log-likelihood function part is proportional to the number of samples \(m\), while the penalty term is proportional to the number of parameters. The first term will dominate when the sample number is large.

BIC appears as another independent version, which was developed by Akaike (1976) and Schwarz (1978). The penalty term increases with the number of sample compared with AIC.

Besides AIC and BIC, model selection using dynamic data from some system is an active area of research for a long-time history in many fields such as civil and mechanical engineering (Gersch et al., 1976; Beck, 1978; Beck and Katafygiotis, 1998; Sanayei et al., 1999; Vanik et al., 2000). Beck and Yuen (2004) proposed a Bayesian approach based on their probabilities conditional on the response data, which finally provides a quantitative expression of a principle for selecting the most plausible class of modes. Moreover, when the number of sample is large, the BIC value agrees with the leading order terms of the logarithm of the evidence of the Bayesian approach (Beck and Yuen, 2004).
In this work, the total number of data collected is 184212. AIC and BIC are adopted to test the quality of the potential models. The results will be presented and discussed in section 4.7.

4.6 Comparison of Fatigue Assessment Based on Different Environment Statistical Modelling

4.6.1 General Description
Similar to the FPSO model described in Chapter 3, a turret is installed to connect all mooring lines and flexible risers, as seen in Figure 4.10. 1500-meter water depth is selected in this study. The whole system consists of one vessel, two flexible risers and four mooring lines connected at the turret. JONSWAP spectrum is chosen to describe the wave environment with parameters: significant wave height $H_s$ and spectral peak period $T_p$. According the discussion in the above sections of this chapter, besides $H_s$ and $T_p$, 1-hour mean wind speed at 10m above sea level $V_w$ is also considered as the third environmental random variable in the proposed statistical models.

Figure 4.10 Overview of the whole system
Similar to Chapter 3, OrcaFlex Dynamics (Version 9.5a) is employed to implement the time domain dynamic coupled analysis and subsequent rainflow counting analysis. It is assumed that all wave, wind and current loads come from the same direction.

The length of the FPSO is 300 meters long and the mass of that is 13.20×10⁶kg. The specific point near the top end of the flexible riser is chosen as the study point. S-N curve is used for the fatigue damage calculation and the parameters of S-N curve can be chosen from reference (DNV, 2011, Fatigue Design of Offshore Steel Structures). The characteristics of the mooring lines and flexible risers are shown in Table 4.8 and Table 4.9, respectively.

### Table 4.8 Flexible Riser Characteristics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outer Diameter (m)</td>
<td>3.56×10⁻¹</td>
<td>Wall Thickness (m)</td>
<td>0.102</td>
</tr>
<tr>
<td>Mass per Unit Length (kg/m)</td>
<td>1.84×10²</td>
<td>Bending stiffness (N*m²)</td>
<td>1.25×10⁵</td>
</tr>
<tr>
<td>Poisson Ratio</td>
<td>5.00×10⁻¹</td>
<td>Axial stiffness (N)</td>
<td>7.11×10⁸</td>
</tr>
<tr>
<td>Added mass coefficient</td>
<td>1.00</td>
<td>Total Length (m)</td>
<td>1.75×10³</td>
</tr>
</tbody>
</table>

### Table 4.9 Mooring Line Characteristics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outer Diameter (m)</td>
<td>5.76×10⁻¹</td>
<td>Axial stiffness (N)</td>
<td>9.38×10⁹</td>
</tr>
<tr>
<td>Mass per Unit Length (kg/m)</td>
<td>2.03×10³</td>
<td>Poisson Ratio</td>
<td>5.00×10⁻¹</td>
</tr>
<tr>
<td>Drag coefficient</td>
<td>1.00</td>
<td>Added mass coefficient</td>
<td>1.00</td>
</tr>
<tr>
<td>Bending stiffness (N)</td>
<td>0</td>
<td>Total Length (m)</td>
<td>2.00×10³</td>
</tr>
</tbody>
</table>
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Classical Monte Carlo method is employed to generate samples for all the above three statistical models. For classical copula models, the generation step can be divided into two steps: 1\textsuperscript{st} step is to generate CDF of each random variable according to their copula relation functions; 2\textsuperscript{nd} step is to transfer each CDF to their original data.

4.6.2 Wave Amplitude Assumption

In the work of this chapter, the amplitude for each wave component is treated as deterministic as $\sqrt{2S_{\eta}\Delta\omega}$ for each wave component, which is also the mean value of random amplitude as discussed in section 2.2.1. Compared with Rayleigh distribution based random wave amplitude assumption, the sampling variability of time history generated by each pair of significant wave height $H_s$ and spectral peak period $T_p$ is much smaller. Table 4.10 is the sampling variability test of three different assumptions:

<table>
<thead>
<tr>
<th>different assumptions</th>
<th>N=5</th>
<th>N=200</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>CoV/sqrt(N)</td>
</tr>
<tr>
<td>1. random amplitude and phase</td>
<td>0.903</td>
<td>0.164</td>
</tr>
<tr>
<td>2. fixed amplitude and random phase</td>
<td>0.978</td>
<td>0.037</td>
</tr>
<tr>
<td>3. random amplitude and fixed phase</td>
<td>0.852</td>
<td>0.103</td>
</tr>
</tbody>
</table>

The mean value of fatigue damage in table 4.10 is normalized by dividing by the absolute mean value of fatigue damage of 200 samplings according to the 2\textsuperscript{nd} assumption in Table 4.10. The first assumption of random amplitude and phase is the most precise one with biggest sampling variability which requires biggest number of samples to get a stable mean value. The second assumption of fixed amplitude and random phase is the most popular in engineering field with less sampling variability but quite convenient and realistic in use. The third assumption is seldom used and most probability due to the unprecise result is shown in table 4.10.
In this work in this chapter, the second assumption is employed. Hence, for each pair of \((H_s, T_p)\), the fatigue damage is calculated as the mean value of 5 samples with different phases, and each sampling lasts for 5 minutes similar to chapter 3.

### 4.7 Results and Discussion

The AIC and BIC model selection statistics as well as log-likelihood function values are presented in Table 4.11 for different statistical models. The results shown in table 4.11 shows that the traditional conditional joint distribution approach gives the largest AIC and BIC value, while the 3D T copula models give the lowest AIC and BIC which indicates that they are the best models. From the three statistical models, the two copula models show a bit superior to the traditional model.

<table>
<thead>
<tr>
<th>((H_s, T_p, V_w)), based on 184212 samples</th>
<th>Total log-likelihood</th>
<th>No of parameter</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D Gaussian Copula</td>
<td>-1012080</td>
<td>9</td>
<td>2024179</td>
<td>2024208</td>
</tr>
<tr>
<td>3D T Copula*</td>
<td>-1011140</td>
<td>10</td>
<td>2022300</td>
<td>2022333</td>
</tr>
<tr>
<td>Traditional model</td>
<td>-1032000</td>
<td>17</td>
<td>2064033</td>
<td>2064089</td>
</tr>
</tbody>
</table>

(Notes: The lowest AIC or BIC value indicates the best model, highlighted by “*”.)

Table 4.12 gives the comparison results of normalized long-term fatigue damage. The value of fatigue damage shown in Table 4.12 is normalized by dividing the fatigue damage value of T copula. Suppose 3D T copula model is the best model as estimated by model selection, there seems to be around 28% difference between the traditional conditional joint distribution model and best fit T copula model when they extract data from the same environmental history data set.

<table>
<thead>
<tr>
<th>Model type</th>
<th>normalized fatigue damage, N=2000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>traditional</td>
<td>0.722</td>
</tr>
<tr>
<td>T Copula*</td>
<td>1</td>
</tr>
<tr>
<td>Gaussian Copula</td>
<td>0.950</td>
</tr>
</tbody>
</table>
There are significant differences in the construction of the traditional conditional distribution model and the multiple copula model. The key advantage of the multiple copula model is that it considers the relationship beyond linear relationship and it can estimate the relationship among all multiple random variables instead of only two. The three steps of the traditional models’ parameters’ estimation are not always or even not the best fit by the maximum likelihood method which also has limitations which may be the reason for the less fit of the traditional conditional model.

The multiple copula model shows great priority in the construction of statistical models and the differences shown in the fatigue damage result indicate that the traditional conditional model might be less precise even though is commonly.

Besides all the advantages of the multiple copula models, there are still some limitations that should be considered in future works: for instance, breaking wave limit may cause the unlikelihood of a large value of $H_s$ accompanied by a small value of $T_p$ which can be considered in the traditional model but not in the copula model.
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5.1 Introduction
In the above chapter, classical 3-dimensional copula is employed to construct the statistical models for the environmental random variables $H_s$, $T_p$ and $V_w$, and is compared with 3-dimensional traditional methods of conditional distribution model. Based on model selection, classical copula model is slightly superior to the traditional conditional model, which shows the advantage of copula model. However, since the selection of parametric copulas is very limited when the dimension is high, only Gaussian copula and T copula are employed in the work in the previous chapter for convenience. Moreover, both Gaussian copula and T copula are very restrictive and cannot model asymmetry and heavy tails (Brechmann and Schepsmeier, 2013). Yan (2006) pointed out that the joint distribution may not be multivariate normal, even if all the marginal distributions are normal.

To overcome the limitations in the above chapter, pair-copula construction (PCC) is employed in this chapter to construct more statistical multivariate models in copula concept and the models are estimated by model selection. Furthermore, the application of PPC models in the long-term fatigue effect are also compared with the traditional statistical model in this chapter.

The content in this chapter is presented in the journal paper (Gao and Cheung, 2016b) which will be submitted for peer review.

5.2 Advanced Copula theory
Pair-copula construction (PCC) was first put forward by Joe (1996), and was further explored and studied by Bedford and Cooke (2001, 2002), Kurowicka and Cooke (2006) and Aas et al (2009) etc. This probabilistic construction method gives a new way of solving multivariate highly dependent models by decomposing a multivariate density into a number of pair copulas, which in turn extend the bivariate copulas to higher dimensions. Hence, the limitation of higher dimensional copula selection can be alleviated by the large number of parametric bivariate copulas.

The essence of this PCC is to model dependency by simple local 2-D copula blocks which are based on conditional independence. The detailed construction procedures are stated in the following:
Consider a random vector \((X_1, X_2, \ldots, X_d)\), the JPDF \(f(x_1, x_2, \ldots, x_d)\) can be expressed in the way of:

\[
f(x_1, x_2, \ldots, x_d) = f_d(x_d) \cdot f(x_{d-1}|x_d) \cdot f(x_{d-2}|x_{d-1}, x_d) \cdots f(x_1| x_2, \ldots, x_d)
\]  
(5.1)

According to the property of copula, the JPDF \(f(x_1, x_2, \ldots, x_d)\) can also be expressed as:

\[
f(x_1, x_2, \ldots, x_d) = c_{1\cdots d}\{F_1(x_1), F_2(x_2), \ldots, F_d(x_d)\} \cdot f_1(x_1)f_2(x_2) \cdots f_d(x_d)
\]  
(5.2)

Where \(c_{1\cdots d}\) is the density of the copula \(C_{1\cdots d}\).

When \(d=3\), the JPDF \(f_{123}(x_1, x_2, x_3)\) is factorised as:

\[
f_{123}(x_1, x_2, x_3) = f_3(x_3)f_{2|3}(x_2|x_3)f_{1|23}(x_1|x_2, x_3)
\]  
(5.3)

where \(f_{2|3}(x_2|x_3)\) is

\[
f_{2|3}(x_2|x_3) = \frac{f_{23}(x_2, x_3)}{f_3(x_3)} = \frac{c_{23}(F_2(x_2), F_3(x_3))f_2(x_2)}{f_3(x_3)} = c_{23}(F_2(x_2), F_3(x_3))f_2(x_2)
\]  
(5.4)

Moreover, we can have the \(f_{1|23}(x_1|x_2, x_3)\) as

\[
f_{1|23}(x_1|x_2, x_3) = \frac{f_{123}(x_1, x_2, x_3)}{f_{2|3}(x_2|x_3)} \\
= \frac{c_{123}(F_{1|3}(x_1|x_3), F_{2|3}(x_2|x_3); x_3)f_{1|3}(x_1|x_3)f_{2|3}(x_2|x_3)}{f_{2|3}(x_2|x_3)} \\
= c_{123}(F_{1|3}(x_1|x_3), F_{2|3}(x_2|x_3); x_3)f_{1|3}(x_1|x_3) \\
= c_{123}(F_{1|3}(x_1|x_3), F_{2|3}(x_2|x_3); x_3)c_{13}(F_1(x_1), F_3(x_3))f_1(x_1)
\]  
(5.5)

By inserting Eq. (5.5) into Eq. (5.3), we obtain

\[
f_{123}(x_1, x_2, x_3) \\
= f_1(x_1)f_2(x_2)f_3(x_3)c_{13}(F_1(x_1), F_3(x_3))c_{23}(F_2(x_2), F_3(x_3)) \\
\cdots c_{12|3}(F_{1|3}(x_1|x_3), F_{2|3}(x_2|x_3); x_3)
\]  
(5.6)

Eq (5.6) is a full PPC expansion of a three-dimensional JPDF \(f_{123}(x_1, x_2, x_3)\) and it is one out of three possible decompositions in three dimensions. Generally, the copula density \(c_{12|3}\) depends on \(x_3\) by \(F_{1|3}(x_1|x_3), F_{2|3}(x_2|x_3)\) as well as direct \(x_3\). In application, it is always
assumed that the pair-copulas are independent of the conditioning variables such as $x_3$ in Eq (5.6), except through the conditional distributions such as $F_{1|3}(x_1|x_3)$ and $F_{2|3}(x_2|x_3)$. Based on this assumption, Eq (5.6) can be rewritten as:

$$f_{123}(x_1, x_2, x_3) = f_1(x_1)f_2(x_2)f_3(x_3) \cdot c_{13}(F_1(x_1), F_3(x_3))c_{23}(F_2(x_2), F_3(x_3)) \cdot c_{12|3}(F_{1|3}(x_1|x_3), F_{2|3}(x_2|x_3))$$

(5.7)

For higher dimensional problems, the number of possible decompositions grows fast with the number of dimension. For instance, a five-dimensional JPDF can have 240 different PPCs (Haff et al., 2009).

5.3 Application of 3-Dimensional Advanced Copula Models

Similar to three-dimensional classical copula models constructed in Chapter 4, advanced PPC models with three environmental random variables: significant wave height $H_s$, spectral peak period $T_p$ and 1 hour mean wind speed at 10m above sea level $V_w$ will be built in this section.

An appropriate PCC model should in principle considers three main factors: First, the different selection of factorisation should be considered, which is in total 3 options for 3-dimensional pair-copula model; Second, the choice of pair-copula types should be decided for each pair-copula combination of any two random variables; Third, the copula parameters should be estimated based on some laws.

5.3.1 Construction of First Level Pair Copula

In this section, the best-fitting for each type of pair copula for any two of the random variables is studied by maximum log-likelihood method, which is based on the best marginal distribution estimated in section 4.4.3. There are in total 3 types of pair copula with 3 random variables $(H_s, T_p)$, $(H_s, V_w)$ and $(T_p, V_w)$. In the following paragraphs of this chapter, $H_s$, $T_p$ and $V_w$ will be indicated as 1, 2 and 3 in equations or symbols. In this study, five well known copulas are considered: Gaussian copula, T copula, Clayton copula, Frank copula and Gumbel copula. Tables 5.1, 5.2 and 5.3 are comparisons of parameter estimates and goodness-of-fit to the data for different copula models for three pair of random variables $(H_s, T_p)$, $(H_s, V_w)$ and $(T_p, V_w)$ respectively. Moreover, Figures 5.1, 5.2 and 5.3 are the comparisons of contour plot between the original data and 5 types of copula models for the pairs $(H_s, T_p)$, $(H_s, V_w)$ and $(T_p, V_w)$, respectively.
### Table 5.1 Comparison of parameter estimates for \((H_s, T_p)\)

<table>
<thead>
<tr>
<th>Copula family:</th>
<th>parameter estimate</th>
<th>log-likelihood</th>
<th>No of parameter</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian*</td>
<td>0.319631</td>
<td>-600202.887</td>
<td>5</td>
<td>1200416</td>
<td>1200466</td>
</tr>
<tr>
<td>t</td>
<td>0.319633</td>
<td>-600202.889</td>
<td>6</td>
<td>1200418</td>
<td>1200479</td>
</tr>
<tr>
<td>Clayton</td>
<td>0.316121</td>
<td>-605053.600</td>
<td>5</td>
<td>1210117</td>
<td>1210168</td>
</tr>
<tr>
<td>Frank</td>
<td>1.651515</td>
<td>-602927.998</td>
<td>5</td>
<td>1205866</td>
<td>1205917</td>
</tr>
<tr>
<td>Gumbel</td>
<td>1.196710</td>
<td>-601909.695</td>
<td>5</td>
<td>1203829</td>
<td>1203880</td>
</tr>
</tbody>
</table>

### Table 5.2 Comparison of parameter estimates for \((H_s, V_w)\)

<table>
<thead>
<tr>
<th>Copula family:</th>
<th>parameter estimate</th>
<th>log-likelihood</th>
<th>No of parameter</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>0.642643</td>
<td>-641927.807</td>
<td>5</td>
<td>1283866</td>
<td>1283916</td>
</tr>
<tr>
<td>t</td>
<td>0.649528</td>
<td>-640573.902</td>
<td>6</td>
<td>1281160</td>
<td>1281221</td>
</tr>
<tr>
<td>Clayton</td>
<td>0.813928</td>
<td>-667262.085</td>
<td>5</td>
<td>1334534</td>
<td>1334585</td>
</tr>
<tr>
<td>Frank</td>
<td>5.078260</td>
<td>-642238.995</td>
<td>5</td>
<td>1284488</td>
<td>1284539</td>
</tr>
<tr>
<td>Gumbel*</td>
<td>1.801941</td>
<td>-635702.377</td>
<td>5</td>
<td>1271415</td>
<td>1271465</td>
</tr>
</tbody>
</table>
Table 5.3 Comparison of parameter estimates for \((T_p, V_w)\)

<table>
<thead>
<tr>
<th>Copula family:</th>
<th>parameter estimate</th>
<th>log-likelihood</th>
<th>No of parameter</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>-0.0489</td>
<td>-864901.580</td>
<td>5</td>
<td>1729813</td>
<td>1729864</td>
</tr>
<tr>
<td>t</td>
<td>-0.0485</td>
<td>-864901.570</td>
<td>6</td>
<td>1729815</td>
<td>1729876</td>
</tr>
<tr>
<td>degrees of freedom</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>parameter=3.8064x10^6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clayton</td>
<td>1.4500E-06</td>
<td>-865121.652</td>
<td>5</td>
<td>1730253</td>
<td>1730304</td>
</tr>
<tr>
<td>Frank*</td>
<td>-0.4487</td>
<td>-864602.305</td>
<td>5</td>
<td>1729215</td>
<td>1729265</td>
</tr>
<tr>
<td>Gumbel</td>
<td>1.0000</td>
<td>-865121.631</td>
<td>5</td>
<td>1730253</td>
<td>1730304</td>
</tr>
</tbody>
</table>

(Notes: the lowest AIC and BIC value indicates the best model, highlighted by “*”)

(a) Comparison of original data and Gaussian copula model for the pair \((H_s, T_p)\)
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(b) Comparison of original data and T copula model for the pair \((H_s, T_p)\)

(c) Comparison of original data and Clayton copula model for the pair \((H_s, T_p)\)
Chapter 5 Advanced copula model and the effect on the long-term fatigue analysis

(d) Comparison of original data and Frank copula model for the pair \((H_s, T_p)\)

(e) Comparison of original data and Gumbel copula model for the pair \((H_s, T_p)\)

Figure 5. 1 Comparison of contour plot between original data and (a) Gaussian copula model, (b) T copula model, (c) Clayton copula model, (d) Frank copula model, and (e) Gumbel copula model for the pair \((H_s, T_p)\)
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(a) Comparison of original data and Gaussian copula model for the pair \((H_s, V_w)\)

(b) Comparison of original data and T copula model for the pair \((H_s, V_w)\)
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(c) Comparison of original data and Clayton copula model for the pair \((H_s, V_w)\)

(d) Comparison of original data and Frank copula model for the pair \((H_s, V_w)\)
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(c) Comparison of original data and Gumbel copula model for the pair \((H_s, V_w)\)

Figure 5. 2 Comparison of contour plot between original data and (a) Gaussian copula model (b) T copula model (c) Clayton copula model (d) Frank copula model (e) Gumbel copula model for the pair \((H_s, V_w)\)

(a) Comparison of original data and Gaussian copula model for the pair \((T_p, V_w)\)
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(b) Comparison of original data and T copula model for the pair \((T_p, V_w)\)

(c) Comparison of original data and Clayton copula model for the pair \((T_p, V_w)\)
Figure 5.3 Comparison of contour plot between original data and (a) Gaussian copula model (b) T copula model (c) Clayton copula model (d) Frank copula model (e) Gumbel copula model for the pair \( (T_p, V_w) \)
From Tables 5.1, 5.2 and 5.3, it can be seen that Gaussian copula, Gumbel copula and Frank copula are best fit copulas measured by AIC and BIC for random variable pairs \((H_s, T_p), (H_s, V_w)\) and \((T_p, V_w)\) respectively. A general illustration of different copula models for three random variable pairs can be seen from the contour plots by comparing the fitted models against the empirical data for \((H_s, T_p), (H_s, V_w)\) and \((T_p, V_w)\) in Figures 5.1, 5.2 and 5.3. Since differences in the value of model selection estimator AIC and BIC are not so significant for different copula models for any of the three pair, accordingly the illustration differences are also very small, as expected. Anyway, the best fit copula models with lowest AIC and BIC value in this study are chosen to implement the next step of the PCC model construction.

### 5.3.2 Construction of Conditional Pair Copula

The next step is to solve the last component in the Equation (5.7), which is \(c_{12|3} \left( F_{1|3}(x_1 | x_3), F_{2|3}(x_2 | x_3) \right) \). According to Joe (1996), marginal conditional distributions \(F(x | \nu)\) can be written as:

\[
F(x | \nu) = \frac{\partial c_{x|w|\nu-\nu} F(x | \nu_{-j}, F(\nu | \nu_{-j}))}{\partial F(\nu | \nu_{-j})}
\tag{5.8}
\]

where \(\nu\) is a \(d\)-dimensional vector, \(\nu_j\) is one arbitrary chosen component of \(\nu\), and \(\nu_{-j}\) is the \(\nu\)-vector which excludes \(\nu_j\).

When \(\nu\) is univariate, Equation (5.8) can be written as:

\[
F(x | \nu) = \frac{\partial c_{x\nu} F(x | F(\nu))}{\partial F(\nu)}
\tag{5.9}
\]

Therefore, \(F_{1|3}(x_1 | x_3)\) and \(F_{2|3}(x_2 | x_3)\) in Equation (5.7) can be expressed as:

\[
F_{1|3}(x_1 | x_3) = \frac{\partial c_{13} F_1(x_1) F_3(x_3)}{\partial F_3(x_3)}
\tag{5.10}
\]

\[
F_{2|3}(x_2 | x_3) = \frac{\partial c_{23} F_2(x_2) F_3(x_3)}{\partial F_3(x_3)}
\tag{5.11}
\]

The solution of \(F_{1|3}(x_1 | x_3)\) and \(F_{2|3}(x_2 | x_3)\) are similar problems which involve partial derivative of a two-dimensional copula. The two-dimensional copula can be any one of the copula type selected. As discussed in the previous section, Gaussian copula, Gumbel copula and Frank copula are estimated as the best fit copula for pairs \((H_s, T_p), (H_s, V_w)\) and \((T_p, V_w)\)
respectively. Therefore, only Gaussian copula, Gumbel copula and Frank copula are considered in the derivation.

The decomposition in Equation (5.7) is taken as an example to deduce the construction process, especially the last component \( c_{12|3}(F_{1|3}(x_1|x_3), F_{2|3}(x_2|x_3)) \). The main idea is that solving the components \( F_{1|3}(x_1|x_3) \) and \( F_{2|3}(x_2|x_3) \) first and then constructing the two-dimensional copulas, similar to the previous work. After that, a best fit two-dimensional copula will be selected according to model selection techniques.

As indicated in Equation (5.10), \( F_{1|3}(x_1|x_3) = \frac{\partial C_{13}(F_1(x_1), F_3(x_3))}{\partial F_3(x_3)} \), and Gumbel copula is estimated as the best fit copula for \( C_{13} \), then two-dimensional Gumbel copula is chosen and partial derived by \( u_3 = F_3(x_3) \). The detail deduction is:

\[
\frac{\partial C_{13}(u_1, u_3)}{\partial u_3} = \frac{\partial}{\partial u_3} \left( \exp\left( -\left( -\ln(u_1) \right)^\theta + \left( -\ln(u_3) \right)^\theta \right) \right) \theta^{-1} \left( -\ln(u_3) \right)^{\theta-1} \frac{1}{u_3}
\]

where \( C_{13}(u_1, u_3) = \exp\left( -\left( -\ln(u_1) \right)^\theta + \left( -\ln(u_3) \right)^\theta \right) \) and \( \theta \) is the parameter estimated according to pseudo-likelihood method as discussed in Chapter 4. In this study, \( \theta = 5.078260 \) according to Table 5.2.

Similarly, \( F_{2|3}(x_2|x_3) = \frac{\partial C_{23}(F_2(x_2), F_3(x_3))}{\partial F_3(x_3)} \), and Frank copula is estimated as the best fit copula for \( C_{23} \). Then,

\[
\frac{\partial C_{23}(u_2, u_3)}{\partial u_3} = \frac{\partial}{\partial u_3} \left( -\frac{1}{\theta} \log \left[ 1 + \frac{(\exp(-\theta u_2) - 1)(\exp(-\theta u_3) - 1)}{\exp(-\theta) - 1} \right] \right)
\]

where \( C_{23}(u_2, u_3) = -\frac{1}{\theta} \log \left[ 1 + \frac{(\exp(-\theta u_2) - 1)(\exp(-\theta u_3) - 1)}{\exp(-\theta) - 1} \right] \), and \( \theta \) is the parameter estimated according to pseudo-likelihood method as discussed in Chapter 4. In this study, \( \theta = -0.4487 \) according to Table 5.3.
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Similar to the construction process as \( C_{12}, C_{13} \) and \( C_{23} \), \( C_{12|3} \) is constructed based on already calculated \( F_{1|3}(x_1|x_3) \) and \( F_{2|3}(x_2|x_3) \). Table 5.4 gives the results of the \( C_{12|3} \) constructed by different copula models.

Table 5.4 Parameter estimates and model comparisons for \( c_{12|3} \)

<table>
<thead>
<tr>
<th>Copula family:</th>
<th>parameter estimate</th>
<th>log-likelihood of copula density</th>
<th>No of parameter</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>0.47191</td>
<td>23204</td>
<td>9</td>
<td>-46389</td>
<td>-46298</td>
</tr>
<tr>
<td>t*</td>
<td>0.47194</td>
<td>23480</td>
<td>10</td>
<td>-46939</td>
<td>-46838</td>
</tr>
<tr>
<td></td>
<td>degrees of freedom parameter=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.04284</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clayton</td>
<td>0.62800</td>
<td>15458</td>
<td>9</td>
<td>-30898</td>
<td>-30808</td>
</tr>
<tr>
<td>Frank</td>
<td>2.98336</td>
<td>20250</td>
<td>9</td>
<td>-40481</td>
<td>-40390</td>
</tr>
<tr>
<td>Gumbel</td>
<td>1.38492</td>
<td>21759</td>
<td>9</td>
<td>-43500</td>
<td>-43409</td>
</tr>
</tbody>
</table>

(Notes: the lowest AIC and BIC value indicates the best model, highlighted by “*”)

From Table 5.4, it is obtained that t copula is the best fit copula for \( c_{12|3} \left( F_{1|3}(x_1|x_3), F_{2|3}(x_2|x_3) \right) \) according to both AIC and BIC. The log-likelihood of copula density of Gaussian copula is quite close to t copula but with one less number of parameter, and in the end it has a bit larger AIC and BIC compared with t copula. Clayton copula with the highest AIC and BIC is considered as the worst fit copula for \( c_{12|3} \left( F_{1|3}(x_1|x_3), F_{2|3}(x_2|x_3) \right) \).

5.3.3 Conclusion and Discussion

The whole estimation for PPC expansion in Equation (5.7) has three main components: 1, Marginal distribution for each individual random variable \( f_1(x_1)f_2(x_2)f_3(x_3) \); 2, two dimensional copula \( c_{13}(F_1(x_1), F_3(x_3))c_{23}(F_2(x_2), F_3(x_3)) \); 3, two dimensional conditional copula \( c_{12|3}(F_{1|3}(x_1|x_3), F_{2|3}(x_2|x_3)) \). All the three components are estimated in section 4.4.3, section 5.3.1 and section 5.3.2 respectively. The results of the intermediate steps for the three components are shown in Table 4.6, Table 5.1~5.3 and Table 5.4.
Besides the type of PPC expansion in Equation (5.7), there are another two types of PPC expansion for the joint three-dimensional random variables \(H_s, T_p\) and \(V_w\), written in Equation (5.14) and Equation (5.15):

\[
\begin{align*}
    f_{123}(x_1, x_2, x_3) &= f_{231}(x_2, x_3, x_1) = \\
    f_2(x_2)f_3(x_3)f_1(x_1)c_{21}(F_2(x_2), F_1(x_1))c_{31}(F_3(x_3), F_1(x_1))c_{3|1}(F_3|1(x_3|x_1), F_3|1(x_3|x_1)) \\
    &= f_1(x_1)f_3(x_3)f_2(x_2)c_{12}(F_1(x_1), F_2(x_2))c_{32}(F_3(x_3), F_2(x_2))c_{3|2}(F_3|2(x_3|x_2), F_3|2(x_3|x_2))
\end{align*}
\]

(5.14)  

(5.15)

Similar to the PPC expansion type in Equation (5.7), the estimation of first and second components for PPC expansion in Equation (5.14) and (5.15) are listed in Table 4.6 and Table 5.1~5.3. The parameter estimation results for the third component of the above PPC expansions are shown in Table (5.5) and Table (5.6).

**Table 5.5 Parameter estimates and model comparison for \(c_{23|1}\)**

<table>
<thead>
<tr>
<th>Copula family:</th>
<th>parameter estimate</th>
<th>log-likelihood of copula density</th>
<th>No of parameter</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>-0.388</td>
<td>15037</td>
<td>9</td>
<td>-30055</td>
<td>-29964</td>
</tr>
<tr>
<td>t</td>
<td>-0.395</td>
<td>15222</td>
<td>10</td>
<td>-30424</td>
<td>-30322</td>
</tr>
<tr>
<td>Clayton</td>
<td>1.450E-06</td>
<td>-0.08721</td>
<td>9</td>
<td>18.174</td>
<td>109.29</td>
</tr>
<tr>
<td>Frank*</td>
<td>-2.597</td>
<td>15848</td>
<td>9</td>
<td>-31679</td>
<td>-31588</td>
</tr>
<tr>
<td>Gumbel</td>
<td>1.000</td>
<td>-0.12784</td>
<td>9</td>
<td>18.256</td>
<td>109.37</td>
</tr>
</tbody>
</table>

(Notes: the lowest AIC and BIC value indicates the best model, highlighted by “*”)
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Table 5.6 Parameter estimates and model comparison for $c_{13|2}$

<table>
<thead>
<tr>
<th>Copula family:</th>
<th>parameter estimate</th>
<th>log-likelihood of copula density</th>
<th>No of parameter</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>0.694</td>
<td>60400</td>
<td>9</td>
<td>-120783</td>
<td>-120692</td>
</tr>
<tr>
<td>t</td>
<td>0.706</td>
<td></td>
<td>10</td>
<td>-125255</td>
<td>-125153</td>
</tr>
<tr>
<td>degrees of freedom parameter=7.910</td>
<td>62637</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clayton</td>
<td>0.837</td>
<td>26920</td>
<td>9</td>
<td>-53822</td>
<td>-53731</td>
</tr>
<tr>
<td>Frank</td>
<td>6.115</td>
<td>63241</td>
<td>9</td>
<td>-126464</td>
<td>-126373</td>
</tr>
<tr>
<td>Gumbel*</td>
<td>2.078</td>
<td>74378</td>
<td>9</td>
<td>-148738</td>
<td>-148647</td>
</tr>
</tbody>
</table>

(Notes: the lowest AIC and BIC value indicates the best model, highlighted by “*”)

According to Table 5.5 and 5.6, Frank copula and Gumbel copula are the best fit copula models for $c_{23|1}$ and $c_{13|2}$ with both lowest AIC and BIC values. For both $c_{23|1}$ and $c_{13|2}$, Clayton copula provides the worst fit model, which might be due to the significant difference between the model construction data and the characteristic of Clayton copula which is good at describing data at strong left tail dependence. The large difference in copula modelling also indicates that the selection of copula type should be cautious and there are some limitations in some special copula types in the modelling of certain data, such as Clayton copula for modelling $c_{23|1}$.

5.4 Application to Long-term Fatigue Assessment of FPSO Risers and Comparison with Other Statistical Models

For the ease of comparison, the exact same FPSO model system in Chapter 4 is employed in this section to analyse the long-term fatigue performance of flexibles risers under the advance copula statistical model with three environmental random variables and the results are compared with the traditional models and classical copula models.

5.4.1 Generating Samples

For the advanced copula models, the sample generating is not as straight forward as classical copula models which have two generating steps: 1st is to generate 3-dimensional random marginal distribution vector on the unit cubic $[0,1]^3$ according to copula relationship designed;
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2nd is to inverse transfer function to obtain environmental random variables from their CDF obtained from 1st step according to their marginal distributions estimated and designed. For the advanced copula models, the sample generation process could be treated as the inverse process of model construction. The first type of PPC expansion is taken as an example to deduce the sample generating procedure in the following paragraph.

Since \( f_{123}(x_1, x_2, x_3) = f_3(x_3) f_{2|3}(x_2 | x_3) f_{1|23}(x_1 | x_2, x_3) \) according to Equation (5.3), there are three steps in generating these three random variables. The 1st step is to generate \( n \) random variables \( U_3^* \) from uniform distribution \( U[0,1] \), and then inversely transfer them back to random variables \( X_3^* \) according to marginal distribution \( f_3(x_3) \). The 2nd step is to generate \( n \) random variables \( U_2^* \) from uniform distribution \( U[0,1] \), and then find a \( X_2^* \) to satisfy Equation (5.16)

\[
U_2^* = \int_0^{X_2^*} f_{2|3}(x_2 | x_3^*) dx_2 = F_{2|3}(x_2 | x_3^*)
\]

(5.16)

where \( f_{2|3}(x_2 | x_3^*) = \frac{f(x_2, x_3^*)}{f_3(x_3^*)} = \frac{c_{23}(f_2(x_2), f_3(x_3^*)) f_2(x_2) f_3(x_3^*)}{f_3(x_3^*)} = c_{23}(F_2(x_2), F_3(x_3^*)) \cdot f_2(x_2) \)

The 3rd step is to generate \( n \) random variables \( U_1^* \) from uniform distribution \( U[0,1] \), and then find a proper \( X_1^* \) to satisfy Equation (5.17)

\[
U_1^* = \int_0^{X_1^*} f_{1|23}(x_1 | x_2^*, x_3^*) dx_1
\]

(5.17)

where \( f_{1|23} = c_{123}(F_{1|3}(x_1 | x_3^*), F_{2|3}(x_2^* | x_3^*)) \cdot f_{1|3}(x_1 | x_3^*) ; \)

where \( f_{1|3}(x_1 | x_3^*) = c_{13}(F_1(x_1), F_3(x_3^*)) \cdot f_1(x_1) ; \) \( f_{2|3}(X_2^* | X_3^*) = \int_0^{X_2^*} f_{2|3}(x_2 | x_3^*) dx_2 = \int_0^{X_2^*} c_{23}(F_2(x_2), F_3(x_3^*)) \cdot f_2(x_2) dx_2 ; \) \( f_{1|3}(x_1 | x_3^*) = \int_0^{X_1^*} c_{13}(F_1(x_1), F_3(x_3^*)) \cdot f_1(x_1) dx_1. \)

In the above deduction procedure, the sign “*” indicates a known constant value under it.

Similar to the above derivation for the 1st type of PPC expansion, other two types of PPC expansions are following the same way.

5.4.2 Application of Advanced Copula Model to Long-term Fatigue Analysis

After \( n \) groups of samples \( (H_s, T_p, V_w) \) generated by the generating method deduced in the above section, FPSO system built in Orcaflex software is employed to conduct the simulation and to extract the long-term fatigue damage of flexible risers. For the convenience of
comparison, the same FPSO model system and wave amplitude assumption are used in this chapter similar to Section 4.6. The only difference exists in the input data set of three environmental random variables.

5.4.3 Results and Discussion

The total log-likelihood function values, AIC statistics and BIC statistics for the advanced copula models based on three types of PPC expansions are presented in Table 5.7.

Table 5.7 Comparison of goodness-of-fit to three advanced copula models

<table>
<thead>
<tr>
<th>PPC type</th>
<th>PPC expansion</th>
<th>total log-likelihood</th>
<th>no of parameters</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>( f_{123} = f_1 f_2 f_3 * C_{13} * C_{23} * C_{123} )</td>
<td>-1003834</td>
<td>26</td>
<td>2007720</td>
<td>2007983</td>
</tr>
<tr>
<td>2nd</td>
<td>( f_{123} = f_1 f_2 f_3 * C_{21} * C_{31} * C_{231} )</td>
<td>-1002058</td>
<td>25</td>
<td>2004167</td>
<td>2004420</td>
</tr>
<tr>
<td>3rd*</td>
<td>( f_{123} = f_1 f_2 f_3 * C_{12} * C_{32} * C_{132} )</td>
<td>-998297</td>
<td>25</td>
<td>1996644</td>
<td>1996897</td>
</tr>
</tbody>
</table>

(Notes: the lowest AIC and BIC value indicates the best model, highlighted by "**")

Table 5.7 gives the whole assessment of the advanced copula models including three main components discussed in section 5.3. Take the 1st PPC expansion for example, the number of parameters include three parts: 26 = 2*3 + (5+5) + 10, in which the first part “2*3” indicates the number of parameters for the marginal distributions for “\( f_1 f_2 f_3 \)” as shown and selected in Table 4.6, the second part “(5+5)” indicates the number of parameters for the two dimensional classical part “\( C_{13} C_{23} \)” as shown and selected in Table 5.2 and Table 5.3, the third part “10” indicates the number of parameters for the conditional two dimensional copula “\( C_{123} \)” as shown and selected in Table 5.4. The 3rd type of PPC expansion based advanced copula model with the lowest AIC and BIC value is supposed to be the best fit statistical model among the three.

Table 5.8 gives the final results of the comparison of model fit and normalized long-term fatigue damage estimation. The normalization is conducted by dividing the fatigue damage at the best fit model which is the 3rd type of advanced 3D copula model. The absolute fatigue damage is shown in the bracket next to the normalized one.
Table 5.8 Comparison of normalized fatigue damage and goodness-of-fit for all models

<table>
<thead>
<tr>
<th>$(H_s, T_p, V_w)$, based on 184212 samples</th>
<th>Total log-likelihood $(x10^6)$</th>
<th>No of parameters</th>
<th>AIC</th>
<th>BIC</th>
<th>Fatigue Damage $(N=3000)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>traditional method</td>
<td>conditional joint distribution</td>
<td>-1.032</td>
<td>17</td>
<td>2064033</td>
<td>2064089</td>
</tr>
<tr>
<td>classical 3D copula</td>
<td>Gaussian</td>
<td>-1.012</td>
<td>9</td>
<td>2024179</td>
<td>2024208</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>-1.011</td>
<td>10</td>
<td>2022300</td>
<td>2022333</td>
</tr>
<tr>
<td>advanced 3D copula</td>
<td>1st type</td>
<td>-1.004</td>
<td>26</td>
<td>2007720</td>
<td>2007805</td>
</tr>
<tr>
<td></td>
<td>2nd type</td>
<td>-1.002</td>
<td>25</td>
<td>2004167</td>
<td>2004248</td>
</tr>
<tr>
<td></td>
<td>3rd type*</td>
<td>-0.998</td>
<td>25</td>
<td>1996644</td>
<td>1996725</td>
</tr>
</tbody>
</table>

(Notes: The lowest AIC or BIC value indicates the best model, highlighted by “*”.)

Firstly, model selection methods AIC and BIC are selected to compare different statistical models. Akaike information criterion (AIC) is used to measure the relative quality of statistical models for a given set of data. It is a trade-off between the goodness of fit of the model and complexity of the model. As the equation shows:

$$AIC = 2k - 2ln(\hat{L})$$

where k is the number of estimated parameters in the model, $\hat{L}$ is maximum value of the likelihood function, $\hat{L} = P(x|\hat{\theta}, M)$, where $\hat{\theta}$ are the parameter values that maximize the likelihood function. Bayesian information criterion (BIC) is a model selection criterion among a finite set of models. Compared with AIC, the penalty term is larger, which includes the consideration of the number of samples, n. The expression for BIC is:

$$BIC = ln(n)k - 2ln(\hat{L})$$
Let $P_{PCC3}$ be the probability that the 3rd advanced PCC copula model is the best model for explaining the data. It is well known that the probability is approximately proportional to $\exp(-BIC)$. Thus the probabilities of the other 5 statistical models being the best $P_{tra}, P_{class,g}, P_{class,t}, P_{PCC1}, P_{PCC2}$, respectively are given as follows:

$$P_{tra} + P_{class,g} + P_{class,t} + P_{PCC1} + P_{PCC2} + P_{PCC3} = 1$$

(5.18)

$$\frac{P_{tra}}{P_{PCC3}} = \frac{\hat{L}_{tra}}{\hat{L}_{PCC3}} = \frac{e^{-2064089}}{e^{-1996725}}$$

(5.19)

$$\frac{P_{class,g}}{P_{PCC3}} = \frac{\hat{L}_{class,g}}{\hat{L}_{PCC3}} = \frac{e^{-2024208}}{e^{-1996725}}$$

(5.20)

$$\frac{P_{class,t}}{P_{PCC3}} = \frac{\hat{L}_{class,t}}{\hat{L}_{PCC3}} = \frac{e^{-2022333}}{e^{-1996725}}$$

(5.21)

$$\frac{P_{PCC1}}{P_{PCC3}} = \frac{\hat{L}_{PCC1}}{\hat{L}_{PCC3}} = \frac{e^{-2007805}}{e^{-1996725}}$$

(5.22)

$$\frac{P_{PCC2}}{P_{PCC3}} = \frac{\hat{L}_{PCC2}}{\hat{L}_{PCC3}} = \frac{e^{-2004248}}{e^{-1996725}}$$

(5.23)

From the above calculation, the probabilities for the listed statistical models to be the best models are: $P_{tra} \approx 0, P_{class,g} \approx 0, P_{class,t} \approx 0, P_{PCC1} \approx 0, P_{PCC2} \approx 0, P_{PCC3} \approx 1$.

Therefore, the probability for the 3rd advanced copula model to be the best model among those models that are considered in this study is almost 100%.

Besides the model selection metrics AIC and BIC, the 3D scatter diagram of samples generated by the traditional model and the 3rd advanced copula model can also be compared with the raw data to see which model captures the raw data the best.
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Figure 5.4 Scatter diagram of raw data

Figure 5.5 Scatter diagram of data generated by traditional model (100000 samples)
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From Figures 5.4-5.6, it can be seen that the 3rd advanced copula model proposed in this study captures the characteristics of the raw data better than the traditional model.

The statistics of the raw data, the samples obtained by the traditional method and those obtained by the proposed 3rd advanced copula model are shown as follows:
Table 5.9 Higher-level statistic comparison

<table>
<thead>
<tr>
<th></th>
<th>raw data</th>
<th>traditional method</th>
<th>3rd advanced copula model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_s$</td>
<td>1.84</td>
<td>1.95</td>
<td>1.81</td>
</tr>
<tr>
<td>$T_p$</td>
<td>8.09</td>
<td>8.25</td>
<td>8.07</td>
</tr>
<tr>
<td>$V_w$</td>
<td>6.80</td>
<td>6.65</td>
<td>6.64</td>
</tr>
<tr>
<td>$H_s*T_p$</td>
<td>15.59</td>
<td>16.11</td>
<td>15.20</td>
</tr>
<tr>
<td>$H_s*V_w$</td>
<td>14.82</td>
<td>15.44</td>
<td>14.07</td>
</tr>
<tr>
<td>$T_p*V_w$</td>
<td>54.73</td>
<td>54.86</td>
<td>53.12</td>
</tr>
<tr>
<td>$H_s<em>T_p</em>^2$</td>
<td>141.21</td>
<td>137.95</td>
<td>138.17</td>
</tr>
<tr>
<td>$H_s<em>V_w</em>^2$</td>
<td>138.00</td>
<td>146.72</td>
<td>139.69</td>
</tr>
<tr>
<td>$T_p<em>V_w</em>^2$</td>
<td>442.77</td>
<td>453.96</td>
<td>445.89</td>
</tr>
<tr>
<td>$T_p<em>H_s</em>^2$</td>
<td>39.86</td>
<td>41.09</td>
<td>37.96</td>
</tr>
<tr>
<td>$V_w<em>H_s</em>^2$</td>
<td>40.85</td>
<td>46.00</td>
<td>40.71</td>
</tr>
<tr>
<td>$V_w<em>T_p</em>^2$</td>
<td>458.27</td>
<td>470.11</td>
<td>459.26</td>
</tr>
<tr>
<td>$H_s<em>T_p</em>V_w$</td>
<td>123.50</td>
<td>127.27</td>
<td>121.77</td>
</tr>
</tbody>
</table>

It can be observed from the above table that the proposed 3rd advanced copula model fits the marginal distribution statistics of $H_s$ and $T_p$ much better than the traditional model. Since the traditional model fits the marginal distribution of $V_w$ first and then the conditional relationship and finally obtains the joint distribution, the fitting of $V_w$ is much better than other two random variables. All the other statistical values of the samples obtained from the 3rd advanced copula model are much closer to the raw data than those obtained from the traditional model.

In conclusion, the proposed 3rd advanced copula model is more accurate and realistic than the traditional model.

The above fatigue damage is based on 3000 simulations *5mins for each method.

It is supposed that fatigue damage is \( \propto \) time, 20 years’ fatigue damage calculated by the traditional method is approximately:

\[
D_{tra(20)} = 20 \times 365 \times 24 \times 60 / 5 \times D_{tra} = 10^{-3}
\]  

(5.24)

It shows that this model is too conservative. However, in the offshore engineering industry, people are more likely to design structures less conservatively for economic consideration. Hence, the result that fatigue damage considering the 3rd type of the proposed advanced copula model is twice the value considering the traditional model is still meaningful.

**5.5 Chapter Summary**

Advance copula which is based on pair-copula constructions (PCC) becomes more and more popular for the construction of multivariate distributions, mostly due to its simple structure and high flexibility. Traditional conditional distribution model is constructed more from a physical aspect and based on experience in some steps as discussed in Section 4.4.2. The result of model
selection method AIC and BIC both show that copula models including advanced copula models and classical copula models are all superior to the traditional models and the results of their applications in the long-term fatigue assessment show some differences. Even though some publications on the PCC have appeared in the financial field (Fisher et al., 2007; Chollete and Valdesogo, 2008), it has seldom been seen in the long-term fatigue application in the offshore field. In other works, the work in this chapter is the first trial of PCC in the construction of statistical modelling of ocean environmental random variables and the application of this model in the long-term fatigue assessment of flexible risers in the offshore field. This work shows a great potential of constructing statistical models which are more flexible and are able to capture the nonlinear relationship among different random variables. In future works, more environmental random variables can be considered, which requires higher dimensional PCC construction.
CHAPTER 6 CONCLUSION AND FUTURE WORKS

6.1 Conclusion

The main objective of this study is to propose a framework for the reliable assessment of fatigue damage of FPSO’s mooring and riser systems under a set of ocean environmental random variables. This study focuses on three main parts: the 1st part is to explore an efficient and precise method to assess the long-term fatigue damage, the 2nd part is to establish an appropriate statistical environmental model as a set up before simulation by constructing multiple classical copula models, the 3rd part is to investigate a type of more flexible advanced copula models to overcome the limitation of classical copula models, and finally to achieve a more robust statistical model.

With the studies carried out in this work, the contents presented in this thesis can be summarized as follows:

(1) **A new efficient approach for long-term riser fatigue analysis is established.**

   A floating structure is always exposed to many sea conditions during its service life. Due to the mechanical characteristics of fatigue damage, the long-term fatigue analysis should be considered, which causes a great of computer load especially when it is performed in the time domain. In Chapter 3, a new efficient simulation method is proposed for long-term riser fatigue analysis in time domain. This proposed approach is based on importance sampling concept but not for the purpose of variance reduction. It is widely accepted that time series of an irregular wave elevation can be simulated as a sum of regular wave components with random amplitudes and phases. The essence of the newly proposed method is that it allows one to simulate the wave amplitudes from a distribution different from the original one, which means the dynamic analysis for many sea states can be replaced by altering the importance sampling weighting function. This proposed method is enhanced by a set of additional techniques for the purpose of reducing the sampling variability. It should be pointed out that the fatigue damage estimation given by the new importance sampling method is not biased. Moreover, the standard error is estimated by bootstrapping technique. This proposed method shows a significant reduction of the computation cost, which can be concluded as a more efficient method compared with classical numerical method.
(2) **Multiple classical copula models are constructed for fatigue assessment with consideration of the nonlinear dependency among different random variables.**

In the long-term fatigue analysis, the joint statistical model of ocean environmental random variables is required to be carefully set up. The traditional model commonly used in the industry is the conditional joint distribution model which only considers the linear relationship between random variables, such as \( f(H_s, T_p) \) employed in Chapter 3. However, the traditional conditional joint distribution model may not be appropriate if the actual dependency is nonlinear. In Chapter 4, multiple classical copula models are constructed to capture the random process of environmental effect in the long-term fatigue assessment of deep water risers. By employing several model selection methods, the multiple copula model shows superiority to traditional models according to the results shown in Chapter 4.

(3) **Advanced multiple copula models are developed which are more flexible than the classical copula models.**

In Chapter 4, classical multiple copula models are found to be superior to traditional conditional models based on model selection. However, due to the limitations of multidimensional copula type, only Gaussian copula and T copula are employed. In Chapter 5, pair-copula construction (PCC) is employed to construct more flexible statistical models. The essence of this probabilistic construction method is that it solves multivariate highly dependent models by decomposing a multivariate density into numbers of pair copulas. Therefore, the limitation of higher dimensional copula selection is alleviated by a large number of bivariate copulas choices. Details of this construction procedures are listed in Chapter 5. Moreover, till now, many PPC works only study the construction of multiple copula models, while the generating of samplings based on PPC models is seldom studied. As the third part of this thesis work, the advanced multiple copula models based on PPC are built up and samples generated by PPC models are employed to take part in the risers’ fatigue assessment. Finally the statistical modelling effect on the fatigue assessment of deep water risers is studied. From the differences of the fatigue assessment results obtained due to different statistical models, one conclusion is that the result obtained by traditional model can be reconsidered in the precision aspect, since the model selection shows that the advanced copula models are superior to classical copula models and traditional model.
6.2 Recommendations of Future Works

The probability analysis for the long-term fatigue assessment is a challenging research topic that requires extensive exploration. The works conducted in this thesis provide some possible solutions to improve the simulation efficiency as well the accuracy for the long-term fatigue assessment in time domain. Based on that, the author believes that the research for the probability analysis of long-term fatigue can be further extended as follows:

1. Since the new efficient approach for the long-term fatigue damage calculation discussed in Chapter 3 only considers two environmental random variables: significant wave height \( H_s \) and spectrum peak period \( T_p \), some more advanced approaches such as adaptive response surface method or advanced Gaussian process can be tried to solve this problem which may take into account more ocean environmental random variables such as mean wind velocity at 10 m above the mean still water level \( V_w \) and wave direction \( \theta \).

2. In Chapter 5, three environmental random variables are incorporated in the constructed advanced multiple copula model. Theoretically, the advanced multiple copula model can deal with more random variables besides \( H_s, T_p \) and \( V_w \) with an increase of complex decomposition items. It would be closer to real applications that more environmental random variables can be included in the simulation, and is worthy of future investigation.

3. Moreover, in the expansion of PPC work, from Equation (5.6) to Equation (5.7), an assumption is made that the pair-copulas are independent of the conditioning variables, except through the conditional distributions, which in fact can be re-considered by removing the hypothesis. In the 3-dimensional case, it is written as Equation (5.6), within which the last \( x_3 \) will not be neglected: 

\[
f_{123}(x_1, x_2, x_3) = f_1(x_1)f_2(x_2)f_3(x_3) \cdot c_{13}(F_1(x_1), F_3(x_3))c_{23}(F_2(x_2), F_3(x_3)) \cdot c_{12|3}(F_{1|3}(x_1|x_3), F_{2|3}(x_2|x_3); x_3).
\]

The problem above can be solved by inserting a Fuzzy logic to treat the parameters as an extension of probability solution. Furthermore, as an extension of solution to this problem in the field of offshore engineering, further studies can be applied to solve probability problem in other fields, such as transportation safety.
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