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Abstract

Video streaming dominates Internet traffic, accounting for more than 70 percent of North American downstream traffic at peak time. However, limited bandwidth capacity, unstable network condition, and diverse viewing devices inherently deteriorate user experiences, triggering a tussle between the growing demand of video traffic and the quality of viewing experiences. Video adaptation is the de facto solution for video streaming over heterogeneous viewing devices and under time-varying network connections. For video adaptation, each video must be transcoded into multiple representations in different bitrates and resolutions. The client-side can dynamically select the best possible quality representation according to the current network condition and device capacity. Nevertheless, embracing video adaptation in video streaming faces many challenges regarding operational cost, Quality of Service (QoS), and Quality of Experience (QoE).

First, video transcoding is compute-intensive, and transcoding source videos into multiple representations and storing them consume tremendous resources. Adopting video adaptation mechanism can thus greatly increase the operational cost for video streaming. To reduce the operational cost, we propose the partial transcoding scheme for cost-efficient video transcoding. Specifically, the frequently requested video chunks are cached, resulting in storage cost; while the seldom requested video chunks are transcoded online when being requested, resulting in computing cost. We aim to minimize the long-term overall cost by determining whether a video chunk should be cached or transcoded online. We also design the virtual caching scheme, vCache, by considering the practical implementation under the Network Functions Virtualization (NFV) infrastructure. vCache can dynamically provision computing resources to ensure that transcoding delays will not affect streaming services.

Second, the video generation rate in an online video service is time-varying, and maintaining a fixed number of servers for transcoding to meet the peak workload may waste
tremendous resources. A new trend for transcoding is to adopt the cloud infrastructure for elastic resource provisioning and parallel transcoding. Thus, intelligent strategies are required to provision the right amount of resources to meet QoS requirements. We study the resource provisioning problem for transcoding in three scenarios. We first propose a two-timescale optimization framework for maximizing profit of transcoding service while meeting QoS requirements by jointly provisioning resources and scheduling tasks. This method analytically integrates service revenue, processing delay, and resource consumption into one optimization framework. We then leverage the Model Predictive Control (MPC) to design an online algorithm for dynamic resource provisioning using prediction to accommodate to time-varying workloads. We improve our online algorithm through robust design to seek robustness of system performance against prediction noise. Finally, we develop a framework for scheduling the transcoding for live content and Video-on-Demand (VoD) content with statistical QoS guarantees. Each type of videos is specified with a QoS criterion and a QoS loss bound. Our method can provision the minimum amount of resources while keeping QoS loss probabilities within the prescribed bounds.

Third, traditional rate adaptation approaches are semantics-agnostic, treating videos as common data. However, a viewer may have different degrees of interest on different parts of a video due to different video semantics. The interesting parts of a video can draw more visual attention of a viewer, and thus have higher visual importance. As such, delivering a viewer’s interested parts of a video in a higher quality can improve the perceptual video quality compared with the semantics-agnostic approaches which treat each part of a video equally. We propose an interest-aware rate adaptation approach for improving QoE by inferring viewer interest based on video semantics. We first use the deep learning method to recognize video scenes, followed by leveraging the Term Frequency-Inverse Document Frequency (TF-IDF) method to analyze the degrees of an individual viewer’s interest on different video scenes. The bandwidth, buffer occupancy, and viewer interest information are jointly considered under the MPC framework for selecting appropriate bitrates for maximizing QoE.

We implement our video transcoding and streaming system, and conduct extensive experiments to evaluate the performances of our proposed methods. The experiment results show that our proposed methods can reduce the operational cost and guarantee QoS for video transcoding, and improve QoE for adaptive video streaming.
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Chapter 1

Introduction

In this chapter, we first present the background of our research, and then discuss the motivations and contributions of our works. Finally, we outline the thesis structure.

1.1 Background

1.1.1 Internet Video Traffic and Video Consumption

Online video services have become enormously popular. It has become the main way for people to consume movies and obtain information [76]. Users and professional video content producers can upload and release videos in online video sharing websites and social networks (e.g., Youtube, Facebook, and Twitter). This has brought an explosive growth of online videos [124], and the global video consumption is growing at a rapid pace. For instances, the estimated amount of videos uploaded to Youtube during one minute was 300 hours in 2015 [8]. In the live streaming platform Twitch, the peak number of concurrent live streams that are broadcasting live events is above 12,000 [123]. YouTube and Netflix make up 50.31% of the downstream Internet traffic during the peak period of the day [89]. By 2020, videos will account for 82% of the total Internet traffic, and nearly a million minutes of video content will cross the network during each second [1]. However, due to the heterogeneous viewing devices and changing network conditions, it has become a challenge for video service providers to provide reliable video services with a high quality of user experiences [113]. For instance, various screen sizes and device capacities would result in different requested bitrates and resolutions. In addition, the changing network conditions can also affect the quality of steaming services.
1.1.2 Video Adaptation and Video Transcoding

The user created video content cannot be directly delivered to viewers due to the client-side’s heterogeneous viewing devices and diverse network conditions. To ensure that a video can be viewed on any viewing devices and in any network conditions, video adaptation [32, 96] has been widely adopted to achieve this goal. Particularly, with the rapid growth of mobile devices and mobile data traffic, video adaptation has become a must for providing reliable video streaming services. For video adaptation, each video file (or stream) needs to be transcoded into multiple representations in different bitrates and resolutions, as illustrated in Fig. 1.1. When a user views a video, the viewing device can detect its current device capacity and network bandwidth to adjust the requested quality of the video accordingly. As a result, it can always deliver the best possible quality videos to viewers. We illustrate the video processing flow for adaptive streaming in Fig. 1.2. It mainly consists of the following steps for delivering videos to viewers.

1) Content Creation: Users and professional video content producers create video files or streams by encoding the raw video data into compressed high-definition videos using video and audio codecs (e.g., H.264 and AAC). The encoded high-definition video files or streams will be uploaded to online video websites for release.
Video Transcoding: The newly created source video files will be transcoded into multiple representations in different bitrates, resolutions, and formats. Transcoding the large volume of source video files consumes significant computing resources. A new trend for video transcoding is to leverage the elasticity of the cloud infrastructure to dynamically provision computing resources.

Adaptive Streaming: To deliver videos to viewers in high availability and quality, the multiple representations of each video are cached in the streaming servers. The network download speeds are time-varying, and the viewers can dynamically adjust the requested video quality according to the current network conditions and device capacity.

Video transcoding, as a main technique used in video adaptation, brings many challenges for implementing adaptive streaming. First, video transcoding is compute-intensive, and it consumes tremendous computing resources to transcode videos into multiple representations. Meanwhile, caching multiple representations also requires several times more storage, which greatly increases storage consumption and decreases the caching efficiency of content delivery network. Second, video transcoding is time-consuming, and it may incur intolerable delays. Nevertheless, video streaming has stringent delay requirements, and transcoding delays must be strictly controlled to ensure the QoS for video streaming. Third, with multiple available video representations, the client must be intelligent enough to select the most suitable representations under dynamic network environment. The aim of this thesis is to address the challenges in video adaptation to reduce the operational cost for service providers and to achieve higher viewing experiences for users.
1.2 Motivation and Contribution

Video adaptation can improve QoE for video streaming under time-varying network conditions and over heterogeneous viewing devices. However, adopting the video adaptation mechanism in video streaming faces many challenges. In this thesis, we focus on addressing the following research problems. First, transcoding videos into multiple representations consumes tremendous resources. However, only a small part of videos are frequently requested by users. We study how to reduce the operational cost for transcoding videos into multiple representations by learning from user viewing patterns. Second, videos have different delay requirements for video transcoding, and transcoding workload is time-varying due to the nature of video generation. We study how to dynamically provision resources for video transcoding to guarantee different delay requirements. Third, during a video session, the video player needs to dynamically select the most suitable bitrate according to the time-varying network condition for rate adaptation. However, user viewing experience is subjective, and viewer interest and video semantics also play an important role in determining user viewing experience. We study how to allocate bitrate budgets over a video session while taking into account viewer interest. The details for each line of our research are presented as follows.

1.2.1 Cost-Efficient Video Transcoding

Videos must be transcoded into multiple representations for adaptive streaming. This solution, however, could consume enormous computing and storage resources. It was reported that a video could be encoded into more than 40 representations to meet the requirements of different viewing devices and network conditions [69]. This could cost millions of pounds for video service providers to transcode and store a large number of videos [115]. In fact, only a small fraction of videos are frequently requested. Only 10% of the most popular videos account for almost 80% of total views [30] [134]; for 60% of videos, only less than 20% of their duration is viewed, and most of users abort viewing within 40 seconds [18, 38, 60, 75]. This user viewing pattern reveals that most of videos are seldom watched, and users only consume a small fraction of videos. Thus, it is not cost-efficient to transcode each video into many representations and cache them.
• We propose the partial transcoding scheme to reduce the operational cost for video transcoding by leveraging user viewing pattern. We apply the Lyapunov optimization framework [78] to design an online algorithm to make a trade-off between storage cost and computing cost for minimizing the overall cost. (Chapter 3)

• We design vCache to reduce the cost for Adaptive Bitrate (ABR) streaming under the NFV infrastructure. The seldom requested video chunks are virtually cached in vCache, and the frequently requested video chunks are physically cached. To guarantee that transcoding delays will not affect streaming services, vCache dynamically provisions computing resources to accommodate to transcoding workloads. vCache can greatly reduce the operational cost for caching adaptive videos, and can be easily incorporated with current ABR streaming solutions. (Chapter 4)

1.2.2 Resource Provisioning for Video Transcoding

Video transcoding is compute intensive [81]. Traditionally, content producers need to maintain many in-house servers to transcode large volumes of videos. The in-house solutions typically require over-provisioning computing resources by at least 30% to meet peak workloads [28], which wastes massive resources in normal workloads. Transcoding is also very time consuming. It may take several hours to transcode a large video such as a movie or a TV show. This may incur intolerable delays for videos that must be delivered timely. A new trend for transcoding is to adopt the cloud infrastructure to provide transcoding as a cloud service. Specifically, the cloud transcoding system can use many VM instances or Containers to transcode videos in parallel to achieve fast speed. Meanwhile, by leveraging the elasticity of the cloud infrastructure, the system can dynamically provision resources to adapt to the workload, avoiding excessive processing delays or resource wastage. Moreover, video generation rates are time-varying in online video services. Thus, intelligent strategies are required to determine the right amount of resources for transcoding. The situation is further complicated by the fact that, the two types of co-existing video content, live content and Video-on-Demand (VoD) content, have different QoS requirements for encoding. These observations posit daunting challenges for provisioning resources to meet the heterogeneous QoS requirements.
• We propose a two-timescale stochastic optimization framework for maximizing service profit of cloud-based transcoding services. The proposed method can achieve performance requirements by jointly scheduling tasks and provisioning resources under a hierarchical control architecture. (Chapter 5)

• We design a preemptive-resume priority scheduling mechanism for transcoding videos with heterogeneous QoS criteria, which can greatly improve the resource utilization. We design a robust dynamic resource provisioning scheme for transcoding. It can intelligently provision the right amount of resources using prediction to guarantee QoS, while keeping robust to prediction noise. (Chapter 6)

• We design a statistical QoS model for modelling the QoS loss probability for transcoding live content and VoD content. The proposed method can determine the minimum required capacity for guaranteeing that the QoS loss probabilities are within the prescribed QoS loss bounds. (Chapter 7)

1.2.3 Rate Adaptation for Adaptive Streaming

In Adaptive Bitrate streaming, it needs to dynamically adjust the requested bitrate for video adaptation to adapt to the changing network condition. Due to the changing video semantics over a video session, a viewer may show different degrees of interest on different parts of a video. Meanwhile, the interesting parts of a video can draw more visual attention from a viewer. This leads to that different parts of a video have different visual importance. As such, delivering a viewer’s interested parts of a video in a higher quality can improve the perceptual video quality compared with the semantics-agnostic methods that treat each part of a video equally. Nevertheless, most of the existing rate adaptation approaches are semantics-agnostic. To narrow the semantic gap in video streaming, one promising approach for improving QoE is to temporally allocate more bitrate budgets to the viewer interested parts of a video by reserving some bitrate budgets of the viewer less interested parts. We investigate how to allocate bitrate budgets over a video session while taking into account viewer interest to maximize QoE.
We propose an interest-aware rate adaptation approach for ABR. We adopt the TF-IDF method to infer a viewer’s degrees of interest on video content, and integrate the information of bandwidth, buffer occupancy, and viewer interest into the Model Predictive Control (MPC) framework to select appropriate bitrates for maximizing QoE. (Chapter 8)

1.3 Thesis Structure

We illustrate the thesis structure in Fig. 1.3. The research problems studied in this thesis can be categorized into three parts: cost-efficient video transcoding (Chapter 3 and 4), resource provisioning for video transcoding (Chapter 5, 6, and 7), and rate adaptation for adaptive streaming (Chapter 8). For cost-efficient video transcoding, we consider how to reduce the operational cost for transcoding videos into multiple representations and cache them. We propose the partial transcoding scheme in Chapter 3, and consider the practical implementation for video streaming in Chapter 4. For resource provisioning for video transcoding, we first study the profit maximization problem for cloud-based video transcoding service in Chapter 5, and then propose two resource provisioning policies in Chapter 6 and 7 to achieve QoS guarantees while minimizing resource consumption. For rate adaptation, we consider how to improve QoE for adaptive streaming via content analysis, and we propose an interest-aware rate adaptation scheme in Chapter 8.

The rest of this thesis is organized as follows:

- In Chapter 2, we review the related works on the problems studied in this thesis.
- In Chapter 3, we study how to reduce the operational cost for caching and transcoding videos, and we propose the partial transcoding scheme.
- In Chapter 4, we consider the practical implementation of cost-efficient video transcoding for adaptive streaming, and we design the virtual caching scheme.
- In Chapter 5, we study the profit maximization problem for cloud-based video transcoding service. We propose a two-timescale optimization framework for maximizing service profit by jointly considering task scheduling, resource provisioning, and QoS requirements.
• In Chapter 6, we study how to dynamically provision resources for video transcoding while meeting QoS requirements. We propose a dynamic priority-based resource provisioning framework for transcoding with heterogeneous QoS requirements.

• In Chapter 7, we study how to reduce the required capacity for video encoding while precisely controlling the QoS loss probability. We design a statistical QoS model to differentiate the heterogeneous QoS requirements of video content.

• In Chapter 8, we study how to improve QoE for adaptive video streaming via video content analysis. We propose an interest-aware rate adaptation scheme by inferring viewer interest.

• In Chapter 9, we conclude this thesis and discuss the future work.
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Literature Review

In this chapter, we present the literature review of the research problems studied in this thesis. We first review the existing works on cost-efficient video transcoding. Then, we review the resource provisioning approaches for video transcoding in different scenarios. Finally, we review the related works on rate adaptation for adaptive streaming.

2.1 Cost-Efficient Video Transcoding

Adaptive bitrate streaming has become a prominent technology to improve the quality of video delivery over different network environments and support media consumption over heterogenous devices [113], [50]. For video adaptation, [90] proposed a transcoding-enabled proxy system which allows to perform content adaption according to the network environment. [128] aimed to maximize the QoE for mobile users, by storing content copies transcoded in different bitrates under constrained storage budget. [13] introduced a joint video processing and caching framework to support adaptive bitrate streaming, which can improve network capacity and maintain QoE. These research, however, mainly focus on improving user experience, without considering service operational cost.

User viewing pattern, which characterizes the user access behaviors when viewing videos, is a key factor to affect the performance and the operational cost of the media system. There has been a large number of works studying user viewing pattern. [69] investigated a top Internet mobile streaming service at the service side, and the measurements showed that a video content could be transcoded into more than 40 versions to deal with device heterogeneity. [30] analyzed the UGC VoD system of YouTube and
Daum Videos, and found that video popularity followed the power-law distribution with an exponential cutoff, which indicates that a small fraction of videos account for most of the views. [38] studied the Youtube traffic generated by mobile devices and common PCs, and the results revealed that 60% of videos are watched less than 20% of their duration. We can observe from the previous measurements that a video content needs to be transcoded into many versions in different bitrates to adapt to the device heterogeneity and varying network conditions in a ABR system. As a result, considering the sheer volume of video files in different versions, it consumes huge amounts of computing resource to transcode videos into different bitrates, and storage cost to store different encoded versions of the video contents. However, as indicated in the previous work, only a small proportion of video contents are frequently consumed by users, most of them are seldom requested. As such, it is not cost efficient to transcode and store each version of the video contents.

In this line of research, we study how to reduce the operational cost for transcoding and caching the multiple representations of videos. Chapter 3 aims to minimize the operational cost for video transcoding and caching by learning from user viewing patterns. Chapter 4 designs the virtual caching scheme for reducing the operational cost for adaptive video streaming while guaranteeing acceptable transcoding delays.

### 2.2 Resource Provisioning for Video Transcoding

**Profit maximization for transcoding service.** Many previous works have studied video transcoding systems. [109] proposed a method to jointly perform online video transcoding and delivery. [55, 127] studied the strategies for provisioning right amount of resources under time-varying workloads. These works did not consider the scheduling problem for tasks with different performance requirements. Meanwhile, they did not consider the scheduling problems for performing a task on multiple VMs in parallel. [68, 71, 93] studied the problem of scheduling tasks under a fixed amount of resources. However, these methods cannot achieve resource efficiency and desired performance requirements without scaling computing capacities under time-varying workloads. [65, 102, 117] proposed transcoding mechanisms to reduce streaming delays, yet these works did not consider resource provisioning problems.
Our work in Chapter 5 mainly focuses on the problems of task scheduling and resource provisioning specific to cloud-based transcoding, while some other works have studied these problems in the data center [67, 120] or cloud [35, 87, 119, 126]. These works studied the dynamic resource provisioning problem under time-varying workloads. [67, 87, 120] studied the resource provisioning problem for achieving the prescribed QoS criteria or reducing the overall cost, yet the tasks considered in these works are homogenous. [119, 126] studied the heterogeneity-aware resource provisioning problem, but they did not consider the problem of scheduling the pending tasks with different priority levels. Compared with previous works, we also study the problem of scheduling a task on multiple VMs in parallel to reduce processing delays in Chapter 5.

The service profit maximization problem has been intensively studied in the data center [44, 108, 129], cloud computing [27, 103], and wireless networks [48, 79, 107]. [108] considered the profit maximization problem of scheduling a deterministic set of tasks. [48] studied how to assign resources to a number of clients so that the total utility can be maximized. The problems studied in [48, 108] are deterministic, while this does not suit the stochastic task arrivals in cloud. [103] studied the resource provisioning problem for each user to maximize per-user financial profit. [79, 129] studied the dynamic pricing problem in data center and wireless networks to maximize profit. [44] studied the profit maximization problem in data center by considering the fluctuations of electricity price. [44, 79, 103, 129] achieved the profit maximization from different perspectives according to their problem scenarios. [27] studied the profit maximization problem in cloud by modeling the system as the M/M/m queueing model. The differences of our work in Chapter 5 is that we consider the profit maximizing problem for scheduling tasks with different performance requirements and scheduling a task on multiple VMs in parallel.

Our proposed method in Chapter 5 manages the service based on deadline-dependent pricing for maximizing profit. Minimizing resource consumption while guaranteeing average delays is also widely adopted for performance management. However, the average delay is only statistically guaranteed among users. The processing delay for a specific task may scatter in a wide range of values. It will frustrate a user if processing delays are long, but charged price is the same. An advantage of our method is that users are charged less with longer delays, and this impels the service provider to provide a better
service to improve revenue. Users will also be charged a higher price for a low processing delay or a high priority level service. Therefore, it can balance the service provider’s desire for service profit and users’ performance requirements.

**Video Transcoding with Heterogeneous QoS.** Many previous works have studied the resource provisioning problem for video transcoding. [127] proposed a Lyapunov-based energy-efficient transcoding task dispatching algorithm for reducing resource consumption. However, the proposed method cannot guarantee that the average processing delays are within a threshold. Moreover, that paper did not consider the resource dynamic scaling problem. [93] proposed a dynamic voltage and frequency scaling (DVFS) scheme for allocating CPU frequency and workloads to each server to minimize power consumption and meet transcoding task deadlines. It considered the scheduling problem for a fixed number of tasks, yet it did not consider the resource provisioning problem under time-varying workloads. [71] proposed a priority-based scheduling method to reduce delays under a fixed amount of resources. The scheduler maintains two queues for transcoding, namely, one normal queue and one high-priority queue. The high-priority tasks will be performed on the fastest processors to reduce delays. Compared to our work in Chapter 6, the works in [71, 93, 127] did not consider how to dynamically provision resources under time-varying transcoding workloads.

The methods proposed in [55, 86, 111] are more relevant to our work. These works considered the dynamic resource provisioning problem under time-varying workloads for guaranteeing QoS in transcoding systems. [55, 111] adopted the prediction-based methods for dynamic resource provisioning to guarantee QoS, and [86] adopted the large deviation method for this aim. However, with more stringent QoS requirements, transcoding systems must provision more resources to reduce processing delays, and this leads to low resource utilization. Videos have different QoS requirements for processing, therefore, it should be considered how to achieve the heterogeneous QoS requirements while reducing the overall resource consumption. Compared with the existing works, our proposed method can well address this problem. Meanwhile, we consider the impact of prediction error on the performance, and our method is robust to prediction noise.

The resource provisioning problem can be generalized as a resource and QoS management problem. Numerous algorithms are designed for reducing resource consumption or
achieving target QoS in previous works. The works in [61, 67, 125] presented the resource provisioning and performance management frameworks for maximizing service profit or minimizing overall cost using predicted workloads. These frameworks cannot be applied in our problem directly, because they did not consider the specified QoS requirements for transcoding. A two-timescale resource provisioning approach was proposed in [120] for delay-tolerant workloads, yet it did not consider the delay-sensitive workloads in a service. The main difference of our method proposed in Chapter 6 is that we consider the specific QoS requirements for video transcoding and design a multiple-priority mechanism for video transcoding with different QoS requirements and a robust dynamic resource provisioning scheme for allocating resources under dynamic workloads.

The differences of our work in Chapter 7 are as follows: 1) Our method considers the heterogeneous QoS requirements, and we design a statistical QoS model to differentiate the QoS requirements. It can achieve the heterogeneous QoS requirements with the minimum capacity. 2) Our method considers the likelihood of QoS loss, and it can ensure that the QoS loss probabilities are within the given QoS loss bounds.

In summary, in this line of research we study how to provision resources for video transcoding with different performance requirements. Specifically, Chapter 5 studies how provision resources for maximizing service profit for cloud-based video transcoding service. Chapter 6 studies how to provision resources to meet heterogeneous QoS requirements for video transcoding. Chapter 7 studies how to provision resources for transcoding live content and VoD content with statistical QoS guarantees.

2.3 Rate Adaptation for Adaptive Streaming

Many approaches have been proposed for rate adaptation in adaptive streaming. These approaches considered different QoE metrics for improving overall QoE. Many factors in video streaming may influence QoE [95], such as encoding parameters, QoS of the streaming system, user interest, and video semantics. We classify the previous works into two categories according to the QoE metrics considered in these works, namely, the QoS-based approach and the content-aware approach.
The QoS-based approach mainly considers the QoS of the streaming system for rate adaptation, without taking in account the personality of the end-user and content characteristics. The QoE metrics considered in these works includes the start-up latency, rebuffering time, quality variation, video bitrate, etc [95]. These QoE metrics are greatly influenced by the QoS of the streaming system, especially bandwidth. The client continuously observes the time-varying bandwidth and/or buffer occupancy to select appropriate bitrates for maximizing QoE. Several works (e.g., [51, 94]) considered the buffer occupancy for rate adaptation. If enough video chunks have been buffered in the video player, it can reduce the risk of rebuffering events, and the client can select a higher bitrate. A precise prediction of the future bandwidth can improve QoE [97, 135], and several works (e.g., [23, 100, 118, 121, 131]) take into account the predicted bandwidth for rate adaptation. Viewing experiences are subjective psychological processes [63], however, these approaches did not consider the human factors and video content, resulting in a semantic gap between these QoE metrics and the viewer’s subjective viewing experience.

The content-aware approach considers the characteristics of video content for improving QoE. In traditional video encoding and streaming methods, the bitrate budgets are allocated equally across a video frame. The focus of the human visual attention is generally subconsciously drawn to certain objects standing out in a scene, and these objects are more visually important than the background [26]. The works in [19, 64, 132] considered video quality and distortion for rate adaptation. To improve the perceptual video quality, a viable approach is to stream the visually important regions of a frame in a higher quality. The works in [29, 34, 106, 116] considered the object-based or Region of Interest (RoI) based method for adaptive streaming, and the visually important objects or regions in a frame can be delivered in a higher quality to improve QoE. These works considered video quality and the subconscious human visual attention, however, they did not consider the impacts of high-level video semantics and viewer interest.

In this line of research, we mainly study how to allocate bitrate budgets over a video session while taking into account viewer interest on video content. To narrow the semantic gap in video streaming, our work in Chapter 8 considers the viewer interest on video content and video semantics to improve QoE. Different from existing approaches, the viewer and video semantics are considered for rate adaptation.
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Achieving Cost-Efficient Video Transcoding with Partial Transcoding

3.1 Introduction

Adaptive bitrate streaming [96] has been touted as an enabling technology to support growing media consumption over heterogenous viewing devices and different network conditions. By leveraging video transcoding [104], each video content is encoded into different bitrates and resolutions, which can allow users to receive appropriate bitrate stream to accommodate varying network conditions and different types of user devices. It was demonstrated in [69] that a video content could be encoded into more than 40 versions to meet the requirements of different kinds of user devices and network conditions. However, considering the sheer volume of ABR files, it consumes tremendous computing resource and storage resource to encode the video contents into different bitrates and store the encoded video contents. As reported by [115], it would cost millions of pounds for content providers to transcode and store a large number of contents. In contrast, it has also been observed that only 10% of the most popular videos account for almost 80% of total views [30], [134]; for 60% of the videos, only less than 20% of their duration is viewed, and most of users abort viewing within 40 seconds [38][75] [60][18]. This user viewing pattern reveals that most of the video contents are seldom watched, and users consume only a small fraction of each video, which provide a good insight for video service providers to design content management system.

To address the problem that video transcoding for ABR could incur exorbitant cost, we propose the partial transcoding scheme for content management based on user viewing
pattern. With the partial transcoding scheme, each original video content is split into a set of segments. Each segment has a fixed playback duration. When viewing videos, the user requests video segments in specified bitrates according to the current available bandwidth and device capacity. If the requested segment is available in storage, it would be consumed by the user immediately, resulting in storage cost; otherwise, a real-time transcoding is conducted, resulting in computing cost. The more segments are cached, the less transcoding tasks will be conducted, and vice versa. We aim to minimize the long term overall cost, including storage and computing cost, while satisfying the time average constraint on storage and computing consumption. We formulate the partial transcoding scheme as a constrained stochastic optimization problem.

To derive the solution of the partial transcoding scheme in real-time according to the current user request information, we apply the Lyapunov optimization framework to design an online algorithm which can minimize the long-term cost over the time span. Experiments demonstrate that: 1) our designed online algorithm can approximately approach to the optimal cost within provable upper bounds; 2) our proposed scheme can save 30% of operational cost, compared with the scheme of caching all the segments; 3) our proposed scheme is less sensitive to the change of user request rate than the full transcoding scheme without segmentation.

The contributions of our work are summarized as follows:

- We propose the partial transcoding scheme to reduce the operational cost by leveraging user viewing pattern. To the best of our knowledge, this is the first work to adopt the partial transcoding scheme under user viewing pattern to save operational cost in ABR system. Meanwhile, our proposed method can also increase the number of unique contents cached in the system.

- We apply the Lyapunov optimization framework to design an online algorithm which can derive solutions for the partial transcoding scheme.

- We conduct various of experiments under realistic settings to evaluate the performance of our algorithm. Numerical results demonstrate that our proposed method can reduce operational cost for content providers and provide adaptive control over content management.
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Figure 3.1: A schematic diagram for adaptive bitrate streaming system: contents are transcoded into a set of files in different playback rates and resolutions, and cached in the streaming engine.

The rest of this chapter is organized as follows: Section 3.2 introduces the system design. Section 3.3 presents system model and problem formulation. Section 3.4 provides our proposed online algorithm which can achieve the cost-efficient video transcoding by applying the Lyapunov optimization framework. Section 3.5 presents verification and evaluation of our proposed method. Finally, Section 3.6 concludes this chapter.

3.2 System Design

This section presents our proposed system architecture for cloud-based media streaming with enabled transcoding capability, serving a wide range of users. This referenced architecture is based on real experience with one of the leading video service providers in China. Our proposed architecture is illustrated in Figure 3.1, which consists of three parts, including media vault, media outlet and streaming engine. The functionalities of each module are as follows.

**Media Vault:** It stores all of the original contents and their transcoded versions in alternative bitrates, however, it usually locates in only one geographical cloud site.

**Streaming Engine:** To deliver the video contents to users reliably and in time, streaming engines are deployed in different geographical regions to response for the user
Table 3.1: Key parameters in system model

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_i$</td>
<td>The number of segments for the $i$th video content.</td>
</tr>
<tr>
<td>$r_{i,j}$</td>
<td>The playback rate of the $i$th content in $j$th bitrate.</td>
</tr>
<tr>
<td>$n_{i,j}(t)$</td>
<td>The number of segments being cached for the $i$th content in the $j$th playback rate at the time slot $t$.</td>
</tr>
<tr>
<td>$F_i(k)$</td>
<td>The probability in which the user would watch the video up to the $k$th segment.</td>
</tr>
<tr>
<td>$x_{i,j,k}(t)$</td>
<td>The number of users watching the $k$th segment of the $i$th content in the $j$th playback rate at time slot $t$.</td>
</tr>
<tr>
<td>$\lambda_i(t)$</td>
<td>The number of arrivals requesting for the first segment of the $i$th content at time slot $t$.</td>
</tr>
<tr>
<td>$p_{i,j}$</td>
<td>The probability of the playback rate $r_{i,j}$ being requested when the user requests the $i$th content.</td>
</tr>
<tr>
<td>$B^S(t), C^S(t)$</td>
<td>The storage consumption and storage cost for the $M$ contents at the time slot $t$.</td>
</tr>
<tr>
<td>$B^W(t), C^W(t)$</td>
<td>The computing consumption and computing cost for the $M$ contents at the time slot $t$.</td>
</tr>
<tr>
<td>$\theta$</td>
<td>The time average constraint on storage resource.</td>
</tr>
<tr>
<td>$\rho$</td>
<td>The time average constraint on computing resource.</td>
</tr>
<tr>
<td>$V$</td>
<td>Tunable parameter used to control the tradeoff between cost and queue stability.</td>
</tr>
<tr>
<td>$F(t)$</td>
<td>The virtual queue of the storage resource consumption.</td>
</tr>
<tr>
<td>$G(t)$</td>
<td>The virtual queue of the computing resource consumption.</td>
</tr>
<tr>
<td>$\Theta(t)$</td>
<td>The queue backlog of the virtual queues.</td>
</tr>
<tr>
<td>$\Delta(\Theta(t))$</td>
<td>The excepted change of queue backlog over one time slot.</td>
</tr>
</tbody>
</table>
requests from media outlets. The video contents in the streaming engine can be obtained from three alternative resources. First, in the local storage of streaming engine, a partial subset of video contents in various bitrates are stored and can be directly consumed. Second, the whole file of an original video content is stored in local storage, and can be transcoded into the user requested bitrate in a real-time manner by CPU/GPU in the streaming engine. Finally, in a rare case that the transcoding capacity is overloaded, the streaming engine can retrieve the transcoded version from the media vault. In this work, we only focus on the first two cases.

**Media Outlet:** It negotiates with the streaming engine for a proper bitrate according to the current network status and its own physical capability, and pulls video segments from the streaming engine and displays them for viewers to consume the video content.

In the streaming engine, any original video content in this system is split into small multi-second segments. Each of the segments has a fixed playback duration (e.g., 10 seconds). These segments are further encoded into versions in different bitrates, supporting heterogeneous media outlets and varying network conditions. There are two kinds of alternative cost incurred in the streaming engine. First, it stores a partial subset of transcoded video contents in its local storage, resulting in storage cost. Second, in case of cache miss, it transcodes the original video content into the requested bitrate, resulting in computing cost. It can be seen that the two parts of cost are competing with each other. On one hand, the larger storage capacity is allocated, the more transcoded video contents can be stored, minimizing the probability of cache miss and the opportunity of conducting online transcoding. On the other hand, the more computing resources are provisioned, the less transcoded video contents are needed to store statically, reducing the required storage space. Therefore, it demands a trade-off in optimizing the total cost of service. In the following, we mathematically formulate it into an optimization problem, aiming to minimize the long-run overall cost.

### 3.3 System Model and Problem Formulation

In this subsection, we first present our mathematical models for the cloud-based ABR streaming system, including content management model, user request model and cost
model, and then formulate it into a constrained stochastic optimization problem, along with key notations summarized in Table 3.1.

3.3.1 System Model

3.3.1.1 Content Management Model

We model the content management as follows, including partial transcoding scheme and dynamic caching scheme.

**Partial Transcoding Scheme:** We assume that the system manages $M$ video contents. For any video $i$ ($i = 0, \cdots , M - 1$), it is split into $L_i$ segments, as illustrated in Figure 3.2. Meanwhile, for each video $i$, it is transcoded into a set of versions in $N$ bitrates. For each bitrate of $r_{i,j}$ ($j = 0, \cdots , N - 1$), a partial subset of segments are cached in the streaming engine. We consider a discrete time slot model. In view of the user viewing pattern, we assume that the first $n_{i,j}(t)$ segments (i.e., from 0 to $n_{i,j}(t) - 1$) are cached at the time slot $t$ and the rest of $L_i - n_{i,j}(t)$ segments (i.e., from $n_{i,j}(t)$ to $L_i - 1$), which are not present in the local storage, are transcoded on live by the streaming engine from the original video file cached in its local storage.

**Dynamic Caching Scheme:** The user request rate for a video content is changing over time, which affects the computing cost for the contents transcoded online. As a result, the streaming engine needs to dynamically adjust the partial transcoding scheme in each time slot based on the user request information, to determine whether a segment should be transcoded online or locally cached to minimize the time average cost, while satisfying the resource constraints.

3.3.1.2 User Request Model

Most of viewers will not complete the whole video clip. Compared with the video duration, the length of a video actually watched by a viewer is very short; specifically, 60% of videos are watched for no more than 20% of their duration [38, 75]. This user viewing pattern can be characterized by cumulative distribution function of $F_i(k)$, which denotes the probability of that the user would watch the $i$th video up to the $k$th segment. It can
be approximated by a truncated exponential distribution, resulting the following formula,
\[ F_i(k) = \frac{1}{K_i} (1 - e^{-\mu k}), \quad 0 \leq k \leq L_i - 1, \]  
(3.1)
where \( K_i \) is a factor for the \( i \)th content. We derive Eq. (3.1) by approximating the real measurements shown in [38]. In practice, the user may repeat watching some parts of the video or jump over the first several minutes, which may lead to a higher request rate for the middle of a video than the beginning [54]. Since the video content are managed and streamed based on segment, all decisions for each segment can be made independently. As such, we measure the user request rate for each segment independently at the beginning of each time slot. Under the discrete time slot model, we denote \( x_{i,j,k}(t) \) as the number of user requests for the \( k \)th segment of the \( i \)th content in the \( j \)th playback rate at time slot \( t \). The user request rate for a video segment (i.e., \( x_{i,j,k}(t) \)) is changing over time.

### 3.3.1.3 Cost Model

Two kinds of cost are incurred in streaming engine: storage cost and computing cost.

**Storage consumption:** The storage consumption represents the storage space occupied by video contents. Specifically, the storage consumption of the \( i \)th content is
\[ B_i^S(t) = \sum_{j=0}^{N-1} n_{i,j}(t) f_i r_{i,j}, \]  
(3.2)
where $f_i$ denotes the scaling factor for video $i$ and the file size is assumed to be proportional to its playback rate $r_{i,j}$. Thus, the total storage consumption to store all the contents is

$$B^S(t) = \sum_{i=0}^{M-1} B_i^S(t) = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} n_{i,j}(t)f_ir_{i,j}. \quad (3.3)$$

**Storage cost:** It incurs storage cost in storing the cached video files. Specifically, for the $i$th content in the $j$th playback rate, the storage cost is $S_{i,j} = c_S f_ir_{i,j}$, where $c_S$ denotes marginal price of storage space. Using this notation, the storage cost for the $i$th content at the time slot $t$ is

$$C_i^S(t) = \sum_{j=0}^{N-1} n_{i,j}(t)S_{i,j}. \quad (3.4)$$

Thus, the total storage cost for the $M$ contents is

$$C^S(t) = \sum_{i=0}^{M-1} C_i^S(t). \quad (3.5)$$

**Computing consumption:** The computing consumption of the $i$th content with playback rate of $r_{i,j}$ is $w_{i,j} = g_i r_{i,j}$, where $g_i$ denotes the scaling factor for the $i$th content and the workload is assumed to be proportional to its playback rate. Using this notation, the total computing consumption for the $i$th content in the $j$th playback rate at the time slot $t$ is

$$B_i^W(t) = \sum_{k=n_{i,j}(t)}^{L_i-1} x_{i,j,k}(t)w_{i,j}. \quad (3.6)$$

We assume that the computing cost of a particular video is proportional to the number of user requests. Thus, the total computing consumption for the $i$th content is

$$B_i^W(t) = \sum_{j=0}^{N-1} \sum_{k=n_{i,j}(t)}^{L_i-1} x_{i,j,k}(t)w_{i,j}. \quad (3.7)$$

The total computing consumption for the $M$ contents is

$$B^W(t) = \sum_{i=0}^{M-1} B_i^W(t). \quad (3.8)$$

**Computing cost:** It incurs computing cost in real-time transcoding the video file into the requested playback rate. Specifically, the computing cost of transcoding the $i$th
content into playback rate of \( r_{i,j} \) is \( W_{i,j} = c_W r_{i,j} \), where \( c_W \) denotes marginal price of computing. Similar to the computing consumption, we can have the computing cost for the \( i \)th content, given by

\[
C^W_i(t) = \sum_{j=0}^{N-1} \sum_{k=n_{i,j}(t)}^{L_i-1} x_{i,j,k}(t) W_{i,j},
\]

(3.9)

The total computing cost for the \( M \) contents is

\[
C^W(t) = \sum_{i=0}^{M-1} C^W_i(t).
\]

(3.10)

### 3.3.2 Problem Formulation

We aim to minimize the long-term operational cost for content management with the partial transcoding scheme. In a real system deployment, the storage space of content cache can be filled up quickly, if all different bitrate files of the video contents are cached to meet all the QoE requirements. In addition, if transcoding operations are conducted too frequently, it would overload the transcoding capacity and incur latency to the users. Therefore, we formulate the content management with partial transcoding scheme into the following stochastic optimization problem with time average constraints,

\[
\min_{\vec{n}(t)} \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{C^S(t) + C^W(t)\},
\]

(3.11)

s.t. \( \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{B^S(t)\} \leq \theta \),

(3.12)

\( \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{B^W(t)\} \leq \rho \),

(3.13)

where \( C^S(t) \) and \( C^W(t) \) are the storage and computing cost in each time slot; \( B^S(t) \) and \( B^W(t) \) are the storage and computing consumption in each time slot; Eq. (3.11) represents the time average cost; Eq. (3.12) and (3.13) represent the time average storage and computing consumption with limited thresholds \( \theta \) and \( \rho \), respectively. With the partial transcoding scheme, we aim to derive policies in each time slot to minimize the cost over time span under the time averaged storage and computing capacity constraints.
3.4 Algorithms for Partial Transcoding Scheme

In this section, we derive the solution of the cost optimal transcoding problem. By taking the advantages of the Lyapunov optimization framework, we design an online algorithm which can be arbitrarily close to the optimal cost incurred over the whole time span. In particular, the Lyapunov optimization framework allows us to minimize the cost incurred over time, while satisfying the resources consumption constraints.

3.4.1 Transformation by Lyapunov Optimization

To solve the optimization problem of minimizing the time average cost over $T$ time slots subject to the time average constraints on storage resource and computing resource, we apply the Lyapunov optimization framework to design an online algorithm.

First, to transform the time average constraints on storage and computing resources, we define two virtual queues $F(t)$ and $G(t)$, which are bounded by $F_{\text{max}}$ and $G_{\text{max}}$, respectively. Specifically, the update of these two virtual queues $F(t)$ and $G(t)$ are defined as follows,

$$F(t + 1) = \max\{F(t) + B^S(t) - \theta, 0\},$$

$$G(t + 1) = \max\{G(t) + B^W(t) - \rho, 0\}.$$  \hspace{1cm} (3.14) \hspace{1cm} (3.15)

Based on [78], the time average constraints of Eq. (3.12) and (3.13) can be transformed into the queue stability of the virtual queues in Eq. (3.14) and (3.15).

Then, we define the vector $\Theta(t) = (F(t), G(t))$ to represent the queue backlog and let the quadratic Lyapunov function $L(\Theta(t))$ measure the size of the queue backlog, which is defined as follow:

$$L(\Theta(t)) \triangleq \frac{1}{2}(F(t)^2 + G(t)^2).$$  \hspace{1cm} (3.16)

The one-slot Lyapunov drift $\Delta(\Theta(t))$, which is the expected change of the queue backlog over one time slot, is given by

$$\Delta(\Theta(t)) \triangleq \mathbb{E}\{L(\Theta(t + 1)) - L(\Theta(t))|\Theta(t)\}.$$  \hspace{1cm} (3.17)
In addition to stabilize the queue backlog to ensure the time average constraints on storage and computing resource, we also need to consider the cost given by the objective function of the original optimization problem. With the Lyapunov optimization framework, the original constrained optimization problem can be approximately solved by minimizing the drift-plus-penalty in each time slot, which jointly considers the virtual queue backlog and the incurred operational cost. Mathematically, we have the following one-slot optimization problem,

$$\min_{\Theta} \triangle(\Theta(t)) + V\mathbb{E}\{O(t)|\Theta(t)\}. \quad (3.18)$$

The penalty $O(t)$ is the cost incurred at the time slot $t$ (i.e., $O(t) = C^S(t) + C^W(t)$), and the tunable parameter $V$ is used to control the tradeoff between the cost and the queue stability. If $V$ approaches to infinite, the weight of the penalty function will decrease to zero, and the algorithm becomes to make policies of minimizing the cost incurred in each time slot, without considering the resource consumption. In this case, the solution derived by the online algorithm can be arbitrarily close to the optimal cost. On the contrary, if $V$ is zero, only resource consumption is considered, and the algorithm becomes to make policies of minimizing the resource consumption, without considering the incurred operational cost.

**Lemma 3.4.1** The Lyapunov drift $\triangle(\Theta(t))$ satisfies the following inequation,

$$\triangle(\Theta(t)) \leq B_1 + F(t)\mathbb{E}\{B^S(t)|\Theta(t)\} + G(t)\mathbb{E}\{B^W(t)|\Theta(t)\},$$

where $B_1 \doteq \frac{1}{2}[(F_{\text{max}} - \theta)^2 + (G_{\text{max}} - \rho)^2]$.

**Proof:** Please see Appendix for the detailed proof.

Lemma 3.4.1 provides the upper bound for the Lyapunov drift function (Eq. (3.17)). Under the framework of Lyapunov optimization, the strategy is to minimize the bound given on the right-hand-side of inequality in Lemma V.1 plus the penalty function in each time slot [78]. Since the constant component $B_1$ in the objective function will not affect the solution of the minimization problem, we take it out from the objective function. As
such, we can transform the minimization of the drift-plus-penalty function (Eq. (3.18)) with the constraints into the following one-shot optimization problem,

\[
\min_{\vec{n}} \quad F(t)B^S(t) + G(t)B^W(t) \\
\quad + V\{C^S(t) + C^W(t)\}, \quad (3.19)
\]
\[
\text{s.t.} \quad F(t) + B^S(t) - \theta \leq F^{\text{max}}, \quad (3.20)
\]
\[
G(t) + B^W(t) - \rho \leq G^{\text{max}}. \quad (3.21)
\]

Eq. (3.20) and Eq. (3.21) are to ensure the upper bound queue backlog of the virtual queue \( F(t) \) and \( G(t) \), respectively.

To this end, we have transformed the problem of minimizing the average cost over the time span (Eq. (3.11)) into a series of one-shot optimization problems (Eq. (3.19)). Following that, we propose an online algorithm for the partial transcoding scheme. In each time slot, it can be iteratively obtained by 1) observing the user request information at the beginning of each time slot, then 2) solving the one-shot optimization problem of Eq. (3.19) according to the current user request information and queue backlog size, and 3) updating the virtual queues \( F(t) \) and \( G(t) \). Our online algorithm can derive the partial transcoding solution in each time slot without requiring a prior knowledge of the user request information. The detailed online algorithm is given out in Algorithm 1. We analyze the optimality of Algorithm 1 in Section 3.4.3. The algorithm complexity of Algorithm 1 is dominated by solving the one-shot optimization problem.

### 3.4.2 Solution of One-Shot Optimization Problem

The one-shot optimization problem of Eq. (3.19) is an integer linear program which is NP-hard. We adopt Lagrange relaxation to obtain the approximate solution. First, we rewrite the above optimization problem by introducing binary variable \( m_{i,j,k}(t) \) which denotes whether the \( k \)th segment of the \( i \)th video in the \( j \)th playback rate should be cached at the time slot \( t \). Transforming the decision variable \( n_{i,j}(t) \) into \( m_{i,j,k}(t) \) can also make the decision for each segment independent of each other and unrelated to the order of the segments in a video content. Then, we rewrite Eq. (3.19), (3.20) and (3.21) as Eq.
Algorithm 1 An Online Algorithm for Partial Transcoding

Input:
- Storage price $C_S$ and transcoding price $C_W$.
- Trade-off parameter $V$.
- Scaling factors: $f_i$, $g_i$, $r_{i,j}$.

Output: The partial transcoding decision $m_{i,j,k}(t)$

1: Initialize $t = 0$, $F(0) = 0$, $G(0) = 0$
2: while the streaming engine is in service do
3: Observe the user request rate for each segment at the beginning of each time slot.
4: Observe queue backlog $F(t)$ and $G(t)$.
5: Solve the one-shot optimization problem of Eq. (3.19) and derive the partial transcoding solution.
6: Perform the caching and transcoding decision for each segment according to the solution.
7: Update virtual queues $F(t)$ and $G(t)$ by Eq. (3.14) and (3.15), respectively.
8: $t \leftarrow t + 1$
9: end while
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(3.22), (3.23) and (3.24) of the following optimization problems,

\[
\min_{\vec{m}} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} \sum_{k=0}^{L_i-1} [A_{i,j,k}m_{i,j,k}(t) + B_{i,j,k}],
\]

\[\text{s.t.}\]

\[\pi_1 \leq 0,\]

\[\pi_2 \leq 0,\]

\[m_{i,j,k} \in \{0, 1\},\]

where \(A_{i,j,k}, \pi_1\) and \(\pi_2\) are parameters after rearrangement given as follows,

\[A_{i,j,k} = (F(t) + Vc_S) f_{ri,ij} - (G(t) + Vc_W)x_{i,j,k}(t)g_{ri,ij},\]

\[B_{i,j,k} = (G(t) + Vc_W)x_{i,j,k}(t)g_{ri,ij},\]

\[\pi_1(\vec{m}) = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} \sum_{k=0}^{L_i-1} m_{i,j,k}(t)f_{ri,ij} + F(t) - F^{max} - \theta \leq 0,\]

\[\pi_2(\vec{m}) = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} \sum_{k=0}^{L_i-1} (1 - m_{i,j,k}(t))x_{i,j,k}(t)g_{ri,ij} + G(t) - G^{max} - \rho \leq 0.\]

We adopt Lagrange relaxation to obtain the approximate solution to the optimization problem of Eq. (3.22). First, we relax the constraints (Eq.(3.23) and (3.24)) by bringing them into the objective function (Eq.(3.22)) with associated Lagrange Multipliers [14]. Then, we can obtain the dual problem,

\[L(\vec{\mu}) = \inf_{\vec{m}} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} \sum_{k=0}^{L_i-1} [A'_{i,j,k}(\vec{\mu})m_{i,j,k} + \mu_1(F(t) - F^{max} - \theta) + \mu_2(G(t) - G^{max} - \rho + x_{i,j,k}(t)g_{ri,ij})],\]

\[\text{s.t.}\]

\[m_{i,j,k} \in \{0, 1\},\]

where \(\vec{\mu} = (\mu_1, \mu_2)\) is the Lagrange multiplier, \(\vec{m}\) is the decision vector consisting of \(m_{i,j,k}\),

\[A'_{i,j,k}(\vec{\mu}) = (F(t) + Vc_S + \mu_1)f_{ri,ij} - (G(t) + Vc_W + \mu_2)x_{i,j,k}(t)g_{ri,ij}.\]
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We can observe from Eq. (3.29) that, for a specified value of $\vec{\mu}$, $A'_{i,j,k}(\vec{\mu})$ becomes a constant. Then Eq. (3.29) can be minimized by obtaining optimal $\vec{m}$, which can be solved by setting $m_{i,j,k}$ to 0 if the corresponding $A'_{i,j,k}(\vec{\mu})$ is no less than zero, and setting $m_{i,j,k}$ to 1 otherwise. Thus, the original problem is evolved to find the optimal $\vec{\mu}$ and then solve the subproblem. We use the subgradient method to obtain the optimal value of $\vec{\mu}$ in an iterative manner. In each iteration, we have $[\pi_1(\vec{m}), \pi_2(\vec{m})]^T$ as a subgradient of $L(\vec{\mu})$, and use the following heuristic for selecting the step size $[14]$,

$$\delta = \frac{\sigma(ub(\vec{m}) - lb(\vec{m}))}{\pi_1^T(\vec{m}) + \pi_2^T(\vec{m})},$$

where the current upper bound $ub(\vec{m})$ is the value of the objective function Eq. (3.22), and the lower bound $lb(\vec{m})$ is the value of Lagrangian function Eq. (3.29). The details of the subgradient method are illustrated in Algorithm 2. The performance of the approximate solution compared with the optimal solution is illustrated in Section 3.5.3.

### 3.4.3 Optimality Analysis

The Lyapunov optimization framework allows us to design the above online algorithm which can ensure that, for any tunable parameter $V > 0$, it can approximately approach to the optimal cost within $O(1/V)$ and stabilize the virtual queue backlog, as presented in Theorem 3.4.1.

**Theorem 3.4.1** For arbitrary user request arrival rates under system stability, the online algorithm can guarantee that the gap between the actual time average cost and the optimal time average cost is within $B_1/V$, i.e.,

$$\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{C^S(t) + C^W(t)\} \leq C^* + B_1/V, \quad (3.30)$$

where $C^*$ is the optimal time average cost. Meanwhile, the online algorithm can stabilize the virtual queues over time, satisfying the following inequality,

$$Q \leq \frac{B_1 + VC^*}{\epsilon}, \quad (3.31)$$
Algorithm 2 Subgradient Method for One-shot Optimization

Input:
Initialize Scalar $\sigma \in (0, 2)$, $\bar{\mu} = 0$, $s = 0$,

Output:

1: repeat
2: for all $i \in [0, M), j \in [0, N), k \in [0, L_i)$ do
3: if $A'_{i,j,k}(\bar{\mu}) >= 0$ then
4: $m_{i,j,k} \leftarrow 0$
5: else
6: $m_{i,j,k} \leftarrow 1$
7: end if
8: end for
9: Update upper bound $ub(\bar{m})$ and lower bound $lb(\bar{m})$ by calculating Eq. (3.22) and (3.29).
10: Update subgradient $[\pi_1(\bar{m}), \pi_2(\bar{m})]^T$ by calculating Eq. (3.27) and (3.28).
11: Calculate step size:
12: $\delta \leftarrow \frac{\sigma(ub(\bar{m})-lb(\bar{m}))}{\pi_1(\bar{m})+\pi_2(\bar{m})}$, $\bar{\mu} \leftarrow max(0, \bar{\mu} + \delta \bar{\pi})$
13: $s \leftarrow s + 1$
14: until $s = 200$
where \( \epsilon > 0 \) and \( \overline{Q} \) is the time average queue length, given as follow,

\[
\overline{Q} = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{G(t) + F(t)\}.
\] (3.32)

**Proof:** Please see Appendix for the detailed proof.

### 3.5 Performance Evaluation

In this section, we conduct experiments to evaluate the performance of our proposed partial transcoding scheme. We first describe the experimental settings. Following that, we evaluate the performance of the partial transcoding scheme under different system settings, and compare it with two alternative schemes.

#### 3.5.1 Dataset Description and Experimental Setting

**3.5.1.1 User Viewing Pattern**

Video sessions have a very high probability to be terminated very soon, as observed in [38] that most are within 40 seconds. Similar observation was also given in [75], which indicates that the first several segments of a video content are more likely to be requested than the latter ones. We use Eq. (3.1) to approximately fit the data in [38], which describes the relative portions of watched videos for sessions, with \( K_i \) and \( \mu \) equal to 0.98, 4.6, respectively.

**3.5.1.2 Video Popularity Distribution**

Most of videos are not frequently requested by users, as the measurements in [30] and [69] show that only 10% of the most popular videos account for almost 80% user requests, and the remaining 90% of video contents account for only 20% of the user requests. In our experiment, the user request rates for the video contents follow a power-law distribution with a shape parameter 1.2.
3.5.1.3 User Request Arrival Rate

The traces collected from YouTube indicate that user request rate seems relatively insensitive to video’s age [75]. The same observation is also given by [99] that the videos on YouTube can keep getting views over the time span and the user request rate fluctuates around the average. In our experiment, we first perform the simulation assuming that the user requests for video content $i$ arrive according to a random process of mean rate $\lambda_i$ and variance $\delta_i$, but without making any assumption of a priori knowledge of the probabilities associated with the user request rate. We also conduct the experiment with the real trace data given out in [33], which are the video view information collected from YouTube for 21 weeks.

3.5.1.4 Storage and Computing Cost

We adopt the Amazon S3 Standard Storage and Amazon EC2 On-demand Instance [49] to evaluate the storage cost and computing cost in our experiment. The storage price is $0.03/GB/Month, and the computing price is $0.07/Hour. The transcoding cost for a video content depends on its video duration and the targeted bitrate. If the video bitrate is less than 1Mb/s, the transcoding cost is $0.03 per hour (video duration); otherwise, the transcoding cost is $0.05 per hour.

3.5.1.5 Video Duration and Bitrate

Most of online videos are short in terms of duration, with an average of 4.3 minutes and only less than 5% of videos last for more than 10 minutes [30]. In our experiment, for simplification, we assume that video duration has a uniform distribution from 0 to 10 minutes, and each segment has a fixed duration of 10 seconds. Meanwhile, each video content is transcoded into five versions in different bitrates. The video file in high bitrate corresponds to a high transcoding cost. The video versions and their corresponding transcoding cost are listed in Table 3.2.
Table 3.2: Bitrates and computing cost

<table>
<thead>
<tr>
<th>Bitrate(Mb/s)</th>
<th>0.25</th>
<th>0.30</th>
<th>0.60</th>
<th>1.50</th>
<th>2.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computing Cost ($/Hour)</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Requested Probability</td>
<td>0.50</td>
<td>0.20</td>
<td>0.20</td>
<td>0.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>

3.5.2 Alternative Schemes for Comparison

We select two alternative schemes for comparison:

- **All Segments Stored (ASS) scheme**: it stores all segments in different bitrates for each content in a brute-force manner without performing transcoding tasks, which would result in a complete storage cost and no additional computing cost, since no transcoding operation is conducted.

- **Full Transcoding without Segmentation (FTS) scheme**: it manages a tradeoff between the storage cost and the computing cost, which is similar to the partial transcoding scheme, but without file segmentation for content management. As such, the whole video file of a bitrate is either completely stored in local storage or transcoded into the user requested bitrate online.

3.5.3 Verification of Approximate Solution

We compare the approximate solution of the one-shot optimization problem in Section 3.4.2 with the optimal solution to evaluate the approximation error ratio. The optimal solution can be obtained using the combination of Linear Programming (LP) Relaxation with the branch-and-bound method [73]. In this experiment, we obtain the optimal solution with CVX solver (e.g., Gurobi, MOSEK, and GLPK), which can solve the problem efficiently even when the number of decision variables is large (461 seconds for $10^7$ variables\(^1\)). We select the dimension of the variable $\bar{m}$ (i.e., segment number) from $10^2$ to

\(^1\)Experiment configuration: CVX solver, Gurobi; Python 2.7.3; Computer Configuration, Intel i5-3470, 3.20GHz, 8GB RAM.
Figure 3.3: Time average monetary cost and time average virtual queue length under different values of control variable $V$. $T = 100$

$10^7$. As illustrated in Table 3.3, the approximate solution is close to the optimal solution and the error ratio does not scale with the dimension of $\bar{m}$.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>$10^2$</th>
<th>$10^3$</th>
<th>$10^4$</th>
<th>$10^5$</th>
<th>$10^6$</th>
<th>$10^7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error Ratio(%)</td>
<td>0.0</td>
<td>2.4</td>
<td>2.6</td>
<td>2.8</td>
<td>2.7</td>
<td>2.7</td>
</tr>
</tbody>
</table>

### 3.5.4 Verification of Online Algorithm Optimality

In Fig. 3.3, we plot the time average cost and time average virtual queue length under partial transcoding scheme for different values of the control parameter $V$. From this figure, we can observe that with the increase of value $V$, the time average cost decreases and converges to the optimal value when $V$ is large enough. However, as $V$ increases, the time average virtual queue length also grows, demanding a tradeoff between the time average cost and system stability in making the partial transcoding decision. We can see that the result shown in Fig. 3.3 is consistent with Theorem 3.4.1.
3.5.5 Performance Comparison with Alternative Schemes

We compare the performance of the partial transcoding scheme with alternative schemes under different resource consumption constraints and varying user request rates.

3.5.5.1 Comparison with ASS-based scheme under different resource constraints

Fig. 3.4 demonstrates the time average cost reduction percentage of partial transcoding scheme over ASS-based scheme under different resource constraints. The partial transcoding scheme can reduce the cost for around 30% when both computing resource and storage resource are sufficient to satisfy the resource consumptions in each time slot. In another case that the computing resource is fixed, the cost reduction percentage drops slightly with the increase of video files introduced into the system, since more infrequently requested video segments need to be locally cached instead of transcoding on fly, due to insufficient computing resource. On the contrary, when the available storage resource is fixed, the cost reduction percentage drops dramatically as the number of video contents increases. Specifically, when there are around 6000 video contents, the constraint on storage consumption becomes active, indicating that the storage resource reaches its maximum utilization. When the number of contents is more than 8000, the partial transcoding scheme incurs more cost than the ASS-based scheme. This is because transcoding task needs to be conducted more frequently to satisfy QoE requirement, under insufficient storage space for caching video segments. Therefore, one needs to strategically choose the storage capacity and computing capacity to design an effective partial transcoding scheme when planning system resource.

3.5.5.2 Comparison with ASS-based scheme under varying user request rates

Fig. 3.5 demonstrates the time average cost reduction percentage of the partial transcoding scheme over ASS-based scheme under varying user request arrival rate. It can be seen that the partial transcoding scheme can outperform the ASS-based scheme in terms of operational cost under varying user request rate. However, the cost reduction percentage will decrease with the increase of user request rate. Particularly, with the increase of
Figure 3.4: Time average cost reduction percentage compared with ASS-based scheme under varying content number. $T = 100$

Figure 3.5: Time average cost reduction percentage over ASS-based scheme under varying user request rate. $T = 100$
user request rate, the percentage of storage cost among the overall cost for the partial transcoding scheme increases, while the percentage of computing cost decreases. With the increase of user request rate, segments, if not locally cached, will be transcoded on fly more frequently, resulting in a higher computing cost. As a result, more segments need to be cached rather than transcoded on fly, resulting in a higher storage cost percentage and a less cost reduction percentage.

### 3.5.5.3 Comparison with FTS-based scheme under varying user request rate

Fig. 3.6 plots the time average cost reduction percentage of the partial transcoding scheme and FTS-based scheme over the ASS-based scheme. It demonstrates that compared with the FTS-based scheme, the partial transcoding scheme can save more operational cost under varying user request rates. Since the FTS-based scheme makes the caching or transcoding decision on file level, a video file needs to be wholly cached, even if only a small fraction of the file (e.g., the beginning part of a video) is frequently requested, resulting in more cost. In addition, it can be seen that the FTS-based scheme has a restricted cost reduction. With the increase of the user request rate, the cost reduction disappears when the user request rate approaches to 1500. In this case, all video files are cached, without any cost reduction compared with the ASS-based scheme.
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3.5.5.4 Comparison of segment cached percentage with FTS-based scheme

Fig. 3.7 plots the segment/file cached percentage of the partial transcoding scheme and FTS-based scheme, respectively. It can be seen that the cached percentage of video files under FTS-based scheme is much higher than the cached percentage of segments under partial transcoding scheme. Particularly, all the video files are cached under the FTS-based scheme when the user request rate reaches to around 1500, while in this case the partial transcoding scheme can still have a much lower cached percentage, which shows that the partial transcoding scheme is less sensitive to the change of the user request rate. Meanwhile, since less segments are cached compared with the ASS-based scheme and FTS-based scheme, the partial transcoding scheme consumes less storage resources for managing a number of video contents. As a result, the streaming engine can cache more unique video contents by leveraging the partial transcoding scheme, compared with using alternative schemes.

3.5.6 Performance under Real Trace Data

In this subsection, we compare our proposed method with alternative schemes by using a real trace data. The trace data [33] captures the user request information for a set
of YouTube videos over 21 weeks. Since the number of views for these video contents are collected once a week, we can obtain the number of requests for a video content during one week. We evaluate the performance of each scheme in the case that the storage resource and computing resource are sufficient to achieve their best performance. We plot the cost reduction percentage of the partial transcoding scheme and FTS-based scheme over ASS-based scheme for every one week in Fig. 3.8. The ASS-based scheme has a constant storage cost over time, since all segments in different bitrates are all cached in the system and no transcoding operations are conducted. In contrast, the FTS-based scheme and Partial Transcoding Scheme, which make the caching and transcoding decision according to the current request rate, have a lower overall cost incurred over the time span. Compared among these three methods, our proposed method can save more operational cost in real environments.

3.6 Conclusions

In this chapter, we studied the problem of cost-efficient video content management in ABR system. We proposed a partial transcoding scheme for content management and formulated it into a stochastic optimization problem. We then applied the Lyapunov optimization framework to design an online algorithm which can derive the solution in
each time slot and achieve the optimal solution within provable upper bounds. Results show that our proposed method can save around 30% of the operational cost, and can increase the number of unique contents cached in the system.

As the future work, we will consider integrating our method with the DASH standard to build a real content management system. As illustrated in Fig. 3.9, the system consists of two modules, including Request Information Collection (RIC) module and Content Management Control (CMC) module. The RIC is responsible for collecting the HTTP-based user request information for each segment over time; the CMC makes the caching/transcoding decisions for video segments in each time slot by obtaining the solutions of the online algorithm, according to the user request information. In this case, the system manages the video segments dynamically, supporting the DASH-based video streaming service at the minimum cost.
Chapter 4

Supporting Cost-Efficient Adaptive Streaming with Virtual Caching

4.1 Introduction

Video streaming dominates Internet traffic, accounting for more than 70% of North American downstream traffic at peak time [89]. However, limited bandwidth capacity, unstable network condition, and diverse viewing devices inherently deteriorate user experiences, triggering a tussle between the growing demand of video traffic and quality of viewing experiences [113]. ABR is a widely adopted solution for improving viewing experiences under such a condition.

The video processing flow for ABR is illustrated in Fig. 4.1. Each video must be transcoded into multiple representations, and then cached in streaming servers. A Media Presentation Description (MPD) file is required to manifest the available representations for a video [92]. When starting a video session, the video player first obtains the MPD file of a video, and then selects the best possible quality representations according to the current network condition and device capacity. However, transcoding is compute intensive and consumes tremendous resources. Caching multiple representations of a video consumes several times of storage space. Thus, streaming videos in ABR can greatly increase the operational cost.

In contrast to the tremendous resource consumption of ABR, it is observed that only a small percentage of video chunks are frequently requested by users. Specifically, the top 10% of the most popular videos account for almost 80% of total views [30, 134]; for 60% of video sessions, only less than 20% of the durations are viewed, and most of users
Figure 4.1: The video processing flow for ABR. Videos are transcoded into multiple representations and cached in streaming servers for delivery.

Figure 4.2: The video processing flow with vCache. Videos are dynamically transcoded and cached to be delivered in ABR.

abort viewing within 40 seconds [38][75]. These user viewing patterns reveal that users consume only a small fraction of video chunks. Thus a question arises: considering the tremendous computing and storage resource consumption for transcoding and caching videos, is it necessary to pre-transcode each video and always keep the video chunks of all representations in storage?

To answer this question, we design vCache, an NFV-based virtual caching scheme, to manage videos for ABR to minimize overall operational cost. Our design is based on the user viewing patterns observed in many online video services. For seldom requested video chunks, it is more cost-efficient to generate them on the fly, rather than always caching them. In our design, a video chunk in vCache can be in one of the two states. Physically Cached: the video chunk is cached, and can be directly read from storage. Virtually Cached: only the metadata of the video chunk is cached. The metadata contains the
location of the source version of this video chunk and the corresponding transcoding parameters. The metadata is used for transcoding a virtually cached video chunk on the fly.

We illustrate the video processing flow for ABR with vCache in Fig. 4.2. The MPD files are cached in streaming servers for manifesting the available representations of each video. The video player obtains the MPD file from the streaming server when starting a new session, and then requests video chunks of the appropriate representations. The streaming server will read the requested video chunks in vCache, and the video chunks in vCache are dynamically cached or transcoded on the fly for serving user requests.

vCache is different from traditional methods in two perspectives. First, a video will not be pre-transoded into multiple representations, because many videos, especially some representations, may seldom be requested. Pre-transcoding a video and caching all representations waste tremendous resources if seldom requested. In our design, all representations of a video are only virtually cached when the source video file is initially ingested into vCache. The transcoding for a video chunk is postponed to the time when it is being requested. Second, vCache manages video chunks dynamically rather than statically to minimize overall cost. Because video popularity changes over time [30], the caching decisions are made dynamically to capture time-varying video popularity.

We leverage the NFV framework to implement vCache as a virtualized network function. Streaming servers can access video chunks in vCache as accessing a common storage, while the underling mechanisms of vCache remain transparent to other applications. As transcoding video chunks on the fly incurs delays, vCache dynamically provision resources to ensure transcoding delays are within an acceptable range. vCache strikes a tradeoff between storage cost and computing cost, and it can reduce the operational cost for ABR.

This work is not the first to consider leveraging SDN/NFV and transcoding to improve the performance of ABR. The work in [59] introduced a Virtual Network Function (VNF) transcoding method for reinstating the QoE level of video streaming when network congestion occurs. The work in [80] proposed a framework for provisioning and programming of acceleration hardware for VNFs, and transcoding can be speeded up by acceleration hardware. The difference compared with [59, 80] is that this work studies how to manage video files for ABR cost-efficienctly. We proposed a resource provisioning
method for transcoding in Information Centric Networking (ICN) in [41], yet in [41] we did not consider video management for ABR. The work in [57] and our work [43] considered the file-level and segment-level trade-off between computing cost and storage cost for video caching. The main differences of this work compared with [43, 57] are that we consider how to control transcoding delays by dynamically provisioning computing resources, and how to implement the mechanism for ABR under the NFV architecture.

The rest of this article is organized as follows. Section 4.2 presents the system design. Section 4.3 presents the system models. Section 4.4 presents the dynamic control policies for content management and resource provisioning. Section 4.5 presents some practical considerations for improving the performance. Section 4.6 concludes this article.

4.2 System Design

4.2.1 Framework

The framework of vCache is illustrated in Fig. 4.3. The system mainly consists of the following modules.
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Resource Virtualization Module: The hardware resources in NFV infrastructure consist of storage, computing, and network devices. The virtualization layer decouples the virtualized network functions in the upper layer from the underlying hardware [37]. It provides the capacity of underlying hardware as virtual computing, storage, and network resources.

Request Interface Module: The request interface module processes the requests from streaming servers. When receiving a request, the request interface module first locates the video chunk in storage. If the video chunk is physically cached, it will be read directly. Otherwise, the request interface module will initiate a transcoding request. A transcoding operation will be performed to transcode the video chunk of the source version into the user requested representation, and the transcoded video chunk will be rendered to the streaming server.

Cache Management Module: The cache management module dynamically determines whether a video chunk should be physically cached or virtually cached. The source file of each video is always cached for generating other representations on the fly. The cache management module analyzes the request information of each video chunk to make caching decisions for reducing the overall cost.

Transcoding Management Module: A virtually cached video chunk will be transcoded on the fly when being requested, and this incurs delays. As the transcoding workload is time-varying, the transcoding management module dynamically provisions resources according to the transcoding workload to ensure that transcoding delays are within an acceptable range.

4.2.2 Workflow

We illustrate the workflow for fulfilling a user request in Fig. 4.4. When receiving a request for a video chunk, vCache first lookups the requested video chunk. A physically cached video chunk can be read and delivered directly. For a virtually cached video chunk, a transcoding request will be sent to the transcoding cluster. The transcoding cluster consists of many homogeneous virtual machines (VMs). The dispatcher equally dispatches transcoding requests among the active VMs for load balancing. A transcoding server will transcode the requested video chunk on the fly when receiving a request.
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Figure 4.4: The workflow for fulfilling a user request. If the requested video chunk is physically cached, it will be read and delivered directly. If the requested video chunk is virtually cached, it will be transcoded on the fly.

4.2.3 Incorporated with ABR

vCache can be easily incorporated with current ABR solutions. As illustrated in Fig. 4.5, it can be implemented as a virtualized network function by leveraging the NFV infrastructure. A video player can parse the MPD files and requests video chunks from the streaming server. The streaming server will read the video chunks from vCache. Because the underlaying caching and transcoding mechanisms of vCache are transparent to other applications, vCache can serve the streaming servers and other applications like common storage systems, e.g., hard disks, distributed file systems, etc. Thus, vCache will not affect the current implementation of ABR.

4.3 System Model and Problem Formulation

The system can typically make caching decisions each week, and make resource scaling decisions each hour.
4.3.1 Operational Cost

The operational cost consists of storage cost and computing cost. The storage cost is incurred by physically caching video chunks, and the computing cost is incurred by transcoding video chunks on the fly. For video chunk $i$, we denote the storage cost for physically caching it during a time period as $s_i$. We assume that the estimated request frequency of video chunk $i$ during time period $T$ is $f_i(T)$, and the computing cost for transcoding video chunk $i$ on the fly for one time is $c_i$. If video chunk $i$ is virtually cached during time period $T$, the computing cost for transcoding it on the fly during time period $T$ can be estimated as $f_i(T)c_i$.

4.3.2 Processing Delay

The processing delay of a transcoding request consists of the queueing time and the transcoding time for the video chunk. Theoretically, we can adopt the M/G/1 or G/G/1 model to analyze the processing delay in a VM under varying transcoding request arrival rates. In practice, we can adopt some empirical methods to learn the relation between the transcoding request processing delay and the transcoding request arrival rate in a VM. To guarantee that transcoding delays are within an acceptable range, the system must ensure that the transcoding request arrival rate in each VM is less than a preset threshold.
4.3.3 Problem Formulation

Our objective is to minimize the overall operational cost while guaranteeing that transcoding delays incurred by virtual caching are within an acceptable range. At the beginning of each time period $T$, the system determines whether a video chunk should be physically cached or virtually cached for minimizing the overall cost, which can be presented as

$$\min_b \sum_{i \in K} E\{s_i b_i(T) + (1 - b_i(T)) f_i(T)c_i\},$$

where $K$ is the set of existing video chunks, and $b_i(T)$ is a binary decision variable for video chunk $i$. Video chunk $i$ will be physically cached at time period $T$ if $b_i(T)$ equals one; and it will be virtually cached if $b_i(T)$ equals zero. We can make the caching decision for each video chunk independent of the others to minimize the overall cost. For each video chunk, the decision variable has two possible values, namely, zero and one. Therefore, the algorithm complexity for making caching decisions for all video chunks by solving Eq. (4.1) is $O(n)$, where $n$ is the number of video chunks.

For a video chunk that was physically cached during time period $T - 1$, it will be removed from storage if its binary decision variable equals zero at time period $T$. However, for a video chunk that was virtually cached during time period $T - 1$, it will be transcoded on the fly when being requested for the first time during time period $T$. The transcoded video chunk will be physically cached if its binary decision variable equals one at time period $T$; or it will be discarded after a single use if its binary decision variable equals zero.

The transcoding management module scales the computing capacity of the transcoding cluster at a higher frequency. We assume the scaling decision is made at each time slot $t$, where the duration of each time slot $t$ is much shorter than that of $T$. The transcoding management module estimates the transcoding request arrival rate at the beginning of each time slot $t$. It provisions the right number of VMs so that the transcoding delays in each VM will not exceed the preset threshold to guarantee the delay requirement,

$$g(\hat{\lambda}(t)/n(t)) < \delta,$$

where $\hat{\lambda}(t)$ is the estimated transcoding request arrival rate during time slot $t$, $n(t)$ is the number of provisioned VMs at time slot $t$, $g(\cdot)$ is a function that describes the relation between the processing delay and the transcoding request arrival rate in a VM, and $\delta$ is the preset maximum acceptable processing delay for a transcoding request.
Table 4.1: The storage cost and computing cost

<table>
<thead>
<tr>
<th>Cost (10^{-4} USD)</th>
<th>720p</th>
<th>480p</th>
<th>360p</th>
<th>240p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage Cost</td>
<td>0.579</td>
<td>0.396</td>
<td>0.312</td>
<td>0.282</td>
</tr>
<tr>
<td>Computing Cost</td>
<td>0.146</td>
<td>0.131</td>
<td>0.114</td>
<td>0.108</td>
</tr>
</tbody>
</table>

4.4 Dynamic Control Policies

4.4.1 Dynamic Caching Policy

The dynamic caching policy is implemented in the cache management module, and it determines whether a video chunk should be physically cached or virtually cached during each time period. The dynamic caching policy makes caching decision for a video chunk based on the request frequency, $f_i(T)$, to minimize the cost. We estimate the request frequency of a video chunk as its request frequency during the last time period, i.e., the overall number of requests during time period $T - 1$, which is $f_i(T - 1)$. The cache management module updates the caching state (physically cached or virtually cached) of each video chunk at the beginning of each time period $T$.

We conduct the simulation with the real-world dataset provided in [33]. The dataset contains video viewing information collected from YouTube over 21 weeks, and the video request rate information is collected once a week. We adopt the request rate for a video in the past week to predict the request rate in the next week. Most of the users just view the first several video chunks before aborting a video session. We calculate the probability of that a user would watch a video up to a specified duration according to the data provided in [38].

We randomly select 1000 videos in the dataset for the experiments. Each source video file is transcoded into four representations, namely, 720p, 480p, 360p, and 240p, and each representation is equally requested. Table 4.1 illustrates the storage cost for caching a video chunk of each representation for one month and the computing cost for transcoding a video from the source version to each representation for one time.

We evaluate the cost reduction percentage of our method and compare it with some baseline methods. The cost reduction percentage is calculated by comparing with the
method of physically caching all the video chunks. We calculate the cost reduction percentage using the following equation,

\[
\text{Cost Reduction Percentage} = \frac{C_A - C_O}{C_A} \times 100\%,
\]

where \(C_A\) is the cost for physically caching all video chunks, and \(C_O\) is the cost for our method. We compare our method (Segment-Level) with the following baseline methods: File-Level, the video chunks of a video file are either all physically cached or all virtually cached; LRU-55\%, caching 55\% of video chunks with Least Recently Used (LRU) based video chunk replacement policy; LRU-70\%, caching 70\% of video chunks with LRU-based video chunk replacement policy. Fig. 4.6(a) shows that our method can save about 30\% of the cost, and the cost reduction percentage increases over time. This is because most of videos gain more views when they are initially released, but the video popularity decreases over time.

Compared with File-Level, our method save more cost because different parts of a video have different popularity, and most of users only view the initial part of a video, thus it is not cost-efficient to cache a whole video file. Our method also saves more cost than the LRU-based methods, because our method can dynamically determine the percentage of video chunks that should be physically cached by analyzing request frequency, and the LRU-based methods do not differentiate video chunks of different representations, yet different video chunks incur different cost for transcoding and caching.

In Fig. 4.6(b), we illustrate the performance of vCache over time, including the percentage of physically cached video chunks (Cached), the percentage of requests incurring cache miss (Cache Miss), and the percentage of video chunks that have been transcoded on the fly but discarded right after a single use (Discard). It can be observed that the percentage of physically cached video chunks decreases over time. This is because video popularity generally decreases over time. The seldom requested video chunks will be virtually cached for reducing storage cost, thus the cache miss ratio increases slightly. About 30\% video chunks are transcoded on the fly but discarded right after a single use, because caching these seldom requested video chunks will incur more cost.
### (a) The cost reduction percentage of different methods.

#### Figure 4.6: The performance of the dynamic caching policy.

<table>
<thead>
<tr>
<th>Time (Week)</th>
<th>Segment-Level</th>
<th>File-Level</th>
<th>LRU-55%</th>
<th>LRU-70%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### (b) The performance of vCache over time.

<table>
<thead>
<tr>
<th>Time (Week)</th>
<th>Percentage (%)</th>
<th>Cached</th>
<th>Cache Miss</th>
<th>Discard</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Figure 4.7: The performance of the dynamic scaling policy.

#### (a) The number of provisioned VMs over time.

#### (b) Computing cost increase ratio under different delay constraints.

<table>
<thead>
<tr>
<th>Processing delay (s)</th>
<th>Computing cost increase ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>0.6</td>
<td>0.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time (hour)</th>
<th>Trans. request rate/second</th>
<th>VM number</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time (hour)</th>
<th>Request rate</th>
<th>VM number</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>
4.4.2 Dynamic Scaling Policy

The dynamic scaling policy is implemented in the transcoding management module, and it controls the number of provisioned VMs in the transcoding cluster. The transcoding request arrival rate is affected by many factors, including the percentage of physically cached video chunks, the user request rate, the number of new released videos, etc. Video streaming is very sensitive to delays. It may greatly deteriorate user experience if transcoding delays are not well controlled.

To address this problem, we adopt a simple and robust strategy for scaling the transcoding cluster to accommodate to the time-varying workloads. To make the performance robust to the fluctuation of the workloads, the system observes the transcoding request arrival rate at the beginning of each time slot and over-provisions resources by a certain percentage,

$$\hat{\lambda}(t) = \alpha \lambda(t), \alpha > 1,$$  \hspace{1cm} (4.4)

where $\lambda(t)$ is the observed transcoding request arrival rate, $\alpha$ is a factor larger than one, and $\hat{\lambda}(t)$ is the estimated transcoding request arrival rate for avoiding resource under-provisioning. The system provisions resources according to the estimated transcoding request arrival rate $\hat{\lambda}(t)$.

To guarantee transcoding delays not to exceed $\delta$, the transcoding request arrival rate in each VM cannot exceed the maximum allowed threshold. We can apply Eq. (4.2) to derive the maximum allowed transcoding request arrival rate for each VM in real environments. We let the maximum allowed transcoding request arrival rate in each VM be $\lambda_m$, and the minimum required VM number can be calculated as

$$n(t) = \lceil \hat{\lambda}(t)/\lambda_m \rceil,$$  \hspace{1cm} (4.5)

where $n(t)$ is the number of active VMs provisioned for transcoding virtually cached video chunks on the fly. A more general case is to impose a percentile delay bound on transcoding delays, for instance, 99% of transcoding delays are less than $\delta$. In this case, $g(\cdot)$ should map the transcoding request arrival rate in a VM to the 99th percentile of delay.

We illustrate the mechanism of dynamic scaling policy in Fig. 4.7(a). We adopt a workload trace which captures video requests to a streaming server in CDN, and we
extract the user requests in the trace as the transcoding requests in vCache. In our simulation, $\alpha$ is 1.2 and $\lambda_m$ is 2. The system dynamically controls the number of active VMs to ensure that the transcoding request arrival rate is less than $\lambda_m$ in each VM for guaranteeing the transcoding performance.

A system may set $\lambda_m$ according to the delay requirement. A smaller $\lambda_m$ requires more computing resources for serving transcoding requests, but will incur fewer delays. We illustrate the relation between the processing delay threshold and the computing cost increase ratio in Fig. 4.7(b). The computing cost increase ratio is compared with $\lambda_m = 2$ and the corresponding delay threshold is 0.3895s. We can observe that with more stringent processing delay requirement, it will incur more computing cost for reducing the processing delays.

*Throughput and Delay:* We can set the appropriate value of $\delta$ according to the delay requirement. If the required computing resources and storage resources can be fully satisfied, the system performance can be guaranteed. In this sense, vCache will not affect the overall throughput of the streaming system. Another concern is the lower bound of $\delta$. Transcoding incurs unavoidable delays. The transcoding time for a video chunk is affected by the duration of the video chunk, the CPU frequency of the server, and the target representation, etc. To reduce delays, we can segment videos into small-sized video chunks, or we can adopt some parallelization mechanisms so that the independent Group of Pictures (GoPs) in a video chunk can be processed in parallel.

### 4.5 Practical Consideration

We can adopt some other techniques in vCache for improving its performance and further reducing the operational cost.

*Joint Optimization Method:* One promising approach for improving the performance is to jointly optimize the caching module and resource scaling module. First, the caching module maintains the request information and the current state of each video chunk. This can provide the resource scaling module with a more precise prediction of the transcoding request rates. Second, the amount of idle computing resources is time-varying, and the caching module can strike a better trade-off between the computing cost and storage
cost by considering the idle computing resource information. We can implement the two modules as two VNFs under a centralized control.

Pre-transcoding Subsequent Video Chunks: To further reduce transcoding delays, we can pre-transcode the subsequent several virtually cached video chunks of the currently being requested one. Because users usually watch videos sequentially, the subsequent video chunks have a higher probability to be requested. This can greatly reduce transcoding delays, however, it may waste computing resources if the user aborts the current video session or jumps to another part of the video. Another scenario is that a video may have the similar popularity changing patterns among different regions but with time-lags. In this case, when a video becomes popular in one region, we can pre-transcode the video and physically cache it in the other regions to eliminate the transcoding delays.

Matching Video Representations with Network Conditions: The current ABR solution requires that videos are pre-transcoded into several representations, and the parameters of each representation are pre-determined. However, this may lead to mismatch between the available representations and users’ real network conditions. For instance, a video is mostly viewed on mobile devices, however, it was pre-transcoded into many representations in high resolutions. Videos are only virtually cached when they are initially ingested into vCache, therefore, vCache can dynamically determine the available representations of each video based on users’ viewing patterns and network conditions. We can implement some representation selection algorithms in vCache so that it can provide users with the most matching representations.

Utilizing Idle Resources for Achieving a Better Trade-off: To improve resource utilization, vCache can utilize the idle resources in different regions for caching and transcoding to achieve a better tradeoff between computing resource consumption and storage resource consumption. For instance, if more idle computing resources are available in one region, vCache can use the idle computing resources to serve some transcoding-on-the-fly requests for another region. In contrast, if more idle storage resources are available, vCache can use the idle storage resources to physically cache more video chunks.
4.6 Conclusion

We design vCache to reduce the operational cost for ABR under the NFV infrastructure. Traditional video caching methods for ABR may waste tremendous resources, because each video has multiple representations cached in storage, yet only a small proportion are frequently requested. The design of vCache follows this principle: for the seldom requested video chunks, it is more cost-efficient to generate them on the fly, rather than always caching them. vCache makes a trade-off between storage cost and computing cost based on video popularity for minimizing the overall cost. To guarantee transcoding delays not to affect streaming services, vCache dynamically provisions computing resources to accommodate transcoding workloads. vCache can greatly reduce the operational cost for caching adaptive videos, and can be easily incorporated with current ABR solutions.
Chapter 5

Profit Maximization for Cloud-based Video Transcoding Service

5.1 Introduction

Cloud computing introduces a new way for transcoding, and content producers are switching to cloud-based transcoding as a new solution. Leveraging cloud infrastructure, cloud transcoding systems can elastically provision and release resources commensurate with workloads, and this can avoid resource wastage [101]. Meanwhile, with a large number of available virtual machines (VMs), it can perform multiple transcodings in parallel for a video using many VMs, and this can greatly reduce transcoding delays. Cloud-based transcoding can cut costs for content producers and help them focus on creating content instead of being impeded by IT obstacles.

To provide transcoding as a cloud service, there still exist some challenges to be addressed. First, as transcoding workloads are time-varying, if resources are over-provisioned, it wastes resources; and if resources are under-provisioned, it incurs long delays and deteriorates service quality. Cloud transcoding systems must intelligently provision right amount of resources under time-varying workloads. Second, users have different performance requirements, and cloud transcoding systems must schedule tasks strategically to meet performance requirements. Third, cloud transcoding service providers are keen on financial profit. The resource provisioning policy and task scheduling policy in a cloud transcoding system are key players in system performance and cost, which greatly affects service profit. Therefore, one must take service profit into account when designing these policies to reduce financial risk.
Many works have considered the problems of resource provisioning and task scheduling in the data centre or cloud. [67, 120, 127] considered the strategies for provisioning resources under dynamic workloads. These proposed methods can dynamically provision right amount of resources by managing the tradeoff between resource consumption and delays. However, these works do not consider different performance requirements of tasks, and thus, the proposed methods only schedule tasks with the first-in, first-out (FIFO) discipline. Meanwhile, these works do not consider divisible tasks, which can be divided into multiple sub-tasks and processed on multiple VMs in parallel. However, this problem is important for transcoding, because the transcoding time for a video can be extremely long if the video is processed only by one VM. [27, 103, 108, 129] considered profit maximization problems, yet these works do not consider the task scheduling problem for maximizing profit.

We aim to maximize profit for the service provider while meeting users’ performance requirements. Service profit is an important consideration when delivering transcoding as an online service, because the service provider must reduce the financial risk of operating a service. To make the service profitable, not only the processing delay and resource consumption should be considered, but also service revenue. We integrate service revenue, resource consumption, and processing delay in a two-timescale stochastic optimization framework. The system is controlled under a hierarchical control architecture, where resource provisioning actions are performed at a lower frequency to accommodate time-varying workloads, while task scheduling actions are performed at a higher frequency to maximize service profit and meet tasks’ performance requirements. We derive the offline optimal solution, and design some online approximate solutions for system control. To evaluate the performance of our method, we design and implement an open source cloud transcoding system, Morph, following the master-worker paradigm. Experiment results demonstrate that our method can reduce resource consumption while achieving a higher profit compared with baseline schemes. Although our work is specific to cloud-based transcoding, our proposed framework would be also applicable to other cloud services.

The contributions of this work are summarized as follows:

- A two-timescale stochastic optimization framework for maximizing service profit while achieving performance requirements by jointly scheduling tasks and provisioning resources under a hierarchical control architecture.
Figure 5.1: The system architecture of our cloud transcoding system.

- A neural network method for estimating the required computing resources of a transcoding task.
- The design and implementation of an open source cloud transcoding system, Morph\(^1\), and the performance evaluation of our method in a real environment.

The rest of this chapter is organized as follows. Section 5.2 presents the system design. Section 5.3 describes the system models and problem formulation. Section 5.4 derives the exact offline solution. Section 5.5 designs some approximate online solutions. Section 5.6 demonstrates the system implementation and performance evaluation. Section 5.7 concludes this chapter.

5.2 System Design

In this section, we introduce the design of our system and the workflows.

5.2.1 Architecture

We illustrate the system architecture in Fig. 5.1. The system consists of the following modules.

Service Interface: It estimates the required computing resource for a task and segments video files into blocks according to the group of pictures (GOP) structure.

\(^1\)https://github.com/cap-ntu/Morph.
Figure 5.2: The discrete time model. The time horizon is divided into two timescales. The fast timescale is denoted as $t = 0, 1, 2, \ldots$, and the slow timescale is denoted as $N_0, N_1, N_2, \ldots$.

*Resource Provisioning:* It manages many VMs, and each VM runs a transcoding worker. Whenever a worker is idle, it will fetch a video block from the master and transcode the video block into the target representation. The resource provisioning module dynamically controls the number of active VMs according to system workloads.

*Task Scheduling:* It maintains a queue for pending tasks and sequences their order according to the task scheduling policy. When there is a request for a video block from a worker, the scheduler will pick a video block of the head-of-queue task to dispatch. The video blocks of a task are scheduled as a chain. Once the scheduler decides to process a video block of a task (i.e., a chain), it has to complete all of the video blocks of the task (i.e., the entire chain) before working on the next task.

### 5.2.2 Workflows

The system workflows are as follows. *First,* content producers upload videos and specify transcoding requirements. The system estimates the required computing resource for each task and segment videos into blocks, ensuring that each block consumes the same computing time. *Second,* the task scheduler sequences pending tasks according to the task scheduling policy. *Third,* when a worker is idle, it will request a video block from the master. After transcoding a video block into the target representation, the worker will send back the video block of the target representation to the master. The master will concentrate the video blocks of a video into one file.

---

2It can also adopt the Container technology for resource virtualization.
### Table 5.1: Key notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>Time in the fast timescale, $t = 0, 1, 2, ....$</td>
</tr>
<tr>
<td>$N_k$</td>
<td>Time in the slow timescale, $k = 0, 1, 2, ....$</td>
</tr>
<tr>
<td>$\lambda_k$</td>
<td>Task arrival rate in each time slot of $N_k$.</td>
</tr>
<tr>
<td>$D_i$</td>
<td>Estimated transcoding time for task $i$.</td>
</tr>
<tr>
<td>$U_i(t)$</td>
<td>Pricing function of task $i$.</td>
</tr>
<tr>
<td>$P(t)$</td>
<td>Service revenue at time slot $t$.</td>
</tr>
<tr>
<td>$C''(N_k)$</td>
<td>Cost for renting VMs during $N_k$.</td>
</tr>
<tr>
<td>$\nu_k$</td>
<td>Resource provisioning action at $N_k$.</td>
</tr>
<tr>
<td>$\psi_s^k$</td>
<td>State in the slow timescale at beginning of $N_k$.</td>
</tr>
<tr>
<td>$\psi_f^t$</td>
<td>State in the fast timescale at time slot $t$.</td>
</tr>
<tr>
<td>$R_k^T$</td>
<td>Service revenue over $T$ time slots of $N_k$.</td>
</tr>
<tr>
<td>$\pi^s$</td>
<td>Resource provisioning policy in the slow timescale.</td>
</tr>
<tr>
<td>$\pi^f$</td>
<td>Task scheduling policy in the fast timescale.</td>
</tr>
<tr>
<td>$f_i$</td>
<td>Estimated completion time of task $i$.</td>
</tr>
<tr>
<td>$V(\psi^s, \psi^f)$</td>
<td>Expected overall profit starting from state $(\psi^s, \psi^f)$.</td>
</tr>
<tr>
<td>$Q(\phi, \nu)$</td>
<td>Action-value function for Q learning algorithm.</td>
</tr>
</tbody>
</table>
5.3 System Model and Problem Formulation

In this section, we introduce the system models and problem formulation. The key notations are summarized in Table 5.1.

5.3.1 Task Arrival Model

We adopt a discrete time model and divide the time horizon into two timescales. As illustrated in Fig. 5.2, we denote the time in the fast timescale as \( t = 0, 1, 2, \ldots \), and the time in the slow timescale as \( N_k \), where \( k = 0, 1, 2, \ldots \). \( N_k \) is from time slot \( kT \) to time slot \( (k+1)T - 1 \), which consists of \( T \) time slots. The typical length of one time slot is \( 1 \sim 10 \) seconds and \( T \) is \( 1800 \sim 3600 \) seconds. We model the task arrival as a non-stationary process with different arrival rates over the slow timescale. For each time slot within \( N_k \), we assume the task arrival distribution is homogenous. We denote the task arrival rate during a time slot within \( N_k \) as \( \lambda_k \).

5.3.2 Required Computing Resource Estimation Model

We estimate the required computing resource (i.e., consumed computing time) of each task for task scheduling. Transcoding is a complicated conversion of one coded signal to another [105], and the consumed computing time depends on many factors, e.g., video resolution, bitrate, and duration, etc. We adopt the neural network method for learning the non-linear relation between the transcoding time of a task and other dependent factors. We adopt a three-layer feedforward neural network, which consists of the input layer, hidden layer, and output layer. We use the original video duration, bitrate, frame rate, resolution, and the target resolution as the input feature vector. The output layer generates the estimated transcoding time of a task. The neural network is trained offline. We use the feature vector of a task as the input, and the neural network generates the estimated transcoding time of the task.

5.3.3 Service Revenue Model

The service provider can negotiate with users to determine the charged price based on the performance and consumed resources. This service contract between users and the service
provider can be formally established as a service level agreement (SLA). With a SLA, a balance point between the service provider and users can be determined to maximize profit while keeping users satisfied. We adopt a deadline-dependent pricing model which charges users based on consumed computing resource, task completion time, and service priority level. If a task is completed with a longer delay, the user will be charged less, and this can impel the service provider to provide a better quality service to improve its revenue. Users will be charged a higher price for a low processing delay or a high priority level service. This can balance the service provider's desire for profit and users' performance requirements. One possible pricing function is given in Eq. 5.1, in which the pricing for a transcoding task is determined by the most pertinent factors influencing pricing in cloud services [16], including the service level, the workload, and the processing delay. Suppose task $i$ is submitted at time $a_i$ and completed at $t$. The charged price for the task will be determined as

$$U_i(t) = \alpha^{t-a_i} R_i D_i, \quad 0 < \alpha < 1, \quad t \geq a_i,$$

where $\alpha$ is the discounting factor, $R_i$ is the marginal price for one unit of consumed computing time, and $D_i$ is the overall consumed computing time. If a task consumes more computing resource, it will be charged a higher price. The marginal price is determined by the priority level of a task. A high priority corresponds to a higher marginal price. If a task is given a higher priority, it will be charged a higher price. The discounting factor reflects the deadline-dependent pricing. If a task is completed faster, the charged price will be higher and the service provider can gain a higher revenue.

The pricing function affects the task scheduling policy. Some other functions are also applicable, e.g., linear function and step function. The linear function is

$$U'_i(t) = w_i - \beta_i (t - a_i), \quad t \geq a_i, \quad \beta_i > 0,$$

where $w_i$ is the initial price for task $i$ and $\beta_i$ is the discounting factor. When $U'_i(t)$ is less than zero, it can be seen as penalty for excessive delays. The step pricing function is

$$U''_i(t) = \begin{cases} w_i, & a_i \leq t \leq a_i + \tau_i, \\ 0, & t \geq a_i + \tau_i, \end{cases}$$

where $\tau_i$ is the processing delay.
where $\tau_i$ is the prescribed deadline for task $i$. If a task cannot meet the deadline, it will not be charged.

Let the completion time of task $i$ be $f_i$ and the set of tasks at time slot $t$ be $x_t$, the service revenue at $t$ is

$$P(t) = \sum_i U_i(t), \{i \mid f_i = t \cap i \in x_t\}.$$ \hspace{1cm} (5.2)

Because available resources are limited and revenue decreases with processing delays, the task scheduler must schedule pending tasks strategically to maximize overall revenue.

5.3.4 Computing Cost Model

The computing cost is incurred by provisioning VMs. If provisioned resources exceed real demands, it will incur unnecessary cost and reduce profit. On the contrary, if provisioned resources are less than required, it cannot satisfy the performance requirement and will incur long delays, which will also reduce revenue. We scale the system each $T$ time slots to meet the time-varying workloads. We assume that the VMs are homogeneous and the overall cost is proportional to the number of VMs. Let the number of provisioned VMs during $N_k$ be $M(N_k)$. The computing cost during $N_k$ is

$$C^w(N_k) = M(N_k)C_v,$$ \hspace{1cm} (5.3)

where $C_v$ is the cost for one VM over $T$ time slots.

5.3.5 Service Profit Maximization

Our objective is to maximize profit over a long run. The system dynamics can be characterized in two timescales [31, 83, 114]. The system provisions resources at a lower frequency in the slow timescale while scheduling incoming tasks at a higher frequency in the fast timescale. Specifically, at each time slot $t$, the system schedules pending tasks; at the beginning of each $N_k$, the system scales computing capacity.

We illustrate the system dynamics in Fig. 5.3. We define the system state in the slow timescale at the beginning of each $N_k$ as $\psi_k^s = \{\lambda_k, m_{k-1}\}$, where $\lambda_k$ is the task arrival...
rate during each time slot of $N_k$ and $m_{k-1}$ is the number of active VMs during $N_{k-1}$. Let the system state space in the slow timescale be $\Psi^s$. For each time slot $t$ within $N_k$, we define the system state in the fast timescale as $\psi_f^t = \{x_t\}$, where $x_t$ is the set of pending tasks at time slot $t$. For each task, we have its submission time and required computing resource. We let the state space in the fast timescale be $\Psi^f$.

The system determines the number of active VMs at the beginning of each $N_k$ according to the system states in the slow and fast timescales. We denote the resource provisioning policy in the slow timescale as $\pi^s$ and the resource provisioning action at $N_k$ as $\nu_k$. Specifically, $\nu_k > 0$ represents the number of new activated VMs and $\nu_k < 0$ represents the number of shutdown VMs. The action space for the resource provisioning action is denoted as $\Lambda$. The mapping from the system states in the slow and fast timescales to the resource provisioning action by applying the policy $\pi^s$ is

$$\pi^s : (\psi^s_k, \psi^f_{(k+1)T}) \rightarrow \nu_k, k = 0,1,2,... \quad (5.4)$$

The number of active VMs after taking the resource provisioning action is $m_k$, where $m_k = m_{k-1} + \nu_k \geq 0$.

The task scheduling policy in the fast timescale determines the transcoding order of pending tasks to maximize overall revenue. The system state in the fast timescale evolves over $T$ time slots until the system state in the slow timescale changes. The system dynamics in the fast timescale is an MDP over finite $T$-horizon and the task scheduling

Figure 5.3: The two-timescale optimization framework for profit maximization.
policy is a sequence of $T$-horizon nonstationary policies. We define the sequence of task scheduling policies over the finite $T$-horizon as

$$\pi_T^f = \{\pi_T^f(kT), \pi_T^f(kT + 1), ..., \pi_T^f((k + 1)T - 1)\},$$  \hspace{1cm} (5.5)

where $\pi_T^f(t)$ is the task scheduling policy at time slot $t$. We assume that the set of task scheduling policies is finite and the same for each $k$. At each time slot $t$, we define the mapping from the system states in the two timescales and the action in the slow timescale to the task scheduling operation as

$$\pi_T^f(t) : (\psi^s_k, \psi^f_{kT}, \nu_k) \rightarrow \ell_t, \hspace{0.5cm} kT \leq t < (k + 1)T,$$ \hspace{1cm} (5.6)

where $\ell_t$ is the task scheduling action, i.e., the scheduled transcoding order of pending tasks.

Given slow timescale state $\psi^s_k$, resource provisioning action $\nu_k$, fast timescale state $\psi^f_{kT}$, and $T$-horizon task scheduling policy $\pi_T^f$, the expected profit over $T$ time slots during $N_k$ can be calculated as

$$R_k^s(\psi^s_k, \psi^f_{kT}, \nu_k, \pi_T^f) = \mathbb{E}_{\psi_T^f} \left\{ \sum_{t=kT}^{(k+1)T-1} P(t) - C^u(N_k) \right\}.$$  

The profit is the revenue over $T$ time slots while deducting the computing cost. We aim to maximize profit by deriving task scheduling policy and resource provisioning policy. We present the service profit maximization problem as

$$\mathcal{P}_1 : \max_{\pi^s \in \Pi^s} \max_{\pi_T^f \in \Pi_T^f} \mathbb{E}_{\psi^s_k, \psi^f_{kT}} \left\{ \sum_{k=0}^{\infty} \gamma^k R_k^s(\psi^s_k, \psi^f_{kT}, \nu_k, \pi_T^f) \right\},$$

where $\gamma$ is the discounting factor, and $\Pi^s$ and $\Pi_T^f$ are the finite set of resource provisioning and task scheduling policies.

### 5.4 Offline Exact Solution

In this section, we introduce the offline exact solution for the profit maximizing problem. The system dynamics in the slow timescale is an MDP over the infinite horizon, and the reward function is profit over $T$ time slots. The system dynamics in the fast timescale
is an MDP over a finite $T$-horizon. The optimality equation for the two-timescale MDP [31, 72] is

$$P^2 : V^*(\psi^s_k, \psi^f_{kT}) = \max_{\nu_k} \left\{ \max_{\pi^f_T} \left\{ R^s_k(\psi^s_k, \psi^f_{kT}, \nu_k, \pi^f_T) \right. \right.$$ 
$$+ \gamma \mathbb{E}_{\psi^s_{k+1}, \psi^f_{(k+1)T}} \left\{ V^*(\psi^s_{k+1}, \psi^f_{(k+1)T}) \right. \right.$$ 
$$\left. \left. \right\} \right\}, \quad (5.7)$$

where $V^*(\psi^s_k, \psi^f_{kT})$ is the optimal value of the overall discounted profit starting from state $\psi^s_k$ and $\psi^f_{kT}$, and

$$\mathbb{E}_{\psi^s_{k+1}, \psi^f_{(k+1)T}} \left\{ V^*(\psi^s_{k+1}, \psi^f_{(k+1)T}) \right. \right.$$ 
$$\left. \left. \right\} = \sum_{\psi^s_{k+1}} \sum_{\psi^f_{(k+1)T}} P^s_{\psi^s_k+1, \psi^f_{(k+1)T}} \left( \pi^f_T, \psi^s_k, \nu_k \right) P^f_{\psi^f_k+1, \psi^f_{(k+1)T}}(\psi^s_k, \nu_k) V^*(\psi^s_{k+1}, \psi^f_{(k+1)T}).$$

The state transition probability in the slow timescale, $P^s_{\psi^s_k+1, \psi^f_{(k+1)T}}(\psi^s_k, \nu_k)$, represents the probability of the system transiting from state $\psi^s_k$ to $\psi^s_{k+1}$ by taking resource provisioning action $\nu_k$. The state transition probability in the fast timescale, $P^f_{\psi^f_k+1, \psi^f_{(k+1)T}}(\pi^f_T, \psi^s_k, \nu_k)$, represents the probability of the system transiting from state $\psi^f_{kT}$ to $\psi^f_{(k+1)T}$ over $T$ time slots under task scheduling policy $\pi^f_T$.

To derive the optimal policies for maximizing profit, one can in principle derive the offline optimal policies with value iteration [21]. It computes an optimal MDP policy and value function by starting with an arbitrary value function and using Eq. (5.8) to update value function until it converges. Then, the optimal policy can be obtained by choosing the action that maximizes the value function starting from the current state.

$$V(\psi^s, \psi^f) \gets \max_{\nu} \left\{ \max_{\pi^f_T} \left\{ R^s(\psi^s, \psi^f, \nu, \pi^f_T) \right. \right.$$ 
$$+ \gamma \mathbb{E}_{\psi^s', \psi^f'} \left\{ V(\psi^s', \psi^f') \right. \right.$$ 
$$\left. \left. \right\} \right\}, \quad (5.8)$$

where $\psi^s'$ and $\psi^f'$ are the next system states. The offline exact solution using value iteration is detailed in Algorithm 3.

**Theorem 5.4.1** In Algorithm 3, $V(\psi^s, \psi^f)$ can converge towards the optimum $V^*(\psi^s, \psi^f)$, for any $\psi^s$ and $\psi^f$, in a finite number of iterations. More precisely,

$$|V(\psi^s, \psi^f) - V^*(\psi^s, \psi^f)| \leq \theta, \exists i, \forall \theta, \psi^s, \psi^f. \quad (5.9)$$

**Proof:** Please refer to [21] for detailed proof.
Algorithm 3 Offline Exact Solution for Profit Maximization

Input:

- $P^T, P^s$: state transition probability in the two timescales.
- $\Psi^s, \Psi^f$: state spaces of the two timescales.
- $\Pi^f_T$: set of all possible $T$-horizon scheduling policies.
- $\land$: action space for resource provisioning action.
- $R^s(\psi^s, \psi^f, \nu, \pi^f_T)$: reward function in the slow timescale.
- $\theta$: threshold, $\theta > 0$.

Output: The optimal value function $V^*(\psi^s, \psi^f)$.

1: Set $i = 0$.
2: Set $V(\psi^s, \psi^f) = 0$, for all $\psi^s$ and $\psi^f$.
3: repeat
4: \hspace{1em} $i = i + 1$.
5: \hspace{1em} for each state $\psi^s \in \Psi^s$ do
6: \hspace{2em} for each state $\psi^f \in \Psi^f$ do
7: \hspace{3em} Update $V(\psi^s, \psi^f)$ according to Eq. (5.8).
8: \hspace{2em} end for
9: \hspace{1em} end for
10: until $|V_i(\psi^s, \psi^f) - V_{i-1}(\psi^s, \psi^f)| \leq \theta, \forall \psi^s, \forall \psi^f$
In the slow timescale, the state space is determined by the number of available VMs and the discretization of the task arrival rate, and the action space is also determined by the number of available VMs. In the fast timescale, the state space is determined by the number of pending tasks and the attributes of each task, and the action space is determined by the number of possible orders of the pending tasks. The system state spaces and the action spaces are large, and the state transition probability can hardly be exactly measured in a real system. We will discuss the approximate solutions for deriving the task scheduling policy and resource provisioning policy for maximizing service profit.

5.5 Online Approximate Solutions

In this section, we first introduce the approximation framework. Then, we present the approximate solutions for task scheduling and resource provisioning.

One difficulty to obtain the optimal solution is that the task scheduling policy affects not only the service revenue over the next \( T \) time slots but also the system states after \( T \) time slots, and thus it affects profit after the next \( T \) time slots. Because the charged price for tasks decreases with longer delays, we adopt a greedy policy that maximizes the revenue over the next \( T \) time slots. Thus, with the reward function defined as \( \max(R^*_{k}(\cdot)) \), the optimal value function for the MDP is

\[
P3 : \hat{V}^*(\psi^s_k, \psi^f_{kT}) = \max_{\nu_k} \left\{ \max_{\pi^f_T} \left\{ R^s_{k}(\psi^s_k, \psi^f_{kT}, \nu_k, \pi^f_T) \right\} \right\} + \gamma \mathbb{E}_{\psi^s_{k+1}, \psi^f_{(k+1)T}} \left\{ \hat{V}^*(\psi^s_{k+1}, \psi^f_{(k+1)T}) \right\}.
\]  

(5.10)

The state transition probability from state \( \psi^f_{kT} \) to \( \psi^f_{(k+1)T} \) is determined by the state and action in the slow timescale and the greedy task scheduling policy in the fast timescale.

5.5.1 Task Scheduling Policy in Fast Timescale

In this subsection, we derive the approximate policy for task scheduling. Our approximation is based on the greedy policy in Eq. (5.10), which maximizes the revenue over \( T \) time slots,

\[
R^*(\psi^s, \psi^f, \nu) = \max_{\pi^f_T \in \Pi^f_T} \left\{ R^s(\psi^s, \psi^f, \nu, \pi^f_T) \right\},
\]  

(5.11)
where $R^*$ is the maximum revenue over $T$ time slots. The greedy policy can be theoretically derived using backward induction over the finite T-horizon, however, it can hardly be obtained in practice due to large state and action spaces in the two timescales and the system dynamics over $T$ time slots.

Our second approximation is to assume the VM number is constant before finishing the current pending tasks. This is feasible because the system scales the computing capacity at a relative low frequency. The task scheduler schedules pending tasks to maximize the revenue gained from the pending tasks,

$$\mathcal{P}4 : \max_{\ell_t} \sum_{i \in x_t} U_i(f_i),$$

(5.12)

where $f_i$ is the completion time of task $i$, and $\ell_t$ is the task sequence. To maximize revenue, we first introduce a method for estimating the completion time of a task. Then, we present a method for deriving the task scheduling policy.

5.5.1.1 Task Completion Time

Videos are segmented into blocks to be transcoded on many VMs in parallel. We assume that each video block consumes $F$ time slots, and task $i$ consists of $b_i$ blocks. Suppose the transcoding order of task $i$ is $o_i$. Given the task sequence, we suppose the number of video blocks to be processed before finishing task $i$ is $g_i$, and

$$g_i = \sum_{l' \in l} b_{l'} + b_i,$$

(5.13)

where $l$ is the set of pending tasks ahead of task $i$.

For simplicity, our system does not track the transcoding progress of a video block, and we consider this information is unknown. The time consumption for data transmission is small, we ignore them in our analysis. We have the following proposition to estimate the completion time of a video block.

**Proposition 1** Suppose the system has $m_k$ VMs. At $t_0$, one worker becomes idle and requests a video block. Then, the expected completion time of $g_i$ video blocks (i.e., task $i$) is

$$E\{f_i\} = t_0 + \frac{F}{m_k}(g_i - 1) + F.$$

(5.14)

**Proof:** Please see Appendix for detailed proof.
5.5.1.2 Task Scheduling with Adjacent Pairwise Interchange

Given a set of pending tasks $x_t$, we suppose task $j$ and $k$ are adjacent and the sequence is $(..., j, k, ...)$.

Let $f_j$ and $f_k$ be the completion time of task $j, k$. The expected revenue gained from task $j$ and $k$ based on Eq. (5.1) is

$$R_{jk} = E\{\alpha f_j - a_j R_j D_j\} + E\{\alpha f_k - a_k R_k D_k\}. \quad (5.15)$$

We interchange task $j$ and $k$ while keeping the other tasks unchanged. The completion time of the other tasks will not be affected by the interchange. The expected revenue gained from task $j$ and $k$ in sequence $(..., k, j, ...)$ is

$$R_{kj} = E\{\alpha f'_k - a_k R_k D_k\} + E\{\alpha f'_j - a_j R_j D_j\}, \quad (5.16)$$

where $f'_j$ and $f'_k$ are the completion time of task $j$ and $k$ after the interchange. Based on Proposition 5.5.1.1, if $R_{jk} > R_{kj}$, we can deduce that

$$\frac{\alpha d_j - a_j R_j D_j}{1 - \alpha d_j} \geq \frac{\alpha d_k - a_k R_k D_k}{1 - \alpha d_k}, \quad (5.17)$$

where $d_j = \frac{F_m b_j}{m_k}$ and $d_k = \frac{F_m b_k}{m_k}$. $d_j$ and $d_k$ are derived according to Eq. (5.14). We have the following proposition for scheduling tasks to maximize revenue.

**Proposition 2** If a set of pending tasks $x_t$ is scheduled in the decreasing order of $P_i$, the overall revenue can be maximized,

$$P_i = \frac{\alpha d_i - a_i R_i D_i}{1 - \alpha d_i}, \quad i \in x_t, \text{ where } d_i = \frac{F}{m_k} b_i. \quad (5.18)$$

**Proof:** Please see Appendix for detailed proof.

The task scheduler calculates $P_i$ for each task, and sequences tasks in the decreasing order of $P_i$. We illustrate the details in Algorithm 4. $P_i$ is not time-varying, therefore, the task scheduler only requires to sequence the pending tasks when new tasks arrive or the number of VMs changes. The algorithmic complexity for sequencing tasks with Quicksort is $O(n \log n)$, where $n$ is the number of pending tasks.

This method can also be applied to the pricing function of Eq. (5.1.a) for deriving the task scheduling policy. The revenue can be maximized by sequencing tasks in the
Algorithm 4 Task Scheduling Policy in Fast Timescale

**Input:**
- $x_t$: current set of pending tasks.
- $R_i$: initial marginal price for each task.
- $b_i$: number of video blocks of each task.
- $m_k$: current number of VMs.

**Output:** The task sequence $\ell_t$.

1: Set $t = 0$
2: while the system is in service do
3:     $t \leftarrow t + 1$
4:     if New tasks come in OR VM number changes then
5:         for each task $i \in x_t$ do
6:             Calculate $P_i$ for each task according to Eq. (5.18)
7:         end for
8:     Sequence the tasks by the decreasing order of $P_i$
9:     end if
10: end while
decreasing order of $P_i = \beta_i / d_i$. With the pricing function of Eq. (5.1.b), $P4$ is NP-hard. In this case, sequencing tasks in the decreasing order of $P_i = w_i / d_i$ is still shown to be a popular and effective approximate solution in the previous research [84].

Remark. Our proposed task scheduling algorithm makes decisions based on the predicted revenue of each pending task. If the predicted required computing resource of a task has error, there must be some error of the predicted revenue of the task, thereby affecting task scheduling decisions. With random effects of prediction error, the required computing resource of a task, $D_i$ in Eq. (5.1), is unknown before the task has been finished. $D_i$ can thus be seen as a random variable. Our task scheduling algorithm maximizes the expected overall revenue of pending tasks, therefore, the solution is still optimal if the prediction is unbiased. In Fig. 5.5 of our experiment, it can be verified that the prediction error of the neural network method for required computing resource prediction is approximately unbiased. In this case, the random effects of the prediction error will not affect task scheduling decisions.

5.5.2 Resource Provisioning Policy in Slow Timescale

In this subsection, we introduce the method for deriving the resource provisioning policy in the slow timescale. The system dynamics in the slow timescale is an MDP with the reward defined as profit over $T$ time slots. We can write the system dynamics in the slow timescale as

$$\mathcal{P}_5 : \hat{V}^*(\psi^s_k, \psi^f_{kT}) = \max_{\nu_k} \left\{ R^s_k(\psi^s_k, \psi^f_{kT}, \nu_k, \pi^f_T) + \gamma \mathbb{E}_{\psi^s_{k+1}, \psi^f_{(k+1)T}} \{ \hat{V}^*(\psi^s_{k+1}, \psi^f_{(k+1)T}) \} \right\}. \quad (5.19)$$

The resource provisioning policy determines the number of VMs to be activated or shut down based on the current system state $(\psi^s_k, \psi^f_{kT})$ for maximizing profit.

To derive the resource provisioning policy, we adopt $Q$ Learning [98] to find the action-selection policy for the MDP in $\mathcal{P}_5$. The learning procedures are as follows: at the beginning of $N_k$, the system observes state $\psi^s_k$ and $\psi^f_{kT}$ in the two timescales, and selects action $\nu_k$ according to a certain resource provisioning policy, $\pi^s$. After $T$ time slots, the system observes the profit gained over $T$ time slots, $R^s_k$, and the new system
state \( \psi_{k+1}^s \) and \( \psi_{(k+1)T}^f \) at time \( N_{k+1} \). Then, the new estimated discounted overall profit starting from state \( (\psi_{k}^s, \psi_{kT}^f) \) by taking action \( \nu_k \) can be calculated as

\[
Q'(((\psi_{k}^s, \psi_{kT}^f), \nu_k)) = R^s_k(\psi_{k}^s, \psi_{kT}^f, \nu_k, \pi^f) + \gamma \max_{\nu_{k+1}} Q((\psi_{k+1}^s, \psi_{(k+1)T}^f), \nu_{k+1}), \tag{5.20}
\]

where \( Q((\psi_{k}^s, \psi_{kT}^f), \nu_k) \) is the action-value and \( \nu_{k+1} \) is the optimal action that maximizes the expected overall discounted profit starting from state \( (\psi_{k+1}^s, \psi_{(k+1)T}^f) \).

Action-value \( Q((\psi_{k}^s, \psi_{kT}^f), \nu_k) \) can be updated based on the new estimation according to following equation,

\[
Q((\psi_{k}^s, \psi_{kT}^f), \nu_k) = Q((\psi_{k}^s, \psi_{kT}^f), \nu_k) + \delta_k \{ Q'(((\psi_{k}^s, \psi_{kT}^f), \nu_k)) - Q((\psi_{k}^s, \psi_{kT}^f), \nu_k) \}, \tag{5.21}
\]

where \( \delta_k \) is the learning rate. We set the learning rate as \( \frac{1}{N_{\psi}^s} \), where \( N_{\psi}^s \) is the number of times that \( Q((\psi_{k}^s, \psi_{kT}^f), \nu_k) \) has been visited. With enough times of each state-value being visited, it will converge to the optimal policy.

The above learning method requires to explore the entire system state space \( (\Psi^s, \Psi^f) \) and action space \( \lambda \). However, it is hard to enumerate the entire space. To reduce the dimensionality of the space, we adopt the feature extraction method to obtain a compacted representation of the state space [22]. Let the compacted state space be \( \Phi \). The original state \( (\psi_{k}^s, \psi_{kT}^f) \) can be compacted as state \( \phi_k \), and

\[
\phi_k = (\omega_{kT}, m_k, \lambda_k), \tag{5.22}
\]

where \( \omega_{kT} \) is the overall revenue of the pending tasks at time \( kT \), \( m_k \) is the number of VMs, \( \lambda_k \) is the task arrival rate. We replace \( (\psi_{k}^s, \psi_{kT}^f) \) with \( \phi_k \) in Eq. (5.20) and (5.21).

During the learning processes, if the resource manager always chooses the action which maximizes \( Q(\phi_k, \nu_k) \), it may converge to a local optimum and fail to find the optimal policy. To address it, we adopt the \( \varepsilon \)-greedy method to balance the exploring and exploiting during learning. Specifically, the resource manager chooses an action randomly with the probability of \( \varepsilon \) for exploration, or chooses the action which maximizes \( Q(\phi_k, \nu_k) \) with the probability of \( 1 - \varepsilon \) for exploitation. Our method for learning the resource provisioning policy in the slow timescale is illustrated in Algorithm 5.
Algorithm 5 Resource Provisioning Policy in Slow Timescale

Input:
- Initialize $Q(\phi, \nu) = C, \forall \phi, \nu$.
- Task scheduling policy $\pi^f_T$.
- Set the maximum number of loops, $M$.
- Set $k = 0$.

Output: The optimal action-value $Q^*(\phi, \nu)$.

1: Obtain the current system state $\phi_k$ at the beginning of $N_k$.
2: repeat
3: Select $\nu_k$ based on $\phi_k$ and $Q(\phi, \nu)$ using $\varepsilon$-greedy.
4: Take action $\nu_k$, observe the overall profit $R^*_k$ over $T$ time slots in $N_k$ under task scheduling policy $\pi^f$.
5: Observe system state $\phi_{k+1}$ at the beginning of $N_{k+1}$.
6: Update action-value $Q(\phi_k, \nu_k)$ according to Eq. (5.21)
7: $k \leftarrow k + 1$
8: until $k < M$
Theorem 5.5.1 \( Q(\phi, \nu) \) converges to the optimum, \( Q^*(\phi, \nu) \), for any \( \phi \) and \( \nu \), if all actions are repeatedly sampled in all states, i.e., \( Q_k(\phi, \nu) \to Q^*(\phi, \nu) \) as \( k \to \infty \), \( \forall \phi, \nu \).

Proof: Please refer to [110] for detailed proof.

The above algorithm can be applied online, however, it may incur large loss at the initial stage. We can use the system running trajectory or simulation to train it offline and then apply it online to adapt to a real system.

5.6 Performance Evaluation

In this section, we first present our system implementation and experiment settings. Then, we evaluate the performance of our method through extensive experiments.

5.6.1 System Implementation

We design our cloud transcoding system, Morph, following the master-worker paradigm. The source code is available in Github [6]. The main system components are illustrated in Fig. 5.4. Users can access the system via Command Line Interface (CLI) or web portal. The HTTP requests from users are processed by Apache web server. We use MySQL to store system information. The resource provisioning and task scheduling algorithms are implemented in a library. We build the cloud environment with Docker [3], which is a software containerization platform. Our system can dynamically control the number of active computing instances by starting or stopping Docker containers. We use FFmpeg [4] for segmenting videos and transcoding video blocks. The system consists of a master node, a resource manager node, and many transcoding worker nodes. Each node runs on a virtual machine. The main functionalities of each node are shown as follows. More details of the system design are presented on our GitHub page [6].

Master Node: The service interface module and task scheduling module are implemented in the master node. The master node processes user requests and schedules transcoding tasks. For each transcoding task, it segments the video file into blocks and sends the video blocks to the transcoding workers when receiving requests. The master node will concentrate the transcoded video blocks of a task into one video file when the
task has been completed. The master node also maintains a timer for each video block that has been dispatched to the transcoding workers. A video block will be re-dispatched to another transcoding worker if the master node does not receive the transcoded video block within a prescribed deadline. A transcoding task will be reported as a failure if a maximum number (e.g., 3 times) of retries for a video block all fail.

Transcoding Worker Node: The system maintains many virtual machines in the cloud for video transcoding. Each virtual machine that is dedicated to video transcoding runs a transcoding worker. The transcoding workers request video blocks from the master node and transcode the video blocks into the target representations. When the transcoding for a video block is completed, the transcoding worker will send the transcoded video block to the master node.

Resource Manager Node: The resource manager is deployed on a virtual machine. It dynamically controls the number of active transcoding workers in the system according to the system workloads and the resource provisioning policy.

5.6.2 Experiment Settings

We adopt Amazon EC2 pricing mechanism to calculate computing cost. The cost for a computing instance is $0.252 per hour. Each container has 4 CPU cores, the CPU frequency is 2.10 GHz, and the memory size is 2GB. The servers are connected with Gigabit

Figure 5.4: The main components of our cloud transcoding system.
Ethernet. The target video resolution is randomly selected from 854x480, 640x360, and 426x240. The service has three priority levels, namely, Level I, II, and III. The initial marginal price $R_i$ is $0.018 per minute for level I, $0.012 per minute for level II, and $0.006 per minute for level III. The discounting factor $\alpha$ is 0.995 per 5 seconds. The consumed computing time of each video block is 180 seconds. The task scheduler schedules tasks every 5 seconds, and the resource manager scales the computing capacity every one hour. Tasks arrive according to the poisson process with different rates, and the priority level is randomly selected. To compare the performance of different schemes, we first generate a sequence of tasks and record the task information. We use the same sequence of tasks for evaluating the performance of different schemes to ensure the fairness.

5.6.3 Computing Resource Demand Estimation Accuracy

To evaluate the estimation accuracy of the required computing resource of a task, we measure the time of transcoding 2020 videos into three target resolutions, namely, 854x480, 640x360, 426x240. We obtain 3850 instances of the measured transcoding time. We select 75% of the data for training the neural network, 15% for model validation, and 15% for testing. The hidden layer of the neural network consists of 20 neurons. We adopt the Levenberg-Marquardt backpropagation algorithm for training. The input feature
vector of the neural network consists of the bitrate, resolution, frame rate, duration of the original video, and the resolution of the target representation. We use the product of the width and height of the video resolution as one input. We compare the neural network method with the linear approximation method, which estimates transcoding time as a linear function of video duration. We normalize estimation error using the following equation

\[
\text{Normalized Error} = \frac{\text{Estimated Time} - \text{Real Time}}{\text{Real Time}}.
\]

We illustrate the Mean Squared Error (MSE) of the neural network method at different training epochs in Fig. 5.5(a). The MSE converges with more training epochs. The best validation performance is obtained at the 12th epoch, and the MSE is 138. The error histogram of the neural network method is illustrated in Fig. 5.5(b). The normalized estimation error of the testing instances are mostly within the range from -0.08 to 0.08. The relation between video duration and transcoding time is illustrated in Fig. 5.6(a). The MSE of the linear approximation method is 6142, much larger than that of the neural network method. The error histogram of the linear approximation method is illustrated in Fig. 5.6(b), the normalized estimation error of the testing instances ranges from -0.58 to 1.42. The comparisons verify that the neural network method can estimate transcoding time very precisely.
Figure 5.7: Average queuing time of the three priority levels under different task arrival intervals and different system scales.

### 5.6.4 Average Queueing Time for Different Priority Levels

The service has three priority levels. To compare the service of different priority levels, we evaluate the average queueing time (i.e., waiting time in queue before transcoding) for the three priority levels under our task scheduling scheme. We submit 50 tasks to the system according to the Poisson process with different task arrival intervals and different number of VMs. We measure the average queuing time for the tasks. The results are demonstrated in Fig. 5.7. It can be observed that the average queueing time of priority level I is the smallest and priority level III is the largest under different system scales and task arrival rates. This verifies that users can get a higher quality of service by selecting a higher priority level, and the average queuing time will be smaller. Users who require low delays can select priority level I while paying a higher price. Users who desire low price can select priority level III, but the task processing delays would be longer.

### 5.6.5 Comparison of Revenue with Other Schemes

We compare our task scheduling scheme with the following baselines. 1) First In First Out (FIFO): tasks are scheduled following their arrival orders. 2) Earliest Deadline First (EDF): the task with the earliest deadline will be selected first. We set the deadline of a task as three times of the estimated transcoding time since its submission. 3) Highest
Priority First (HPF): the task with the highest priority will be selected first. 4) Highest Value First (HVF): the task with the highest current price will be selected first. The current price of a task is calculated according to Eq. (5.1). Our task scheduling scheme is referred as value-based scheduling scheme (VBS).

We compare the revenue gained from 50 tasks under different task scheduling schemes. We measure the revenue gained from the tasks under different task arrival intervals and different system scales. The results are illustrated in Fig. 5.8. We can observe the revenue with our VBS is larger than the baselines. Because FIFO and EDF only consider the arrival order or the deadline, and do not consider the possible revenue that can be gained from the tasks. While HVF and HPF select the task with the current highest priority or price to perform, but they do not consider factors such as the decreasing of the price with more delays or the number of available VMs.

The gained revenue from the tasks are higher with larger task arrival intervals or more VMs. With larger task arrival interval, there will be less computing resource competition among pending tasks, it will incur less processing delays and the revenue will be higher. With more VMs, the tasks can be completed faster, there will be less decay of revenue. However, larger task arrival interval means less revenue, and provisioning more VMs incurs more cost. Hence, the resource manager must determine the optimal number of provisioned VMs for maximizing service profit.

5.6.6 Comparison of Service Profit with Other Schemes

We measure the service profit under a real workload trace. The workload trace captures video requests to a CDN node. We extract the user requests in the trace as the transcoding requests to our system. We divide the time of each day into 24 hours and average the request number during one hour (e.g., 9:00 AM - 10:00 AM) of the days as the average task arrival rate in this hour of a day. We scale down the average request rate to 0.1-0.7 request per minute. We use the scaled numbers of requests in each hour as task arrival rates to train the resource provisioning policy. We illustrate our obtained Learning-based Resource Provisioning (LRP) policy under the task scheduling scheme VBS in Fig. 5.9. The result shows the relation among the valuation of pending tasks, task arrival rate, and
Figure 5.8: The revenue under different scheduling schemes and system scales.

Figure 5.9: The relation among task arrival rate, valuation of the pending tasks, and the optimal number of VMs.

the optimal number of VMs to maximize profit. Intuitively, it requires more VMs with larger task arrival rate. Meanwhile, with larger valuation of pending tasks, it requires more VMs because more revenue can be obtained.

We measure the profit in a real environment over 24 hours with the combinations of different resource provisioning policies and task scheduling policies. We compare the service profit under our proposed Learning-based Resource Provisioning policy and Value-based Task Scheduling (LRP-VBS) policy with the following methods: 1) The Fixed Policy (FP) which runs a fixed number of VMs with the task scheduling policy of VBS.
We select two representative numbers of VMs to illustrate, namely, 10 VMs and 15 VMs.

2) The Arrival Rate based Policy (ARP), the number of provisioned VMs is proportional to the task arrival rate. This method estimates the required number of VMs based on task arrival rates. We set the number of provisioned VMs as 30 times of the task arrival rate per minute.

3) The learning-based resource provisioning policy combined with the task scheduling policy of HVF (LRP-HVF).

We illustrate the cumulative profit with different methods over the 24 hours in Fig. 5.10. We can observe that the cumulative service profit with LRP-VBS is larger than the baseline methods. In Fig. 5.11, LRP can effectively control the number of provisioned VMs with the task scheduling policy of HVF or VBS. Meanwhile, the task scheduling policy also affects the resource provisioning policy. LRP-VBS can gain a higher profit than LRP-HVF because VBS can outperform HVF for task scheduling. In contrast, FP wastes much computing resource when workloads are low and cannot meet performance requirements when workloads exceed the current computing capacity. Thus, the service profit is lower.

ARP can dynamically control the number of provisioned VMs according to task arrival rates, however, it is hard for this method to model the decay of revenue with processing delays. The service revenue is also affected by the task scheduling policy, which will in turn affect the resource provisioning policy. However, ARP does not consider the task scheduling scheme. Therefore, ARP cannot effectively determine the optimal number of
VMs for maximizing profit. LRP is suitable for such hard-to-model problems, and it can obtain the optimal policy by learning in a dynamic system.

5.7 Conclusions

Cloud transcoding services introduce many challenges regarding performance and cost. On one hand, users’ desire for minimizing processing delays requires abundant resources; on the other hand, service providers are keen on maximizing financial profit. We study how to provision resources and schedule tasks to meet users’ performance requirements while maximizing the service provider’s profit. We propose a two-timescale stochastic optimization framework for profit maximization while meeting performance requirements by jointly provisioning resources and scheduling tasks under a hierarchical control architecture. We derive the offline exact solution, and design some approximate solutions for task scheduling and resource provisioning. We implement an open source cloud transcoding system and evaluate the performance of our method in a real environment. The results demonstrate our method can reduce resource consumption while achieving a higher profit compared with baseline schemes. In our future research, we will consider the dynamic resource provisioning problem for transcoding videos with different characteristics, e.g., advertisements, live sports, news, or TV shows. Another promising direction in this field is to thoroughly evaluate the performance gaps among different algorithms under different system settings and workloads in a real environment.
Chapter 6

Video Transcoding with Heterogeneous QoS Guarantees

6.1 Introduction

Video transcoding [105] is very computing intensive and time consuming, it would consume a huge amount of computing resource for transcoding the user uploaded video content into the target representations [81]. The online video sharing service providers need to deploy a large number of servers for transcoding the video content, which greatly increases the service operating cost [85].

The dynamic of transcoding workload and the heterogeneous QoS criteria in online video sharing service make it a great challenge for provisioning the computing resource. First, the arrival rate of the user uploaded content is time-varying [74]. And thus, provisioning a fixed number of dedicated transcoding servers would incur resource wastage when the arrival rate is low, and would incur large latency when the arrival rate is high. Second, video content has heterogeneous QoS requirements for transcoding. For instances, the live content is very sensitive to delay, and must be transcoded in real time. The video-on-demand (VoD) content does not need to be transcoded and delivered in real time, and the transcoding can be finished within a specified deadline. For the seldom requested content, the transcoding is deferrable and can be performed when resources are sufficient or using the idle resources. The QoS requirements for transcoding can also be categorized according to the service level agreement (SLA). For instance, the transcoding for premium service is real-time or guaranteed to finish within a deadline, while the transcoding time for free service may not be guaranteed. Thus, it is necessary
to consider the dynamic workload and the heterogeneous QoS requirements of content for provisioning resources for transcoding.

Many recent research works have studied the resource provisioning and QoS management for video transcoding. Most of the previous works, however, considered one class of QoS criteria [55, 71, 127] or the system with known workload [62, 93]. There still lacks of some efforts on the problem of resource provisioning for transcoding with heterogeneous QoS criteria under dynamic workload. The challenges in this scenario are twofold: 1) The deterministic QoS requirements of delay-sensitive content may lead to limitations on system processing capacity, resulting in low resource utilization. The transcoding-deferrable content can utilize these idle resources for transcoding. Thus, it needs to investigate how to schedule the transcoding with heterogeneous QoS criteria to minimize overall resource consumption. 2) The performance of the transcoding system is affected by the uncertainty of time-varying workload, it needs to assess how to provision resource under the uncertainty of dynamic workload.

To address the challenges, we design a robust dynamic resource provisioning scheme for transcoding with heterogeneous QoS requirements in online video sharing services. We aim to achieve the heterogeneous QoS requirements while reducing the resource consumption. We first consider three fundamental QoS criteria for transcoding, namely: 1) Real-time transcoding, the QoS cost for transcoding increases with any possible processing delays. 2) Deadline-sensitive transcoding, the QoS cost increases if the processing time exceeds the specified deadline. 3) Deferrable transcoding, the QoS cost is not directly impacted by the processing time. We adopt the preemptive-resume priority discipline for scheduling the content that has heterogeneous QoS requirements in each transcoding server. The transcoding for the delay-sensitive content (namely, the real-time and deadline-sensitive content) is performed in high priority to guarantee the QoS requirements, while the transcoding for the deferrable content is performed in low priority using idle resources and remain transparent to delay-sensitive content.

We formulate the system management as a problem of minimizing the overall system cost over time, including the computing cost, QoS cost, and switching cost. We design the online algorithm by leveraging the MPC framework for dynamic resource provisioning. We improve the performance of our proposed online algorithm through Robust Design
against the prediction noises. The experiments in a real environment demonstrate that our proposed framework can improve resource utilization for transcoding while maintaining the required QoS with reduced resource consumption. The main contributions of this work are as follows:

- We design a preemptive-resume priority scheduling for transcoding the content with heterogeneous QoS criteria. It can greatly improve the resource utilization. To the best of our knowledge, our work is the first to utilize the preemptive-resume priority to implement the multiple-priority transcoding mechanism.

- We propose a robust dynamic resource provisioning scheme for transcoding. It can intelligently provision the right amount of resources using prediction to guarantee QoS, while keeping robust to prediction noise.

- We implement and evaluate the system performance in a real environment. The system can achieve the QoS requirements while reducing 50% of resource consumption on average compared with the AlwaysOn policy.

The rest of this work is organized as follows. Section 6.2 presents the system design. Section 6.3 describes our system models and problem formulation. Section 6.4 designs the online algorithm. Section 6.5 introduces our system implementation. Section 6.6 presents the performance evaluations. Section 6.7 concludes this work.

6.2 System Design

6.2.1 Design

Our system leverage the elasticity of cloud infrastructure for video transcoding in the online video sharing service. We present the system design in Fig. 6.1. The functionalities of each module are detailed as follows.

Preprocessing module: The users and professional video content producers upload their content for online video sharing. The preprocessing module uses the media stream segmenter to segment content into a series of equal-duration (e.g., 10s) chunks, which are suitable for HTTP streaming.
**Prediction module:** It monitors the arrival rates of the different types of video chunks, and makes the prediction for the future arrival rate of each type of video chunk.

**Decision making module:** It uses the system information (e.g., available transcoding instances, QoS requirements, and future video chunk arrival rate) to make control decisions for resource provisioning and content dispatching.

**Provisioning module:** It dynamically adjusts the number of active transcoding instances to accommodate the time-varying workload and to satisfy the QoS requirements for transcoding. To elastically allocate the computing resource, our system can adopt Virtual Machines (VM) or Containers as transcoding servers. We refer to a VM instance or a Container provisioned for transcoding as a transcoding instance. The performance of the instances is homogeneous.

**Dispatching module:** The video chunks are dispatched to the active transcoding instances to be encoded into a predefined set of target representations. The dispatching module determines how to dispatch the video chunks to meet the QoS requirements for transcoding while not exceeding the processing capacity of each transcoding instance.

### 6.2.2 Workflows

The real-time and deadline-sensitive content has deterministic QoS requirements and are sensitive to the processing time, they will be directly dispatched to the active instances for transcoding after arriving. In contrast, the deferrable content has no strict processing time requirements, and can be dispatched for transcoding when idle resource is available. In our system, the dispatching module maintains a FIFO queue for the deferrable
content, and the deferrable content can be cached in the queue if the capacity allows. For making the system modeling trackable and deriving the closed-form solution, one active instance will only transcode one type of the delay-sensitive content (i.e., either real-time or deadline-sensitive content) during each time slot. However, the transcoding for deferrable content can be performed on any active instance.

We adopt the Preemptive Resume Priority discipline in each active instance for transcoding different types of content. Specifically, the transcoding for real-time and deadline-sensitive content is performed in high priority, while the transcoding for deferrable content is performed in low priority. The new arrival of content in high priority can immediately preempt the low priority transcoding operation which is currently being performed, and start the high priority transcoding operation. When computing resource is available, the previously preempted low priority transcoding operations can be resumed from the point where it was interrupted earlier. We adopt POSIX Signal [7] for the preemptive resume priority implementation.
6.3 System Model and Problem Formulation

We adopt a discrete time model, where the time slot is denoted as $t = 0, 1, 2, \ldots$. The duration of one time slot could be from 10 minutes to an hour.

6.3.1 Video Chunk Arrival Model

We consider three fundamental QoS criteria for transcoding, and correspondingly categorize the content into three types, namely, real-time, deadline-sensitive, and deferrable content, represented as $r$, $l$, $d$, respectively. We assume that the video chunks of each type of content arrive according to the Poisson process during each time slot. The arrival rate for the video chunks of type $m$ during the time slot $t$ is denoted as $\lambda^m(t)$, where $m \in \{r, l, d\}$.

6.3.2 Computing Cost Model

The computing cost is incurred by provisioning VM instances or Containers. We assume that the maximum number of available VM instances for video transcoding in the cloud is fixed. The system has $N$ available transcoding instances, and performance is homogeneous. At the beginning of each time slot, the system determines whether an instance should be activated according to the workload and QoS requirement. We denote the computing cost for an active instance during one time slot as $B^c$. The overall computing cost incurred at time $t$ can be calculated as:

$$ C(t) = \sum_{i=1}^{N} b_i(t)B^c, $$

(6.1)

where $b_i(t)$ is a binary variable to indicate that whether the transcoding instance $i$ is active at time $t$.

6.3.3 Instance Provisioning Model

In our design, each active instance only transcodes one type of delay-sensitive content during each time slot, either real-time or deadline-sensitive content. A more sophisticated design would be mingling the three types of content in an active instance using
three priority classes. This, however, would bring great difficulties for both practical implementation and deriving the solutions. To make the modeling trackable, we simplify it in this work: one active instance can transcode deferrable content in low priority, and transcode one type of delay-sensitive content in high priority.

As shown in Fig. 6.2(a), we adopt binary variables $b^m_i(t)$, $m \in \{r, l\}$, to denote which type of delay-sensitive content will be transcoded by instance $i$ at time $t$; if $b^r_i(t)$ equals one, it transcodes real-time content; if $b^l_i(t)$ equals one, it transcodes deadline-sensitive content. If an active instance only transcodes delay-sensitive content, the deterministic QoS requirements would limit the video chunk dispatched rate to the instance. As shown in Fig. 6.2(b), the low chunk dispatched rate to an instance would lead to high CPU idle rate. Thus, deferrable content can be transcoded in low priority in an instance to improve resource utilization when no delay-sensitive content is being transcoded.

### 6.3.4 Dispatching Model

The arriving video chunks are dispatched to the active instances for transcoding. Each of the video chunks will be transcoded into a set of pre-defined representations, e.g., 240p, 360p, and 720p. We denote the dispatched rate of the chunks of type $m$ to instance $i$ at time $t$ as $\lambda^m_i(t)$, where $m \in \{r, l, d\}$. The deferrable content can be temporally cached in the queue, and dispatched for transcoding at some later time. The queue dynamic for
deferrable content is

\[ q(t + 1) = q(t) + \lambda_d(t) - \sum_{i=1}^{N} \lambda_i^d(t), \]  

(6.2)

where \( q(t) \) is the queue length for deferrable content at the beginning of each time \( t \).

### 6.3.5 Video Chunk Processing Time Model

Each video chunk has the same duration, however, the transcoding time for video chunks is varying based on many factors, e.g., bitrate, resolution, and server performance. We adopt the empirical method to measure the distribution of the transcoding time for video chunks. We denote the transcoding time for a video chunk as \( x \), and the expectation and second moment of \( x \) are represented as

\[ E(x) = \frac{1}{\mu}, E(x^2) = \gamma, \]  

(6.3)

where \( \mu \) and \( \gamma \) can be measured in the system offline. In practice, we measure the time for transcoding 9800 video chunks into three target resolutions\(^1\) for determining \( \mu \) and \( \gamma \). The distribution of the transcoding time for the video chunks is illustrated in Fig. 6.3(a). Further, we determine the values of \( \mu \) and \( \gamma \) as 0.2632 and 15.1, respectively.

\(^1\)The target resolutions are 240p, 360p, and 480p.
6.3.6 Video Chunk Queueing Model

The queueing for video chunks in each instance can be modelled as a $M/G/1$ system with preemptive resume priority\(^2\). The delay-sensitive (real-time or deadline-sensitive) content is transcoded in high priority to guarantee the QoS requirements. The deferrable content is transcoded in low priority when no delay-sensitive content is being transcoded. The transcoding of deferrable content can be interrupted on arrival of delay-sensitive content, and will be resumed from the point of interruption when idle resource is available again. Thus, deferrable content can use the idle resource in an active instance for transcoding, while remain transparent to delay-sensitive content.

Given the chunk dispatched rate $\lambda^m_i(t)$, $m \in \{r, l\}$, of delay-sensitive content to instance $i$, the average processing time for video chunks of delay-sensitive content is

$$w_i(t) = \frac{1}{\mu} + \frac{\mu \gamma \lambda^m_i(t)}{2(\mu - \lambda^m_i(t))}, m \in \{r, l\}. \quad (6.4)$$

Using $\mu$ and $\gamma$ derived from Fig. 6.3(a), we measure the average chunk processing time of delay-sensitive content under varying dispatched rate to an instance, with deferrable content is transcoded in low priority when CPU is idle. As shown in Fig. 6.3(b), the average chunk processing time of delay-sensitive content fits with Eq. (6.4).

6.3.7 QoS Cost Model

The QoS cost for delay-sensitive content is incurred by the video chunk processing delay. Specifically, the QoS cost for real-time content incurred on instance $i$ at time $t$ is

$$F^r_i(t) = \lambda^r_i(t)G(w_i(t)), \quad (6.5)$$

where $G(\cdot)$ is QoS function for real-time content. We let the deadline for average chunk processing time be $u$. The deadline-sensitive content will incur QoS cost if the average processing time exceeds the deadline. The QoS cost for deadline-sensitive content incurred on instance $i$ at $t$ is

$$F^l_i(t) = \lambda^l_i(t)H(\max(w_i(t) - u, 0)), \quad (6.6)$$

\(^2\)We can also model the queueing system in each transcoding instance as $G/G/1$, in this case we need to design approximate algorithms to solve the optimization problem of P1 due to its non-convexity.
where \( \mathcal{H}(\cdot) \) is QoS function for deadline-sensitive content. The overall QoS cost for delay-sensitive content incurred on all active instances at time \( t \) is

\[
E(t) = \sum_{i=1}^{N} (F^r_i(t) + F^l_i(t)).
\]  

(6.7)

Our formulation requires \( E(t) \) to be convex for \( \lambda^r_i \) and \( \lambda^l_i \) for deriving the closed-form solution. Examples for \( \mathcal{G}(\cdot) \) and \( \mathcal{H}(\cdot) \) are the increasing linear function or the logarithmic function. We only consider the queue capacity constraint for deferrable content in our system. Our framework, however, can also add the QoS cost for deferrable content into consideration. For instance, the QoS cost incurred for deferrable content in each time slot is an non-decreasing convex function with related to the queue length; more QoS cost would be incurred with more content is deferred.

### 6.3.8 Switching Cost Model

Frequently toggling the instances back and forth between the active and sleep mode will increase the risk of system failure. We adopt the switching cost to represent the operation cost and risk associated with activating an instance from the sleep mode. The overall switching cost for activating the instances from the sleep mode at time \( t \) is

\[
S(t) = \sum_{i=1}^{N} B^s \max(b_i(t) - b_i(t-1), 0),
\]  

(6.8)

where \( B^s \) is the marginal switching cost for activating an instance from sleep mode.

### 6.3.9 System Cost Minimization Problem

We aim to minimize the overall system cost over time under dynamic workload. We consider three costs, namely, the computing cost, QoS cost, and switching cost. If more instances are provisioned, the QoS cost will be low, but it would incur more computing cost. On the contrary, if fewer instances are provisioned, it can save the computing cost, but the QoS cost may be high. Meanwhile, frequently switching the instances between the sleep mode and active mode would increase the switching cost. The control decisions
are the provisioning of the instances and the scheduling of dispatching the content for transcoding. The system cost minimization problem is presented as:

\[ \mathcal{P}_1 : \min \sum_{t=1}^{T} \left\{ C(t) + V_1 E(t) + V_2 S(t) \right\}, \quad (6.9) \]

s.t. \[ \lambda^m_i(t) \geq 0, \forall i, t, m, \quad (6.10) \]
\[ \sum_{i=1}^{N} \lambda^m_i(t) = \lambda^m(t), \forall t, m \in \{r, l\}, \quad (6.11) \]
\[ b_i(t) = \{0, 1\}, \forall i, t, \quad (6.12) \]
\[ b^m_i(t) = \{0, 1\}, \forall i, t, m \in \{r, l\}, \quad (6.13) \]
\[ b_i(t) = b^r_i(t) + b^l_i(t), \forall i, t, \quad (6.14) \]
\[ \lambda^m_i(t) \leq b^m_i(t) \mu, \forall i, t, m \in \{r, l\}, \quad (6.15) \]
\[ \lambda^r_i(t) + \lambda^l_i(t) + \lambda^d_i(t) \leq b_i(t) \mu, \quad (6.16) \]
\[ 0 \leq q(t) \leq L, \forall t, \quad (6.17) \]

where \( V_1 \) and \( V_2 \) are the tunable parameters to adjust the weight of each cost, and \( L \) is the maximum capacity of the queue for the deferrable content.

Constraint (6.10) and (6.11) ensure that the delay-sensitive content can be dispatched directly. Constraint (6.12) - (6.14) ensure that one active instance can only transcode one type of delay-sensitive content during each time slot. Constraint (6.15) ensures that the delay-sensitive content is only dispatched to the active instances provisioned for this type of content. Constraint (6.16) ensures that the overall amount of video chunks dispatched to an active instance will not exceed its processing capacity. Constraint (6.17) validates the queue capacity constraint for deferrable content. We assume that the maximum number of available transcoding instances is fixed. In the case that multiple services compete with each other in a cloud for resources, which may lead to resource congestion, one also needs to dynamically estimate the maximum number of available VM instances.

### 6.4 Algorithm Design

This section presents methods for deriving the offline solution of the cost minimization problem, and introduces the online algorithm design with the MPC and robust design.
6.4.1 Offline Solution

The chunk arrival rates are random processes and cannot be known in advance. Given the access to the precise chunk arrival information for the next $T$ time slots, we can derive the offline solution by solving $\mathcal{P}_1$. While $\mathcal{P}_1$ is a mixed boolean-convex problem [25], it is NP-hard and cannot be solved in polynomial time. However, we can solve it optimally with Branch-and-Bound via convex relaxation when the number of binary variables is small [25]. In practice, we can also obtain the optimal solution with the CVX solver (e.g., Gurobi, MOSEK, and GLPK). In a real production environment, the number of provisioned instances could be several thousands. It may take many hours to derive the optimal solution with Branch-and-Bound or CVX solvers. Next, we discuss how to obtain the approximate solution when the number of provisioned instances is large.

We let the number of instances provisioned for the real-time and deadline-sensitive content at time $t$ be $n^r(t)$, $n^l(t)$, respectively, while deferrable content can be transcoded on these instances in low priority. Given the numbers of active instances $n^m(t)$, $m \in \{r, l\}$, we can use the KKT condition to prove that the optimal dispatching pattern for each type of content is to equally dispatch the video chunks among the $n^m(t)$ active instances. Let $\lambda^m_*(t)$, $m \in \{r, l\}$, be the dispatched rates of real-time or deadline-sensitive content to each of the $n^m(t)$ active instances, and we have $\lambda^m_*(t) = \lambda^m(t)/n^m(t)$ for delay-sensitive content. Let $\lambda^d(t)$ be the amount of deferrable content dispatched for transcoding at time $t$. We can rewrite $\mathcal{P}_1$ as follow for deriving $\lambda^d_*(t)$, $n^m(t)$,

\[
\begin{aligned}
\min & \quad \sum_{t=1}^{T} \{ C(t) + V_1 E(t) + V_2 S(t) \}, \\
\text{s.t.} & \quad \lambda^m(t) \leq n^m(t) \mu, \forall t, m \in \{r, l\}, \\
& \quad \lambda^r(t) + \lambda^l(t) + \lambda^d(t) \leq n(t) \mu, \forall t, \\
& \quad q(t + 1) = q(t) + \lambda^d(t) - \lambda^d_*(t), \\
& \quad 0 \leq q(t) \leq L, \forall t, \\
& \quad n(t) \leq N,
\end{aligned}
\]  

(6.18)

where $n(t)$ is the total number of active instances at time $t$, and $n(t) = n^r(t) + n^l(t)$. The computing cost $C(t)$ can be rewritten as $n(t) B^c$, and the switching cost $S(t)$ can
Table 6.2: Multiple-step prediction

<table>
<thead>
<tr>
<th>Step</th>
<th>Inputs of Neural Network</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\lambda^m(t-h), ..., \lambda^m(t-1)$</td>
<td>$\hat{\lambda}^m(t)$</td>
</tr>
<tr>
<td>2</td>
<td>$\lambda^m(t-h+1), ..., \hat{\lambda}^m(t)$</td>
<td>$\hat{\lambda}^m(t+1)$</td>
</tr>
<tr>
<td>3</td>
<td>$\lambda^m(t-h+2), ..., \hat{\lambda}^m(t+1)$</td>
<td>$\hat{\lambda}^m(t+2)$</td>
</tr>
<tr>
<td>4</td>
<td>$\lambda^m(t-h+3), ..., \hat{\lambda}^m(t+2)$</td>
<td>$\hat{\lambda}^m(t+3)$</td>
</tr>
</tbody>
</table>

be rewritten as $\max(n(t) - n(t-1), 0)B^s$. When the number of provisioned instances is large, it is acceptable to allow $n^m(t)$ to be fractional. We can relax the integral variables $n^m(t)$ to be $n^m(t) \geq 0$, allowing fractional values for $n^m(t)$. The problem after relaxing is convex, and we can derive the solution by Lagrange method, and it can also be solved efficiently by CVX solvers.

6.4.2 Online Algorithm

The future video chunk arrival information cannot be known in advance, and thus it is infeasible to obtain the offline optimal decisions. We design the online algorithm with MPC, which makes decisions taking into account of predictions.

6.4.2.1 Arrival Rate Prediction

We adopt neural network method for predicting the future video chunk arrival rates based on historical arrival information. We assume that the video chunk arrival rates of different types of content are independent. The neural network method for prediction is to train a nonlinear function $f: \mathcal{R}^h \to \mathcal{R}$, which can estimate $\lambda^m(t)$ using the last $h$ observations, i.e., $\lambda^m(t-1), ..., \lambda^m(t-h)$. The nonlinear relation among the past observations and the prediction is

$$\hat{\lambda}^m(t) = f(\lambda^m(t-1), ..., \lambda^m(t-h)),$$

where $f(\cdot)$ is determined by the parameters of the neural network and can be learnt offline using the training data. Using the last $h$ observations and the trained neural network, we can predict the arrival rate for one time slot ahead.
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The cost minimization problem takes into account of the video chunk arrival information for the next $T$ time slots. To make the prediction for the next $T$ time slots, we can iteratively use the predicted arrival rates as the inputs of the neural network, and get the prediction for the next time slot. We illustrate the case of making four-step prediction at time $t - 1$ in Table 6.2. At $t - 1$, we first use the last $h$ observations, $\lambda^m(t - 1)$, ..., $\lambda^m(t - h)$, as the inputs of the neural network to get the prediction for $\hat{\lambda}^m(t)$. Next, we can use $\hat{\lambda}^m(t)$, ..., $\lambda^m(t - h + 1)$ as the inputs for predicting $\hat{\lambda}^m(t + 1)$. This can be iteratively done until we get the predictions for the next $T$ time slots.

6.4.2.2 Online Algorithm Design

We design the online algorithm with MPC using predictions for making control decisions. The control decisions are affected by the video chunk arrival rates, and thus the prediction accuracy affects the performance of the online algorithm. The predictions always have noise, and the noise may increase as one looks more steps ahead. If the noise for multiple-step ahead prediction is too large, it would be better to ignore the predicted information. The MPC is an online method by looking ahead for $T$ time slots, and it makes decisions in each time slot in the following steps. Predict: the arrival rate predictor predicts the video chunk arrival rates for the next $T$ time slots. Optimize: use the prediction to derive the solution of $\mathcal{P}1$ for minimizing the cost over the next $T$ time slots. Apply: apply the derived control decisions for the next time slot in the system.

The predictions always have noise. We illustrate the prediction error distribution for neural network method in Fig. 6.4, we can observe that the prediction error fluctuates in an range over time. The prediction error may lead to bad decisions and deteriorate the
system performance, especially when the workload is underestimated and the provisioned resource cannot satisfy the QoS requirements. To seek the robustness of the performance against the uncertainty of the prediction error, we adopt *Robust Design* to minimize the worst-case of the system cost for deriving control decisions.

The predicted arrival rates lie around the actual values within an error bound. Instead of predicting a specified value for $\lambda^m(t)$, we estimate the possible range of $\lambda^m(t)$. We let $\underline{\lambda}^m(t)$ be the lower bound of $\lambda^m(t)$, and $\overline{\lambda}^m(t)$ be the upper bound, i.e., $\lambda^m(t) \in [\underline{\lambda}^m(t), \overline{\lambda}^m(t)]$. Given the possible range of the arrival rates, we first need to determine the arrival rates which would incur the largest system cost, and then derive control decisions for the worst-case system cost. We can use the contradiction method to prove that the worst-case system cost takes place when the video chunk arrival rates are at the upper bound of $[\underline{\lambda}^m(t), \overline{\lambda}^m(t)]$, i.e., at $\overline{\lambda}^m(t)$. As such, the minimization of the worst-case system cost is equivalent to take upper bounds of the predicted chunk arrival rates as inputs of $P1$ to derive the solution.

Instead of directly using the predicted arrival rates as inputs of $P1$ in MPC method, our online algorithm takes upper bounds as inputs for deriving solutions. The prediction for the arrival rates are optimal in the sense of mean-square-error, and provides the best average performances. The underlying noise, however, often conflicts with the prediction models, making system unstable and leading to poor performance. The aim of obtaining the upper bound for the prediction (also known as robust prediction) is to accommodate uncertainties against prediction noise. We illustrate the procedure for making the robust prediction for the arrival rates in Fig. 6.5. The neural network predictor estimates the arrival rates, and the noise analyzer determines the peak error ratio using observed historical prediction errors. The upper bound for the predicted arrival rate is calculated as
\[ \bar{\lambda}^m(t) = \hat{\lambda}^m(t)/(1+\Psi), \] where \( \Psi \leq 0 \) is the peak error ratio [121]. In our system, we set the peak error ratio as the minimum of the last 10 prediction errors and the training errors. The prediction error and training error are calculated as \( e_t = (\hat{\lambda}^m(t) - \lambda^m(t))/\lambda^m(t) \), and \( \Psi = \min(e_{t-10},..,e_{t-1},e_T) \), where \( e_T \) is the minimum in the training set. We illustrate the details of the online algorithm in Algorithm 6.

**Algorithm 6** Online algorithm for dynamic system control

1. Set \( t \) as the current time.
2. **while** the system is in service **do**
3. *Predict* video chunk arrival rates for the next \( T \) time slots, namely, \( \hat{\lambda}^m(t), \hat{\lambda}^m(t+1), \ldots, \hat{\lambda}^m(t+T-1) \).
4. *Calculate* upper bounds of the predicted arrival rates, namely, \( \bar{\lambda}^m(t), \bar{\lambda}^m(t+1), \ldots, \bar{\lambda}^m(t+T-1) \).
5. *Optimize* \( P_1 \) using the upper bounds of the predicted arrival rates as inputs.
6. *Apply* control decisions for time slot \( t \) in the system.
7. \( t \leftarrow t + 1 \)
8. **end while**

The algorithm running time is dominated by the time for solving \( P_1 \). We can apply the method discussed in Section 6.4.1 to solve the problem in an acceptable time.

### 6.5 System Implementation

We build the cloud environment with *Docker* and implement our proposed system with *Python*. The main components of our system are illustrated in Fig. 6.6.

**Portal:** It segments video files and streams into a series of 10-second chunks. The chunk data is stored into the storage system, and the chunk information is stored in *MySQL*. The arrivals of the chunks will be informed to the dispatcher.

**Controller:** It makes predictions by neural network and control decisions by performing the online algorithm.

**Dispatcher:** It sends the arriving chunk information to the distributed queue implement with *RabbitMQ*. Each instance has one queue for delay-sensitive content and one
queue for deferrable content. The transcoding procedure in the worker will be invoked when new chunk enters the queue. The worker will fetch the chunk information and download chunk data from storage system for transcoding.

*Worker:* Each worker in an instance has two processes for transcoding, namely, background process and foreground process, corresponding to the two queues. The background process transcodes deferrable content. The foreground process transcodes delay-sensitive content. The workers use `avconv` for transcoding, and the preemptive resume mechanism is implemented with `POSIX Signals`. When the transcoding procedure of foreground process is invoked by incoming delay-sensitive chunks, it first send a `SIGSTOP` signal to suspend background process and start its own transcoding. It will resume background process by sending a `SIGCONT` signal when finishing and no chunk left in its queue.

### 6.6 Performance Evaluation

We first introduce the dataset and experiment settings. We then evaluate the performance of our system under different settings, and compare it with the baseline schemes.

#### 6.6.1 Dataset and Experiment Setting

We obtain the number of concurrent online video channels in Twitch during each minute through *Twitch* API [9]. In our experiment, we assume that the video chunk arrival rate
(a) The prediction error for the test data using different prediction steps.
(b) The robust prediction for arrival rates.
(c) The number of active instances under different prediction errors.

Figure 6.7: Prediction performance and impact of prediction error.

is proportional to the number of online channels. Each time slot lasts for 10 minutes. To speed up the experiment, each time slot corresponds to one hour in the dataset. The arrival rates for each time slot are averaged over 60 minute intervals in the dataset. We use the arrival rates in different days as the arrival rates for the three types of content.

Each container in our system has 4 CPU cores. The containers are connected with Gigabit Ethernet. We adopt the Amazon EC2-based pricing mechanism to calculate the computing cost, and the price for an instance is $0.0398 per time slot. The online algorithm looks ahead for 4 time slots. The QoS cost functions $G(\cdot)$ and $H(\cdot)$ are linear, and the coefficient terms are 1 and constant terms are 0. The default values for the other parameters are summarized in Table 6.3.
Figure 6.8: Effectiveness of the online algorithm.

(a) The video chunk arrival rates of the three types of content.

(b) The number of active transcoding instances during each time slot.

(c) The cumulative overall system cost.

Table 6.3: Default values of parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>$V_2$</td>
<td>1</td>
</tr>
<tr>
<td>$u$</td>
<td>20</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.2632</td>
</tr>
<tr>
<td>$L$</td>
<td>1000</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>15.1</td>
</tr>
<tr>
<td>$N$</td>
<td>20</td>
</tr>
<tr>
<td>$B^*$</td>
<td>0.0040</td>
</tr>
<tr>
<td>$B^c$</td>
<td>0.0398</td>
</tr>
</tbody>
</table>

6.6.2 Prediction Performance

We evaluate the performance of the neural network method for predicting video chunk arrival rate. We use a 3-layer feed-forward neural network with sigmoid hidden neurons and linear output neurons. The neural network has two inputs (i.e., the arrival rates in the past two time slots), and the output of the neural network is the arrival rate in the
next time slot. The hidden layer consists of 10 neurons. The network is trained with Levenberg-Marquardt backpropagation algorithm. We select the data of 100 continuous time steps for training. The data point in each time step is the arrival rate in each hour of the real dataset. We evaluate the performance for predicting the arrival rates of another 65 time slots. The prediction errors of using different prediction steps are illustrated in Fig. 6.7(a). The mean prediction error is 2.5% for 1-step prediction, 6.4% for 2-step prediction, 11.0% for 3-step prediction, and 16.0% for 4-step prediction. The prediction noise increases with more time steps to look ahead. We illustrate the performance of the robust prediction in Fig. 6.7(b). The predicted arrival rates by the robust prediction are slightly higher than the real value to avoid resource under-provisioning.

We evaluate the performance of our online algorithm under different prediction errors. To generate different prediction errors, we add uniform distributed random noise to the real arrival rates, and use the synthetic data as the prediction, and thus the prediction is independent of the specified predictor. We illustrate the number of provisioned instances over 15 time slots under different prediction errors in Fig. 6.7(c). The optimal policy, knowing the precise future arrival rates, provisions the minimum number of instances to meet the QoS requirements. When the prediction error is within 5%, our online algorithm can achieve the near-optimal performance. With larger prediction errors, our online algorithm provisions more instances against the larger uncertainty. Compared with the optimal policy, however, the system cost only increases 2.3% when prediction error is within 10%, and increases 5.8% when prediction error is within 20%.

6.6.3 Effectiveness of the online algorithm

We evaluate the effectiveness of our proposed online algorithm, and compare its performance with the offline optimal solution and the Basic MPC method. The Basic MPC method is the same as our online algorithm, but without the robust design. The video chunk arrival rates for the three types of content over 15 time slots are illustrated in Fig. 6.8(a). We can observe in Fig. 6.8(b) that the number of instances provisioned by our online algorithm is always no less than offline optimal solution. This is due to the robust design of our online algorithm, which makes decisions according to the maximum possible arrival rates. In contrast, the Basic MPC method makes decisions directly according to
the predictions of the neural network. As such, the number of provisioned transcoding instances may be lower than required, if the predictor underestimates the video chunk arrival rates. In this case, it will deteriorate the system performance and incur more QoS cost. As described in Fig. 6.8(c), the cumulative cost of our online algorithm is only slightly higher than the offline optimal solution, which is incurred by the resource over-provisioning. While the Basic MPC method has the near-optimal average performance in most of the time slots, but would incurs more cost when the provisioned resource cannot meet the QoS requirements.
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6.6.4 Impact of Tunable Parameters

We illustrate the computing cost and the average processing time for real-time content over 5 time slots under different values of $V_1$ in Fig. 6.9(a). The computing cost for real-time content increases with $V_1$, while the average processing time for the video chunks decreases with it. Intuitively, the QoS cost takes more weights with the larger values of $V_1$, and the system will provision more computing resource to reduce the processing time. One can select the suitable value of $V_1$ for managing the QoS for real-time content. We illustrate the number of provisioned transcoding instances for deadline-sensitive content over time under different values of $u$ in Fig. 6.9(b). With the smaller values of $u$, the system needs to provision more instances to reduce the dispatched rates of deadline-sensitive content to each active instance for achieving the average processing time deadline. We
Table 6.4: Cost and resource reduction compared with AlwaysOn

<table>
<thead>
<tr>
<th></th>
<th>Online</th>
<th>Separate</th>
<th>Threshold</th>
<th>Reactive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>34%</td>
<td>20%</td>
<td>14%</td>
<td>14%</td>
</tr>
<tr>
<td>Resource</td>
<td>50%</td>
<td>32%</td>
<td>25%</td>
<td>31%</td>
</tr>
</tbody>
</table>

illustrate the impact of the switching cost in Fig. 6.9(c). With the larger weight of the switching cost, there will be less switching of the states of the transcoding instances. This is because switching the state of the transcoding instance frequently will incur more cost than keeping the transcoding instances active for a few more time slots.

6.6.5 Comparison with Baseline Methods

We compare the performance of our online algorithm with the following baselines: 1) *AlwaysOn*: It provisions a fixed number of instances for each type of content according to the peak workloads. 2) *Separate*: It uses the same dynamic resource provisioning policy with our online algorithm, however, each active instance only transcodes one type of content during each time slot. The queue in each instance is M/G/1 with FIFO discipline. 3) *Threshold*: It uses a minimum number of active instances for transcoding to guarantee QoS, keeping the over-provisioned instances idle. When an instance is idle for two time slots, it would be shut down. If the workload exceeds the current capacity, it will increase the capacity by 30% above the requested workload. 4) *Reactive*: It provisions computing resources based on the observed arrival rates in the past time slot.

The arrival rates for the three types of content are shown in Fig. 6.10(a). We illustrate the number of provisioned instances and the incurred cost in each time slot under different policies in Fig. 6.10(b) and 6.10(c), respectively. The overall cost for the AlwaysOn policy decreases when the arrival rates are low, because less QoS cost is incurred. Our online algorithm provisions fewer instances and incurs less overall cost than the baseline policies. The performance gains are from two parts. First, our system can utilize the idle computing resource for transcoding deferrable content to improve resource utilization. This can be verified by comparison with Separate policy. If each type
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of content is transcoded using separate instances, it needs to provision more active instances. Meanwhile, the computing resource of the instances transcoding delay-sensitive content cannot be fully utilized, due to the deterministic QoS requirements. Adopting the preemptive resume priority for transcoding multiple types of content can improve the resource utilization without affecting the QoS of the delay-sensitive content.

The second part for the performance gain is that our online algorithm can intelligently provision resource under dynamic workload using prediction. We verify this by comparing with the Reactive policy and the Threshold policy. The Reactive policy attempts to keep the exact number of instances reacting to the past observed workload. By comparing it with the Separate policy, we can find that the Reactive policy may lag behind the changing workload, because it only uses the past workloads for decision. This, without considering changing trends, may induce over- or under-provisioning under dynamic workload. The Threshold policy is more conservative, keeping idle instances active for 2 more time slots and provisioning an extra capacity to avoid resource under-provisioning. However, without future workload information, this still may lead to over-provisioning if the extra capacity is large, and under-provisioning if the extra capacity is small. We summarize the overall cost and resource consumption reduction percentage of different policies compared with the AlwaysOn policy in Table 6.4. Our online policy can on average reduce the overall cost by 34%, and reduce the resource consumption by 50%, which shows a great performance gain compared with the baseline policies.

6.7 Conclusion

We design and implement a video transcoding system for dynamic resource provisioning with QoS guarantee in online video sharing service. We propose a framework for transcoding with heterogeneous QoS criteria. We adopt the preemptive resume priority for processing different types of content to improve resource utilization without affecting QoS for delay-sensitive content. We design an online algorithm which can intelligently provision the right amount of resource using prediction to guarantee QoS, while keeping robust to prediction noise. The experiment results demonstrates that our online algorithm can achieve the QoS requirements while reducing 50% of resource consumption.
As future work, we may consider the resource provisioning for hardware-accelerated (e.g. GPU) video transcoding.
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Encoding Online Videos with Statistical QoS Guarantees

7.1 Introduction

Online videos must be encoded into multiple representations in different bitrates and resolutions for streaming in adaptive bitrates to provide better viewing experience to various viewers [17]. The main disadvantage of this method is that video encoding is very computation intensive, and video service providers must deploy a large number of servers for encoding the huge volume of newly generated videos [85]. Therefore, a natural question is that how to encode online videos into adaptive bitrates with a minimum computing capacity. To answer this question, we need to address the following challenges: First, online video services typically provide two types of video content, namely, VoD content and live content. They have different QoS requirements for encoding. VoD content is pre-record video files, and it can be published online for viewing when the encoding for an entire video file has been completed. In contrast, live content is the live captured events for broadcasting in real-time, and it must be encoded and streamed to viewers without incurring large delays [77]. Thus, we need to consider the different QoS requirements of VoD content and live content to minimize the overall resource consumption. Second, due to the time-varying nature of video generation, encoding workloads are changing over time. Therefore, the resource management strategy should capture the dynamics of the time-varying workloads.

The problem discussed above can be generalized as a QoS guaranteed resource management problem. Many algorithms have been proposed in the previous works [39, 47,
These methods, however, only considered the workloads with one QoS criterion, without the consideration for multiple types of workloads with heterogeneous QoS requirements. In our problem, we need to consider the encoding workloads of live content and VoD content with heterogeneous QoS requirements. Meanwhile, previous works mainly use queue length or average processing time for modelling QoS, without considering the likelihood of QoS loss. However, encoding online videos requires the precise information of the likelihood of QoS loss for avoiding delays for video streaming.

We propose a novel video encoding scheme, called QDLCoding, for encoding online videos that have heterogeneous QoS requirements. We first design a statistical QoS model to differentiate the heterogeneous QoS requirements for live content and VoD content. The QoS loss probability for encoding live content is the likelihood of incurring delays during a time slot caused by resource insufficiency, and the QoS loss probability for encoding VoD content is the likelihood of queue overflow due to the overly postponed encoding for VoD content. We then design an online algorithm that can determine the minimum required capacity for keeping the QoS loss probabilities within the prescribed bounds.

Our proposed QDLCoding scheme can gracefully address the resource management problem for encoding online videos. On one hand, it minimizes the required computing capacity while achieving the QoS requirements of live content and VoD content. This can save a great percentage of cost compared with the methods that provision resources for the two types of videos separately. On the other hand, our method can prescribe the QoS loss bounds for controlling the likelihood of QoS loss. This well suits the encoding for online videos, because the QoS loss for live content will incur delays for streaming and the QoS loss for VoD content will lead to excessive waiting time for publishing. With our method, the system performance is tunable and can be precisely controlled by setting the appropriate QoS loss bounds according to the encoding requirement in a real service.

The main contributions of our work are as follows:

- We propose the QDLCoding scheme for the resource management of encoding online videos. Our method can minimize the required computing capacity while meeting the different QoS requirements of online videos.
We design a statistical QoS model for modelling the QoS loss probability for live content and VoD content. We design an online algorithm that can determine the minimum required capacity for guaranteeing the QoS loss probabilities are within the prescribed loss bounds.

We design a priority scheduling scheme so that live content can occupy the full computing capacity at its peak workloads and VoD content only uses leftover capacity for encoding. This can greatly improve resource utilization while achieving a higher QoS for live content.

The rest of this chapter is organized as follows: In Section 7.2, we present the system design of QDLCoding scheme, including the architecture, models, and formulation. In Section 7.3, we present the algorithm design for determining the minimum required capacity, and some practical considerations. In Section 7.4, we illustrate the performance evaluation for verifying our method. In Section 7.5, we conclude this chapter.

7.2 System Design

In this section, we first present the system architecture and models, and then formulate the system management as a resource management problem with statistical QoS guarantees.

7.2.1 Architecture

The system architecture of QDLCoding scheme is illustrate in Fig. 7.1. We consider the two types of co-existing content in online video services, namely, live content and VoD content. The videos uploaded by users are segmented into small multi-second (e.g., 2 seconds) video chunks, and the video chunks will be encoded by servers into multiple bitrates for delivering in adaptive bitrates. Live content must be streamed in real-time, therefore, it will be ingested into servers for encoding immediately on arriving. VoD content has no real-time requirement for streaming, and it is delay-tolerant for encoding.

In our design, VoD content can be temporally cached in the queue and ingested into servers for encoding when leftover computing capacity is available. The existence of the
queue is to provide a priority-based scheduling for encoding the two types of videos. The encoding servers will always first fetch the arriving live content for encoding to guarantee that live content can be encoded without delays. The encoding servers only use leftover capacity to encode VoD content in the queue. For instance, if the current arriving live content can be encoded by a portion of the encoding servers, the leftover encoding servers will fetch the video chunks of VoD content in the queue for encoding. The encoding time of a video chunk is small, and live content can always preempt the computing resource by interrupting the encoding of VoD content. As such, VoD content is transparent to live content in our system.

The system can dynamically control the number of activated servers for achieving the QoS requirements of encoding while keeping the required capacity at a minimum. A way to implement it in practice is to use the resource virtualization techniques, e.g., VM instances or Containers. The system can also adopt the method of switching physical servers between sleep mode and active mode for this implementation.

7.2.2 Models

We consider a discrete time system where the time is denoted as $t = 0, 1, \ldots$. The system scales its computing capacity every $T$ time slots at $t = 0, T, \ldots, kT, \ldots$. The duration of one time slot is several seconds, and the duration of $T$ can be from several minutes to an hour.
Table 7.1: Key parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>discrete time slot, $t = 0, 1, 2, ...$</td>
</tr>
<tr>
<td>$T$</td>
<td>Time duration for re-scaling the computing capacity</td>
</tr>
<tr>
<td>$k$</td>
<td>Index number for capacity scaling, $k = 0, 1, 2, ...$</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of samples for learning PDF</td>
</tr>
<tr>
<td>$X_{t}^{l}$</td>
<td>Arriving chunk number of live content at $t$</td>
</tr>
<tr>
<td>$X_{t}^{d}$</td>
<td>Arriving chunk number of VoD content at $t$</td>
</tr>
<tr>
<td>$C_{kT}$</td>
<td>System computing capacity from $kT$ to $(k+1)T − 1$</td>
</tr>
<tr>
<td>$\delta^{l}$</td>
<td>QoS loss bound for live content</td>
</tr>
<tr>
<td>$\delta^{d}$</td>
<td>QoS loss bound for VoD content</td>
</tr>
<tr>
<td>$L_{t}$</td>
<td>Queue length of VoD content at beginning of $t$</td>
</tr>
<tr>
<td>$L$</td>
<td>Maximum allowed queue size</td>
</tr>
<tr>
<td>$f_{kT}^{l} (\cdot)$</td>
<td>PDF for $X_{t}^{l}$ from $kT$ to $(k+1)T − 1$</td>
</tr>
<tr>
<td>$f_{kT}^{d} (\cdot)$</td>
<td>PDF for $X_{t}^{d}$ from $kT$ to $(k+1)T − 1$</td>
</tr>
<tr>
<td>$Y_{t}$</td>
<td>Overall number of video chunks arriving at $t$</td>
</tr>
<tr>
<td>$f_{kT}^{Y} (\cdot)$</td>
<td>PDF for $Y_{t}$ from $kT$ to $(k+1)T − 1$</td>
</tr>
<tr>
<td>$K (\cdot)$</td>
<td>Kernel function for probability density estimation</td>
</tr>
<tr>
<td>$C_{kT}^{l}$</td>
<td>Minimum required capacity for live content</td>
</tr>
<tr>
<td>$C_{kT}^{d}$</td>
<td>Minimum required capacity for VoD content</td>
</tr>
</tbody>
</table>
7.2.2.1 Content Arrival Model

We denote the numbers of arriving video chunks for live content and VoD content at time slot $t$ as $X^l_t$ and $X^d_t$, respectively. As illustrated in Fig. 7.2, the average arrival rate is non-homogeneous and varying over different time of a day. However, the arrival distribution is semi-static over a short period, e.g., one hour in Fig. 7.2. We neglect the changing of the arrival distribution over the short period, and assume the arrival distribution is stationary over the $T$-size window, and $X^l_t$ and $X^d_t$ are independent and identically distributed (i.i.d.) over the $T$ time slots.

7.2.2.2 Computing Capacity Model

The system maintains many servers for encoding videos into multiple representations. It can scale the computing capacity dynamically by turning some encoding servers on/off every $T$ time slots. We represent the computing capacity of the encoding cluster as the maximum number of video chunks that can be encoded during a time slot. We denote the overall computing capacity of the system at time $t$ as $C_kT$, where $k = \lfloor t/T \rfloor$.

---

1The dataset used in this illustration is the same as the one used in the experiment.
7.2.2.3 Statistical QoS Model

Live content must be encoded in real-time to be delivered to viewers without large delays. To ensure that live content can be encoded in real-time, we must guarantee the overall computing capacity of encoding servers is sufficient for encoding the arriving live content during each time slot. Note that, live content is processed in high priority, and it can preempt the computing resource of VoD content. Therefore, the resource consumption of VoD content is transparent to live content. We have the following inequality for determining the minimum required capacity to guarantee the QoS of encoding live content in each time slot

\[ P(X_t^l > C_{kT}) < \delta^l, \quad k = \lfloor t/T \rfloor, \]  

(7.1)

where \( \delta^l \) is the QoS loss bound for live content, i.e., the maximum acceptable probability of the resource demand for encoding live content exceeds the computing capacity.

VoD content is tolerant to encoding delay and does not need to be encoded in real-time. In our design, VoD content can be temporally cached in the queue and ingested into servers for encoding when leftover computing capacity is available. The queue dynamic can be written as follow,

\[ L_t = \max(L_{t-1} + X_{t-1}^d + X_{t-1}^l - C_{kT}, 0), \]  

(7.2)

where \( L_t \) is the queue length of VoD content at the beginning of time \( t \). The instability of the queue will incur excessive processing delay for VoD content, which will deteriorate the QoS of encoding VoD content. Thus, to stabilize the queue and keep it not overflowed by the pending VoD content, we ensure that the probability of the pending video chunk number exceeds the queue size at each time \( t \) is within a threshold,

\[ P(L_t > L) < \delta^d, \]  

(7.3)

where \( L \) is the queue size and \( \delta^d \) is the QoS loss bound for VoD content. The queue overflow probability for VoD content should be less than the QoS loss bound \( \delta^d \).
Figure 7.3: An illustration of determining the minimum required capacity.

7.2.3 Formulation

At each time slot $t = 0, T, ..., kT, ...$, the system determines the minimum required computing capacity for encoding, $C_{kT}$, by observing the current content arrival distribution. The aim is to satisfy the heterogeneous QoS requirement of encoding live content and VoD content while minimizing the provisioned computing resources. As illustrated in Fig. 7.3, we need to determine $C_{kT}$ by ensuring that the delay probability for live content due to resource under-provisioning is within $\delta_l$. Meanwhile, VoD content is scheduled for encoding in low priority and it only utilizes leftover capacity for encoding. Therefore, we also need to determine $C_{kT}$ by ensuring that the leftover capacity is enough to guarantee the QoS for VoD content. We can present the problem mathematically as follow,

$$\min C_{kT},$$

s.t.  
$$P(X_t > C_{kT}) < \delta_l,$$  
$$P(L_t > L) < \delta_d,$$

where $k = [t/T]$ and $t \in [kT, (k + 1)T)$, and $C_{kT}$ is the computing capacity of the encoding servers during the time from $kT$ to $(k + 1)T - 1$. Constraint (8.9) ensures that the QoS loss probability for encoding live content during each time slot is less than $\delta_l$. Constraint (8.8) ensures that the QoS loss probability for encoding VoD content during each time slot is less than $\delta_d$. Intuitively, given a higher QoS requirement for encoding,
namely, the smaller values of $\delta^l$ and $\delta^d$, the system needs to provision more computing resource to guarantee that the QoS loss probabilities are within the bounds under the uncertainty of time-varying workloads.

### 7.3 Algorithm Design

In this section, we present the algorithm design for QDLCoding scheme. We first present kernel density estimation for learning content arrival distributions, and then introduce the method for determining the minimum required capacity with guaranteed QoS. Finally, we present the online algorithm.

#### 7.3.1 Learning Content Arrival Distribution

To determine the minimum required capacity with guaranteed QoS, we first need to obtain the probability density functions (PDF) for the number of arriving video chunks during each time slot. Since we assume that the distributions of $X^l_t$ and $X^d_t$ are i.i.d. over $T$ time slots, the density of $X^l_t$ and $X^d_t$ can be considered as stationary over $T$ time slots. We denote the PDFs for $X^l_t$ and $X^d_t$ at time slot $t$ as $f_{kT}^l(\cdot)$ and $f_{kT}^d(\cdot)$, respectively, where $k = \lfloor t/T \rfloor$.

The system makes $n$ samples of the video chunk arrival rates before time slot $kT$. Each sample contains the numbers of arriving video chunks for live content and VoD content during a time slot. Let $x^l_i$ and $x^d_i$ be the number of arriving video chunks for live content and VoD content at the $i$-th sampling, respectively. We aim to learn the PDFs, $f_{kT}^l(\cdot)$ and $f_{kT}^d(\cdot)$, using the samples. To do this, we adopt kernel density estimation (KDE) [91] for learning $f_{kT}^l(\cdot)$ and $f_{kT}^d(\cdot)$. The kernel density estimator is given as follow,

$$f_{kT}^r(x^r) = \frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{x^r - x^r_i}{h}\right), r \in \{l, d\},$$

(7.7)

where $K$ is the kernel function, $h$ is a smoothing parameter, $r$ is the content type, and $x^r$ is a random variable denoting the number of arriving video chunks of type $r$ during a time slot. Some other approaches can also be adopted to estimate PDF, because our main research focus is not to develop algorithms for estimating PDF, we neglect the discussions on alternative PDF estimation methods.
We also need to derive the PDF for the overall number of arriving video chunks of live content and VoD content for our analysis. Let the overall number of the video chunks arriving at time \( t \) be \( Y_t \), i.e., \( Y_t = X^d_t + X^l_t \). We denote the PDF for \( Y_t \) as \( f_{Y_t}(\cdot) \), where \( k = \lfloor t/T \rfloor \). With the learnt \( f_{l_t}(\cdot) \) and \( f_{d_t}(\cdot) \), we can derive the PDF for \( Y_t \) as follow,

\[
f_{Y_t}(y) = \int_0^\infty f_{l_t}(x) f_{d_t}(y - x) dx,
\]

which is the convolution of the two separate density functions.

### 7.3.2 Guaranteeing QoS for Live Content

With the QDLCoding scheme, live content is encoded in high priority, and it can interrupt the encoding of VoD content. As such, the system only encodes VoD content when leftover capacity is available. Therefore, we can point out that the resource consumption of VoD content will not affect the QoS of live content. For live content, however, if the number of arriving video chunks during a time slot is larger than the current capacity, it will incur delays during this time slot. In conclusion, to guarantee that the QoS loss probability for live content is within the QoS loss bound, we can determine the minimum required capacity for live content as follow

\[
C_{l_t} = \inf_{c>0} \left( \int_0^\infty f_{kT}(x) dx \leq \delta_l \right),
\]

where \( C_{l_t} \) is the minimum required capacity to guarantee the QoS for live content. We illustrate the physical meaning of \( C_{l_t} \) in Fig. 7.4. The video chunk arrival rates in the red area of Fig. 7.4 exceed the current computing capacity, and will incur QoS loss. We must ensure that the probability of that the arriving live video chunk number during a time slot, \( X^l_t \), exceeds the current computing capacity, \( C_{l_t} \), is less than \( \delta_l \).

In a real online video service, the variance of \( X^l_t \) can be very large. Due to the stringent QoS requirement of live content, however, we need to consider the maximum possible values of \( X^l_t \) for provisioning the resources. This will lead to resource wastage if the resources are only provisioned for encoding live content, since the average resource utilization is low. Therefore, it provides us with an intuition to consider utilizing the leftover capacity for encoding VoD content.
7.3.3 Guaranteeing QoS for VoD Content

In the following steps, we will consider how to determine the minimum required capacity while taking the resource consumption of VoD content and the queue overflow probability into considerations. We first rewrite the queue dynamic using the notation of $Y_t$, and make the following deduction

$$L_t = \max(L_{t-1} + Y_{t-1} - C_{kT}, 0) \quad \text{and} \quad L_{t-1} = \max(L_{t-2} + Y_{t-2} - C_{kT}, 0) \Rightarrow$$

$$L_t = \max(L_{t-2} + Y_{t-2} + Y_{t-1} - 2C_{kT}, Y_{t-1} - C_{kT}, 0).$$

Because the queue is ensured to be stable during each time slot for guaranteeing QoS, we can assume the queue is in steady state at each time slot $kT$, $k = 0, 1, 2, \ldots$. We ignore the impact of the initial queue length at the beginning of $kT$ by assuming it to be zero. Using the method in Eq. (7.10) by backward recursion, we can write the queue length at $t$ as,

$$L_t = \max_{1 \leq \tau \leq t-kT} \left( \sum_{t'=1}^{\tau} (Y_{t-t'} - C_{kT}), 0 \right),$$

where $kT < t < (k+1)T$ and $C_{kT}$ is the computing capacity provisioned at the beginning of time slot $kT$. 

Figure 7.4: Minimum required capacity for guaranteeing the QoS of live content.
Given the distribution of $Y_i$, where $kT \leq t < (k+1)T$, our objective is to determine the minimum required capacity, $C_{kT}$, so that the probability of that the number of pending video chunks in the queue exceeds the maximum allowed queue length is below the QoS loss bound for VoD content. Because $Y_i$ is identically distributed over each time slot from $kT$ to $(k+1)T - 1$, we can therefore rewrite $L_t$ as follow, which is equal to Eq. (7.11) in the distributional sense,

$$L_t = \max_{kT \leq \tau \leq t} (\sum_{t'=kT}^{\tau} (Y_{t'} - C_{kT}), 0),$$

(7.12)

where $kT < t < (k+1)T$. Because $T$ is large compared to the duration of one time slot, we approximate Eq. (7.12) by analyzing $T\tilde{o}\infty$, which is the steady state. Constraint (8.8), which is to ensure that the queue overflow probability in each time slot is within the QoS loss bound $\delta^d$, can be rewritten as

$$P(\max_{\tau \geq kT} \sum_{t=kT}^{\tau} (Y_i - C_{kT}) \geq L) < \delta^d.$$

(7.13)

The above equation is the Loynes’ formula [70]. We have the following theorem for determining the minimum required capacity for guaranteeing that the queue overflow probability in each time slot is within the QoS loss bound for VoD content.

**Theorem 7.1** Given the distribution of the i.i.d. sequence $Y_i$, the maximum allowed queue size, $L$, and the QoS loss bound for VoD content, $\delta^d$, the minimum required computing capacity for guaranteeing that the queue overflow probability in each time slot is within the QoS loss bound can be calculated as

$$C_{kT}^d = -\frac{L}{\log \delta^d} \log M(\theta^*),$$

(7.14)

where $C_{kT}^d$ is the required capacity, and

$$\theta^* = \frac{1}{L} \log \frac{1}{\delta^d}, \quad M(\theta^*) = \mathbb{E}(\exp(\theta^* Y_i)).$$

(7.15)

**Proof:** Please refer to the appendix for details.
7.3.4 Determining Overall Minimum Required Capacity

We aim to determine the minimum required computing capacity for guaranteeing that the QoS loss probabilities for the two types of content are within the QoS loss bounds. We can first determine $C_{kt}^l$ and $C_{kt}^d$ separately, which are the minimum required capacity for guaranteeing the QoS of live content and VoD content, respectively. If $C_{kt}^l$ is larger than $C_{kt}^d$, this means the leftover capacity for encoding live content is enough to guarantee the QoS of VoD content. In contrast, if $C_{kt}^d$ is larger than $C_{kt}^l$, this means the system needs to provision some extra capacity for guaranteeing the QoS of VoD content, namely, for ensuring the queue overflow probability is within the bound. Hence, the overall minimum required computing capacity can be calculated as follow.

**Theorem 7.2** The minimum required capacity for guaranteeing the QoS of encoding live content and VoD content is

$$C_{kt} = \max\{C_{kt}^l, C_{kt}^d\}.$$  \hfill (7.16)

**Proof:** Please refer to the appendix for details. The stringent QoS requirement of live content requires the system to aggressively provision resource under the uncertainty of time-varying workloads to avoid QoS loss. This will lead to resource over-provisioning and low average utilization. Our proposed method provisions the resource by jointly considering the heterogeneous QoS requirements of the two types of content. The leftover capacity for live content can be utilized by VoD content, therefore, it can improve the resource utilization and reduce the overall required capacity, compared with provisioning the capacity for them separately.

7.3.5 Online Algorithm for Capacity Scaling

The mechanism of QDLCoding scheme consists of two parts: 1) at each time slot $t$, the priority scheduling discipline ensures that live content is scheduled for encoding in high priority, while VoD content is only scheduled for encoding whenever leftover capacity is available; 2) at each time slot $kT$, the system scales the computing capacity according to the newly observed content arrival distributions. The online algorithm for capacity scaling is conducted as follows:
**Estimation:** The system observes the number of arriving video chunks at each time slot $t$. It uses the last $n$ samples measured before time slot $kT$ for estimating the content arrival distribution for live content and VoD content.

**Calculation:** Given the content arrival distributions, the system calculates the minimum required capacity for achieving the QoS requirements of live content and VoD content, and then determines the overall minimum required capacity.

**Scaling:** The system scales its computing capacity to fit the required capacity by turning some servers on or off at time slot $kT$. The computing capacity of each server can be obtained by empirical measurements. We assume this information is known in our work. The details of the online algorithm for capacity scaling are illustrated in Algorithm 7.

The online algorithm is easy for implementation, and the algorithm complexity is $O(n)$, where $n$ is the number of steps. The algorithm complexity is not affected by the system size.

### 7.3.6 Practical Consideration

**Priority scheduling:** To make VoD content to be completely invisible to live content and do not affect the QoS of live content in any way, one approach is to adopt the preemptive resume priority discipline. Another approach is to segment the videos into smaller chunks (e.g., 2 seconds), so that the encoding time of a video chunk is small. In this case, it can be approximated as preemptive priority discipline.

**QoS loss bound:** The QoS loss bounds should be set as relative small values (e.g., 1%) for guaranteeing the service quality. If the QoS loss bounds are set as large values (e.g., > 50%), the live content cannot be encoded in real time, and the system will be not stable. To ensure that the queue is stable for VoD content, we need to ensure that the time-average processing capacity is larger than the time-average workloads.

### 7.4 Performance Evaluation

In this section, we first present the experiment settings and datasets, and then evaluate the performance of our method.
## Algorithm 7 Online Algorithm for Capacity Scaling

**Input:**
- $\delta^l, \delta^d, T$: QoS loss bounds, scaling period
- $L$: Maximum allowed queue size
- $n$: Number of samples for PDF estimation

**Output:** Minimum required capacity, $C_{kT}$, $k = 1, 2, ...$

1: Set $t$ as the current time.
2: **while** the system is in service **do**
3: \quad $t \leftarrow t + 1$
4: \quad Schedule the encoding workload for live content and VoD content using the priority discipline.
5: \quad **if** $t = kT$, $k = 1, 2, ...$ **then**
6: \quad \quad Estimate $f_{kT}^l(\cdot)$ and $f_{kT}^d(\cdot)$ using the number of arriving video chunks at time $kT - 1, ..., kT - n$ with KDE, and calculate $f_{kT}^Y(\cdot)$ with Eq. (7.8).
7: \quad \quad Calculate $C_{kT}^l$ with Eq. (7.9), $C_{kT}^d$ with Eq. (7.14), and determine $C_{kT}$ with Eq. (7.16).
8: \quad \quad Scale the computing capacity to fit $C_{kT}$.
9: \quad **end if**
10: **end while**
7.4.1 Experiment Settings

The duration of each time slot is two seconds, and $T$ is set to 900, i.e., the system scales its computing capacity every half an hour. The system uses the video chunk arrival rates in the past 300 time slots for estimating the PDFs, and the estimation is based on the normal kernel function. The default queue size for VoD content is 475.

7.4.2 Dataset Description

We adopt two public-available datasets to evaluate the performance of our proposed method. We use the TCP packet arrival information in the dataset of LBL-TCP-3 [5] and DEC-PKT [2] for simulating the video chunk arrivals in our system. LBL-TCP-3 contains two hours’ wide-area TCP traffic between the Lawrence Berkeley Laboratory and the rest of the world, and DEC-PKT contains 4 hour-long traces of all wide-area packets between Digital Equipment Corporation and the rest of the world. Each of the TCP packets in the dataset corresponds to an incoming video chunk in our system. We use different parts of the data for simulating the arrivals of the video chunks of live content and VoD content.

7.4.3 Performance Metrics

We consider the following metrics for evaluating the performance of our proposed method.

Computing capacity: We represent the computing capacity of the encoding cluster as the maximum number of video chunks that can be processed during a time slot. In this work, we focus on analyzing the overall required capacity while neglecting the detailed information of each server.

Resource utilization ratio: We calculate the resource utilization ratio as the number of video chunks that are actually processed during $T$ time slots divided by the maximum number of video chunks that can be processed. It represents the percentage of the resources that are actually utilized.

Processing delay: It is the waiting time for a video chunk to be processed after arriving in the system.
7.4.4 Impact of QoS Loss Bound

We first evaluate the impact of the QoS loss bounds, $\delta_l$ and $\delta_d$, on the required computing capacity and resource utilization ratio for live content and VoD content. The required capacity for live content over $T$ time slots under different QoS loss bounds is illustrated in Fig. 7.5(a). We can observe that the live content requires more computing capacity with smaller QoS loss bounds, because it needs to provision the resource according to the estimated peak loads to reduce delay probability. This will induce resource over-provisioning on the average cases. As illustrated in Fig. 7.5(b) and 7.5(c), the resource utilization ratio will drop sharply with the smaller QoS loss bounds; the number of delayed video chunks for live content during each time slot and the frequency of delay

Figure 7.5: Impact of QoS loss bound for live content.
events will become smaller. We evaluate the impact of the QoS loss bound for VoD content on the required capacity in Fig. 7.6(a). Note that we do not consider the QoS for live content in this part. We can observe in Fig. 7.6(a) and 7.6(b) that the required computing capacity will increase with smaller QoS loss bound for VoD content, and the resource utilization ratio will drop. As illustrated in Fig. 7.6(c), the queue length for VoD content may change dramatically when the QoS loss bound is loose, and this may incur excessive delays for VoD content.
7.4.5 Impact of Queue Size

Our method requires to set the queue size, $L$, for VoD content, and we evaluate the impact of queue size on the system performance in this part. Given the video content arrival distribution and the computing capacity, the queue overflow probability will become higher with a smaller queue size, this is because the queue is more sensitive to the variation of the content arrival rates with a smaller queue size. Similarly, given the QoS loss bound for VoD content, and with a smaller queue size, it requires more computing capacity to guarantee that the queue overflow probability is within the QoS loss bound, and this is verified in Fig. 7.7(a).

Given the QoS loss bound for VoD content, the resource utilization ratio will be higher with a larger queue size. Particularly, the resource utilization ratio will tend to 100% if the queue size is large (e.g., $L=1425$), and we verify it in Fig. 7.7(b). This is because the queue overflow probability is very small with a large queue size, and thus, it only requires the capacity to meet the average workloads for maintaining queue stability, and therefore the capacity can be fully utilized. However, the queue length for VoD content can be excessive large in this case, as illustrated in Fig. 7.7(c), and this will incur excessive encoding delays for VoD content.

7.4.6 Performance Comparison

We first compare the performance of our method with the following baselines: 1) Mean Scheme: it determines the required capacity for live content and VoD content separately according to their estimated mean arrival rates. 2) Instant Scheme: it encodes live content and VoD content in real-time with a same QoS loss bound, i.e, both are treated equally as real-time encoding. We can observe in Fig. 7.8(a) and 7.8(b) that Mean Scheme requires less capacity and can achieve nearly 100% of resource utilization. This is because it provisions the capacity according to the mean arrival rates without considering delays. Thus, the processing delay for live content and VoD content is large, as verified in Fig. 7.8(c) and 7.8(d). This cannot meet the QoS requirements in a real service. In contrast, Instant Scheme encodes both of the content in real-time, without differentiating their QoS requirements. Therefore, it requires a much higher capacity, and its resource
utilization is low. Moreover, our method can achieve a higher quality of service for live content compared with Instant Scheme, even our required capacity is smaller. As illustrated in Fig. 7.8(c), the delay for live content with our method tends to zero even when the QoS loss bounds are loose. This is because live content can preempt and occupy the full computing capacity at its peak workload, and the encoding for VoD content will be interrupted until leftover capacity is available. In Fig. 7.8(d), the delay for VoD content with our method is only slightly higher than Instant Scheme. These comparisons verify that our method can reduce the required capacity by differentiating the QoS requirements of videos.

We then compare the performance of our method with the Reactive-based scheme. The plain Reactive scheme simply sets the capacity as the instantaneous workloads. The
Reactive-based scheme used in our experiment estimates the current average encoding workload for live content and VoD content, and keeps an extra amount of capacity for guaranteeing the QoS. We evaluate the delay for live content and VoD content under varying capacity of our method and the Reactive-based scheme, and the results are illustrated in Fig. 7.9(a) and 7.9(b). We can observe that even when the capacity is small, the delay for live content with QDLCoding scheme tends to zero, much smaller than the Reactive-based scheme. The delay for the VoD content is also smaller than the Reactive-based scheme. This is because the Reactive-based scheme provisions the capacity for live content and VoD content separately, which leads to low resource utilization. With our method, live content can occupy the entire capacity for reducing delays at peak workloads; VoD content can fully utilize the leftover capacity of live content to reduce
resource wastage when the arrival rate of the live content is low.

7.5 Conclusion

We propose the QDLCoding scheme for encoding online videos with a minimum required computing capacity. We first design a statistical QoS model to differentiate the heterogeneous QoS requirements of live content and VoD content. Each type of the content is prescribed with a QoS loss bound, and we aim to minimize the overall required capacity while ensuring that the QoS loss probabilities of the two types of content are within their bounds. We design a priority scheduling method so that VoD content can utilize leftover capacity to improve resource utilization, and live content can occupy the full computing capacity at its peak workloads to reduce delays. We design an online algorithm for online capacity scaling. Our method can minimize the required capacity for encoding and control the likelihood of QoS loss precisely. In the future work, we will consider implementing the system and evaluate the performance in a real system.
Chapter 8

Improving QoE with Interest-Aware Rate Adaptation

8.1 Introduction

Video content dominates Internet traffic, accounting for more than 70% of North American downstream traffic at peak time in 2015 [89]. By 2020, nearly a million minutes of video content will cross the network in every second [52]. However, limited network capacity, unstable bandwidth, and diverse viewing devices inherently deteriorate viewing experiences [112], which has posed a great challenge to meet the growing demand of video consumption with satisfying QoE. ABR is the current de facto solution to address this challenge for improving QoE under varying bandwidth [96]. With ABR, each video is encoded into multiple representations in different bitrates [40, 128], and a client can dynamically select bitrates according to network conditions to maximize QoE.

Many rate adaptation approaches have been proposed for ABR to improve QoE. One line of research studied the Quality of Service (QoS) of the streaming system for rate adaptation. This line of research (e.g., [51], [94], [121], [118], [56], [100], [66], [20]) mainly considers bandwidth and buffer occupancy to select bitrates. The buffer-based approaches (e.g., [51, 94]) select bitrates according to the current buffer occupancy. The rate-based approaches (e.g., [53, 92]) select bitrates according to the predicted bandwidth. Several other approaches (e.g., [118, 121]) jointly consider the bandwidth and buffer occupancy for rate adaptation. This line of research is semantics-agnostic. However, viewer interest is greatly influenced by video semantics, and a viewer may have different degrees of interest on different parts of a video. The viewer interested parts of a video
can draw more visual attention [46], leading to that different parts of a video have different visual importance. These approaches, however, treat each part of a video equally, neglecting the varying visual importance over a video session and resulting in a semantic gap.

Another line of research (e.g., [29] [34] [116] [106] [45]) studied the adaptive object-based encoding and streaming for improving QoE under limited network capacity. When a viewer views a scene, the visual attention of the viewer is usually subconsciously drawn on certain visually important objects or regions which stand out from the background [26]. The corresponding objects or regions in a video frame can be encoded or streamed in a higher quality to improve the perceptual video quality. The visually unimportant areas can be encoded or streamed in a lower quality to avoid the wastage of bitrate budgets [26]. In this way, it can improve the perceptual video quality by varying the bitrate spatially across a frame. This line of research mainly considered the subconscious human visual attention on different parts of a frame for allocating bitrate budgets for improving QoE. On the other hand, the visual attention of a viewer is also influenced by viewer interest, and the viewer interested parts of a video can draw more visual attention [58, 122]. The viewer interest on video content is influenced by video semantics [133], yet these factors are not considered in these works.

To narrow the semantic gap in video streaming, a promising approach for improving QoE is to temporally allocate more bitrate budgets to the viewer interested parts of a video by reserving some bitrate budgets of the viewer less interested parts of a video. This strategy, however, also faces the challenge of the uncertainty of time-varying bandwidth. Thus, a natural question to ask is: how to allocate bitrate budgets over a video session under time-varying bandwidth while taking into account viewer interest to maximize QoE?

As an exploratory study, we propose an interest-aware rate adaptation approach for ABR to improve QoE. With this strategy, the video player should “understand” video semantics and the viewer interest on video content. To this end, we adopt a deep learning architecture, GoogLeNet, to recognize scenes in a video. We adopt the TF-IDF method [15] to infer the degrees of viewer interest on different scenes by analyzing the semantics of a viewer’s watched videos. The information of bandwidth, buffer occupancy, and viewer
interest is integrated into the MPC framework to determine the appropriate bitrate for maximizing QoE.

We design a client-side solution and a server-support solution. With the client-side solution, the video player can recognize the scenes of video content on the fly. The client-side solution is compatible with DASH, without requirements of additional changes on servers. The server-support solution preprocesses videos on the server. The video player can use the prefetched scene information rate adaptation. The server-support solution can support diverse viewing devices. We implement the real system and conduct extensive experiments to evaluate the performance. The experiment results demonstrate that our method can achieve a higher QoE compared with existing semantics-agnostic approaches. The main contributions of this work are summarized as follows.

• We propose an interest-aware rate adaptation approach for ABR. The proposed method can select bitrates for maximizing QoE by taking into account an individual viewer’s interest on video content.

• We adopt the TF-IDF method to statistically infer a viewer’s degrees of interest on video content, and integrate the information of bandwidth, buffer occupancy, and viewer interest into the MPC framework to select appropriate bitrates for maximizing QoE.

• We implement the interest-aware DASH video player and a real-time scene recognition deep network on Android, and conduct extensive experiments in a real environment to evaluate the performance of our method.

The rest of this chapter is organized as follows. Sec. 8.2 presents the system design of our interest-aware video player. Sec. 8.3 introduces the system models and the problem formulation for the interest-aware rate adaptation. Sec. 8.4 presents the online algorithm design for rate adaptation. Sec. 8.5 illustrates the system implementation. Sec. 8.6 evaluates the performance of our proposed method. Sec. 8.7 concludes our this chapter.
8.2 System Design

Fig. 8.1 depicts the design of the proposed interest-aware video player, which can analyze the semantics of video content and the viewer interest for rate adaptation. It consists of the following modules for rate adaptation.

**Semantics Analysis:** The scene is high-level video semantics which can summarize what appear in a video frame. This module recognizes the scene semantics of a video chunk for viewer interest analysis. When the viewer starts to watch a video, this module will read the video chunks buffered in the video player, and one key frame (i.e., I frame) will be extracted from a video chunk for scene recognition. The scene of an extracted video frame will be recognized by GoogLeNet to represent the scene semantics of the video chunk. The scene semantics will be kept as viewing history to analyze the viewer’s interest on different video content.

**Viewer Interest Analysis:** This module infers the degrees of the viewer’s interest on recognized scenes by analyzing the frequency of each scene in the viewer’s viewing history with the TF-IDF method. Statistically, if a certain scene has a higher frequency in the viewer’s viewing history than in the whole video library, the viewer may show more interest on this type of video content and watch it more frequently.

**Bandwidth Prediction:** This module measures the bandwidth when the video player downloads a video chunk, and it predicts the future bandwidth for rate adaptation.

**Rate Adaptation:** This module selects the appropriate bitrates for the requested video chunks by combining the information of bandwidth, buffer occupancy, and viewer interest.
8.3 System Model

This section introduces the system models and the problem formulation for the interest-aware rate adaptation.

8.3.1 Video Representation

A source video will be encoded into multiple representations in different bitrates, and each representation will be segmented into multi-second equal-duration video chunks. We denote the set of available bitrates as $B$, and the duration of each video chunk as $T$. We assume that each representation has $K$ video chunks. During a video session, the video player can dynamically select bitrates for rate adaptation. We denote the selected bitrate for the $k$-th video chunk as $b_k$.

8.3.2 Video Semantics Analysis

To achieve interest-aware rate adaptation, high-level video semantics is required to understand video content and analyze viewer interest. Many features can reflect the semantics of video content to some degree, for instance, the visual objects in a video frame, scenes, video tags, etc. Compared with other features, scene semantics can provide a high-level understanding of a video frame. The scene consists of the visual objects and the environment in a video frame, and the scene of a video frame can be used to understand the content. Thus, we adopt scene semantics for analysis in this work.

As an example illustrated in Fig. 8.2, it can be recognized from the scenes of the videos that Viewer A watched talk shows and news, and Viewer B watched dance and concert. We can further infer the degrees of the viewer’s interest on different video content based on the frequency of each scene in the viewer’s viewing history. The scene semantics is relative invariant over a short time and the duration of each video chunk is short, therefore, we extract one key frame from each video chunk for scene recognition. Let the vocabulary of the scenes be $E$, $e_i \in E$, where $e_i$ is a scene category. Each extracted key frame will be classified into a scene category.
8.3.3 Viewer Interest Analysis

To analyze the degrees of the viewer’s interest on different video content, one common approach is explicit ratings, which require a viewer to explicitly rate many videos. However, the rating can only reflect a viewer’s opinion on a whole video, and it is hard to obtain a viewer’s opinion on each part of a video with this method. To address this challenge, we adopt the TF-IDF method to implicitly infer the degrees of the viewer’s interest on the recognized scenes according to the viewer’s viewing history. If the viewer likes some types of video content, the viewer will view this type of video content more frequently than others, and the corresponding scenes will appear more frequently in the viewer’s viewing history. As such, if some scenes appear more frequently in the viewer’s viewing history than in the global video library, the viewer may show more interest on this type of video content.

To evaluate the degrees of the viewer’s interest on different scenes, we first count the frequency of each type of scene in the viewer’s viewing history. For scene $e_i$, we denote its frequency in the viewer’s viewing history as $u_i$. Some types of scenes may appear more frequently in all videos in general, and we use the Inverse Document Frequency (IDF) to adjust the overall weight. The degree of the viewer’s interest on scene $e_i$ can be calculated by the TF-IDF method as follow,

$$d_i = -u_i \log v_i, \ 0 \leq u_i < 1, \ 0 < v_i < 1,$$

(8.1)
where \( d_i \) is the degree of the viewer’s interest on scene \( e_i \), and \( v_i \) is the global frequency of scene \( e_i \) in all videos. This method analyzes the viewer’s interest from a statistical view: the viewer favoured scenes will appear more frequently in the viewer’s viewing history than in a random selected video set.

Each extracted video frame will be classified into a scene category associated with a confidence. The key frame extracted from the \( k \)-th video chunk is denoted as \( F_k \). We assume that the recognized scene of frame \( F_k \) is \( e_i^k \), and the associated confidence is \( p_i^k \). Because the scene of a frame may not be recognized correctly, we infer the degree of the viewer’s interest on the scene while taking into account the recognition confidence. The estimated degree of the viewer’s interest on the recognized scene \( e_i^k \) can be calculated as follow,

\[
w_k = p_i^k d_i, \tag{8.2}\]

where \( w_k \) is the estimated degree of the viewer’s interest on the recognized scene \( e_i^k \). If the confidence is small, the estimated value will be smaller due to the larger recognition error. The duration of each video chunk is short (e.g., 2 seconds), we assume the scene is unchanging over a video chunk. Therefore, we also use \( w_k \) to represent the degree of the viewer’s interest on the content of the \( k \)-th video chunk.

### 8.3.4 QoE Metrics

We mathematically model the QoE metrics in this work as follows to analyze their impacts on a video session.

#### 8.3.4.1 Perceptual Video Quality

The viewer can perceive a higher video quality if a higher bitrate is selected. For the \( k \)-th video chunk, we denote the viewer’s perceived quality on the video chunk as \( Q(b_k) \), where \( b_k \) is the bitrate of the \( k \)-th video chunk and \( Q(\cdot) \) maps the bitrate to the viewer’s perceived quality. The mapping function, \( Q(\cdot) \), represents the perceived quality from an average viewer, which does not consider the difference of each individual viewer.

The viewer interested parts of a video can draw more visual attention from the viewer, and the corresponding video chunks have higher visual importance. Delivering the video
chunks that contain the viewer interested video content in a higher quality can get more rewards on QoE. We jointly model the influences of video bitrate and viewer interest on the perceptual video quality over a video session as follow,

$$P^K_1(\vec{b}) = \sum_{k=1}^{K} f(w_k)Q(b_k),$$  \hspace{1cm} (8.3)

where $\vec{b}$ is the sequence of the selected bitrates over a session, $P^K_1(\vec{b})$ is the overall perceptual video quality of the video session by taking into account viewer interest and video bitrate, and $f(\cdot)$ maps the degree of viewer interest on the video content to the visual importance of video chunk $k$. $f(\cdot)$ is an non-decreasing function. If the viewer has a higher degree of interest on the content of a video chunk, the video chunk will play a more visually important role in the video session. Allocating more bitrate budgets to the video chunks with viewer interested content will receive more QoE rewards.

8.3.4.2 Quality Variation

The time-varying bandwidth and the different degrees of the viewer’s interest on different video chunks may lead to frequent quality variations, which will increase viewer abandonment rates and degrade QoE. We impose a QoE penalty on switching bitrates to avoid frequent quality variations. The QoE penalty for the $k$-th chunk is calculated as $|Q(b_k) - Q(b_{k-1})|$, and the QoE penalty for the quality variations over a video session can be calculated as

$$V^K_1(\vec{b}) = \sum_{k=2}^{K} |Q(b_k) - Q(b_{k-1})|,$$  \hspace{1cm} (8.4)

where $V^K_1(\vec{b})$ is the overall QoE penalty incurred by quality variations over a video session.

8.3.4.3 Video Stall

Continuously selecting high bitrates during a video session may exceed the bandwidth capacity, which may incur video stalls and degrade QoE. Thus, video stalls should be considered when selecting a bitrate. We denote the buffer occupancy of the video player before downloading the $k$-th video chunk as $L_k$. The dynamics of the buffer occupancy can be modeled as

$$L_{k+1} = \min \left( \left( L_k - \frac{b_k T}{v_k} \right)_{+} + T, L_M \right),$$  \hspace{1cm} (8.5)
where \((\cdot)_+ = \max(\cdot, 0)\), \(v_k\) is the average bandwidth for downloading the \(k\)-th chunk, \(T\) is the duration of each video chunk, and \(L_M\) is the maximum buffer occupancy. The video player will start to download the next chunk immediately after finishing the current video chunk. However, if the buffer has been full, the video player needs to wait until some video chunks have been consumed by the video player, so that the buffer occupancy will not exceed the maximum allowed threshold. The overall rebuffering time can be calculated as

\[
S^K_1(\vec{b}) = \sum_{k=1}^{K} \left( \frac{b_k T}{v_k} - L_k \right)_+, \tag{8.6}
\]

where \(S^K_1(\vec{b})\) is the overall rebuffering time over a session.

### 8.3.5 Maximizing QoE

We aim to maximize the overall QoE over a video session under time-varying bandwidth while taking into account viewer interest. The problem can be formulated as Problem \(\mathcal{P}\), which jointly considers the video bitrate, viewer interest, quality variation, and rebuffering time for maximizing QoE,

\[
\mathcal{P} : \max_{\vec{b}} \quad P^K_1(\vec{b}) - \alpha V^K_1(\vec{b}) - \beta S^K_1(\vec{b}), \tag{8.7}
\]

s.t.

\[
\begin{align*}
L_1 &= 0, \tag{8.8} \\
b_k &\in \mathbb{B}, \quad k = 1, 2, \ldots, K, \tag{8.9} \\
Eq. \ (8.5), \quad k = 1, 2, \ldots, K - 1, \tag{8.10}
\end{align*}
\]

where \(\alpha\) is the weight for the penalty of quality variations, \(\beta\) is the weight for the penalty of buffering time, and \(\mathbb{B}\) is the available bitrate set. Problem \(\mathcal{P}\) strikes a tradeoff among the perceptual video quality, quality variation, and rebuffering time. If \(\alpha\) and \(\beta\) are small, the video player will tend to select higher bitrates, yet it may result in more quality variations and longer rebuffering time. If \(\alpha\) and \(\beta\) are large, the video player may keep constant at lower bitrates to avoid frequent quality variations and video stalls. Meanwhile, the video chunks that contain viewer interested video content have higher visual importance, and delivering these video chunks in a higher quality can get more QoE rewards. Thus, more bandwidth budgets will be allocated to the video chunks with higher visual importance for maximizing QoE.
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Figure 8.3: Online algorithm for rate adaptation.

8.4 Online Algorithm Design

This section presents the design of the MPC-based online algorithms for the interest-aware rate adaptation.

8.4.1 Client-Side Solution

To be compatible with the current DASH standard and video streaming systems, we first design a client-side solution for interest-aware rate adaptation. The video player recognizes the scenes of video content on the mobile device on the fly, and no server-side changes are required to support this solution. The system uncertainty with the client-side solution involves 1) the future time-varying bandwidth and 2) the changes of the viewer interest on different parts of a video. We design an online algorithm with the MPC framework [121] for rate adaptation under the uncertainty.

We illustrate the mechanism of the MPC-based online algorithm for rate adaptation in Fig. 8.3. The online algorithm selects the bitrate for the next video chunk by looking ahead $H$ horizons while taking into account the predicted information. Specifically, if video chunk $k$ is to be requested, the online algorithm will select the bitrate for the $k$-th video chunk by maximizing the overall QoE over the next $H$ video chunks. The indexes of the video chunks considered in Problem $P$ are $k, k+1, ..., K+H-1$. However, the bandwidth and the viewer interest information are unavailable for these video chunks. We need to predict the bandwidth and the viewer interest information for the next $H$ video chunks. We discuss the selection of the looking ahead horizon size in Section 8.6.4.

Prediction for bandwidth. Predicting future bandwidth is a time series prediction problem in which future values are predicted based on previous observations. The video
player can estimate the bandwidth when downloading a video chunk. To predict the bandwidth for video chunk $k$, we can use the observed bandwidth for the past $M$ video chunks (i.e., $v_{k-1}$, ..., $v_{k-M}$) as the inputs of the predictor. The relation between the prediction and the past observations can be denoted as $\hat{v}_k = \varphi(v_{k-1}, ..., v_{k-M})$, where $\hat{v}_k$ is the predicted bandwidth for video chunk $k$ and $\varphi(\cdot)$ is the prediction function. To predict the bandwidth over a time horizon, we can iteratively use the predicted bandwidth for a video chunk as the input of the predictor to predict the bandwidth for the next video chunk. For instance, the bandwidth for video chunk $k + 1$ can be predicted as $\hat{v}_{k+1} = \varphi(\hat{v}_k, ..., v_{k-M+1})$. We adopt the harmonic mean [53] of the bandwidth of the past 10 video chunks to predict the bandwidth for the next video chunk.

**Prediction for viewer interest.** With the client-side solution, another uncertainty in Problem $\mathcal{P}$ is the degrees of the viewer’s interest on the next $H$ video chunks. We adopt a simple and effective method, ARIMA model [24], to predict the degrees of the viewer’s interest on the next video chunks based on the past $N$ observations. Suppose that the scene of the $(k-1)$-th video chunk has been known, the degree of the viewer’s interest on the $k$-th video chunk can be predicted as

$$\hat{w}_k = \mu_1 w_{k-1} + \mu_2 w_{k-2} + ... + \mu_N w_{k-N}, \quad (8.11)$$

where $\mu_1, \mu_2, ..., \mu_N$ are coefficients obtained via offline learning from the viewer’s viewing history. We can use the iterative prediction method to predict over a time horizon.

**Solving Problem $\mathcal{P}$ over $H$ horizons.** With the predicted information over $H$ horizons, Problem $\mathcal{P}$ is a NP-hard deterministic combinational optimization problem. The problem needs to be frequently solved to derive the requested bitrate for each video chunk, and we must adopt a method to solve the problem efficiently to avoid delays. We adopt the table enumeration approach used in [121] to obtain the near-optimal solution. The method consists of two steps, namely, offline enumeration and online table lookup. The input parameters of Problem $\mathcal{P}$ can be seen as a state space. In the offline enumeration stage, some specific instances of the states are selected for deriving the optimal bitrates. We can adopt the CVX solver (e.g., Gurobi) to obtain the optimal solutions, and the states and the corresponding solutions are stored in a table. When the online algorithm derives the bitrate for the next video chunk, it can look up the table to find the closest state and the corresponding optimal bitrate.
**Interest-Aware Rate Adaptation.** The online algorithm selects the bitrate for the next video chunk according to the following steps. 1) Predict the bandwidth and the degrees of the viewer’s interest for the next $H$ video chunks. 2) Look up the enumeration table to obtain the optimal bitrate for the next video chunk based on the current state. 3) Request the video chunk in the selected bitrate. 4) Recognize the scene of the downloaded video chunk and calculate the viewer interest on it. The details are illustrated in Algorithm 8.

**Algorithm 8** Interest-Aware Rate Adaptation Algorithm

1: Set $k = 1$.

2: while $k \leq K$ do

3: Predict the bandwidth and viewer interest degrees on the next $H$ video chunks.

4: Observe the current buffer occupancy and the bitrate of the previous video chunk.

5: Look up the enumeration table to obtain the optimal bitrate, $b_k$, for video chunk $k$ based on current state.

6: Request video chunk $k$ with the selected bitrate, $b_k$.

7: Wait until the download for the $k$-th video chunk has been completed.

8: Recognize the scene of video chunk $k$ and calculate viewer interest degree on the recognized scene.

9: $k \leftarrow k + 1$

10: end while

**8.4.2 Server-Support Solution**

The server-support solution preprocesses videos for scene recognition on back-end servers. This solution can be adopted to support the interest-aware rate adaptation on diverse viewing devices, because some viewing devices may not support on-device scene recognition. With the server-support solution, we can extract key frames from video chunks and recognize scenes at the video preprocessing stage. The recognized scene for each video chunk and the associated recognition confidence will be manifested in the DASH Media Presentation Description (MPD) file [92] as the metadata of a video.
When a new video session is initiated, the video player requests the MPD file from the streaming server and obtains the scene information for each video chunk by parsing the MPD file. The degree of the viewer’s interest on a video chunk can be obtained by looking up the TF-IDF value of the scene and multiplying the corresponding recognition confidence. Thus, the video player can estimate the degree of the viewer’s interest on each video chunk at the start of a video session. Then, we can derive the bitrate for the next video chunk with the predicted bandwidth for the next $H$ video chunks.

8.5 Implementation

The implementation of the proposed system is illustrated in Fig. 8.4, and the details of each module are as follows.

*Video preprocessing.* We use FFmpeg to transcode videos into multiple bitrates and use MP4Box to segment videos and generate MPD files [11]. We implement the scene recognition on back-end servers with TensorFlow [12], and use the GoogLeNet for scene recognition. We use FFmpeg to extract the key frame from each video chunk in the server.

*Video streaming.* The streaming server is implemented with Apache HTTP server [42]. For server-support solution, the MPD files contain the scene information of each video. For the client-side solution, no additional changes are required at the server side. We use Linux TC to manipulate the throughput of the server according to the bandwidth traces.

*DASH video player.* We implement the DASH video player for Android based on ExoPlayer [10]. The following modules are customized in ExoPlayer. 1) Scene recognition: this module reads buffered video chunks and extracts key frames for scene recognition. The scene recognition is implemented with TensorFlow library for Android, and the network for scene recognition is GoogLeNet. 2) Viewer interest analysis: This module calculates the TF-IDF value for each scene according to the viewer viewing history. 3) Bandwidth and viewer interest prediction: this module predicts the bandwidth and viewer interest over $H$ horizons. 4) Rate adaptation: This module selects the bitrate for the next video chunk.
8.6 Evaluation

This section introduces the experiment settings and baseline methods, and presents the performance evaluation.

8.6.1 Experiment Settings and Datasets

The duration of each video chunk is 2 seconds. Each video is encoded into 9 bitrate versions, namely, 350.0kbps, 650.0kbps, 950.0kbps, 1250.0kbps, 1550.0kbps, 1850.0kbps, 2150.0kbps, 2450.0kbps, 2750.0kbps. The looking ahead horizons (H) is 5 video chunks. The default value for $\alpha$ is 1 and $\beta$ is 3000. We assume $Q(\cdot)$ is an identity function, and $f(\cdot)$ linearly maps the viewer interest degree into 5 levels and the visual importance ranges from 1 to 5. The mobile phone used for our experiment is Samsung Galaxy S7.

We adopt the mobile bandwidth dataset introduced in [88] as the bandwidth traces. The test videos are downloaded from YouTube. To measure the globe frequency of each scene, we randomly select 10000 videos in YouTube and extract a frame every 2 seconds for scene recognition to calculate the frequency of each scene. We collect the YouTube viewing history from 20 viewers to calculate the TF-IDF value of each scene for each viewer. The duration of each test video is truncated to 10 minutes. The training dataset for scene recognition is Places2 [130]. We select 154 scene categories for training, and the recognition precision is 68.1%. The recognition time for a frame on the mobile phone is 200ms.
Table 8.1: The average performance per video session.

<table>
<thead>
<tr>
<th></th>
<th>RBA</th>
<th>BBA</th>
<th>Plain-MPC</th>
<th>Server-IAA</th>
<th>Client-IAA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Rebuffering Time (s)</td>
<td>6.5380</td>
<td>9.2100</td>
<td>3.8580</td>
<td>4.0380</td>
<td>4.1860</td>
</tr>
<tr>
<td>Average Bitrate (kbps)</td>
<td>1182.9</td>
<td>1239.7</td>
<td>1211.8</td>
<td>1214.1</td>
<td>1215.2</td>
</tr>
<tr>
<td>Bitrate Variation (kbps/chunk)</td>
<td>69.540</td>
<td>74.520</td>
<td>52.120</td>
<td>56.720</td>
<td>52.300</td>
</tr>
<tr>
<td>Average QoE per Session</td>
<td>764,466</td>
<td>801,207</td>
<td>808,932</td>
<td>872,750</td>
<td>850,413</td>
</tr>
</tbody>
</table>

8.6.2 Baseline Methods

We compare our proposed client-side interest-aware approach (Client-IAA) and server-support interest-aware approach (Server-IAA) with the following baseline methods.

1) Rate-based approach (RBA): This approach always select the maximum bitrate which is less than the predicted bandwidth. The bandwidth for the next video chunk is predicted as the harmonic mean of the past 10 video chunks.

2) Buffer-based approach (BBA): This approach selects the bitrate as a function of the current buffer occupancy. We adopt the function suggested in [51], and the reservoir (r) is 5s and the cushion (c) is 20s in our experiment.

3) Plain MPC (Plain-MPC): This approach jointly considers the buffer occupancy and bandwidth for rate adaptation which is formulated as Problem $P$. However, the weights of visual importance for each video are all equal to one.

8.6.3 Objective Performance Comparison

We measure the rebuffering time, average bitrates, bitrate variations for 50 video sessions. For each video session, we randomly select a 10-minute video, a bandwidth trace, and the TF-IDF values for a viewer from the datasets. In Table 8.1, we illustrate the average rebuffering time, bitrate, bitrate variation, and QoE per video session. The average rebuffering time of our proposed Client-IAA and Server-IAA is much smaller than that
of RBA and BBA, because our method jointly considers buffer occupancy and bandwidth for rate adaptation. RBA and BBA only consider buffer occupancy or bandwidth; therefore, they incur larger rebuffering time.

The rebuffering time incurred by Client-IAA and Server-IAA is slightly higher than that of Plain-MPC. This is because that Client-IAA and Server-IAA consider the visual importance of each video chunk, which may lead to a higher weight of video quality in Eq. (8.7). The average bitrates of Client-IAA and Server-IAA are higher than RBA and slightly less than BBA. The bitrate variations of Client-IAA and Server-IAA are smaller than RBA and BBA, because RBA and BBA do not take into account the bitrate variation for rate adaptation. The changes of the visual importance of the video chunks may lead to more bitrate variations, and this leads to that the bitrate variations of Client-IAA and Server-IAA are slightly higher than that of Plain-MPC. We calculate the QoE for a video session according to Eq. (8.7). As illustrated in Table 8.1, Client-IAA and
Server-IAA can achieve higher QoE compared with other approaches, because our method considers the viewer interest and visual importance for each video chunk. Meanwhile, Server-IAA can achieve higher QoE compared with Client-IAA, because Server-IAA has the precise scene information for a video session.

We illustrate the empirical Cumulative Distribution Function (CDF) of the average bitrate, rebuffering time, and bitrate variations per video session in Fig. 8.5. As illustrated in Fig. 8.5(a), these methods have similar performances on the average bitrate over a video session. It can be observed in Fig. 8.5(b) and Fig. 8.5(c) that Client-IAA and Server-IAA show more performance advantages on rebuffering time and bitrate variation compared with RBA and BBA, and have similar performances on rebuffering time and bitrate variations compared with Plain-MPC. Therefore, introducing the weights of visual importance into the MPC framework will not degrade the performances on average bitrate, rebuffering time, and bitrate variations compared with Plain-MPC.

We refer to the 5 levels of the interest degree as UID-1, UID-2, UID-3, UID-4, UID-5, and the corresponding weights of visual importance range from 1 to 5. We illustrate the average bitrates for the 5 interest levels under different methods in Fig. 8.6. The viewer interest and video semantics are not taken into account in RBA, BBA, and Plain-MPC, therefore, the average bitrates of the video chunks with different viewer interest degrees are close to each other, and the video chunks are treated equally with these approaches. As illustrated in Fig. 8.6(b) and Fig. 8.6(c), with Client-IAA and Server-IAA, the video chunks with higher interest degrees are streamed in a higher quality on average compared with the video chunks with lower interest degrees. This verifies that our methods can allocate more bitrate budgets to the video chunks with higher interest degrees without incurring larger rebuffering time and quality variations. Thus, our proposed method is effective in managing bitrate budgets and improving the overall QoE.

### 8.6.4 Impact of Different System Settings

We measure the QoE for 10 video sessions under different system settings, and use the averaged QoE for comparison.

*Impact of looking ahead horizons.* We illustrate the impact of the looking ahead horizon on QoE in Fig. 8.7(a). Client-IAA and Server-IAA can achieve higher QoE
with a larger looking ahead horizon, because more future bandwidth and viewer interest information can be taken into account. However, the prediction error will increase with a larger prediction horizon, and the QoE will become stable or even decrease with larger prediction noise. Meanwhile, the complexity for solving the optimization problem will also increase with a larger looking ahead horizon. If the prediction horizon is infinite, the problem becomes Infinite Horizon MPC (IHMPC), however, the problem is usually too computationally intense to be solved online [36]. Compared with Client-IAA, Server-IAA can gain more improvement on QoE with larger looking ahead horizon, because Server-IAA can obtain the precise scene information without incurring prediction error.

**Impact of chunk size.** We illustrate the impact of the video chunk size on QoE in Fig. 8.7(b). The QoE for Client-IAA and Server-IAA will decrease with a larger size of video...
chunks, because the bitrate can be adjusted more frequently to adapt to the changing network condition if the size of video chunk is small. Meanwhile, one video chunk may contain multiple scenes with larger video chunk size, it is harder to capture the changes of scene semantics within a large video chunk.

### 8.6.5 User Study

To assess the subjective viewing experiences, we invited 15 volunteers for subjective evaluation. The TF-IDF values for the scenes are learnt from the videos of the volunteers’ YouTube viewing history. The test videos for each volunteer are selected from his/her viewing history. The average duration for the test videos are 5 minutes. We choose the paired comparisons technique [82] for evaluation. For each pair of tests, a volunteer is requested to watch a video for two times under a pair of rate adaptation approaches, and

(c) Votes for each method with paired comparison.

Figure 8.7: Performance evaluation.
the approach for each time is unknown to the volunteer. After a test, the volunteer is asked which video session is better or he/she is indifferent between the two video sessions. The approach of the video session preferred by the volunteer will receive a vote. Both approaches cannot receive a vote if the volunteer is indifferent. Each volunteer conducts 9 pairs of tests.

We make comparisons of the subjective viewing experiences under Server-IAA, Client-IAA, and Plain-MPC. The 3 groups of comparisons are illustrated in Fig. 8.7(c). The total number of votes for each group of comparison is 45. Server-IAA and Client-IAA receive more votes when they are compared with Plain-MPC. The results verify that the interest-aware rate adaptation approaches can improve subjective viewing experiences by taking into account viewer interest for allocating bitrate budgets. Among the 3 groups of comparisons, more volunteers are indifferent to the comparison between Server-IAA and Client-IAA, because Server-IAA and Client-IAA both adopt the interest-aware mechanism for rate adaptation. Server-IAA receives more votes than Client-IAA when they are compared with Plain-MPC. This is because Server-IAA can obtain the precise scene semantics information over a video session without incurring prediction error on estimating viewer interest, which can make Server-IAA more effective on managing bitrate budgets. For the comparison between Server-IAA and Client-IAA, Server-IAA also receives more votes than Client-IAA. This also verifies that the precise scene semantics information can improve the effectiveness of the interest-aware rate adaptation mechanism.

8.7 Conclusion

We have proposed an interest-aware rate adaptation approach to improve QoE for ABR. The proposed approach allocates bitrate budgets over a video session under time-varying bandwidth while taking into account viewer interest. We adopt the scene recognition method to analyze the scene semantics of each video chunk, followed by using the TF-IDF method to infer the viewer interest degrees on different scenes. The information of bandwidth, buffer occupancy, and the viewer interest degree is integrated into the MPC framework to derive the optimal bitrates for maximizing QoE. We have conducted extensive experiments in a real environment, and the results show that our method can
achieve a higher QoE compared with existing semantics-agnostic approaches. As the future works, we will consider more features of video content to learn viewer interest and improve the QoE for video streaming with the semantic knowledge of video content.
Chapter 9

Summary and Future Work

In this chapter, we summarize the thesis and discuss the future works on video adaptation.

9.1 Summary

In this thesis, we studied some problems for video adaptation regarding resource, QoS, and QoE management. We first studied the cost-efficient video transcoding. To reduce the operational cost for transcoding and caching the multiple representations of videos, we proposed the partial transcoding scheme by learning from user viewing patterns. We considered the practical implementation under the NFV infrastructure, and designed the virtual caching scheme, vCache, for adaptive streaming. Then, we studied the resource provisioning and QoS management for video transcoding. In this line of research, we investigated how to maximize service profit for cloud-based video transcoding service. We proposed a two-timescale optimization framework for service profit maximization by jointly considering task scheduling and resource provisioning. We studied how to dynamically provision resources under time-varying workloads to guarantee QoS requirements. We adopted the MPC framework to design an online algorithm for dynamic resource provisioning by minimizing overall cost over an finite horizon. We also designed a statistical QoS model to precisely control the probability of QoS loss while minimizing the required capacity. Finally, we studied how to improve QoE for adaptive streaming by taking into account viewer interest. We integrated the information of bandwidth, buffer occupancy, and the viewer interest degree into the MPC framework to derive the optimal bitrates for maximizing QoE. The details of each work are summarized as follows.
9.1.1 Cost-Efficient Video Transcoding

In Chapter 3, we studied the problem of cost-efficient video transcoding for adaptive streaming. We proposed a partial transcoding scheme for transcoding and caching videos, and formulated the problem as a stochastic optimization problem. We then leverage the Lyapunov optimization framework to design an online algorithm which can determine whether a video chunk should be cached or transcoded on the fly. The experiment results show that our proposed method can save 30% of the operational cost.

In Chapter 4, we considered the practical implementation of cost-efficient video transcoding for adaptive video streaming and designed the virtual caching scheme, v-Cache, under the NFV infrastructure. vCache optimizes the operational cost by making a trade-off between storage cost and computing cost based on video popularity. vCache can also dynamically provision computing resources according to transcoding workloads to ensure that transcoding delays will not affect the service quality of video streaming. vCache can be easily incorporated with current ABR solutions.

9.1.2 Resource Provisioning for Video Transcoding

In Chapter 5, we studied how to provision resources and schedule transcoding tasks to meet QoS requirements while maximizing service profit for cloud-based transcoding service. We proposed a two-timescale stochastic optimization framework for profit maximization by jointly considering resource provisioning and task scheduling under a hierarchical control architecture. We implemented an open source cloud-based video transcoding system and evaluated the performance of our proposed method in a real environment. The results demonstrate our method can reduce resource consumption while achieving a higher profit compared with baseline schemes.

In Chapter 6, we designed and implemented a video transcoding system for dynamic resource provisioning with QoS guarantee. We adopted the preemptive resume discipline for transcoding different types of videos to satisfy their different QoS requirements while improving resource utilization. We designed a MPC-based online algorithm which can intelligently provision the right amount of resources while keeping robust to prediction noise. The experiment results demonstrated that our online algorithm can achieve the QoS requirements while reducing 50% of resource consumption.
In Chapter 7, we proposed the QDLCoding scheme for encoding videos with a minimum required computing capacity. We designed a statistical QoS model to differentiate the heterogeneous QoS requirements of live content and VoD content. Each type of video content is prescribed with a QoS loss bound. We aim to minimize the overall required capacity while ensuring that the QoS loss probabilities are within the bounds. Our method can minimize the required capacity and control the likelihood of QoS loss precisely.

9.1.3 Interest-Aware Rate Adaptation

In Chapter 8, we proposed an interest-aware rate adaptation approach to improve QoE for ABR. The proposed approach allocates bitrate budgets over a video session under time-varying bandwidth while taking into account viewer interest. We adopted the scene recognition method to analyze video semantics, followed by using the TF-IDF method to infer the viewer interest degrees on different scenes. The information of bandwidth, buffer occupancy, and the viewer interest degree is integrated into the MPC framework to derive the optimal bitrates for maximizing QoE. The results show that our method can achieve a higher QoE compared with existing semantics-agnostic approaches.

9.2 Future Work

We may consider extending our work in the following aspects in our future works.

9.2.1 Context-Aware In-Network Video Transcoding

With the traditional video transcoding approaches, videos are transcoded into multiple pre-determined representations in different bitrates and resolutions before release. The transcoding parameters of each representation are commonly determined by the empirical distribution of user bandwidth. However, user viewing patterns vary for different video contents. For instance, some video contents are more frequently viewed on mobile devices, while some video contents are more frequently viewed on desktop computers. The bandwidth distribution can also be quite different in various locations or at a different time. The traditional video transcoding methods neglect the differences among users.
and video contents, and thereby transcode each video content according to the same set of transcoding parameters. The video representations transcoded under this way cannot precisely match the network conditions of the end users in a specific geographical location or at a specific time. This leads to a gap between the expected Quality of Experience (QoE) and the real user viewing experiences. To bridge this gap, we plan to develop a context-aware in-network video transcoding method to meet users’ QoE expectations while reducing the cost for adaptive streaming by learning from context information.

We plan to adopt the deep learning method to learn the transcoding parameters for each video from the context information. The input features of the deep network include the distribution of the bandwidth at the caching location of a video, the resolutions of the users viewing devices for a video, and the content type, etc. The multidimensional context information will be aggregated by the deep network, and the output of the deep network will be the recommended transcoding parameters for a video.

9.2.2 Cross-Region/-Datacenter Optimization

A video may be cached at the different regions or datacenters for reducing streaming delays. In this case, we may consider that the caching system of each region/datacenter is an instance of vCache, and each of the instances works independently. We can also design some sophisticated mechanisms so that different instances of vCache can work collaboratively. For example, when an instance of vCache receives a request for a virtually cached video chunk, the instance may request the video chunk from other instances which have the data; or the instance may offload the transcoding request to another instance which has abundant computing resources. In these cases, network delays and bandwidth consumption should also be considered.

9.2.3 Semantics-Aware Video Transcoding/Streaming

We may consider leveraging more video semantics information for improving QoE for adaptive streaming. We will adopt the deep learning approach to obtain more semantics from videos, such as the scenes, persons, objects, faces, and buildings, and analyze the semantic importance of each part of a video to the viewers. The viewer attention on video
content can be analyzed based on low-/mediate-/high-level video semantics information. With this information, we can further optimize video transcoding and streaming.

9.2.4 QoS Management with Deep Reinforcement Learning

Deep reinforcement learning is an effective approach for system control by learning from environment data. We will consider the deep reinforcement learning approach for managing resources and QoS in cloud. One promising direction is to extend the multiple-timescale MDP into multiple-timescale reinforcement learning to learn system dynamics in different timescales for making optimal control decisions.
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Appendix

.1 Proof of Lemma 3.4.1

**Proof:** Using the fact that $\max[q-b, 0]^2 \leq (q-b)^2$, we have

\[
\frac{1}{2}[F(t+1)^2 - F(t)^2] \leq \frac{(B^S(t) - \theta)^2}{2} + F(t)(B^S(t) - \theta),
\]

\[
\frac{1}{2}[G(t+1)^2 - G(t)^2] \leq \frac{(B^W(t) - \rho)^2}{2} + G(t)(B^W(t) - \rho).
\]

For a specified time slot $t$, $F(t)$ and $G(t)$ are constants and not less than zero, therefore, we can obtain

\[
\Delta(\Theta(t)) \leq \frac{1}{2}\{\mathbb{E}\{(B^S(t) - \theta)^2|\Theta(t)\}\} + \mathbb{E}\{(B^W(t) - \rho)^2|\Theta(t)\}\} + F(t)\mathbb{E}\{B^S(t)|\Theta(t)\} + G(t)\mathbb{E}\{B^W(t)|\Theta(t)\}.\]

Since that $B^S(t)$ is bounded by $F_{\text{max}}$, $B^W(t)$ is bounded by $G_{\text{max}}$, we have

\[
\frac{1}{2}[\mathbb{E}\{(B^S(t) - \theta)^2|\Theta(t)\} + \mathbb{E}\{(B^W(t) - \rho)^2|\Theta(t)\}] \leq B_1,
\]

where $B_1 \triangleq \frac{1}{2}[(F_{\text{max}} - \theta)^2 + (G_{\text{max}} - \rho)^2]$.

Thus, the Lyapunov drift satisfies the following inequation:

\[
\Delta(\Theta(t)) \leq B_1 + F(t)\mathbb{E}\{B^S(t)|\Theta(t)\} + G(t)\mathbb{E}\{B^W(t)|\Theta(t)\}.
\]
.2 Proof of Theorem 3.4.1

Proof: Since we assume the time average computing and storage consumption are within the system capacity (i.e., $\mathbb{E}\{B^S(t)\} + \epsilon \leq \theta$ and $\mathbb{E}\{B^W(t)\} + \epsilon \leq \rho$), therefore, the drift-plus-penalty satisfies

$$\triangle(\Theta(t)) + V\mathbb{E}\{O(t)|\Theta(t)\} \leq B_1 + F(t)\mathbb{E}\{(B^S(t) - \theta)|\Theta(t)\} + G(t)\mathbb{E}\{(B^W(t) - \rho)|\Theta(t)\} + V C^* \leq B_1 + V C^* - \epsilon(G(t) + F(t)),$$

where $C^*$ is the target optimal time average cost and $\epsilon$ is a constant larger than zero.

Thus, we have

$$\mathbb{E}\{L(\Theta(t + 1)) - L(\Theta(t))\} + V\mathbb{E}\{O(t)\} \leq B_1 + V C^* - \epsilon(G(t) + F(t)), \quad (1)$$

Summing Eq. (1) over $\tau \in \{0, 1, ..., T - 1\}$, we have

$$\mathbb{E}\{L(\Theta(T - 1))\} - \mathbb{E}\{L(\Theta(0))\} + V \sum_{t=0}^{T-1} \mathbb{E}\{O(t)\} \leq (B_1 + V C^*)T - \epsilon \sum_{t=0}^{T-1} \{G(t) + F(t)\} \quad (2)$$

We rearrange the terms and divide Eq. (2) by $T$. Then, when $T \to \infty$, we have

$$\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{O(t)\} \leq C^* + \frac{B_1}{V}. \quad (3)$$

Similarly, we can obtain the upper bound on the time average queue length by taking the same rationale, which are given out as follows:

$$\epsilon \sum_{t=0}^{T-1} \mathbb{E}\{G(t) + F(t)\} \leq (B_1 + V C^*)T + \mathbb{E}\{L(\Theta(0))\}, \quad (3)$$

Then, we divide Eq. (3) by $T$ and $\epsilon$,

$$\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{G(t) + F(t)\} \leq \frac{B_1 + V C^*}{\epsilon} + \frac{\mathbb{E}\{L(\Theta(0))\}}{T \epsilon}. \quad (4)$$
By taking a lim sup as $T \to \infty$, we can obtain
\[ Q \leq \frac{B_1 + V C^*}{\epsilon}. \] (5)

### .3 Proof of Proposition 5.5.1.1

We denote the remaining time to complete transcoding the current video block on VM $i$ as $y_i$. We assume that at $t_0$, the first worker becomes idle and requests a video block. The waiting time for the next video block to be requested is
\[ Y = \min\{y_1 = F, y_2, y_3, ..., y_{m_k}\} = \min\{y_2, y_3, ..., y_{m_k}\}, \]
where $y_2, y_3, ..., y_{m_k}$ are unknown and randomly within $[0, F]$. The cumulative distribution function (CDF) of the remaining time to complete transcoding the current video block on VM $i$ can be given as
\[ F_i(t) = P(y_i \leq t) = \frac{t}{F}, i \in [2, m_k], t \in [0, F]. \] (6)

Because video blocks are transcoded independently on the VMs, the CDF of $Y$ can be given as
\[ F_Y(t) = P(0 \leq Y \leq t) = 1 - P(y_2 > t, y_3 > t, ..., y_{m_k} > t) \]
\[ = 1 - P(y_2 > t)P(y_3 > t)...P(y_{m_k} > t) \]

We denoted the PDF of $Y$ as $f_Y(t)$. Hence, the expected waiting time for the next block to be requested is
\[ E\{Y\} = \int_0^F t f_Y(t) dt = \frac{F}{m_k}. \]

We can deduce that the total waiting time for the $g_i$-th video block to be requested by a worker is
\[ T_{g_i} = \frac{F}{m_k} (g_i - 1). \] (7)

The estimated completion time of the $g_i$-th video block is the sum of the waiting time and transcoding time, therefore, it is in accordance with Proposition 5.5.1.1.
.4 Proof of Proposition 5.5.1.2

We assume that the current set of pending tasks has been sequenced by the decreasing order of $P_i$. The transcoding order of task $i$ is $o_i$. If we move task $i$ from $o_i$ to $o'_i$, it can be done by iteratively interchanging task $i$ with its adjacent task until it reaches $o'_i$. Since the tasks have been sequenced in the decreasing order of $P_i$, each interchanging will incur a loss on the revenue according to Eq. (5.17). Hence, it’s optimal to schedule tasks in the decreasing order of $P_i$ for maximizing the revenue of the pending tasks.

.5 Proof of Theorem 7.1

Given the i.i.d. arrival sequence $Y_t$, $t \geq kT$, the computing capacity $C_{kT}$, the queue size $L$, and we assume $E(Y_t) < C_{kT}$ for ensuring the queue is stable, the queue overflow probability can be calculated as follow [70],

$$P(\max_{\tau \geq kT} \sum_{t=kT}^{\tau} (Y_t - C_{kT}) \geq L) \sim \exp(-\theta^*L),$$

where $\theta^* = \sup \{ \theta > 0 : M(\theta) < \exp(\theta C_{kT}) \}$, and $M(\theta)$ is moment generating function (MGF), $M(\theta) = E(\exp(\theta Y_t))$.

When $\theta = 0$, we have $M(0) = \exp(0) = 1$, and

$$M'(\theta)|_{\theta=0} = E(Y_t), \ \exp(\theta C_{kT})'|_{\theta=0} = C_{kT}. \ (9)$$

Since $E(Y_t) < C_{kT}$, there exists $\theta > 0$ for $M(\theta) < \exp(\theta C_{kT})$. If $C_{kT}$ is large enough, and $M(\theta) < \exp(\theta C_{kT})$ for any $\theta > 0$, then $\theta^* \to \infty$. In this case, the queue overflow probability is zero according to Eq. (8). If there exists $\theta > 0$ so that $M(\theta) \geq \exp(\theta C_{kT})$, the admissible range of $\theta^*$ can be calculated according to the QoS loss bound, and we have

$$\exp(-\theta^*L) \leq \delta^d_0 \theta^* \geq \frac{1}{L} \log \frac{1}{\delta d}. \ (10)$$

Since $C_{kT}$ is monotonous increasing with $\theta^*$, and $M(\theta^*) = \exp(\theta^* C)$, we can get the minimum required capacity as

$$C_{kT} = -\frac{L}{\log \delta^d} \log M(\theta^*). \ (11)$$
Appendix

.6 Proof of Theorem 7.2

We prove it in the two following cases.

Case 1: $C_{kT}^l > C_{kT}^d$. In this case, the overall required capacity is at least not smaller than $C_{kT}^l$ for guaranteeing the QoS of live content. Given the fixed arrival distribution of $Y_t$, the required capacity for guaranteeing that the queue overflow probability is within the loss bound is $C_{kT}^d$, smaller than $C_{kT}^l$. Thus, the overall minimum required capacity is $C_{kT}^l$ for supporting the QoS requirements of both content.

Case 2: $C_{kT}^l < C_{kT}^d$. In this case, the overall required capacity is at least not smaller than $C_{kT}^d$, given the arrival distribution of $Y_t$. Because VoD content is transparent to live content, $C_{kT}^d$ is also enough to support the QoS requirement of live content. In conclusion, the overall minimum required capacity is the larger one of $C_{kT}^l$ and $C_{kT}^d$. 
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