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Abstract

The increasing popularity of smart terminals and their multimedia applications, as well as social networks, leads to tremendous growth in demands for capacity and quality of service (QoS) in cellular networks. To meet these demands, multiple-input multiple-output (MIMO) wireless systems have been developed and they are now a part of current standards such as IEEE 802.11 and the fourth generation (4G) long term evolution (LTE). However, there are several challenges, i.e., spectral crisis, spectral efficiency (SE) and high energy consumption, which cannot be accommodated by current generation networks. The capacity of 4G networks with current technologies is reaching theoretical limit soon. Therefore, we focus on performance analyses and enhancement of massive MIMO system, which is considered as a potential technology for future wireless and mobile communication systems.

With massive MIMO technology, a base station (BS) is equipped with a large antenna array to serve users simultaneously over the same radio resources. The main contribution of this thesis is to investigate fundamental performance in terms of SE and energy efficiency (EE) for downlink massive MIMO systems with different precoding schemes under perfect and imperfect channel state information (CSI). In particular, in single-cell scenarios, asymptotic achievable capacities of block diagonalization (BD) precoding and BD-based with space-time block code (STBC) are analyzed. Assuming that the number of BS antennas and the number of antennas per users are large while their ratio remains bounded, the capacity expressions for these two schemes are derived. The optimal number of users and optimal length of training sequence for maximizing the SE are derived for practical implementation. For the case of single-antenna users, the SE of a massive MIMO system with signal-to-leakage-plus-noise ratio precoding scheme (SLNR-PS) is studied. By applying a realistic power consumption model, under the assumption of equal power allocation for all users, the EE maximization problem with respect to number of BS antennas, transmit power and length of training sequence is investigated. Through analysis, the optimal value of each parameter for maximizing the EE is derived when the other parameters are assumed to be known. Moreover, a closed-form expression of the
Abstract

optimal length of training sequence for maximizing SE is derived at high signal-to-noise ratio (SNR) region. Based on these expressions, an alternating optimization algorithm is used to solve the EE maximization problem. It has been shown that the SLNR-PS is lower bounded by that of the zero-forcing precoding scheme (ZF-PS). The optimum EE of SLNR-PS is obtained by a massive MIMO setup with optimal values of transmit power and training sequence. If the quality of channel estimation is low, the SLNR-PS needs to use more BS antennas to achieve the optimum EE, as compared to that with better channel qualities. In addition, under the constraints of transmit power and QoS, we also obtain an energy-efficient power allocation scheme to optimize the EE. The problem of rate profile optimization is also considered while satisfying the QoS and EE target constraints.

In multicell scenarios, the pilot contamination affects significantly the performance of massive MIMO systems. This thesis also presents a scheme, which consists of a two-layer approach of optimal tilt adaptation based on the users locations and optimal power allocation based on the game theory, to minimize the effect of pilot contamination, and hence to maximize the network sum rate. The proposed scheme has low computational complexity and it can avoid a heavy signalling exchange among base stations via backhaul links. Numerical results show that the proposed scheme outperforms the conventional fixed-downtilt systems with equal power allocation and waterfiling power allocation, respectively.

A coordinated multipoint transmission for two-tier HetNets with massive MIMO technology and practical deployment is also proposed in this thesis. The small cell base stations (SBSs) are utilized outside the inner region of macrocell base stations (MBSs) to improve the performance of macrocell edge users. Based on the stochastic geometry approach, the SE and EE of the proposed system are analyzed. The EE maximization problem is formulated and solved effectively by using the alternating optimization algorithm under the constraints of QoS, density of SBS, available number of MBS antennas and MBS transmit power. The algorithm is shown to converge quickly. The impacts of the small cell density, inner region size and massive MIMO on the network performance are explicitly examined. By approximating the interference distribution by moment matching with the Gamma distribution, the coverage probability of the two-tier Hetnet is also derived. Numerical results are provided to validate the theoretical analysis. It has been shown that the proposed scheme outperforms the conventional maximum receive power association scheme. Based on the combinational use of the small cell deployment, massive MIMO and joint transmission, it has been shown that the two-tier HetNet can provide high spectral efficiency and energy efficiency.
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Chapter 1

Introduction

One of the most successful technologies developed over the past fifty years is information and communication technology (ICT), of which wireless communication is the fastest growing segment [1]. Due to the advances of communication technologies, every aspect of human life, which includes the ability to communicate and live in both social functions and business operations, has improved significantly. Nowadays, wireless technology is an essential part of everyday life in most countries around the world. As a result, the number of wireless devices increases exponentially every year. In particular, the European Mobile Observatory reported that the annual growth of mobile broadband has been reached 92% since 2006. The Wireless World Research Forum has predicted that 7 trillion wireless devices, which run voice, data, and other applications in wireless networks, will serve around 7 billion people by 2017 [2]. The number of wireless devices connected to networks will reach 1000 times population of the world. Consequently, the demand for wireless capacity (or throughput) will always increase, however, the quantity of available spectrum will never increase. Therefore, a fundamental problem of wireless communication is how to provide an increase of capacity and achieve better reliability for given radio resources.

In wireless communications, the transmitted signals typically undergo multipath propagation
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channels characterized by scattering, reflection and refraction before they reach the receiver. There are several techniques which have been proposed to improve performance of wireless communication systems. A well-known solution is to use multiple-input multiple-output (MIMO) technique, which has been well investigated and developed over the past twenty years. The key ideas of MIMO systems are the use of multiple antennas and the ability to effectively take advantage of multipath propagation channels. Therefore, MIMO systems provide a great improvement in terms of capacity and reliability by enhancing the multiplexing and diversity gains without an additional increase in bandwidth or transmit power. They are now a part of current standards including IEEE 802.11 (WiFi), 802.16 (WiMAX), as well as the third generation (3G) and the fourth generation (4G) Long-Term Evolution (LTE) cellular networks.

Although cellular networks have been designed and optimized primarily for voice and basis multimedia applications, with the increasing popularity of smart terminals and social networks, there are several challenges which cannot be accommodated by current generation networks. For most MIMO implementations, the base stations (BSs) typically employ only a few antennas, hence the corresponding improvement in capacity of the networks is reaching theoretical limit with current technologies. Specifically, 4G LTE-Advanced standard already supports as much as 8 antennas in the downlink (DL) and 4 antennas in the uplink (UL) [3]. Another challenge of current generation networks is high energy consumption. The mobile operators have reported that over 70% of the energy consumption of wireless networks is contributed by the radio transmission part [4,5]. The increase of energy consumption leads to an increase of CO₂ emission and higher operation costs. Thus, energy-efficient design should be one of the initial requirements for next-generation wireless systems in order to minimize the environmental impact of the wireless domain, as well as reduce the operation costs [4]. While spectral efficiency metric reflects the efficient utilization of the available spectrum in terms of capacity, energy efficiency metric reflects the amount of data transmission per unit energy consumed by the system. Therefore, in this thesis, we consider spectral efficiency (SE) and energy efficiency (EE) as two main key
performance indicators for analyzing and designing future wireless communication networks.

In [5], the “big three” potential technologies for the fifth generation (5G) wireless networks have been proposed and discussed. They are massive MIMO (also called as large-scale MIMO, very large antenna systems, full-dimension MIMO), network densification and millimeter wave (mmWave) communication. Although the mmWave frequency range of 30-300 GHz can offer a huge segment of spectrum (which is still underutilized), the wireless transmission at these frequencies exhibits very different propagation characteristics, consisting of strong path loss, low diffraction around obstacles, atmospheric and rain absorption, compared to the cellular frequency bands (below 6 GHz). Moreover, the mmWave transmissions require significant changes in the hardware design, including amplifiers and transceiver architectures [5]. Therefore, in this thesis, we focus on massive MIMO and combinational use of massive MIMO and deployment of small-cells for designing the 5G wireless and mobile communication networks which are discussed in the following.

1.1 Massive MIMO

Massive MIMO is a form of multi-user MIMO (MU-MIMO) systems, in which the base station is equipped with hundreds of antennas to serve tens of users simultaneously [6, 7]. With a large antenna array, massive MIMO can scale-up all the benefits of the conventional MIMO [6,8,9]. By using massive MIMO with time-division multiplex and frequency-division multiplex via orthogonal frequency division multiplexing (OFDM), the BS can accommodate a large number of users [6]. In the time-division duplex (TDD) protocol, the channel reciprocity can be exploited to obtain channel state information (CSI). The length of training sequence is proportional to the number of users, however it is independent of the number of BS antennas. Hence, the use of additional BS antennas does not increase the feedback overhead, and it is always advantageous to increase the number of base station antennas, even when the channel
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estimation is poor and the received signal-to-interference-plus-noise ratio (SINR) is low [10]. The main advantages of massive MIMO are presented as follows:

- **Enhancing SE and EE**: By using a large number of antennas, massive MIMO system can improve multiplexing and diversity gains [7]. As a result, it can significantly increase SE and achieve good link reliability [8]. With a large antenna array, the BS can concentrate transmission power effectively with a narrow beam on small areas where the users are located. Hence, the BS can potentially reduce UL and DL transmit powers, which leads to remarkable improvement in energy efficiency [9]. This aspect provides solutions to environmental and health concerns related to mobile communications, as well as business view points.

- **Low-power and inexpensive components**: In massive MIMO systems, hundreds of low-cost amplifiers, which have output power in the milliwatt range, can be used to replace expensive ultra-linear 50 W amplifiers employed in the traditional systems [6, 8]. Hence, several expensive components can be eliminated, such as large coaxial cables.

- **Reduction of latency**: According to the beamforming techniques and law of large numbers to minimize fading dips on the radio frequency signal during operation, the fading no longer limits latency. Thus, massive MIMO is able to reduce latency significantly on the air interface [8].

- **Simplified signal processing**: When the BS has a large-scale antenna array, the effects of uncorrelated noise and small-scale fading can be eliminated with simple linear precoders and receivers [7]. Due to property of channel hardening in massive MIMO systems, the adaptive schemes for user scheduling and power control can be obtained by using the large-scale fading coefficient, instead of considering instantaneous channel realizations (i.e., both the large-scale and small-scale fading coefficients of the channel) [8]. This simplifies the
complexity of the signal processing significantly. In addition, an individual element failure of the large antenna array will not significantly affect the system performance.

Although massive MIMO has many advantages, there are a lot of research challenges which still need to be investigated. Firstly, due to the limitation of the channel coherence interval and the orthogonal pilot reuse, pilot contamination is one of the main challenges to employ massive MIMO systems in the cellular network. The issue of pilot contamination reduction will be discussed in the following Section. Secondly, new standard and designs for massive MIMO systems are required to develop because the current LTE-Advanced standard only allows as much as 8 antenna ports at the BS. Thirdly, in reality, the propagation channels can be correlated and not favourable\(^1\). To overcome these problems, the distributed antenna systems can be applied. However, the optimized signal processing techniques are also open to research.

1.2 Network Densification

It has been shown that mobile users usually stay indoors for about 80% of time \([11]\). Hence, user data demands in cellular networks occur mainly in indoor areas, while the traditional cellular architecture uses an outdoor BS in the middle of a cell coverage. The indoor coverage issue is actually challenging for large buildings such as hotels, shopping malls, and enterprise and government offices, where the transmitted signals are degraded by multiple indoor surfaces. The typical number of indoor users is large, but the quality of service (QoS) delivered to them is currently low.

A traditional approach to enhance the network performance is to make the cells smaller. Due to cell shrinking, the deployment of small-cells has numerous advantages, such as improving frequency reuse across a geographic region and reducing number of users which compete for

\(^1\)The favourable propagation means that the channel vectors between the users and the BS are nearly orthogonal when the number of BS antennas is very large \([7]\).
given radio resources at each base station [5]. In addition, the small-cells typically have lower
deployment costs, smaller transmit power and hence lower energy consumption, as compared
with that of macrocells. Therefore, by using high-speed optical fiber for backhaul signalling,
many small-cell base stations can be effectively deployed in a certain area. It implies that the
coverage and the area spectral efficiency (bit/s/Hz/m$^2$) can be significantly increased by reduc-
ing the distance between small-cell users and small-cell base stations (SBSs). This approach has
been employed in the existing wireless cellular networks including 3G and 4G LTE networks,
which essentially results in a multi-tier cellular heterogeneous network (HetNet).

1.3 Research Motivation and Objectives

1.3.1 Single-Cell Scenarios

In the single-cell DL scenarios, massive MIMO systems can adopt linear precoding schemes
with low-complexity for practical implementation consisting of matched-filtering (MF) (or max-
imal ratio transmission (MRT)), minimum mean-squared error (MMSE), zero-forcing (ZF) and
regularized ZF (RZF) precoding schemes [6,12]. In massive MIMO systems, it has been shown
that the random channel vectors between users and BS are nearly orthogonal [6]. The co-
channel interference (CCI) at users is minimized by using these schemes, thus a good capacity
performance can be achieved. However, most of prior works in the literature focused on investi-
gating performance of massive MIMO systems with common precoding schemes, single-antenna
users, or treated the extra antennas per user as the additional autonomous users if multiple
antennas were considered [13]. On the other hand, we study the performance of precoding
schemes for multiple-antenna users. In this case, block diagonalization (BD), regularized BD
(RBD) precoding schemes and their modified implementations (such as generalized ZF channel
inversion and generalized MMSE channel inversion) can be applied [14–17]. However, the RBD
precoding scheme has higher computational complexity than that of the BD precoding scheme
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(BD-PS) and its rate performance approaches to that of the BD-PS at high signal-to-noise ratio (SNR) region [15]. Therefore, this motivates us to investigate the performance of massive MIMO with BD-PS and multiple-antenna users for both cases of perfect and imperfect CSI, respectively.

To avoid solving coupled problems for optimizing SINR, the ZF beamforming is usually considered in the literature. It provides solution to eliminate the CCI at each user. Unfortunately, the ZF precoding scheme is sensitive to unmodelled interferences and other sources of distortion. On the other hand, a leakage-based beamforming has been proposed to optimize the signal-to-leakage-plus-noise ratio (SLNR) for all users simultaneously [18]. The leakage is a measure of how much signal power of a desired user leaks into the other users. The leakage-based criterion results in a decoupled optimization problem which is easy to solve. Different from the zero-forcing solution, the leakage scheme does not require any restriction on the number of BS antennas [18]. It also takes into account the influence of noise when designing the beamforming vector. Hence, motivated by the above discussions, we analyze the SE and EE of massive MIMO with SLNR precoding scheme (SLNR-PS) under perfect and imperfect CSI.

Figure 1.1: A time-shifted pilot scheme for 3 groups of cells when the length of pilot sequence is 3 symbols [19].
1.3.2 Multicell Scenarios

From practical viewpoints, the number of orthogonal pilot sequences is limited in the cellular networks. It is naturally upper bounded by the ratio of the duration of the coherence interval to the channel delay spread [8]. Hence, the available supply of orthogonal pilot sequence is easily exhausted in multicell scenarios. Due to pilot reuse in the cellular network, the channel estimate at the certain BS can be contaminated by pilots transmitted by the users in neighbouring cells. It is known as pilot contamination effect which is one of the major challenges in designing massive MIMO networks. It is a fundamental performance bottleneck, and it does not vanish even when the BS is equipped with a large number of antennas. Hence, the issue of pilot contamination reduction has been widely studied in the literature [19–23]. In particular, a time-shifted pilot scheme has been studied in [19], which uses asynchronous transmission among adjacent cells. The key idea is to divide all the cells of a cellular network into groups of cells. An example of this approach for 3 groups of cells is presented in Fig. 1.1. While users from cells in group 1 transmit their pilot sequences simultaneously, users from other two groups receive downlink data. When users in group 1 complete their pilot sequence, they start receiving downlink data and a different group starts sending pilots. To do so, it can avoid pilot contamination among users from different groups. However, it leads to mutual interferences between data and pilot. In [20], a distributed precoding scheme has been presented to reduce the inter-cell interference and the weighted sum squared error. Numerical results have been shown that the performance of the presented scheme is better than that of the conventional single-cell ZF precoding. In order to optimize the performance of users with severe pilot contamination, an adaptive pilot assignment scheme has been presented in [21]. Moreover, the blind method based on subspace partitioning in [22] can also reduce the effect of pilot contamination. This method is blind in the sense that it does not require pilot data to find the appropriate subspace. An algorithm with polynomial complexity based on singular value
decomposition (SVD) has been studied to mitigate pilot contamination without the need for coordination among cells. In [23], a coordinated approach for obtaining channel estimation has been investigated. The coordination exploits the additional second-order statistical information about the user channels. The effect of pilot contamination can be eliminated under certain conditions on the channel covariance. With a different approach, we employ three-dimensional beamforming and optimal power allocation (OPA) techniques to minimize the effect of pilot contamination for cell-edge users, and hence to maximize the network capacity.

![Figure 1.2: An example of two-tier HetNet for future next-generation networks.](image)

Despite the fact that there is no preliminary standardization for the future wireless communication systems, the combinational use of massive MIMO and HetNet has been currently considered as an effective solution to meet demands of 1000 times increase in mobile data traffic and QoS in the near future [4]. An example of a two-tier HetNet with massive MIMO is presented in Fig. 1.2. While the SBSs can be employed in indoor and cell-edge areas, the macrocell base stations (MBSs) use large number of antennas to serve outdoor users. As compared with the conventional HetNets (i.e., single-antenna BSs), the aggregate interference environment in
HetNets with massive MIMO is more heterogeneous and complicated, hence evaluating its performance is challenging. Recently, there has been a growing interest to investigate the user association problem and the performance in terms of coverage probability and area spectral efficiency for HetNets with massive MIMO in both academy and industry.

1.4 Main Contributions

The term “Massive MIMO” is commonly used to refer to base station equipped with a very large-scale antenna array in order to serve some users equipped with a finite number of antennas in the literature. However, in the thesis, it can be used for a massive MIMO setup, where the number of BS antennas and the number of antennas per users are large while their ratio remains bounded. This set up involves the traditional massive MIMO system as a specific case where the ratio set approaches infinity.

This thesis consists of two parts. Firstly, we propose some system designs of massive MIMO in single-cell scenarios. We investigate and enhance the fundamental performance in terms of SE and EE for massive MIMO in different wireless communication systems, such as massive MIMO with BD-PS, BD-based space-time block code (STBC), and SLNR-PS. Secondly, we analyze the performance of massive MIMO systems in multicell scenarios. In particular, we propose a potential approach to reduce the effect of pilot contamination based on the three-dimensional beamforming and game theory. In addition, we consider a general setup of a two-tier heterogeneous network with massive MIMO macrocell BSs and single-antenna small-cell BSs. The analytical frameworks are presented to study the aggregate interference and network performance. The major contributions of the thesis are summarized in the following:

1. We assume that the number of base station antennas and the number of antennas per users are large while their ratio is fixed as a constant. We first derive upper bounds on achievable
SEs of massive MIMO systems with BD and BD-based space-time block code (BD-STBC) under perfect and imperfect CSI, respectively. We show that BD-PS can achieve higher SE performance as compared with that of BD-STBC. This is because the achievable SE of BD-PS is proportional to the number of BS antennas, whereas the achievable SE of BD-STBC is proportional to the number antennas per user and the column size of STBC. In order to maximize the SEs of these schemes, the optimal number of users and optimal length of training sequence are analyzed for practical implementation, respectively.

2. We derive lower and upper bounds on achievable ergodic rate of massive MIMO systems with SLNR-PS under perfect and imperfect CSI conditions when the number of BS antennas $N$ is large. By applying a realistic power consumption model, which considers the emitted power consumption, the radio frequency circuit power consumption, and the power consumption for performing digital signal processing, the EE maximization problem is formulated. We study the effects of $N$, transmit power $P$ and length of training sequence $T_t$ on the EE. The optimal value of each parameter to maximize the EE is derived when the other parameters are fixed. This provides an approach to achieve the optimum EE of SLNR-PS by employing an alternating optimization (AO) algorithm. It also provides essential insights on the dependence among three parameters and other coefficients. Numerical and theoretical results have shown that: (i) the SE of SLNR-PS is lower bounded by that of the ZF-PS; (ii) the presented algorithm converges quickly after only a few iterations and it can almost achieve the global optimal solution; (iii) the deployment of massive MIMO with the optimal transmit power and optimal training length can help to maximize the EE of SLNR-PS. If the quality of channel estimation is low, the SLNR-PS needs to use more antennas to achieve the global optimum EE, as compared to that with better channel qualities. Moreover, we also design an OPA scheme to optimize the EE of SLNR-PS while satisfying the constraints of the transmit power and QoS. By solving the rate profile optimization problem with respect to the transmit
power, QoS, and EE target, the optimal rates of individual users are obtained.

3. In order to minimize the effect of pilot contamination for multicell massive MIMO systems, we propose a scheme which includes a two-layer approach of optimal tilt adaptation and optimal power allocation. Specifically, the BSs jointly obtain a set of all optimal tilt vectors corresponding to a set of all pilot sequences based on the users’ location information. With the achieved optimal tilt vectors, we then consider the sum rate optimization problem for all cells. To achieve the maximum network sum rate, we propose a scheme to obtain the optimal power allocation for all cells based on the noncooperative game theoretic approach. By using a distributed algorithm to compute the equilibrium state of the game, the proposed scheme can avoid a heavy signalling exchange among the BSs via backhaul links. Moreover, it also provides comparable performance with low complexity.

4. The performance of a two-tier massive MIMO heterogeneous network with practical deployment is investigated under shared spectrum operation. We assume that the SBSs are non-uniformly distributed. A coordinated multipoint (CoMP) transmission scheme for the MBSSs and SBSs is presented to improve the performance of macrocell edge users. By using concept from stochastic geometry, a tractable approach is presented to analytically study the average achievable rate of the proposed scheme. The EE maximization problem with respect to density of SBS, available number of MBS antennas, and MBS transmit power is formulated while satisfying the QoS constraints. It is effectively solved by using an alternating optimization algorithm based on the optimal SBS density, optimal MBS transmit power, as well as optimal number of MBS antennas. The impacts of employing non-uniform small-cell deployment, the inner region size of MBS and massive MIMO on the overall network SE and EE are explicitly investigated. Moreover, by approximating the interference distribution by moment matching with the Gamma distribution, the coverage probability is derived when the two-tier HetNet is assumed to be interference
limited. This method can simplify the complexity of analysis and the expression of the coverage probability. Numerical results are provided to validate theoretical analysis. It has been shown that the proposed scheme outperforms the traditional maximum received power association scheme. Massive MIMO HetNets can be considered as a suitable approach to improve the area spectral and energy efficiencies for next-generation cellular networks.

1.5 Organization of Thesis

This thesis consists of seven chapters. In Chapter 1, we give a brief introduction to the need of ground-breaking technologies for 5G wireless and mobile communication systems in order to solve the crucial challenges, which are not accommodated by current generation networks. We also discuss the research motivation and objectives, which are investigated in the thesis. Lastly, the major contributions of the thesis are summarized.

In Chapter 2, we provide basic background knowledge to gain better understanding of further discussions in the thesis, including wireless channel, key performance indicators, and power consumption model. We conduct detailed literature review related to massive MIMO with linear precoding schemes in various wireless communication systems. We also present a brief overview of three-dimensional beamforming and heterogeneous networks, as well as their implementations.

In Chapter 3, under perfect and imperfect CSI, we analyze the performance of massive MIMO systems with BD-based precoding schemes for multiple-antenna users.

In Chapter 4, the performance analysis and enhancement of massive MIMO system with SLNR-PS are considered. The optimal solutions for the SE and EE maximization problems with perfect and imperfect CSI are provided, respectively.
Chapter 1: Introduction

In Chapter 5, we study the problem of pilot contamination. A scheme is presented to reduce the negative effect of pilot contamination in multicell massive MIMO systems, specifically, for cell-edge users.

In Chapter 6, the combinational use of massive MIMO, non-uniform small-cell deployment and joint transmission is proposed to enhance the coverage and capacity performance. We then optimize the EE with respect to the density of SBSs, number of MBS antennas and MBS transmit power while satisfying QoS constraints. The coverage probability of the proposed scheme is also investigated.

In Chapter 7, we summarize our research works, and provide several ideas and research directions for the future work.
Chapter 2

Background and Literature Review

As mentioned in Chapter 1, in the thesis, we investigate fundamental performance of massive MIMO in various wireless communication systems. In the following sections, we give a brief description of relevant background and literature review.

2.1 Background Knowledge

2.1.1 Wireless Channels

The performance of wireless communication systems depends on the propagation environments of wireless channels, which are characterized by fading, i.e., the variation of the signal amplitude over time and frequency. The fading phenomenon consists of small-scale fading and large-scale fading factors [24]. The large-scale fading is caused by path loss which depends on the distance and propagation conditions, as well as shadowing which is characterized by variation of median path loss between the transmitter and receiver, due to large objects such as mountains, vegetation and buildings. The small-scale fading refers to rapid variation of signal levels because of the destructive and constructive multipath fading effect of transmitted
signals. Moreover, the small-scale fading can be classified according to different criteria. Based on multipath delay spread, the small-scale fading is characterized by frequency-selective fading or frequency flat fading. On the other hand, based on time variation in the channel due to the Doppler spread, the small-scale fading are classified as either time variant fading or time invariant fading. These two propagation mechanisms are independent of one another. The classification of fading channel is presented in Fig. 2.1.

Figure 2.1: Classification of fading channels.

Mathematically, in a downlink MU-MIMO system, where the base station is equipped with $N$ transmit antennas to serve its $K$ single-antenna users, a channel vector of the $k$th user can be modelled as

$$g_k = \sqrt{\beta_k} h_k,$$  

(2.1)

where $h_k \in \mathbb{C}^{N \times 1}$ is the small-scale fading vector whose elements are independent and identically distributed (i.i.d.) zero-mean complex Gaussian random variables with unit variance, i.e., $h_k \sim \mathcal{CN}(0, I)$. Parameter $\beta_k$ is the large-scale fading coefficient accounting for shadowing and path loss. In [25], the role of $\beta_k$ has been investigated in the uplink transmission. Moreover,

\footnote{Note that all the notations are only applicable to this chapter.}
by using the fact that the channel vectors of different users are independent and applying the law of large numbers, it is well known that \[6,7\]

\[
\lim_{N \to \infty} \frac{\mathbf{g}_i^H \mathbf{g}_k}{N} \overset{a.s.}{\to} 0 \quad \text{and} \quad \lim_{N \to \infty} \frac{\mathbf{g}_k^H \mathbf{g}_k}{N} \overset{a.s.}{\to} \beta_k, \tag{2.2}
\]

where \(a.s.\) denotes almost convergence. In the literature, these convergence properties of channel vectors have been widely applied for evaluating the performance of massive MIMO systems.

### 2.1.2 Key Performance Indicators

In wireless communication systems, capacity (or throughput) indicates how much information can be transmitted for given limited spectral resources. It is defined as

\[
\text{Capacity (bits/s)} = \frac{\text{Bandwidth (Hz)}}{} \times \text{Spectral efficiency (bits/s/Hz)}. \tag{2.3}
\]

The spectral efficiency is a conventional metric to evaluate the efficiency of a wireless system. It presents how efficient a limited frequency spectrum is utilized, but it does not show any insight on how efficient the energy is consumed. The achievable rate can be used instead for some communication systems, where the capacity are unknown. Another metric to evaluate the performance of the next-generation cellular networks is the energy efficiency. It is obtained as the ratio between the achievable capacity and the total power consumption (measured in Watt=Joule/s), which is expressed as \[26\]

\[
\text{Energy efficiency (bits/Joule)} = \frac{\text{Capacity (bits/s)}}{\text{Total power consumption (Watt)}}. \tag{2.4}
\]

Without loss of generality, the system is assumed to have unit bandwidth in order to simplify the notation in this thesis.
2.1.3 Power Consumption Model

In order to investigate the EE performance of a cellular network, the power consumption of the BS needs to be captured as well. This is because the BSs take the main power consumption of the network operation. In the literature, several works have assumed that the power consumption model (PCM) only consists of the emitted power consumption [13, 27]. However, since the number of antennas is large in massive MIMO systems, the effects of circuit and digital signal processing (DSP) power consumptions can contribute significantly to the total power consumption [28]. Therefore, to evaluate the practical aspects of the PCM, we study the power consumptions of all the implemented components at the BS. Note that we only consider the downlink scenarios in the thesis. Based on approaches in [28] and [29], a block diagram of the BS, which can be generalized to all BS types including macro, micro, pico and femto BSs, is shown in Fig. 2.2.

![Figure 2.2: Block diagram of a base station.](image-url)

Specifically, a BS consists of multiple transmitters, each of which serves one transmit antenna element. Each transmitter comprises a power amplifier (PA), a radio frequency (RF) module, a baseband engine transmitter downlink section, a direct current-direct current (DC-DC) power...
supply, an active cooling system, and an alternating current-direct current (AC-DC) unit (main supply) for connection to an electrical power grid [28]. For the RF module, the circuit blocks along the signal path consist of digital-to-analog converter (DAC), filter, mixer, and frequency synthesizer [29,30]. We assume that all the antenna paths share a frequency synthesizer, i.e., a local oscillator (LO) [30]. The baseband unit performs DSP at the BS, including modulation/demodulation, signal detection (synchronization, channel estimation, equalization), as well as channel coding/decoding [28].

Let us denote $P_{\text{ant}}$ and $\sigma_{\text{am}}$ as the output power at each antenna element and the power efficiency of the PA, respectively. Due to influences of the antenna type on the power efficiency, the power consumption of the PA is defined as

$$P_{\text{PA}} = \frac{P_{\text{ant}}}{\sigma_{\text{am}} (1 - \sigma_{\text{feed}})} ,$$

(2.5)

where $\sigma_{\text{feed}}$ is the factor loss of feeder. The feeder loss for a macrocell BS is about 3 dB, while the feeder loss for a small BS type can be typically negligible. Moreover, other factor losses, which are incurred by DC-DC power supply, mains supply, and active cooling, are also considered in this PCM. We assume that the BS power consumption is linearly proportional to the number of transmitter chains. When the BS is equipped with $N$ antenna elements, the total power consumption can be defined as

$$P_{\text{total}} = \frac{N \left( \frac{P_{\text{ant}}}{\sigma_{\text{am}} (1 - \sigma_{\text{feed}})} + p_{\text{dac}} + p_{\text{mix}} + p_{\text{filt}} \right) + p_{\text{syn}} + P_{\text{bb}}}{(1 - \sigma_{\text{DC}})(1 - \sigma_{\text{MS}})(1 - \sigma_{\text{cool}})} ,$$

(2.6)

where $p_{\text{dac}}, p_{\text{mix}}, p_{\text{filt}}, p_{\text{syn}}, P_{\text{bb}}$ denote the power consumptions from the DAC, the mixer, the filter, the frequency synthesizer, and the baseband unit, respectively [28,31,32]. The parameters $\sigma_{\text{cool}}, \sigma_{\text{MS}}, \sigma_{\text{DC}}$ are the loss factors of active cooling system, main power supply and DC-DC.
power supply, respectively. We denote

$$\omega = (1 - \sigma_{DC})(1 - \sigma_{MS})(1 - \sigma_{cool})$$  \hspace{1cm} (2.7)$$

and

$$P_c = N(p_{dac} + p_{mix} + p_{filt}) + p_{syn}.$$  \hspace{1cm} (2.8)$$

Due to $P_{ant} = \frac{P}{N}$, where $P$ is the transmit power consumption of the base station, (2.6) can be rewritten as

$$P_{total} = \frac{1}{\omega} \left( \frac{P}{\sigma_{am}(1 - \sigma_{feed})} + P_c + P_{bb} \right).$$  \hspace{1cm} (2.9)$$

Note that the loss factor of active cooling is only applicable to macrocell BSs, and it can be omitted in the small BS types.

2.2 Precoding Schemes for Massive MIMO Systems

MIMO systems can use both non-linear and linear precoding schemes. The non-linear precoding schemes can provide better performance (such as dirty-paper coding (DPC), Tomlinson-Harashima, vector perturbation, and lattice-aided methods), but they require higher computational complexity [33–35], as compared with the linear precoding schemes. Moreover, in massive MIMO systems, it has been shown in [6] and [7] that linear precoding schemes, such as MF and ZF, are virtually optimal. Hence, for practical implementations, massive MIMO systems can use linear precoding schemes with low complexity. Therefore, we focus on different linear precoding techniques for massive MIMO systems in this section.
2.2.1 Single-Cell Scenarios

In a single-cell system, the base station is assumed to be equipped with \( N \) transmit antennas to serve \( K \) single-antenna users. The received signal at the \( k \)th user is defined as

\[
y_k = \sqrt{\alpha p_k} g_k^H w_k s_k + \sum_{i \neq k} \sqrt{\alpha p_i} g_k^H w_i s_i + n_k,
\]

where \( p_k, w_k \) and \( s_k \) denote transmit power, precoding vector and symbol of the \( k \)th user with \( \mathbb{E}\{|s_k|^2\} = 1 \), respectively, and \( n_k \) is the noise term with \( \mathbb{E}\{|n_k|^2\} = \sigma^2 \). Parameter \( \alpha \) is a power normalization factor which can be defined as

\[
\alpha = \frac{1}{\mathbb{E}\{\text{trace}(W^H W)\}},
\]

where \( W = [w_1 \ldots w_K] \in \mathbb{C}^{N \times K} \). The precoding matrix \( W \) of several linear precoding schemes, including MF (also known as the MRT), ZF, and RZF, are given by

\[
W = \begin{cases} 
G, & \text{for MF,} \\
(GG^H)^{-1} G, & \text{for ZF,} \\
(GG^H + \frac{K}{\rho} I_K)^{-1} G, & \text{for MMSE,} \\
(GG^H + N\delta I_N)^{-1} G, & \text{for RZF,}
\end{cases}
\]

respectively, where \( G = [g_1 \ldots g_K] \in \mathbb{C}^{N \times K} \) and \( \delta > 0 \) is the regularization factor which can be optimized according to the design requirements. It has been shown in [36] and [37] that, with perfect CSI, an optimal regulation factor for maximizing SINR of users is approximated as \( \delta = \frac{K}{N\rho} \), where \( \rho = \frac{P_{BS}}{\sigma^2} \) and \( P_{BS} \) is the BS transmit power. In this case, the RZF precoder is identical to the MMSE precoder. However, with imperfect CSI, the RZF with the optimal regularization factor is not identical to the MMSE precoder anymore [12, 38]. In addition, from (2.11), we observe that the RZF precoding scheme becomes the ZF precoding scheme when \( \delta \to 0 \), whereas it becomes the MF precoding scheme when \( \delta \to \infty \).

Since \( N \) is very large, i.e., \( N \to \infty \) and \( N \gg K \), the performance analyses of MF and ZF
Table 2.1: The SINR expressions of the $k$th user in massive MIMO systems with linear precoders

<table>
<thead>
<tr>
<th>Linear precoder</th>
<th>Perfect CSI</th>
<th>Imperfect CSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF [6]</td>
<td>$\frac{c_0}{\rho^2+1}$</td>
<td>$\frac{(1-c_0^2)c_0}{\rho^2+1}$</td>
</tr>
<tr>
<td>ZF [6, 12]</td>
<td>$\rho(c-1)$</td>
<td>$\frac{(1-c_0^2)(c-1)}{\sigma_e^2\rho^2+1}$</td>
</tr>
<tr>
<td>RZF [12]</td>
<td>$\frac{1}{2}(\rho(c-1)+\psi-1)$</td>
<td>$\frac{1}{2}\left(x\rho(c-1)+f(x)-1\right)$</td>
</tr>
</tbody>
</table>

$\psi = \sqrt{(c-1)^2\rho^2 + 2(1+c)\rho + 1}$ and $f(x) = \sqrt{(c-1)^2x^2\rho^2 + 2(1+c)x\rho + 1}$

have been studied in [6, 27, 39]. Specifically, the lower bounds on the capacity of these two precoders have been derived. The ZF precoding scheme outperforms MF precoding scheme at the medium and high SNR regions, while the MF precoding scheme is better than the ZF precoding scheme at the low SNR region. Furthermore, the MF precoder may be preferable to the ZF precoder due to its robustness. It is applicable to the decentralized architecture and signal processing because it only uses itself (i.e., the estimated channel) [27]. Moreover, it can be shown that MMSE precoding scheme performs better than ZF and MF schemes over the entire range of SNRs. When $N$ and $K$ are large while their ratio remains bounded, i.e., $N, K \to \infty$ and $N/K = c$, the performance of the MF and ZF schemes has been analyzed in [6].

In [12], under a correlated channel model, the deterministic SINR approximations for ZF and RZF precoders have been derived, respectively. Following that, these approximations were used to solve the problem of sum rate maximization. We assume that the channel vector $g_k$ has i.i.d. $\mathcal{CN}(0,1)$ entries, $p_k = P_{BS}/K$, $\delta = K/(N\rho)$, and the parameter $\sigma_e^2 \in [0, 1]$ reflects the quality of channel estimation [6,12]. The SINR expressions of the $k$th user for massive MIMO systems with these linear precoding schemes are summarized in the Table 2.1 for both cases of perfect CSI and imperfect CSI.

Moreover, in massive MIMO systems, the computational complexity of linear precoding schemes mainly lies on the inversion of large-dimensional matrices. A notable exception is the MF-based precoding scheme which has only the complexity of matrix multiplication. To overcome this problem, a matrix polynomial can be used to approximate the matrix inversion.
Therefore, based on the matrix polynomial, a linear precoding scheme has been proposed for massive MIMO systems [40]. It has been shown that the proposed scheme has lower complexity, and it can achieve comparable performance in terms of sum rate, as compared to that of the original MMSE precoding. In [41], a hybrid precoding scheme, which is based on the phase control at the radio frequency domain and the effective channel seen from baseband, has been presented to reduce complexity of ZF precoding. Furthermore, it is important to study how the phase noise affects the performance of linear precoding schemes when $N$ is large. In [42], it has been analytically quantified as a significant reduction factor in the quality of CSI, as compared to the system without phase noise.

### 2.2.2 Multicell Scenarios

In multicell scenarios, the performance of cellular networks is significantly limited by the inter-cell interference (ICI) (i.e., co-channel interference), which is caused by the universal frequency reuse. In a non-cooperative cellular network, the BSs perform independently, and they simply treat the ICI as additional background noise at the users. Thus, the effect of ICI is neglected in the precoding design processes. In order to enhance the network performance, a coordinated multipoint (CoMP) transmission has been developed to deal with the ICI. Due to the level of signalling exchange among the BSs, there are two forms of coordination [43]. Firstly, with coordinated beamforming, the CSI is shared between the BSs, hence the interference generated in other cells is taken into consideration. However, each BS only transmits data to its own users. Secondly, with cooperative multicell precoding (also called as network MIMO), all the BSs fully cooperate, i.e., both the CSI and data information are shared among themselves. By this way, data can be transmitted to the user simultaneously from multiple BSs. Therefore, the cooperative multicell precoding can achieve higher capacity, but it requires a larger amount of the information exchange overhead between the BSs, as compared with the coordinated beamforming technique.
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For a non-cooperative cellular network, the performance of linear precoding schemes for massive MIMO systems has been investigated in [6,7,9,44,45]. In particular, the deterministic signal-to-interference ratio (SIR) approximations for massive MIMO systems with MF and ZF precoders in TDD protocol have been derived in [6] and [7], respectively. In [9], the author employed a realistic system model which considers the impacts of imperfect CSI, pilot contamination, antenna correlation, and path loss. The asymptotic achievable rate of the MF and RZF precoders have been analyzed when $N, K \to \infty$ and $N/K = c$. Based on these expressions, the author has investigated how many antennas per user are required to obtain a given percentage of the performance limit with infinite $N$, as well as how many antennas are required with matched-filtering to obtain the same performance of RZF. To reduce complexity of linear precoders in multicell scenarios, in [44], the authors have proposed a method to approximate the matrix inverse for RZF precoding scheme by using a truncated polynomial expansion. With a small number of polynomial coefficients, the proposed method can provide a remarkable performance as compared to the original RZF precoder. Furthermore, in [45], the asymptotic rates of massive MIMO cellular networks with singular value decomposition and block diagonalization precoding schemes have been studied when the number of BS antennas $N$ and the number of antennas per user $M$ grow infinitely while $\frac{N}{KM} \to d \gg 1$. An interference-aware power allocation scheme has been presented to achieve an uniform rate over the cell.

The studies of the coordinated multicell downlink beamforming in massive MIMO systems have been presented in [46–48]. Particularly, a coordinated beamforming algorithm, which is a decentralized approach, has been proposed in [46] to obtain the multicell beamforming vectors. The design objective is to minimize the aggregate transmit power across all the BSs while satisfying the SINR constraints of the users. Based on that, the effects of imperfect CSI and pilot contamination on the network performance have been investigated. In [47], the coordinated beamforming problem of min-max power allocation in cellular networks has been investigated. The authors have shown that the optimal beamforming strategy of the proposed scheme have
an interesting nested ZF structure. In a coordinated multicell system, the problem of jointly power control and beamforming for maximizing the minimum weighted SINR of users has been studied in [48]. The optimal solution has been obtained by applying the multicell network duality and the nonlinear Perron-Frobenius theory. Generally, all coordinated beamforming algorithms presented in [46–48] require limited amount of information exchange between the BSs due to the use of channel statistics (i.e., large-scale fading coefficients), instead of using instantaneous channel realizations.

The principal feasibility of CoMP in two field testbeds, including coordinated beamforming and cooperative MIMO network, with multiple BSs and different backhaul solutions between the BSs has been discussed in [49]. Many technical challenges have been identified and partially addressed, such as backhaul traffic, synchronization and feedback design. In [50], by treating inter-cluster interference as noise at the users, the clustered cooperative multicell MIMO systems can employ joint transmission with linear ZF beamforming and consideration of per-base-station power constraints. The expression of the spectral efficiency has been provided when $N, K \rightarrow \infty$ and $N/K = c$. Moreover, it has been shown in [51] and [52] that the cooperative MIMO network with fairness scheduling can achieve the same performance limit as compared with the non-cooperative MIMO network, even when its antennas is one order of magnitude fewer than that of the non-cooperative MIMO network.

In [53], the author has proposed a distributed beamforming, which can exploit macro diversity for cell-edge users. Since the distributed beamforming cannot guarantee QoS requirements for given SINR targets, a joint power control has been developed according to two different approaches. The first approach is based on the central processing at a central unit, whereas the second approach is based on the distributed power control algorithm. In [54], with imperfect CSI and spatial channel correlations, the ergodic sum rate of the cooperative MIMO network with RZF precoding scheme has been analyzed when $N, K \rightarrow \infty$ and $N/K = c$. An optimal
regularization parameter for the RZF precoding scheme has also been derived.

## 2.3 Three-Dimensional Beamforming

Beamforming (or precoding) techniques have significant impacts on improving performance of a cellular network because they can concentrate the signal energy in the direction of the receiver and reduce interference in other directions at the same time. However, in conventional systems, all these techniques usually operate on the horizontal antenna pattern, whereas the vertical pattern is fixed, i.e., a fixed downtilting angle. Hence, the half-power beam width must be wide enough to cover the cell range and small enough to guarantee a high antenna gain [55]. An optimal fixed tilt for regulating power level of the ICI and improving the coverage area can be obtained by the mechanical antenna tilting, but it requires on-site visit. However, with three-
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Figure 2.3: An example of a base station with adaptive 3D beamforming.
dimensional (3D) beamforming techniques, massive MIMO systems can provide fully dynamic adaptation of the vertical beam pattern per resource and per user [56]. Let us define $G_{\text{max}}$, $\theta_{3\text{dB}}$ and $\phi_{3\text{dB}}$ as the maximum antenna gain, the half-power beam-widths in the elevation and the azimuth patterns, respectively. The 3D antenna gain of BS $l$ at user $k$ of the $i$th cell can be expressed as [57]

$$g_{l,k}^{i}(\theta_{l}^{i}, \phi_{l}^{i}, \phi_{l,k}^{i}) = 10 \frac{G_{\text{max}}}{10} - 1.2 \left( \frac{\phi_{l,k}^{i} - \phi_{l}^{i}}{\phi_{3\text{dB}}} \right)^{2} - 1.2 \left( \frac{\phi_{l,k}^{i} - \phi_{l,k}^{i}}{\phi_{3\text{dB}}} \right)^{2},$$  \hspace{1cm} (2.12)

where $\theta_{l}^{i}$ is the tilt angle of BS $l$, $\phi_{l,k}^{i}$ is the fixed orientation of the BS $l$th array boresight relative to the $x$-axis, $\theta_{l,k}^{i}$ and $\phi_{l,k}^{i}$ denote the incident angles connecting user $k$ to the BS $l$ in the elevation and the azimuth domains, respectively. The BS can effectively change antenna tilt angles in order to increase signal strength by pointing the vertical main lobe directly at any location of the user in the cell coverage area as shown in Fig. 2.3. It can reduce the ICI which leads to increase network performance. Note that, with three-sector BS, the range of possible antenna downtilt is smaller than that of the horizontal beam pattern, which can change from $-60^\circ$ to $+60^\circ$ for user separation. For example, when the BS has a height of 30 m and a cell radius of 500 m, it has been shown in [55] that the minimum angle towards the cell edge is $6^\circ$, and 95% of the downtilt angles needed to serve cell coverage area are below $20^\circ$.

Related to antenna downtilting, the vertical sectorization has been studied in [58–61]. Specifically, the multiple-antenna systems form two distinct beams to serve users based on their locations in the cell, i.e., a sector is vertically split into outer and inner regions. However, in [58–60], the authors have not been stated how to select the radio network parameters properly to ensure good network performance, and the amount of achievable capacity gain if the vertical sectorization is applied. In [61], based on the method of Taguchi, an optimization scheme has been presented to improve the 50%-tile and 5%-tile user rates. This scheme can jointly optimize the downtilt angles, vertical beam-widths, and transmit powers of the inner and outer beams, with
consideration of the interaction amongst these network parameters. An example of the vertical sectorization with three fixed downtilting angles is shown in Fig. 2.4.

Moreover, in [62], the 3D beamforming strategies, including the user-specific beamforming, the region-partition beamforming based on vertical sectorization and the statistic-based beamforming based on the user’s distribution knowledge at the BS, have been studied in a two-tier clustered user distribution model. In [63], with large-scale antenna arrays, the author has jointly designed antenna tilting and user scheduling in order to enhance achievable sum rate of a two-hop relay system. In [64], an information-theoretic channel model has been introduced. Based on this model, the authors have studied the distribution of the mutual information (MI) for the conventional MIMO systems, which have single receive antenna and multiple transmit antennas. An approximation of the MI distribution has also been derived for the systems equipped with large number of transmit antennas.

For single-cell scenarios, in [65], by optimizing the transmit antenna gain and the power allocation, a beamforming scheme has been proposed to maximize the weighted sum rate. In [57], the authors has divided cell into vertical regions by applying a finite set of downtilting angles. Based on switched antenna tilting and the location of users, a scheduling scheme has
been employed to schedule the transmission to one of the vertical regions at each time-slot in order to optimize the achievable ergodic sum rate. The ZF beamforming in the horizontal plane has been used at the BS to serve the users in each vertical region. However, in [65] and [57], the authors have only considered the case that $N$ is small in single-cell scenarios, i.e., $N = 4$, which is not a massive MIMO set up.

2.4 Massive MIMO Heterogeneous Networks

Cellular network systems are becoming more heterogeneous due to a variety of infrastructure deployment which consists of macro, pico, and femto base stations, as well as relay stations. It results from exponential increasing mobile data traffic and high QoS demands. To capture the main characteristics of HetNets and facilitate a realistic performance evaluation, i.e., the heterogeneity in infrastructure and the irregularity in the BS locations, a random spatial model is considered as a more appropriate model for HetNets, as compared to the conventional grid models [66, 67]. In the random spatial model, the BS locations are generated by a two-dimensional point process. The simplest model is the Poisson Point Process (PPP) which is effective to demonstrate the increasing heterogeneity in the infrastructure of cellular networks [66]. By using tools from stochastic geometry, this model provides analytical framework to investigate performance metrics of the multi-tier HetNets, such as coverage probability and average rate [67]. It helps to understand the fundamental principles of network design with practical scenarios. An example of possible coverage regions in a two tier HetNet is presented in Fig. 2.5. In this example, the locations of MBSs and SBSs are modelled according to the two-dimensional homogeneous PPPs with different spatial densities. In particular, the density of SBS is assumed to be three times greater than that of MBS. The coverage region of each MBS is characterized by a standard Voronoi tessellation.

When the BSs in the two tiers share the same time-frequency resources, they can interfere
Figure 2.5: An illustration of possible coverage regions in a two tier HetNet. with each other. Fortunately, the more antennas the MBS (or even SBS) is equipped with, the more spatial multiplexing gain can provide onto the same radio resources. In addition, with massive MIMO technology, the BSs can also focus the transmission energy on the intended users, hence both intra- and inter-tier interference can be reduced. To meet high data traffic demands, in [68] and [69], the multi-tier Hetnets, where the massive MIMO macrocell tier is overlaid with single-antenna SBSs, have been considered in the TDD protocol. Based on stochastic geometry approach, the coverage probability and area spectral efficiency of a two-tier Hetnet have been analytically characterized in [68], whereas the spectrum and energy efficiency of the $L$-tier HetNets have been derived in [69].

A variant of the TDD protocol is called as the reserved TDD (RTDD) protocol, in which
the order of the UL and DL periods in one of the tiers is reversed [70]. It means that all SBSs are operating in the UL mode when the MBSs operate in the DL mode, and vice versa. Thus, the interference in the RTDD protocol is different from that of the TDD protocol. In particular, the MBSs and SBSs interfere with each other, while the macro-cell users (MUs) and small-cell users (SUs) interfere with each other. The operating principles for TDD and RTDD protocols are presented in Fig. 2.6. Since both MBS and SBSs have fixed locations, the interference channels between them are quasi-static, hence the interference subspace can be estimated accurately [70]. A precoding scheme based on the RTDD has been proposed for the two-tier HetNet [71]. The MBS can estimate the null space to the SBSs while they are operating in the DL mode. Following that, the DL data transmission of MBS can be designed into the null space of the SBSs. By this way, the MBS is able to transmit data to its own users while it does not interfere the users of small-cells.

Moreover, the user terminals can be classified into different groups due to their data rate requirements in the HetNets [72,73]. In order to maximize the achievable sum rate, it is necessary to allocate radio resource to the BSs to serve different groups of users. Based on the game theory approach, the cell association and antenna allocation algorithms have been proposed to achieve equilibrium solution [72]. At the Nash equilibrium, the users and the BSs cannot gain higher data rate and total revenue (i.e., radio resource), respectively. The Game theory approach has also been used in [74] to solve different optimization problems, including sum rate maximization, proportional fairness scheduling, as well as joint user association and resource allocation. In [75], the cell association problem has been formulated directly as a convex network utility maximization, which can be solved efficiently by a centralized subgradient algorithm. In [76], based on the Lagrangian dual analysis, a distributed user association algorithm has been presented to achieve the optimal energy efficiency while satisfying QoS constraints at the users. Furthermore, a survey of EE resource management in heterogeneous cellular networks has been presented in [77]. It summarizes various resource management techniques which are
applicable for the conventional HetNets, such as EE resource allocation, intra-tier interference mitigation for improving EE performance, joint BS operation and load distribution, optimal BS switching with resource sharing, as well as EE admission control.

Recently, the dense deployment of small-cells for maximal energy efficiency has been considered in the UL scenario [78]. In the network, each BS is equipped with an antenna array. The authors have reported an interesting conclusion that the small-cells can give high EE, but the EE improvement saturates quickly with the BS density. The maximal EE is neither achieved by a pure small-cell approach, nor by a pure massive MIMO solution. It is only achieved by using a combination of massive MIMO and small-cells, i.e., the each small-cell BS should be equipped with a large number of antennas.
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Massive MIMO with BD Precoding Scheme in Single-Cell Systems

In the literature, various linear precoding techniques, such as BD, RBD, MMSE and their modified implementations, can be used to compose precoding matrices for the multiple-antenna users. The BD scheme is considered as a natural extension of the ZF channel inversion to the case when there are multiple antennas \( M \) at each user. In the conventional MIMO systems, the performance of the BD is limited by the number of users \( K \) and multiuser channel conditions [79–81]. In particular, it has been shown that the number of BS antennas should be no smaller than the total number of antennas of users \( KM \) for obtaining the orthogonalization process [79]. In addition, since the complete suppression of multi-user interference is achieved at the expense of noise enhancement at low and medium SNR regions, the performance of BD scheme can be influenced. However, when the BS is equipped with a large-scale antenna array, i.e., \( N \gg KM \), the received user’s signal can be enhanced significantly. That helps to improve the achievable rate performance. In this chapter, we will consider the BD-based precoding scheme in massive MIMO systems due to its low complexity [15].
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While the performance of the conventional MIMO systems with BD-PS has been well studied in the literature [14–17, 79–81], there are only few works which investigate the performance of massive MIMO with BD-PS. Specifically, the rate performance of each single user has been studied in [45] with perfect CSI when $N$ is large. In [82], the combination of the BD technique with other precoders, such as RZF-based and SVD-based, has been proposed to study how many users should be served via numerical search. Moreover, in order to provide a higher reliability gain over the conventional single-antenna user systems, with multiple-antenna users, the massive MIMO systems using space-time block code have been considered in [83] and [84].

In this chapter, with perfect and imperfect CSI, we derive achievable SEs of BD-PS and BD-STBC schemes, respectively, when the number of BS antennas and the number of antennas per user are very large, i.e., $N, M \to \infty$, but $\eta = \frac{N}{KM}$ is a finite number. The problems of SE maximization for these schemes are investigated with respect to the number of users and length of training sequence, respectively, while satisfying the QoS constraint. We show that the SEs of these schemes are concave functions in feasible ranges with respect to the number of users. We define an optimal value of each parameter for practical implementation. The accuracy of our analysis is validated by numerical results with different system settings.

Notation\footnote{Note that all the notations are only applicable to this chapter.}: The notations used in this paper follow usual conventions, vectors and matrices are denoted by symbols in boldface; $(\cdot)^T$, and $(\cdot)^H$ denote the transpose and conjugate transpose, respectively. $\|\cdot\|$ gives the Frobenius norm of the matrix argument. $\mathbf{X} \sim \mathcal{W}_n(m, \Omega)$ denotes an $n \times n$ Wishart matrix $\mathbf{X}$ with $m$ DoFs and covariance matrix $\Omega$.

3.1 System Model Description

We consider a single-cell downlink MU-MIMO system where the BS transmits signals to $K$ independent multiple-antenna users. We assume that the BS is equipped with $N$ transmit
antennas each user has $M$ receive antennas. Similar to [82], the channel is assumed to be not correlated. It has been shown that the BD precoding can eliminate multi-user interference with low complexity and the STBC provides the full spatial diversity with a simple decoding complexity. Therefore, we employ BD-PS and BD-STBC as shown in Fig. 3.1 for massive MIMO systems, and investigate performance of these schemes in both cases of perfect CSI and imperfect CSI.

### 3.1.1 Perfect CSI case

When the BD-PS is employed, the receive signal at the $k$th user is given by

$$y_k = \sqrt{p_k} \mathbf{H}_k \mathbf{U}_k \mathbf{s}_k + \sum_{i=1, i \neq k}^{K} \sqrt{p_i} \mathbf{H}_k \mathbf{U}_i \mathbf{s}_i + \mathbf{n}_k,$$

where $p_k$ is the transmit power of user $k$ with $\sum_{k}^{K} p_k = P$, $\mathbf{s}_k$ is the data symbol vector, $\mathbf{H}_k \in \mathbb{C}^{M \times N}$ is the channel matrix whose entries are i.i.d. zero-mean complex Gaussian random variables with unit variance, and $\mathbf{n}_k$ is an additive Gaussian noise vector with $\mathcal{CN}(0, \sigma^2_n)$ elements. With BD-PS, the precoding matrix $\mathbf{U}_k$ can satisfy the constraint as $\mathbf{H}_k \mathbf{U}_i = 0$ and $\mathbf{U}_i^H \mathbf{U}_i = \mathbf{I}$ for all $k \neq i$. Following [79] and [80], $\mathbf{U}_k$ lies in the null space of the matrix $\overline{\mathbf{H}}_k$. 
which is obtained as

$$\bar{H}_k = [H_1^T \ldots H_{k-1}^T H_k^T H_{k+1}^T \ldots H_K^T]^T.$$  \hspace{1cm} (3.2)

Applying the SVD on $\bar{H}_k$, it can be expressed as $\bar{H}_k = \bar{D}_k \bar{\Sigma}_k [\bar{V}^{(1)}_k \bar{V}^{(0)}_k]^H$. The matrix $\bar{V}^{(0)}_k$ is composed of the last $N - (K - 1)M$ right-singular vectors of $\bar{H}_k$. The matrix $\bar{V}^{(0)}_k$ forms a unitary basis for the null space of $\bar{H}_k$. The precoding matrix for user $k$ is obtained as $U_k = \bar{V}^{(0)}_k \bar{V}^{(b)}_k$, where the matrix $\bar{V}^{(b)}_k$ is composed of the right-singular vectors of the matrix $H_k \bar{V}^{(0)}_k$. With BD-PS, (3.1) can be rewritten as

$$y_k = \sqrt{p_k} H_k U_k s_k + n_k.$$ \hspace{1cm} (3.3)

Hence, the ergodic rate of user $k$ for BD-PS is defined as

$$R_k = \mathbb{E} \left\{ \log_2 \det \left( I_M + \frac{p_k}{\sigma_n^2} H_k U_k U_k^H H_k^H \right) \right\}.$$ \hspace{1cm} (3.4)

For the case of BD-STBC, the data symbol vector $s_k$ of user $k$ is sent by the adaptive processor through the STBC block to generate the STBC codewords $X_k$ with a dimension of $L \times F$, where $F$ is the STBC block length and $L \leq M$. It implies that the orthogonal STBC signal $X_k$ is a linear combination of $s_k$. For example, when $L = 2$, the system employs Alamouti coding, then the transmitted codeword $X_k$ is a $2 \times 2$ matrix. It is then multiplied by the precoding matrix $U_k$ of the BD before transmission. With condition $N \geq (K - 1)M + L$, the BD-STBC can remove the multiuser interference. This condition is different to that of the BD-PS. It is shown in Table 3.1. Following that, the received signal of user $k$ in (3.1) can be rewritten as

$$Y_k = \sqrt{p_k} H_k U_k X_k + N_k.$$ \hspace{1cm} (3.5)
Table 3.1: The dimensionality constraints for removing the multiuser interference.

<table>
<thead>
<tr>
<th>Precoding scheme</th>
<th>Condition [81]</th>
<th>BD-PS</th>
<th>BD-STBC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N \geq KM$</td>
<td></td>
<td>$N \geq (K - 1)M + L$</td>
</tr>
</tbody>
</table>

where $Y_k \in \mathbb{C}^{M \times F}$ and $N_k \in \mathbb{C}^{M \times F}$ has i.i.d. $\mathcal{CN}(0, \sigma_n^2)$ entries. After performing STBC decoding on the received matrix $Y_k$, an equivalent equation of (3.5) is given by [85,86]

$$y_k = \sqrt{p_k} \|H_{eq,k}\|^2_F x_k + \bar{n}_k,$$

(3.6)

where $H_{eq,k} = H_k U_k \in \mathbb{C}^{M \times L}$ and $\bar{n}_k$ is the noise term after STBC decoding with a distribution $\mathcal{CN}(0, \sigma_n^2 \|H_{eq,k}\|^2_F)$. Taking into account the code rate, the ergodic rate of user $k$ for BD-STBC is obtained as [81,85]

$$\hat{R}_k = R_c E\left\{ \log_2 \left( 1 + \frac{\gamma_0 \|H_{eq,k}\|^2_F}{1} \right) \right\},$$

(3.7)

where $R_c$ is the code rate and $\gamma_0 = \frac{p_k L R_c \sigma_n^2}{\rho_t \rho_l}$.

3.1.2 Imperfect CSI case

We have previously assumed that the BS has full CSI knowledge which is estimated at both links based on channel reciprocity. However, the channel estimation based on a training sequence could be obtained with errors. We denote $T_t, P_t$ and $\rho_t = \frac{P_t}{\sigma_n^2}$ as the length, the power level, and the transmit SNR of training sequence, respectively. Based on the MMSE estimation, the channel matrix $H_k$ can be decomposed as [12,87]

$$H_k = \hat{H}_k + \Delta H_k,$$

(3.8)

where $\Delta H_k$ is the estimation error matrix. Note that $\Delta H_k$ and $\hat{H}_k$ are independent of each other, and their corresponding entries are i.i.d. zero-mean complex Gaussian random variables with variance $\sigma_e^2 = \frac{1}{1 + T_t \rho_t}$ and $1 - \sigma_e^2$, respectively.
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The BS uses the estimated channel matrix to linearly precode the signals. In particular, the precoding matrix $U_i$ is composed to be orthogonal to the estimated channel $\hat{H}_k$ which satisfies $\hat{H}_k U_i = 0$. Thus, when the channel estimation error exists at the BS, the received signal of BD-PS at the $k$th user in (3.3) can be rewritten as

$$y_k = \sqrt{p_k} \hat{H}_k U_k s_k + n^e_k,$$

(3.9)

where $n^e_k = \sqrt{p_k} \sum_{i=1}^K \Delta H_i U_i s_i + n_k$. The covariance matrix of the noise vector $n^e_k$ is defined as $\sigma^2_{n_e} I$, where $\sigma^2_{n_e} = \sigma^2_e \sum_k p_k + \sigma^2_n$. Thus, the corresponding ergodic capacity of user $k$ is obtained as

$$R_{ip,k} = \mathbb{E}\{ \log_2 \det(I_M + \frac{p_k}{\sigma^2_{n_e}} \hat{H}_k U_k U_k^H \hat{H}_k^H) \}.$$

(3.10)

For BD-STBC, the received signal at the $k$th user in (3.5) is rewritten as

$$Y_k = \sqrt{p_k} \hat{H}_k U_k X_k + N^e_k,$$

(3.11)

where $N^e_k = \sqrt{p_k} \sum_{i=1}^K \Delta H_i U_i X_i + N_k$ and $N^e_k$ has i.i.d. $\mathcal{CN}(0, (\sigma^2_e \sum_k p_k + \sigma^2_n))$ entries. After STBC decoding, the ergodic rate of user $k$ for BD-STBC is obtained as

$$\hat{R}_{ip,k} = R_c \mathbb{E}\{ \log_2 \left( 1 + \gamma_0 \|\hat{H}_{eq,k}\|^2_F \right) \}.$$

(3.12)

where $\gamma_0 = \frac{p_k}{\mathcal{L}_c \sigma^2_e \sum_k p_k + \sigma^2_n}$ and $\hat{H}_{eq,k} = \hat{H}_k U_k$.

3.2 Achievable Spectral Efficiency

In this section, we analyze asymptotic SE of a massive MU-MIMO system when the number of BS antennas $N$ and the number of antennas per user $M$ are very large, i.e., $N, M \to \infty$, but $\eta = \frac{N}{kM} > 1$ and $\eta K \gg 1$. 
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Let us define $H_k = \frac{1}{\sqrt{N}}H_k$ as the normalized channel matrix. Similar approach as shown in Section 3.1.1 is used to determine the precoding matrix for user $k$ which is expressed as $U_k = \bar{V}(0)k\bar{V}(b)k$. Therefore, the sum rate of BD-PS for the case of perfect CSI is defined as

$$R_p = \sum_{k=1}^{K} \mathbb{E}\left\{ \log_2 \det \left( I_M + \frac{N_{p_k}}{\sigma_n^2} H_k \bar{V}(0)kH_k^H \right) \right\}$$

$$= \sum_{k=1}^{K} \mathbb{E}\left\{ \log_2 \det \left( I_M + \frac{N_{p_k}}{\sigma_n^2} H_k \bar{V}(0)k(\bar{V}(0)k)^H \right) \right\}$$

$$(q) = \sum_{k=1}^{K} \mathbb{E}\left\{ \log_2 \det \left( I_M + \frac{N_{p_k}}{\sigma_n^2} \tilde{\Phi}k\tilde{\Lambda}k\tilde{\Phi}k^H \right) \right\}, \quad (3.13)$$

where $(q)$ is obtained by substituting the SVD of matrix $G_k = H_k \bar{V}(0)k = \tilde{\Phi}k\tilde{\Lambda}k(\bar{V}(0)k)^H$.

The matrix $\tilde{\Lambda}_k = [\text{diag}(\sqrt{\lambda_1}, \sqrt{\lambda_2}, \ldots, \sqrt{\lambda_M})]$, $0N \times (N-KM)$ is composed by eigenvalues $\{\lambda_m\}$ of $G_kG_k^H$ and $\tilde{\Phi}k\tilde{\Phi}k^H = I$. Moreover, when $N, M \to \infty$ and $\eta K \gg 1$, the empirical eigenvalue distribution (EED) of $G_kG_k^H \sim \mathcal{W}_M(N - (K - 1)M, \frac{1}{N}\sigma_n^2 I_M)$ follows the Marcenko-Pastur distribution which is expressed as [88]

$$f_\lambda(x) = \begin{cases} \frac{1}{2\pi x} \sqrt{(b - \eta Kx)(\eta Kx - a)}, & \frac{a}{\eta K} \leq x \leq \frac{b}{\eta K}, \\ 0, & \text{otherwise}, \end{cases} \quad (3.14)$$

where $a = (\sqrt{\eta K - K + 1} - 1)^2$ and $b = (\sqrt{\eta K - K + 1} + 1)^2$. When $\eta K$ increases, the eigenvalues $\{\lambda_m\}$ converge to deterministic values. Therefore, the matrix $\tilde{\Lambda}_k$ can be approximated as $\tilde{\Lambda}_k \approx [\sqrt{1 - \frac{1}{\eta K}}I_M, 0N \times (N-KM)]$ due to $\lambda_m \to \mathbb{E}\{\lambda_m\} = 1 - \frac{K-1}{\eta K}$ as $\eta K$ is large.

Without loss of generality, we assume that the noise variance is equal to 1 in order to simplify notation [6,9,13]. According to this convention, $P$ and $P_t$ have the interpretations of normalized transmit SNR for the downlink channel and training sequence, respectively. Since the training length $T_t$ is used to acquire the CSI at the BS, an interval of length $T - T_t$, where $T$ is coherence
interval, is used for the data transmission in the time-division duplex mode. Furthermore, we assume that the power levels of \( M \) parallel sub-channels at each user are equal. Under the assumption of equal power allocation (EPA), i.e., \( p_k = P/K \), from (3.13), the asymptotic SE of BD-PS can be defined as

\[
C_p \approx \left( 1 - \frac{T_t}{T} \right) KM \log_2 \left( 1 + (\eta - 1 + 1/K)P \right).
\] (3.15)

Similar to the approach used for the case of imperfect CSI, the system SE of BD-PS can be approximated as

\[
C_{ip} = \left( 1 - \frac{T_t}{T} \right) \sum_{k=1}^{K} \mathbb{E}\left\{ \log_2 \det \left( I_M + \frac{Np_k}{\sigma_n^2} \hat{H}_k U_k \hat{H}_k^H \right) \right\} \\
\approx \left( 1 - \frac{T_t}{T} \right) KM \log_2 \left( 1 + \frac{(1-\sigma_e^2)(\eta - 1 + 1/K)P}{P\sigma_e^2 + 1} \right),
\] (3.16)

where \((i)\) is obtained based on the fact that \( \hat{H}_k = \frac{1}{\sqrt{N}} \hat{H}_k \) and \( \hat{H}_k \) has i.i.d. \( \mathcal{CN}(0, 1-\sigma_e^2) \) entries.

### 3.2.2 BD-Based Precoding with STBC

Since \( H_k \) and \( U_k \) with \( U_k^H U_k = I \) are independent of each other, the entries of \( H_{eq,k} = H_k U_k \) share the same distribution as those of \( H_k \) [89]. Therefore, the probability density function (PDF) of \( \|H_{eq,k}\|^2_F \) is Chi-squared distributed with \( 2ML \) degree of free (DoF) [86]. Following that, with EPA, the average SNR of BD-STBC is given by

\[
\mathbb{E}\left\{ \gamma_0 \|H_{eq,k}\|^2_F \right\} = \frac{PM}{KR_c}.
\] (3.17)

Based on the concavity of the \( \log(.) \) function and the Jensen’s inequality, we have \( \mathbb{E}\{\log_2(1 + x)\} \leq \log_2(1+\mathbb{E}\{x\}) \) [90]. From (3.7) and (3.17), an upper bound on the system SE of BD-STBC
can be defined as

$$\tilde{C}_{\text{up}} = \left(1 - \frac{T_t}{T}\right) K R_c \log_2 \left(1 + \frac{P M}{K R_c}\right). \quad (3.18)$$

When channel estimation error exists, the average SNR of BD-STBC can be obtained as

$$E\left\{\gamma_0 \|\hat{H}_{eq,k}\|_F^2\right\} = \frac{(1 - \sigma_e^2) P M}{(\sigma_e^2 \sum_k p_k + 1) K R_c }. \quad (3.19)$$

With EPA, the upper bound on the system SE of BD-STBC for the case of imperfect CSI is given by

$$\tilde{C}_{\text{ip}}^{\text{up}} = \left(1 - \frac{T_t}{T}\right) K R_c \log_2 \left(1 + \frac{(1 - \sigma_e^2) P M}{(\sigma_e^2 P + 1) K R_c}\right). \quad (3.20)$$

3.3 Optimal Number of Users and Optimal Length of Training Sequences

It has been shown that an increment of number of users $K$ can result in the degradation of sum rate of the BD technique [82]. In order to optimize the sum rate, an optimal number of users was obtained by using a numerical search method in [82]. This fact helps the system design engineers to define the optimal value of $K$ to serve simultaneously, if there are a lot of users in each cell. In this section, we analyze the optimal length of training sequence $T_t^{opt}$ and optimal number of users $K^{opt}$, which are expressed based on Lambert-W function, for maximizing the SE of the massive MU-MIMO system. We observe that the error variance $\sigma_e^2$ does not depend on $K$, but it depends on $T_t$ and $\rho_t$. Therefore, $K^{opt}$ will be investigated based on the system capacity for the case of perfect CSI, whereas $T_t^{opt}$ will be investigated based on the system capacity for the case of imperfect CSI.
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3.3.1 Optimal Number of Users

In order to investigate \( K^{opt} \) which maximizes SE of BD-PS and BD-STBC separately, we formulate two independent optimisation problems for \( C_p \) and \( C_{up} \) with respect to the number of users. In order to have accurate channel estimation, we assume that \( T_t = K \) [91]. Moreover, the received SINR at each user should be at least equal to the SNR threshold \( \gamma_{th} \) [92]. Thus, the two optimization problems can be expressed as

\[
(P1) \begin{cases} 
\text{maximize} & C_p = \left( 1 - \frac{K}{T} \right) KM \log_2 \left( 1 + \left( \eta - 1 + 1/K \right) P \right) \\
\text{subject to} & \left( \eta - 1 + 1/K \right) P \geq \gamma_{th1}, 
\end{cases} 
\tag{3.21}
\]

and

\[
(P2) \begin{cases} 
\text{maximize} & C_{up} = \left( 1 - \frac{K}{T} \right) KR_c \log_2 \left( 1 + \frac{PM}{KR_c} \right) \\
\text{subject to} & \frac{PM}{KR_c} \geq \gamma_{th2}. 
\end{cases} 
\tag{3.22}
\]

Based on (3.21), a tradeoff between \( K \) and \( T_t \) for the BD-PS can be obtained as

\[
T_t = T \left( 1 - \frac{C_p}{KM \log_2(1 + (\eta - 1 + 1/K)P)} \right). \tag{3.23}
\]

Hence, for fixed values of \( T, K, M, \eta, P \) and \( C_p \), we can define \( T_t \). Similarly, a tradeoff between \( K \) and \( T_t \) for the BD-STBC is expressed as

\[
T_t = T \left( 1 - \frac{C_{up}}{KR_c \log_2(1 + \frac{PM}{KR_c})} \right). \tag{3.24}
\]

In order to maximize the cost functions of problems P1 and P2 with respect to \( K \), we need to investigate the concavity of the functions with respect to \( K \), respectively. In particular, \( K_1^* \) is the number of users that maximizes problem P1 if the second derivative of the cost function P1 is less than zero, i.e., \( \partial^2 C_p(K_1^*) < 0 \), and the first derivative of the cost function P1 is equal
to zero, i.e., $\partial C_p(K_1^*) = 0$ \[92\]. Similar approach is used to determine $K_2^*$ for problem P2. The optimal solutions for P1 and P2 are presented in the following theorems.

**Theorem 1** The optimal number of users $K_1^{opt}$ for maximizing the cost function of problem P1 in (3.21) is given by

$$K_1^{opt} = \min \left( K_1^*, \frac{N/M + 1}{\gamma_{th1}/P + 1} \right),$$

(3.25)

$$K_1^* = \left\{ k | W(\alpha(k)) = \frac{\alpha(k)}{\beta(k)}, 0 < k \leq T/2 \right\},$$

(3.26)

where $W(z)$ is the Lambert-W function defined as $z = W(z)e^{W(z)}$, $\alpha(k)$ and $\beta(k)$ are obtained as $\alpha(k) = \frac{(N+1)(T-k)P}{(T-k-2k^2)}$ and $\beta(k) = 1 - P + \left( \frac{N}{M} + 1 \right) \frac{P}{T}$, respectively.

*Proof:* Please refer to Appendix A.1.

**Theorem 2** The optimal number of users $K_2^{opt}$ for maximizing the cost function of problem P2 in (3.22) is given by

$$K_2^{opt} = \min \left( K_2^*, \frac{PM}{\gamma_{th2} R_c} \right),$$

(3.27)

$$K_2^* = \left\{ k | W(\omega(k)) = \frac{\omega(k)}{\phi(k)}, 0 < k \leq T/2 \right\},$$

(3.28)

where $\omega(k)$ and $\phi(k)$ are defined as $\omega(k) = \frac{PM(T-k)}{R_c(Tk-2k^2)}$ and $\phi(k) = 1 + \frac{PM}{kR_c}$, respectively.

*Proof:* Please refer to Appendix A.2.

To facilitate understanding, we explain in more details as a simple algorithm which is summarized in Table 3.2. From (3.25), we observe that the optimum $K_1^{opt}$ for maximizing the cost function P1 depends on the number of BS antennas $N$ because the system SE increases as $N$ increases. It implies that $K_1^{opt}$ increases as $N$ increases. On the other hand, the optimum $K_2^{opt}$ in (3.27) does not depend on $N$, but it depends on $M$ when $P$ and $T$ are fixed.
Table 3.2: Algorithm to determine optimal number of users $K^*_1$ (or $K^*_2$)

1. **Input**: $P, M, N, T, R_c$.
2. **For** $k := 1$ to $T/2$ **do**
3. Calculate $\alpha(k), \beta(k), W(\alpha(k))$ and $\alpha(k)/W(\alpha(k))$ (or $\omega(k), \phi(k)$ and $\omega(\phi(k))/W(\omega(k))$ for $K^*_2$)
4. Calculate $x(k) = \beta(k) - \alpha(k)/W(\alpha(k))$ (or $y(k) = \phi(k) - \omega(k)/W(\omega(k))$ for $K^*_2$)
5. **If** $x(k)$ is the smallest value of set $X(k) = \{x(k), k = 1, \ldots, T/2\}$, **then** let index $k = K^*_1$. (or if $y(k)$ is the smallest value of set $Y(k) = \{y(k), k = 1, \ldots, T/2\}$, **then** let index $k = K^*_2$)
6. **Output**: $K^*_1$ (or $K^*_2$)

### 3.3.2 Optimal Lengths of Training Sequence

From a practical view point, the transmit power of the BS is much larger than that of the users, i.e., $P \gg P_t$. We assume that $P_t$ is finite which leads to an interference-limited system [12]. Therefore, the optimum values of $T_{opt}$ for maximizing the system capacities ($T_{opt}^{t_1}$ for BD-PS and $T_{opt}^{t_2}$ for BD-STBC) are investigated when $P \gg P_t$.

To maximize $C_{ip}$ in (3.16) with respect to $T_{t_1}$, we verify the concavity of $C_{ip}$ with respect to $T_{t_1}$. By substituting $\sigma^2_c = \frac{1}{1 + T_{t_1} P_t}$ into (3.16), when $P \to \infty$, the second derivative of the $C_{ip}$ is given by

$$\frac{\partial^2 C_{ip}}{\partial T_{t_1}^2} = -\frac{K M u}{T \ln 2} \left\{ \frac{1}{1 + u T_{t_1}} + \frac{1 + u T_{t_1}}{(1 + u T_{t_1})^2} \right\},$$

where $u = (\eta - 1 + 1/K)P_t$. Thus, the function $C_{ip}$ is concave with respect to $T_{t_1}$ because $\frac{\partial^2 C_{ip}}{\partial T_{t_1}^2} < 0$ always holds true. By setting the first derivative of $C_{ip}$ to be zero, we get

$$\ln(1 + u T_{t_1}) = \frac{T u + 1}{1 + u T_{t_1}} - 1.$$  \hspace{1cm} (3.30)

Let us define $\xi = T u + 1$, the solution for (3.30) is obtained as

$$T^*_{t_1} = \left( \frac{\xi}{W(\xi e)} - 1 \right) \frac{1}{(\eta - 1 + 1/K)P_t},$$

where $e$ is Euler’s number and $W(.)$ is the Lambert-W function. Therefore, the optimum
training length to maximize $C_{ip}$ under BD-PS is given by

$$T_{t_1}^{opt} = \max \left( T_{t_1}^*, K \right).$$

(3.32)

For BD-STBC, when $P_t$ is finite, $P \to \infty$, the second derivative of the $\hat{C}_{ip}^{up}$ with respect to $T_{t_2}$ is given by

$$\frac{\partial^2 \hat{C}_{ip}^{up}}{\partial T_{t_2}^2} = -\frac{MP_t}{T \ln 2} \left\{ \frac{1}{1 + vT_{t_1}} + \frac{1 + vT}{(1 + vT_{t_1})^2} \right\}$$

(3.33)

where $v = \frac{MP_t}{KR_c}$. We observe that $\frac{\partial^2 \hat{C}_{ip}^{up}}{\partial T_{t_2}^2} < 0$ always holds true, hence the function $\hat{C}_{ip}^{up}$ is concave with respect to $T_{t_2}$. By letting the first derivative of (3.20) to be zero, we have

$$\ln(1 + vT_{t_2}) = \frac{T v + 1}{1 + vT_{t_2}} - 1.$$  (3.34)

From (3.34), the optimum training length $T_{t_2}^{opt}$ to maximize $\hat{C}_{ip}^{up}$ under BD-STBC is given by

$$T_{t_2}^{opt} = \max \left( T_{t_2}^*, K \right),$$

(3.35)

$$T_{t_2}^* = \left( \frac{\mu}{W(\mu e)} - 1 \right) \frac{KR_c}{MP_t},$$

(3.36)

$$\mu = \frac{TMP_t}{KR_c} + 1.$$  (3.37)

3.4 Numerical Results and Discussions

In this section, both simulated and analytical SE results of BD-PS and BD-STBC over fading channels are presented. We assume that the transmitted signals are modulated with OFDM. The parameters are chosen based on long-term evolution standards where an OFDM symbol duration is approximated as 71.4 $\mu$s. We choose the channel coherence time to be $T_c = 1 \text{ ms}$, then $T = 196$ symbols is the coherence interval. The simulation results are computed based on
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10,000 independent channel realizations.

We first investigate the EED of $G_k G_k^H$ as shown in Fig. 3.2. As we have mentioned in Section 3.2.1, the eigenvalues of $G_k G_k^H$ converge to $E\{\lambda_m\} = 1 - \frac{K-1}{\eta K}$ as $\eta K$ increases. In particular, with $\eta = 2$, when $\eta K$ increases from 20 to 1000, the eigenvalues of $G_k G_k^H$ converge to $E\{\lambda_m\} \approx 0.5$. This result validates the accuracy of the matrix approximation of $\tilde{\Lambda}_k$ as $\eta K$ is large.

Next we demonstrate the accuracy of the derived closed-form SE expressions of BD-PS and BD-STBC. Figure 3.3 presents the achievable spectral efficiencies for BD-PS, BD-STBC, BD-based RZF [82] and BD-based SVD [82] in the case of perfect CSI. We assume that $N = 60$, $K = 10$ and each user is equipped with $M = 3$ antennas. It is shown that the proposed BD-PS performs best due to high array gain. In Fig. 3.4 the analytical and simulated SE results of the proposed BD-PS and BD-STBC schemes are demonstrated when the CSI is imperfect. As observed from Figs. 3.3 and 3.4, the analytical results of these schemes are very close to
Figure 3.3: Spectral efficiencies versus SNR for BD-PS, BD-STBC, BD-based RZF [82] and BD-based SVD [82] when $T = 196$, $N = 60$, $K = 10$, $M = 3$, $L = 2$ and CSI is perfect.

Figure 3.4: Spectral efficiencies of the BD-precoding and BD-STBC schemes in the case of imperfect CSI when $T = 196$, $N = 60$, $K = 10$, $M = 3$, and $L = 2$. 
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the simulation results for both cases of perfect CSI and imperfect CSI ($\sigma^2_e = 0.1, 0.3, 0.5$). The SE of BD-PS is proportional to $N$, whereas the SE of BD-STBC is proportional to $M$ and $L$. In addition, $N$ is much larger than $M$. Hence, the system SE of BD-PS is higher than that of BD-STBC. Figure 3.5 illustrates the SE of BD-PS when $N$ increases for both cases of perfect CSI and imperfect CSI. When $N$ increase, $\eta K$ is increased for fixed values of $K$ and $M$, the eigenvalues are close to the deterministic value. The analytical results of BD-PS match well with the corresponding simulated results, especially at large $N$. Therefore, we will use these analytical SE expressions for further analysis.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure3.5.png}
\caption{System SE of BD-PS versus the number of BS antennas when $T = 196, K = 10, M = 3$ and SNR = 10 dB.}
\end{figure}

In Fig. 3.6, we show the capacities of BD-PS and BD-STBC, i.e., $C_p$ and $\tilde{C}^{up}$, versus the number of users in the case of perfect CSI, respectively. We assume that the downlink SNR threshold is $\gamma_{th1} = \gamma_{th2} = 0$ dB. In order to determine the optimal numbers of users $K_{1}^{opt}$ and $K_{2}^{opt}$ for maximizing the cost function of the corresponding P1 and P2, we need to define the maximizers $K_1^\star$ in Theorem 1 and $K_2^\star$ in Theorem 2, respectively. The maximizers $K_1^\star$ and $K_2^\star$
Figure 3.6: SEs of the BD-precoding and BD-STBC schemes versus the number of users when $T = 40, M = 2, L = 2, N = 60$ for the case of perfect CSI.

can be obtained from the proposed algorithm shown in Table 3.2 and they are presented in Table 3.3. Furthermore, the columns named as “Fig. 3.6” in Table 3.3 indicate the maximum points which are presented in Fig. 3.6. It has been shown in Table 3.3 that the optimal numbers of users in Theorems 1 and 2 are similar to those obtained from Fig. 3.6. We observe that the optimum $K_{opt}$ increases as the transmit power $P$ increases for a given parameter setting, such as $M = 2, N = 60$, and $T = 40$.

The SE comparisons of these schemes for the optimum number of users $K_{opt}$ and the case with $K = T/2$ are shown in Fig. 3.7. Note that $K = T/2$ is greater than $K_{opt}$ due to the conditions for the concavity of the optimization problems P1 and P2. In Fig. 3.7, the system SE for the optimum $K_{opt}$ is always better than that of the case with $K = T/2$ for different parameter settings over the whole range of SNR.

In Fig. 3.8, we investigate the system SE for different lengths of training sequence $T_t$ with $P_t = 3$ dB. The optimum training lengths for maximizing the system SE with BD-PS and BD-
Figure 3.7: SE comparisons of the precoding schemes for the optimum number of users $K^\text{opt}$ and the case with $K = T/2$ for $M = 2, L = 2, N = 60$ and $T = 40$.

Table 3.3: The optimal number of users

<table>
<thead>
<tr>
<th>Parameter settings</th>
<th>$K_1^*$ for BD-PS</th>
<th>$K_2^*$ for BD-STBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR = 10 dB</td>
<td>Proposed algorithm</td>
<td>11</td>
</tr>
<tr>
<td>SNR = 20 dB</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

STBC, i.e., $T^\text{opt}_{t_1}$ and $T^\text{opt}_{t_2}$, respectively. From Fig. 3.8, we observe that there is a small system SE loss of $T^\text{opt}$ as compared to that of $T_i = K$ (it means $T_{i_1} = T_{i_2} = K$) at low SNR region. However, when SNR is greater than 11 dB, the system SE with $T^\text{opt}$ outperforms that of $T_i = K$. This is because $T^\text{opt}$ is typically obtained for the case $P \gg P_i$. Therefore, in order to improve the system performance, the optimum $T^\text{opt}$ should be analyzed. The closed-form expressions of $T^\text{opt}$ presented in Section 3.3.2, which are easily obtained from the basic system parameters, can help the system design engineers to define the optimum training length efficiently.
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Figure 3.8: The proposed system SE with different lengths of training sequence $T_t$ when $T = 196, K = 10$ and $P_t = 3$ dB.

3.5 Summary

In this chapter, we have investigated the SE performance of massive MIMO systems with BD-precoding and BD-STBC schemes. Although the analytical results have been obtained under a large-scale assumption, they have been shown to be tight and accurate for the large-scale and conventional MIMO systems in both cases of perfect CSI and imperfect CSI (i.e., $M = 2$ and $3$ have been used to obtain the analytical and simulation results). It has been shown that BD-PS outperforms BD-STBC. In addition, we have studied the optimal users and training lengths for maximizing the SE of these schemes, respectively. The closed-form expressions of the optimum training lengths for the proposed system have also been derived for high SNR region. From the simulation results, the accuracy of our analysis on the optimum training lengths and the optimum number of users for these schemes have been successfully demonstrated.
Chapter 4

Massive MIMO with SLNR
Precoding Scheme in Single-Cell Systems

One of the main objectives in designing the optimal linear MU-MIMO precoding scheme is to optimize the SINR at each user. However, it has been shown that this problem is challenging due to its coupled nature. On the other hand, in [18], based on the concept of signal leakage, the SLNR has been introduced as an optimization metric for the linear precoder design. This metric can transform a coupled optimization problem into a completely decoupled one, such that a closed-form solution can be obtained. Specifically, in conventional MU-MIMO systems with single-antenna users, the closed-form solution of the SLNR-PS has been expressed by an eigenvector associated to the maximum eigenvalue in [18], and a regularized channel inverse shifted by random phase-shifts in [93]. For multiple-antenna users, it has been given by a generalized form of the regularized channel inversion, in which the regularization factors for each user are inversely proportional to their average signal-to-noise ratios per data streams
For massive MIMO systems, by employing the Mullen’s inequality, a lower bound on the achievable SLNR has been analyzed in Ricean fading channels [95]. This result has been used to analyze achievable ergodic rate for a statistical eigenmode space-division multiple-access scheme. Moreover, a two-stage beamformer design, which includes the ZF-based inner beamforming and the SLNR-based outer beamforming, has been considered in [96]. Based on the trace quotient formulation, an iterative algorithm has been shown to obtain optimal solution.

The EE performance of massive MIMO systems with linear processing techniques has been investigated in [13] and [27], where the power consumption model only considers the emitted power consumption. In order to maximize the EE in massive MIMO systems, various resource allocation algorithms have been studied in [97–100]. Particularly, an optimal number of antennas $N$ is selected by using sequential search or binary search algorithms in [97], and an exhaustive search method over all antennas was proposed in [98]. An iterative algorithm for joint antenna selection and power adaptation based on the exhaustive search has been proposed in [99]. However, this algorithm requires high computational complexity because it needs to obtain channel matrix inversion with large-scale dimension based on instantaneous channel realizations. In [100], the joint optimization problem of power allocation, $N$ and pilot assignment for EE maximization in the multiuser and multicell massive MIMO network has been investigated. However, the authors did not analytically characterize the effect of changing these parameters on the optimal EE.

The reliable guidelines for EE maximization with respect to $N$ and active users $K$ have been addressed in [101]. In [102], the upper and lower bounds of maximum EE for MRC in the uplink and MRT in the downlink have been analyzed with respect to $N$, respectively, but the closed-form expressions of optimal $N$ have not been defined. The problem of EE maximization for ZF detector with respect to $(N, K)$ has been discussed in [103]. For a given UL SE, the optimal values of $N$ and $K$ have been obtained in [103] without consideration of the necessary overhead.
signalling for the channel estimation, i.e., the length of training sequence. By considering the joint UL and DL, the effects of $N$, $K$ and transmit power on the EE for ZF and MMSE schemes have been studied in [26]. In a realistic scenario, the quality of channel estimation can limit the potential performance of massive MIMO systems. However, most of related works only focus on the EE maximization problem for massive MIMO systems with common precoders/detectors (i.e., MF, MRC, MRT, ZF and MMSE) or perfect CSI.

In this chapter, we study the fundamental performance in terms of SE and EE for massive MIMO systems with SLNR-PS for both cases of perfect and imperfect CSI in the TDD protocol. In order to do so, we first derive bounds on achievable ergodic rate of SLNR-PS when $N$ is large. By applying the realistic power consumption model presented in Section 2.1.3, the EE maximization problem is formulated with respect to the transmit power, number of BS antennas, as well as length of training sequence. An alternating optimization (AO) algorithm is used to solve the EE maximization problem under assumption of EPA. In addition, with perfect CSI, we present an energy-efficient power allocation scheme to optimize the EE of SLNR-PS. A rate profile optimization problem for individual users is also investigated while satisfying constraints of the transmit power, QoS, and EE target.

### 4.1 System Model Description

We consider a single-cell downlink MU-MIMO system. The BS is equipped with $N$ transmit antennas to serve its $K$ single-antenna users and we assume that $N > K$. The channel vector of the $k$th user is given by $\mathbf{g}_k = \sqrt{\beta_k} \mathbf{h}_k$, where $\mathbf{h}_k$ is the small-scale fading vector of user $k$ with $\mathbf{h}_k \sim \mathcal{CN}(\mathbf{0}, \mathbf{I})$ and $\beta_k$ is the large-scale fading coefficient accounting for path loss and shadowing effect. We assume that the channel reciprocity in the TDD protocol is the same for both forward and reverse links, and the channel experiences block fading. Hence, $\mathbf{h}_k$ remains

\footnote{Note that all the notations are only applicable to this Chapter.}
constant for a duration of $T$ symbols. Based on the TDD protocol, the communication scheme includes two phases, namely uplink training and downlink data transmission. We describe these phases briefly.

4.1.1 Uplink Training

At the beginning of every coherence interval $T$, all $K$ users simultaneously transmit orthogonal pilot sequences, of which the length is $T_t$ symbols [7]. It has been shown that the pilot sequences can be defined as a $T_t \times K$ matrix $\sqrt{P_t} \Theta$, where $P_t$ is the power level of the training sequence, $T_t \geq K$ and $\Theta^H \Theta = I$. The $N \times T_t$ received pilot matrix at the BS is obtained as

$$Y_{tr} = \sqrt{T_t P_t} G \Theta^T + N, \quad (4.1)$$

where $G = HA^{1/2}$ with $H = [h_1 \ldots h_K]$ and $A = \text{diag}\{\beta_1, \ldots, \beta_K\}$, and $N \in \mathbb{C}^{N \times T_t}$ is the noise term matrix which has i.i.d. $\mathcal{CN}(0, \sigma_n^2)$ entries. Based on MMSE estimation, the estimated channel of $G$ given $Y_{tr}$ is defined as [9,13,104]

$$\hat{G} = \frac{1}{\sqrt{T_t P_t}} Y_{tr} \Theta^T \bar{A} = \left( G + \frac{1}{\sqrt{T_t P_t}} N\Theta^H \right) \bar{A}, \quad (4.2)$$

where $\bar{A} = \left( \frac{\sigma^2}{T_t P_t} A^{-1} + I_K \right)^{-1}$. We define $\rho_t = \frac{P_t}{\sigma_n^2}$ as the transmit SNR of training sequence in the uplink channel. Since the $k$th diagonal element $[A]_{kk} = \beta_k$, we have $\bar{A} = \text{diag}\left\{ \frac{T_t \rho_t \beta_k}{1 + T_t \rho_t \beta_k} \right\}, k \in [1 \ldots K]$. We denote $\hat{g}$ as the $k$th column of $\hat{G}$. From (4.2), $\hat{g}$ can be shown to be distributed as $\hat{g}_k \sim \mathcal{CN}(0, \sigma_{\hat{g}}^2 I_N)$, where $\sigma_{\hat{g}}^2 = \frac{T_t \rho_t \beta_k^2}{1 + T_t \rho_t \beta_k}$. According to the orthogonality property of the MMSE estimate, we can decompose channel $g_k$ as [9,104]

$$g_k = \hat{g}_k + e_k, \quad (4.3)$$
where $\mathbf{e}_k$ is the estimation error vector with $\mathbf{e}_k \sim \mathcal{CN}(0, \sigma^2_e \mathbf{I}_N)$ and $\sigma^2_e = \frac{\beta_k}{1+\rho_k \sigma^2_e}$. Note that $\hat{\mathbf{g}}_k$ and $\mathbf{e}_k$ are statistically independent of each other. When the channel estimation is perfect, i.e., $\sigma^2_e = 0$, we get $\mathbf{g}_k = \hat{\mathbf{g}}_k$ and $\sigma^2_{\hat{g}} = \beta_k$.

### 4.1.2 Downlink Data Transmission

The received signal at user $k$ is given by

$$y_k = \sqrt{p_k}\mathbf{g}_k^H \mathbf{w}_k s_k + \sum_{i=1, i \neq k}^K \sqrt{p_i} \mathbf{g}_k^H \mathbf{w}_i s_i + n_k,$$

where $s_k$ is the data symbol, the beamforming vector $\mathbf{w}_k$ is obtained based on the estimated channel $\hat{\mathbf{g}}_k$ and $n_k$ is the noise term with $n_k \sim \mathcal{CN}(0, \sigma^2_n)$. The SLNR at user $k$ is given by [18, Eq. (52)], [105]

$$\varphi_k = \frac{\mathbb{E}\{\mathbf{w}_k^H \mathbf{g}_k \hat{\mathbf{g}}_k^H \mathbf{w}_k | \hat{\mathbf{g}}_k\}}{\mathbb{E}\{\mathbf{w}_k^H \hat{\mathbf{G}}_k \hat{\mathbf{G}}_k^H \mathbf{w}_k | \hat{\mathbf{G}}_k\} + \frac{\sigma^2_n}{p_k}}$$

$$= \frac{\mathbf{w}_k^H \left( \hat{\mathbf{G}}_k \hat{\mathbf{G}}_k^H + \frac{\sigma^2_{\hat{g}}}{p_k} + (K-1)\sigma^2_e \mathbf{I} \right) \mathbf{w}_k}{\mathbf{w}_k^H \left( \hat{\mathbf{G}}_k \hat{\mathbf{G}}_k^H + \frac{\sigma^2_{\hat{g}}}{p_k} + (K-1)\sigma^2_e \mathbf{I} \right) \mathbf{w}_k},$$

where the expectation is conditional on the knowledge of $\hat{\mathbf{g}}_k$. $\mathbf{G}_k = [\mathbf{g}_1, \ldots, \mathbf{g}_{k-1}, \mathbf{g}_{k+1}, \ldots, \mathbf{g}_K]$ and $\hat{\mathbf{G}}_k = [\hat{\mathbf{g}}_1, \ldots, \hat{\mathbf{g}}_{k-1}, \hat{\mathbf{g}}_{k+1}, \ldots, \hat{\mathbf{g}}_K]$. For SLNR-PS, based on [18, Eq. (11)] and [93, Eq. (6)], the optimal beamforming vector $\mathbf{w}_k$ for maximizing $\varphi_k$ is given by

$$\mathbf{w}_k \propto \max.eigenvector(\mathbf{B}_k),$$

$$\mathbf{B}_k = \left( \hat{\mathbf{G}}_k \hat{\mathbf{G}}_k^H + \rho_k \mathbf{I} \right)^{-1} \left( \hat{\mathbf{g}}_k \hat{\mathbf{g}}_k^H + \sigma^2_{\hat{g}} \mathbf{I} \right),$$

where $\rho_k = \frac{\sigma^2_{\hat{g}}}{p_k} + (K-1)\sigma^2_e$. It can be observed that $\left( \hat{\mathbf{G}}_k \hat{\mathbf{G}}_k^H + \rho_k \mathbf{I} \right)$ is invertible because its own determinant is not zero. Specifically, we show that the minimum singular value of $\hat{\mathbf{g}}_k$ is assumed to be distributed as $\mathbf{g}_k \sim \mathcal{CN}(0, \beta_k \mathbf{I})$. 

---

2Note that the forms of the estimation error and estimated channel variances are different from that of Chapter 3 because $\mathbf{g}_k$ is assumed to be distributed as $\mathbf{g}_k \sim \mathcal{CN}(0, \beta_k \mathbf{I})$. 
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\[
(\hat{G}_k \hat{G}_k^H + \rho_k I) \text{ is at least greater than a non-zero value in the following Section. Let us define } \omega_k \text{ and } \omega_j \text{ as normalization factors of the precoding vectors for the } k \text{th user and the } j \text{th user such that } \mathbf{w}_k^H \mathbf{w}_k = 1 \text{ and } \mathbf{w}_j^H \mathbf{w}_j = 1, \text{ respectively. Similar to [93], it is assumed that } \mathbb{E}\{\omega_k^2\} = \mathbb{E}\{\omega_j^2\}, \text{ the power of the interference plus noise can be estimated from the power of the leakage plus noise. It is expressed as}
\]
\[
\sum_{i \neq k}^K p_i \| \mathbf{g}_i^H \mathbf{w}_i \|^2 + \sigma_n^2 \approx \sum_{i \neq k}^K p_i \| \mathbf{g}_i^H \mathbf{w}_k \|^2 + \sigma_n^2.
\]

When the leakage power is small as compared with the noise power, this estimation is generally tight. In addition, as } N > K, \text{ the leakage power converges to zero at low and high SNR regions [93, Eq. (19)]. Thus, the SINR of the } k \text{th user, denoted as } \gamma_k, \text{ can be approximated by the corresponding SLNR. Furthermore, it has been shown in [18] and [93] that the resultant maximum SLNR value } \varphi_k \text{ is the largest eigenvalue } \lambda_{\text{max}} \text{ of } \mathbf{B}_k. \text{ Therefore, under these assumptions, we have } \gamma_k \approx \varphi_k = \lambda_{\text{max}}(\mathbf{B}_k). \text{ This result is used for further analysis.}

### 4.2 Achievable Ergodic Rate

In the following, we study the achievable ergodic rates of the SLNR-PS for both cases of perfect and imperfect CSI, respectively, when } N \text{ is large. We also analyze the asymptotic analysis of the achievable rates at very high SNR region. In particular, the achievable rate of the } k \text{th user is defined as [18,94]}

\[
R_k = \mathbb{E}\{ \log_2 (1 + \gamma_k) \} \approx \mathbb{E}\{ \log_2 (1 + \lambda_{\text{max}}(\mathbf{B}_k)) \}.
\]
4.2.1 Imperfect CSI Case

In the reality, the BS can estimate the channel state information imperfectly, then the achievable ergodic rate of this case is presented in the following theorem.

**Theorem 3** If the SLNR-PS is applied, under the imperfect CSI condition, the UB on achievable ergodic rate of the \( k \)-th user is given by

\[
\hat{R}_{ip}^k = \log_2 \left( 1 + v + \frac{\sigma^2}{\rho_k} (N - K + 1) \right), \tag{4.10}
\]

where \( v = \frac{K-1}{N-K+1} \).

**Proof:** We study the achievable rate based on (4.9). In order to obtain the largest eigenvalue \( \lambda_k \) of \( B_k \), we employ Weyl’s inequality in matrix theory. In particular, if \( C, D \in M_n \) are Hermitian matrices and the eigenvalues \( \lambda_i(C), \lambda_i(D) \), and \( \lambda_i(C + D) \) are arranged in increasing order \( \lambda_{\min} = \lambda_1 \leq \cdots \leq \lambda_n = \lambda_{\max} \), for each \( l = 1, \ldots, n \) we have [106, Eq. (4.3.2)]

\[
\lambda_l(C) + \lambda_{\min}(D) \leq \lambda_l(C + D) \leq \lambda_l(C) + \lambda_{\max}(D). \tag{4.11}
\]

Based on (4.11), from (4.7), we have

\[
\gamma_k \approx \lambda_{\max}(B_k) \leq \lambda_{\max}(C_k) + \lambda_{\max}(D_k), \tag{4.12}
\]

\[
C_k = \left( \hat{G}_k \hat{G}_k^H + \rho_k I \right)^{-1} \hat{g}_k \hat{g}_k^H, \tag{4.13}
\]

\[
D_k = \left( \hat{G}_k \hat{G}_k^H + \rho_k I \right)^{-1} \sigma_e^2 I, \tag{4.14}
\]

where \( \lambda_{\max}(C_k) \) and \( \lambda_{\max}(D_k) \) are the corresponding maximum eigenvalues of \( C_k \) and \( D_k \), respectively. According to [94], \( \lambda_{\max}(C_k) \) can be obtained by solving the following characteristic
equations

\[
\det \left[ \lambda I - \left( \hat{G}_k \hat{G}_k^H + \rho_k I \right)^{-1} \hat{g}_k \hat{g}_k^H \right] = 0, \tag{4.15}
\]

\[
\det \left[ \left( \hat{G}_k \hat{G}_k^H + \rho_k I \right) - \left( \frac{\lambda + 1}{\lambda} \right) \hat{g}_k \hat{g}_k^H \right] = 0, \tag{4.16}
\]

where \( \hat{G}_k = [\hat{g}_1 \ldots \hat{g}_K] \). Let us define

\[
\Phi^{-1} = \left( \hat{G}_k \hat{G}_k^H + \rho_k I \right), \quad \bar{v} = - \left( \frac{\lambda + 1}{\lambda} \right) \hat{g}_k, \quad \text{and} \quad \bar{u}^H = \hat{g}_k^H.
\]

By applying the matrix determinant lemma, i.e.,

\[
\det \left( \Phi^{-1} + \bar{v} \bar{u}^H \right) = \left( 1 + \bar{u}^H \Phi \bar{v} \right) \det \left( \Phi^{-1} \right), \tag{4.17}
\]

after some mathematical manipulations, \( \lambda_{\text{max}}(C_k) \) is obtained as \[94\]

\[
\lambda_{\text{max}}(C_k) = \frac{1}{1 - \bar{g}_k^H (\hat{G}_k \hat{G}_k^H + \rho_k I) \bar{g}_k} - 1
\]

\[
= \frac{1/\rho_k}{\left[ (\hat{G}_k^H \hat{G}_k + \rho_k I)^{-1} \right]_{k,k}} - 1. \tag{4.18}
\]

Moreover, based on the approaches in \[94\] and \[107\], (4.18) can also be decomposed as

\[
\lambda_{\text{max}}(C_k) = \frac{1}{\rho_k} \bar{g}_k^H \Sigma_k \bar{g}_k + \bar{g}_k^H \Omega_k \bar{g}_k, \tag{4.19}
\]

where \( \Sigma_k = I - \hat{G}_k (\hat{G}_k^H \hat{G}_k)^{-1} \hat{G}_k^H \) and \( \Omega_k = \hat{G}_k (\hat{G}_k^H \hat{G}_k + \rho_k I)^{-1} (\hat{G}_k^H \hat{G}_k)^{-1} \hat{G}_k^H \). Next, we define the expected value of \( \lambda_{\text{max}}(C_k) \). Let us denote \( \theta_{zf,k} = \frac{1}{\rho_k} \bar{g}_k^H \Sigma_k \bar{g}_k \) and \( \theta_{ad,k} = \bar{g}_k^H \Omega_k \bar{g}_k \). It has been shown that \( \theta_{ad,k} \) is a nondecreasing function of \( 1/\rho_k \); \( \theta_{zf,k} \) and \( \theta_{ad,k} \) are statistically independent \[107\]. The expected value of \( \theta_{zf,k} \) is given by

\[
E\{\theta_{zf,k}\}^{(a_1)} = E\left\{ \frac{1/\rho_k}{\left[ (\hat{G}_k^H \hat{G}_k)^{-1} \right]_{k,k}} \right\}^{(a_2)} = \frac{\sigma_\hat{g}^2}{\rho_k} (N - K + 1), \tag{4.20}
\]
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where \((a_1)\) is obtained based on the result presented in [107] and \((a_2)\) is obtained due to\(^3\)

\[
\frac{1}{|\mathbf{H}_k^H \mathbf{H}_k|} \sim \chi^2_{N-K+1},
\]

where \(\mathbf{H}_k = [\mathbf{h}_1, \ldots, \mathbf{h}_K]^{[13,107]}\). The challenge in deriving \(\mathbb{E}\{\lambda_{\text{max}}(\mathbf{C}_k)\}\) is to define the \(\mathbb{E}\{\theta_{\text{ad},k}\}\). We denote \(\mathbf{q}_k = \mathbf{U}_k^H \hat{\mathbf{g}}_k \in \mathbb{C}^{(K-1) \times 1}\), where \(\mathbf{U}_k\) is defined from the SVD of \(\hat{\mathbf{G}}_k = \mathbf{U}_k \mathbf{\Lambda} \mathbf{V}_k^H\). Let us define a matrix \(\mathbf{Q}_k \in \mathbb{C}^{N \times (K-1)}\) which has the same distribution of \(\hat{\mathbf{G}}_k\), and it is independent of \(\mathbf{q}_k\). Following [107, Eq. (32)], at high SNR region, \(\theta_{\text{ad},k}\) has an identical distribution of \(|\mathbf{q}_k|_2^2[\mathbf{Q}_k^H \mathbf{Q}_k]^{-1}\) with \(i = 1, \ldots, K - 1\).

By using lemma 2.10 of [108], i.e., \(\mathbb{E}\{\text{trace}(\mathbf{W})\} = \frac{mn}{n-m} \) with \(n > m\) and \(\mathbb{E}\{\text{trace}(\mathbf{W})\} = mn\), where \(\mathbf{W} \sim \mathcal{W}_m(n, \mathbf{I}_n)\) is an \(m \times m\) complex Wishart matrix with \(n\) degrees of freedom, we have

\[
\mathbb{E}\{|\mathbf{q}_k|^2\} = \sigma^2_{\hat{\mathbf{g}}}(K - 1) \quad \text{and} \quad \mathbb{E}\{|\mathbf{q}_k|^2[\mathbf{Q}_k^H \mathbf{Q}_k]^{-1}\} = \frac{K - 1}{N - K + 1}. \tag{4.22}
\]

Next, we analyze the \(\lambda_{\text{max}}\) of \(\mathbf{D}_k\). From (4.11) and (4.14), we obtain

\[
\lambda_{\text{max}}(\mathbf{D}_k) = \lambda_{\text{max}}\left(\frac{\sigma^2 \mathbf{I}}{\hat{\mathbf{G}}_k^H \hat{\mathbf{G}}_k + \rho_k \mathbf{I}}\right) \\
= \frac{\sigma^2}{\lambda_{\text{min}}(\hat{\mathbf{G}}_k^H \hat{\mathbf{G}}_k + \rho_k \mathbf{I})} \leq \frac{\sigma^2}{\lambda_{\text{min}}(\hat{\mathbf{G}}_k^H \hat{\mathbf{G}}_k + \rho_k \mathbf{I})}. \tag{4.23}
\]

When \(N\) is very large, the eigenvalues of \(\hat{\mathbf{G}}_k^H \hat{\mathbf{G}}_k\) converge to a fixed deterministic distribution which is given by the Marchenko-Pastur distribution [6]. We define \(x = \frac{K - 1}{N}\). Based on the results presented in [109] and [110], as \(N \to \infty\), the deterministic approximation of the smallest

\(^3\)A Chi-square random variable, denoted as \(\chi^2_z\), has probability density function \(f_z(z) = \frac{1}{\Gamma(z)} \frac{1}{2^{z-1}} e^{-z}, z \geq 0\) [107].
eigenvalue of \( \frac{1}{N} \hat{G}_k^H \hat{G}_k \) converges to

\[
\lambda_{\text{min}}(\frac{1}{N} \hat{G}_k^H \hat{G}_k) \to (1 - \sqrt{x})^2 \sigma_g^2. \tag{4.24}
\]

Substituting (4.24) into (4.23), as \( N \) is very large, we obtain

\[
\lambda_{\text{max}}(D_k) \leq \frac{\sigma_e^2}{(1 - \sqrt{x})^2 \sigma_g^2 N + \rho_k}. \tag{4.25}
\]

Applying Jensen’s inequality, i.e., \( E\{\log_2(1 + \zeta)\} \leq \log_2(1 + E\{\zeta\}) \), and using results in (4.20), (4.22) and (4.25), for the case of imperfect CSI, the UB on rate of the \( k \)th user is defined as

\[
\hat{R}_{ip}^k = \log_2 \left( 1 + \frac{\sigma_e^2(N - K + 1)}{\rho_k} \right), \tag{4.26}
\]

where \( \rho = \frac{\sigma_e^2}{(1 - \sqrt{x})^2 \sigma_g^2 N + \rho_k} \). We observe that \( \sigma_e^2 \in [0, 1] \) is much less than \( N \). Thus, as \( N \) is large, \( \rho \to 0 \), from (4.26), we can obtain (4.10). \( \blacksquare \)

The tightness of (4.26) is presented in Figs. 4.3 and 4.4 of the Numerical Results and Discussion Section. It is shown that the expression (4.26) performs as well as the expression (4.10). The analytical results obtained by using (4.10) and (4.26) match well with the corresponding simulation results when the number of BS antennas is large.

**Proposition 1** When both the number of users \( K \) and the number of BS antennas \( N \) grow large while their ratio remains bounded, i.e., \( N, K \to \infty \) and \( \frac{N}{K} = c_0 > 1 \), the UB on achievable rate of the \( k \)th user is defined as

\[
\hat{R}_{ip}^k = \log_2 \left( 1 + \frac{\rho \sigma_e^2 (c_0 - 1)}{1 + \rho \sigma_g^2 (c_0 - 1)} \right). \tag{4.27}
\]
Proof: Let us define \( \rho_d = \frac{P}{\sigma_n^2} \) as the transmit SNR in the downlink channel. From (4.10), we can obtain (4.27).

If \( c_0 \gg 1 \), the result in (4.27) becomes the exact one which is defined by employing ZF-PS in [6, Table I]. It implies that the achievable ergodic rate of SLNR-PS is lower bounded by that of ZF-PS. In addition, at very high SNR region, i.e., \( \log_2(1 + \zeta) \approx \log_2(\zeta) \), from (4.10), the asymptotic analysis of achievable rate for the \( k \)th user is given by

\[
\lim_{\rho_d \to \infty} \bar{R}_{\infty,k}^{ip} = \log_2 \left( v + \frac{T_1 \rho_t \beta_k}{v} \right).
\]

(4.28)

4.2.2 Perfect CSI Case

When the BS can estimate CSI perfectly, we derive the UB and lower bound (LB) on the achievable rate as the following.

**Theorem 4** If the SLNR-PS is applied, under the perfect CSI condition, the UB on achievable ergodic rate of the \( k \)th user is given by

\[
\bar{R}_k^{p} = \log_2 \left( 1 + v + \frac{P_k}{\sigma^2_n} \beta_k (N - K + 1) \right).
\]

(4.29)

Proof: When the CSI is perfectly estimated, i.e., \( \sigma^2_e = 0 \), then \( g_k = \hat{g}_k \) and matrix \( B_k \) in (4.7) is rewritten as

\[
B_k = \left( \bar{G}_k \bar{G}_k^H + \frac{\sigma^2_n}{p_k} I \right)^{-1} g_k g_k^H.
\]

(4.30)

By applying the similar approach, which is used to obtain \( \lambda_{\text{max}}(C_k) \) in the previous Section, the largest eigenvalue \( \lambda_k \) of \( B_k \) can be defined as

\[
\lambda_k^{\text{max}}(B_k) = \frac{1}{1 - g_k^H \left( \bar{G}_k \bar{G}_k^H + \frac{\sigma^2_n}{p_k} I \right)^{-1} g_k} - 1.
\]

(4.31)
Based on results in (4.19), (4.20) and (4.22), the expected value of $\lambda_{\text{max}}(B_k)$ is given by

$$E\{\lambda_{\text{max}}^{p}(B_k)\} = v + \frac{p_k}{\sigma_n^2} \beta_k (N - K + 1).$$  \hspace{1cm} (4.32)

By substituting above result into (4.9), we can obtain (4.29)

We observe that $\hat{R}_k^{p}$ is monotonically increasing with the transmit power of user $k$, hence $\hat{R}_k^{p} \to \infty$ as $p_k \to \infty$. This result is different from that of the case with imperfect CSI, where the achievable rate of the $k$th user converges to an asymptotic limit at high SNR region. In addition, under assumption of EPA, as $N, K \to \infty$, but $\frac{N}{K} = c_0 < \infty$ and $c_0 \gg 1$, then the UB expression in (4.29) converges to

$$\hat{R}_k^{p} \to \log_2 (1 + \rho_d \beta_k (c_0 - 1)).$$  \hspace{1cm} (4.33)

This result is similar to the one which is obtained by using ZF-PS in [6]. Therefore, the rate of SLNR-PS converges to that of ZF-PS when SNR is high.

**Theorem 5** If a SLNR-PS is applied, under the perfect CSI condition, the lower bound on achievable ergodic rate of the $k$th user can be approximated as

$$\hat{R}_k^{p} = \log_2 (1 + (\psi_k - 1) \vartheta_k),$$  \hspace{1cm} (4.34)

where $\psi_k = \frac{(N - K + 1 + (K - 1) \mu)^2}{N - K + 1 + (K - 1) \theta}$ and $\vartheta_k = \frac{N - K + 1 + (K - 1) \theta}{N - K + 1 + (K - 1) \mu} \frac{p_k \beta_k}{\sigma_n^2}$. The values of parameters $\mu$ and $\theta$ are defined by solving the following equations

$$
\begin{align*}
\mu &= \frac{1}{K - 1} \sum_{i=1,i \neq k}^{K} \frac{1}{\phi_k}, \\
\theta \left(1 + \sum_{i=1,i \neq k}^{K} \frac{p_k \beta_i}{\sigma_n^2 \phi_k^2}\right) &= \frac{1}{K - 1} \sum_{i=1,i \neq k}^{K} \frac{m_k}{\phi_k^2},
\end{align*}
$$  \hspace{1cm} (4.35)
where $\phi_k = N \beta_i \frac{p_k}{\sigma_n^2} \left(1 - \frac{K-1}{N} + \frac{K-1}{N} \mu\right) + 1$ and $m_k = \frac{p_k}{\sigma_n^2} \beta_i \mu (K - 1) + 1$, respectively.

Proof: We observe that (4.31) can be decomposed as

$$\lambda_{\text{max}}^p(B_k) = \frac{1}{1 - \left[G_k^H \left(G_k G_k^H + \frac{\sigma_n^2}{p_k} I\right)^{-1} G_k\right]_{k,k}} - 1 = \frac{1}{\left[(\frac{p_k}{\sigma_n^2} G_k^H G_k + I)^{-1}\right]_{k,k}} - 1. \quad (4.36)$$

By applying Jensen’s inequality and the convexity of $\log_2 \left(1 + \frac{1}{\zeta}\right)$, the LB on the achievable rate of the $k$th user is defined as

$$R_k = \mathbb{E}\left\{ \log_2 \left(1 + \lambda_{\text{max}}^p(B_k)\right) \right\} \geq \bar{R}_k^p = \log_2 \left(1 + \left(\mathbb{E}\left\{\frac{1}{\lambda_{\text{max}}^p(B_k)}\right\}\right)^{-1}\right). \quad (4.37)$$

Following [111], the probability density function of $\lambda_{\text{max}}^p(B_k)$ is approximated by a Gamma function, i.e., $\lambda_{\text{max}}^p(B_k) \sim \Gamma(\psi_k, \vartheta_k)$, where shape parameter $\psi_k$ and scale parameter $\vartheta_k$ are defined in (4.34). Based on that, we can obtain (4.34).

Note that it is complicated to derive the closed-form LB on achievable ergodic rate of massive MIMO systems with SLNR-PS and imperfect CSI, hence it will be investigated by Monte-Carlo simulations in Section 4.6. Moreover, for the case of perfect CSI, it is more convenient to obtain (4.29) than (4.34) due to its low complexity. Therefore, the closed-form UBs in (4.10) for the case of imperfect CSI and in (4.29) for the case of perfect CSI are used for further analysis.

### 4.3 Energy Efficiency Optimization with Imperfect CSI

In this section, we investigate the EE optimization problem for massive MU-MIMO systems with SLNR-PS. Based on the power consumption model in (2.6) and from (4.10), an
optimization problem for maximizing EE is formulated as

$$\max_{P,N,T_t} \eta_{EE} = \frac{(1 - \frac{T_t}{T})K\hat{R}_s^{ip}}{P_{total}},$$  \hspace{1cm} (4.38)$$

subject to \(P_{min} \leq P \leq P_{max}\),

$$K \leq N \leq N_{max},$$

$$K \leq T_t \leq T,$$

where the pre-log factor \((1 - \frac{T_t}{T})\) takes into account the necessary pilot overhead in the TDD protocol, \(N_{max}\) is the maximum number of antennas, \(P_{min}\) and \(P_{max}\) are the minimum and maximum transmit power levels at the BS, respectively. Next, we propose an alternative method to solve problem (4.38). In particular, we determine the optimal value of each parameter \((P,N \text{ or } T_t)\) for maximizing the EE when the other parameters are fixed under the assumption of EPA. These expressions can help engineers to efficiently design a system for maximizing the EE if the SLNR-PS is employed. Recently, similar analyses for the conventional signal processing techniques have been studied in [26,78,112].

4.3.1 Optimal Transmit Power

We begin by obtaining the optimal value of \(P\) for optimizing the EE when \(N\) and \(T_t\) are given. A solution for optimizing the EE means to wisely select an appropriate transmit power level to use. To define the optimal solution, we provide the following theorem which is useful in the subsequent discussions.

**Theorem 6** Consider the following optimization problem

$$\max_{\tilde{z}_{min} \leq \tilde{z}} \eta(\tilde{z}) = \frac{f_0 \ln \left( \frac{a\tilde{z}}{\tilde{z}+b} + c \right)}{\tilde{z} + d}$$ \hspace{1cm} (4.39)
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with constant coefficients \(a, b, c, d, f_0 > 0\). The objective function \(\eta(\tilde{z})\) is a quasi-concave function of \(\tilde{z}\). An unique solution is given by

\[
\tilde{z}^* = \left\{ \tilde{z} | W\left( \frac{f_1(\tilde{z})}{f_2(\tilde{z})} \right) = \frac{f_1(\tilde{z})}{f_2(\tilde{z})}, \tilde{z}_{\text{min}} \leq \tilde{z} \leq \tilde{z}_{\text{max}} \right\},
\]

(4.40)

where \(f_1(\tilde{z}) = \frac{ab(\tilde{z}+d)}{(\tilde{z}+b)^2}, f_2(\tilde{z}) = \frac{a\tilde{z}}{\tilde{z}+b} + c\) and \(W(i)\) is the Lambert-W function defined as \(i = W(i)e^{W(i)}\).

\[\text{Proof:}\] Please refer to Appendix B.1.

The transmit power of each user is assumed to be allocated equally. We substitute \(\rho_k = K\sigma_n^2/P + (K-1)\sigma_e^2\) into (4.38), and denote \(c_1 = \sigma_0^2(N-K+1), c_2 = (K-1)\sigma_e^2, \xi = \frac{1}{\omega\sigma_{am}(1-\sigma_{feed})},\)

where \(\omega = (1 - \sigma_{DC})(1 - \sigma_{MS})(1 - \sigma_{cool})\), and \(u = (P_c + P_{bb})/\omega\). The parameters \(\sigma_{am}, \sigma_{feed}, P_c, P_{bb}, \sigma_{DC}, \sigma_{MS},\) and \(\sigma_{cool}\) are defined in the Section 2.1.3 of Chapter 2. For given \(N\) and \(T_t\), problem (4.38) can be rewritten as

\[
\text{maximize}_{P_{\text{min}} \leq P \leq P_{\text{max}}} \eta_{EE} = \frac{(1 - \frac{T_t}{T})K \log_2 \left(1 + v + \frac{c_1 P}{c_2 P + K\sigma_n^2} \right)}{\xi P + u}.
\]

(4.41)

Based on Theorem 6, the objective function in (4.41) is quasi-concave with respect to the transmit power for the case of imperfect CSI. The optimal value of \(P\) is given by

\[
P_{ip}^{opt} = \min \left\{ P_{ip}^*, P_{\text{max}} \right\},
\]

(4.42)

\[
P_{ip}^* = \left\{ p | W\left( f_1(p) \right) = \frac{f_1(p)}{f_2(p)}, P_{\text{min}} \leq p \leq P_{\text{max}} \right\},
\]

(4.43)

where \(f_1(p) = \frac{K\sigma_n^2 c_1(p+u/\xi)}{(c_2 p + K\sigma_n^2)^2}\) and \(f_2(p) = 1 + v + \frac{c_1 p}{c_2 p + K\sigma_n^2}\), respectively. Although (4.42) is not a closed-form expression, this expression can be efficiently computed by numerical methods, instead of using Monte-Carlo simulation methods.
4.3.2 Optimal Number of BS Antennas

The total power consumption of massive MIMO systems increases with $N$, which can significantly affect the EE. Therefore, it is important to determine the optimal number of BS antennas that maximizes the EE. Let us define $c_3 = \xi P + (P_{bb} + P_{syn})/\omega$, $c_4 = (p_{dac} + p_{mix} + p_{filt})/\omega$, $c_5 = \sigma_5^2 P / K\sigma_n^2 + (K-1)\sigma_5^2 P$ and $t = N - K + 1$. The parameters $p_{dac}$, $p_{mix}$, $p_{filt}$, and $p_{syn}$ are also defined in Section 2.1.3 of Chapter 2. For given $P$ and $T_t$, problem (4.38) can be rewritten as

$$\max_{1 \leq t \leq t_{max}} \eta_{EE} = \frac{(1 - \frac{T_t}{T})K \log_2 \left(1 + \frac{K-1}{t}\right)}{c_3 + c_4(t + K - 1)},$$

(4.44)

where $t_{max} = N_{max} - K + 1$. Moreover, it has been shown in [31] that the EE is a quasi-concave function of $N$. By setting the first derivative of $\eta(t)$ to be zero, we have

$$f_3(t) \ln (f_3(t)) = f_4(t),$$

(4.45)

where $f_3(t) = (1 + c_5 t + \frac{K-1}{t})$ and $f_4(t) = (c_5 - \frac{K-1}{t})(\frac{2}{c_4} + t + K - 1)$, respectively. The solution of (4.45) is obtained as

$$t^* = \left\{ t \mid W \left( \frac{f_4(t)}{f_3(t)} \right) = \frac{f_4(t)}{f_3(t)}, 1 \leq t \leq t_{max} \right\}.$$

(4.46)

Therefore, the optimal number of BS antennas for maximizing the EE is defined as

$$N_{opt} = \min \left\{ \lceil t^* \rceil + K - 1, N_{max} \right\},$$

(4.47)

where $\lceil . \rceil$ denotes the round number.
4.3.3 Optimal Channel Training

We observe that the training length $T_t$ and total power consumption $P_t$ at the BS are independent. Therefore, for given $N$ and $P$, the EE maximization problem (4.38) is equivalent to the SE maximization problem which is formulated as

$$\max_{K \leq T_t \leq T} R_s = \left(1 - \frac{T_t}{T}\right) K \log_2 \left(1 + v + \frac{c_6 T_t}{(1 + T_t \rho_t \beta_k) K \sigma_n^2 + c_7}\right),$$  \hspace{1cm} (4.48)

where $c_6 = \rho_t \beta_k^2 P(N - K + 1)$ and $c_7 = (K - 1) P \beta_k$, respectively. It can be shown that the cost function $R_s$ is strictly concave with respect to $T_t$ in the interval $[K, T]$, where $K$ denotes the minimum number of training symbols, due to the orthogonality constraint of the pilot sequence.

By setting $\frac{\partial R_s}{\partial T_t} = 0$, the optimal training length $T_{t}^{\text{opt}}$ is defined as

$$T_{t}^{\text{opt,ip}} = \max \{T_t^*, K\},$$ \hspace{1cm} (4.49)

$$T_t^* = \left\{ j \mid W(f_5(j)) = \frac{f_5(j)}{f_6(j)}, K \leq j \leq T \right\},$$ \hspace{1cm} (4.50)

where $f_5(j) = \frac{(T - j)(c_6 \sigma_n^2 K + c_6 c_7)}{(1 + \rho_t \beta_k) K \sigma_n^2 + c_7}$ and $f_6(j) = 1 + v + \frac{c_6 j}{(1 + \rho_t \beta_k) K \sigma_n^2 + c_7}$, respectively. Moreover, at high SNR region, we can derive a closed-form expression of the optimal training length for maximizing problem (4.48), which is presented in the following theorem.

**Theorem 7** Let $\rho_d \to \infty$ and $\rho_t$ is finite, i.e. $\rho_t \ll \rho_d$, for given $K, N$ and $T$, the optimum training length $T_t^{\text{opt}}$ for maximizing the SE is given by

$$T_{t}^{\text{opt,ip}} = \max \{T_t^*, K\},$$ \hspace{1cm} (4.51)

$$T_t^* = \frac{v}{\beta_k \rho_t} \left(\frac{c_8}{W(c_8 e)} - v\right),$$ \hspace{1cm} (4.52)

$$c_8 = v + \frac{T \rho_t \beta_k}{v},$$ \hspace{1cm} (4.53)

where $e$ is Euler’s number.
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Proof: Please refer to Appendix B.2.

For a specific case, when $\rho_d \rightarrow \infty, \rho_t \rightarrow 0$ and $v \rightarrow 0$ (due to the assumption $N \gg K$), applying $\ln(1 + \zeta) \approx \zeta + O(\zeta^2)$, from (4.48), we have

$$R_{s,\infty} = \left(1 - \frac{T_t}{T}\right) KT_t \rho_t \beta_k \frac{v \ln 2}{\rho_t}.$$  

(4.54)

It is clear that the optimum training length for maximizing SE in (4.54) under the SLNR precoding scheme converges to

$$\lim_{\rho_t \rightarrow 0} T_t^{opt,ip} = \frac{T}{2}.$$  

(4.55)

This implies that $T$ should be at least greater than $2K$. For ZF-PS, the same limit has been provided in [12] and [104].

4.3.4 Alternating Optimization Algorithm

In the previous section, the optimal values of $P, N$ and $T_t$ for maximizing the EE are independently obtained when the other two parameters are given. Note that the global maximal value of the EE can only be achieved by joint optimization. Since $N$ and $T_t$ are integers, by obtaining the optimal value of $P$ in (4.42), we can adopt an exhaustive search on $N$ and $T_t$ over all reasonable pair $(N, T_t)$ in order to achieve optimum EE. With a different approach, we employ a practical solution to optimize these parameters sequentially based on the AO algorithm with low complexity [26]. This algorithm is summarized as follows:

- Step 1: Initialize a feasible set $(N, P, T_t)$.

- Step 2: Update the optimal value of $P$ according to (4.42).

- Step 3: Optimize the number of BS antennas $N$ according to (4.47), based on $P$ obtained in the step 2.
• Step 4: Optimize the training length $T_t$ according to (4.49), based on the $P$ and $N$ obtained in the steps 2 and 3.

• Step 5: Repeat steps 2-4 until the convergence of $\eta_{EE}$ in (4.38) is achieved, i.e., $|\eta_{EE}(i + 1) - \eta_{EE}(i)| \leq \epsilon$.

Although a general AO algorithm is not analytically guaranteed to achieve global optimum solution, it is locally convergent according to [113, Proposition 4] and [114, Lemma 2]. In our EE maximization problem, the algorithm optimizes these parameters $(N, P, T_t)$ sequentially until $|\eta_{EE}(i + 1) - \eta_{EE}(i)| \leq \epsilon$. The local convergence of the algorithm is guaranteed for any initial set $(N, P, T_t)$. This is because the EE metric has a finite upper bound, and the EE metric is a quasi-concave function with respect to $N, P$ and $T_t$ for given constraints, respectively, hence the value of EE in the algorithm is non-decreasing in every step. It is expressed as

$$\eta_{EE}(N^{(i)}_{opt}, P^{(i)}_{opt}, T_t^{(i), opt, ip}) \leq \eta_{EE}(N^{(i+1)}_{opt}, P^{(i+1)}_{opt}, T_t^{(i), opt, ip}) \leq \cdots \leq \eta_{EE}(N^{(i+1)}_{opt}, P^{(i+1)}_{opt}, T_t^{(i+1), opt, ip}),$$

(4.56)

where $(b_1)$ is obtained based on the fact that the optimal solution of the sub-problem (4.41) is given by $\eta_{EE}(N^{(i)}_{opt}, P^{(i)}_{opt}, T_t^{(i), opt, ip}) = \max_P \eta_{EE}(N^{(i)}_{opt}, P^{(i)}_{opt}, T_t^{(i), opt, ip})$. The actual convergence speed of the algorithm depends on specific value of accuracy $\epsilon$ [114]. In order to avoid local convergence, we randomly generate several initial sets and choose the one which results in the overall maximum EE. An output of the chosen initial set via the algorithm is considered as an optimal solution, such as $(N^{**, ip}_{opt}, P^{**, ip}_{opt}, T_t^{*, opt, ip})$. Note that $N^{**, ip}_{opt}$ and $T_t^{*, opt, ip}$ are real-valued numbers. To define integer-valued solutions of $N^{ip}_{opt}$ and $T_t^{opt, ip}$, we only need to take floor and ceiling operations on the real-valued solutions $N^{**, ip}_{opt}$ and $T_t^{*, opt, ip}$ for achieving the maximal EE (4.38), respectively. By defining $P^{ip}_{opt} = P^{**, ip}_{opt}$, the final solution is given by $(N^{ip}_{opt}, P^{ip}_{opt}, T_t^{opt, ip})$. As compared with the Brute-force exhaustive search (ES) algorithm, nu-
merical results presented in Section 4.6 show that the AO algorithm performs well and it can almost achieve the global optimum EE.

Let us define $\Delta_p$ as a small step of transmit power level, which is used to obtain $P^*$ in (4.43). The complexity of this algorithm to find the optimal value of $P_{opt}^{ip}$ is on the order of $O(\lceil \frac{P_{max} - P_{min}}{\Delta_p} \rceil + 1)$, where the additional comparison is due to the fact that the algorithm needs to compare the two values in (4.42). Similarly, since $N$ and $T_t$ are integers, the complexities of the algorithm to find the optimal values of $N_{opt}^{ip}$ in (4.47) and $T_{opt,ip}^t$ in (4.49) are on the orders of $O(N_{max} - K + 1)$ and $O(T - K + 1)$, respectively. Hence, the total complexity of the AO algorithm is on the order of $M_1M_2(O(\lceil \frac{P_{max} - P_{min}}{\Delta_p} \rceil + 1) + O(N_{max} - K + 1) + O(T - K + 1))$, where $M_1$ is the number of iterations and $M_2$ is the number of randomly initial sets, to obtain the final solution.

### 4.4 Energy Efficiency Optimization with Perfect CSI

In this section, we define the optimal values of the three parameters for maximizing the EE of SLNR-PS when the BS can estimate CSI perfectly. We also present an energy efficient power allocation scheme to maximize the EE.

#### 4.4.1 Optimum $P$, Optimum $N$ and Optimum Training Length

With perfect CSI and equal power allocation, from (4.41), the objective function of the EE maximization problem (4.38) can be rewritten as

$$\eta_{EE} = \frac{(1 - \frac{T_t}{T})K \hat{R}_k^p}{\xi P + u} = \frac{(1 - \frac{T_t}{T})K \log_2 \left(1 + v + \frac{P_{\beta k}}{K\sigma_n^2} (N - K + 1)\right)}{\xi P + u}.$$  

(4.57)
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It can be shown that \( \frac{\partial^2 \eta_{EE}(P)}{\partial P^2} < 0 \), the system EE in (4.57) is a concave function with \( P \). By letting \( \frac{\partial \eta_{EE}(P)}{\partial P} = 0 \), we get

\[
c_9(\xi P + u) = \xi (1 + c_9 P + v) \ln(1 + c_9 P + v),
\]

(4.58)

where \( c_9 = \frac{\beta_k}{K \sigma_n^2} (N - K + 1) \). Therefore, the optimal value of \( P \) for maximizing the EE is obtained as

\[
P_{opt}^p = \min \{ P_{p}^*, P_{max} \},
\]

(4.59)

\[
P_p^* = \frac{1}{c_9} \left( \frac{c_{10} e}{W(c_{10})} - v - 1 \right),
\]

(4.60)

where \( P_{p}^* \) is the solution of (4.58) and \( c_{10} = \frac{1}{\xi} \left( \frac{\cos \xi}{\xi} - v - 1 \right) \). From (4.57), we observe that \( \hat{R}_k^p \) and \( (\xi P + u) \) are independent with \( T_t \). Thus, the optimal length of training sequence to achieve maximal value of \( \eta_{EE} \) is given by \( T_{opt,p}^t = K \). In addition, the optimal number of BS antennas \( N_{opt}^p \), can be defined by using the result presented in (4.47) by setting \( \sigma_e^2 = 0 \) and \( \sigma_g^2 = \beta_k \). Similar approach is used to determine the optimum EE for massive MIMO with SLNR-PS and perfect CSI. It means that, based on the above expressions, the global optimal solution \( (N_{opt}^p, P_{opt}^p, T_{opt,p}^t) \) of the EE maximization problem can be obtained by applying the presented alternating optimization algorithm.

Note that the optimal value of \( N_{opt}^p \) obtained by using (4.47) with \( \sigma_e^2 = 0 \) and \( \sigma_g^2 = \beta_k \) is not a closed-form expression. Therefore, we present another approach to determine \( N_{opt}^p \) effectively.

In particular, we rewrite the sum of SE for SLNR-PS as \( R_s = c_{11} \log_2 \left( 1 + v + \frac{P \beta_k}{K \sigma_n^2} (N - K + 1) \right) \), where \( c_{11} = (1 - \frac{T_t}{T}) K \). We observe that \( P \) can be defined by obtaining the inverse function of \( R_s \). The solution of \( f^{-1}(R_s) \) can be obtained as

\[
P = f^{-1}(R_s) = \frac{K^2 R_s / c_{11} - K (1 + v)}{\frac{\beta_k}{\sigma_n^2} (N - K + 1)}.
\]

(4.61)
Substituting (4.61) into (4.57), the trade-off function between the SE and EE can be rewritten as

\[
\eta_{EE} = \frac{R_s c_{12}}{K^2 R_s c_{11} - K(1 + v) + c_{13}},
\]

where \( c_{12} = \omega \sigma_{am} \beta \sigma_n (1 - \sigma_{feed})(N - K + 1) \) and \( c_{13} = (P_c + P_{bb}) \sigma_{am} \beta \sigma_n (1 - \sigma_{feed})(N - K + 1) \).

Based on this trade-off, we can derive closed-form expressions of the optimal SE and the optimal number of BS antennas for maximizing the EE, which are shown in the following theorems.

**Theorem 8** Under perfect CSI condition, the optimal value of SE for maximizing the EE of massive MIMO systems with SLNR-PS is obtained as

\[
R_{s, \text{opt}, p} = \frac{c_{11}}{\ln 2} \left( 1 + W \left( \frac{c_{13}}{K - v - 1} \right) \right).
\]  

**Proof:** Since \( \frac{\partial^2 \eta_{EE}(R_s)}{\partial R_s^2} < 0 \), the system EE in (4.62) is a concave function. By letting \( \frac{\partial \eta_{EE}(R_s)}{\partial R_s} = 0 \), we have

\[
\left( \frac{R_s}{c_{11}} \ln 2 - 1 \right) 2^{c_{13}/K} K = c_{13} - K(1 + v).
\]

After some algebraic manipulations, we can obtain the solution.

**Theorem 9** Under perfect CSI condition, for a massive MIMO system with a specific \( R_s \) requirement, the optimal number of BS antennas for maximizing the EE is obtained as

\[
N_{p, \text{opt}} = \min \left\{ \lceil t_j^* \rceil + K - 1, N_{\text{max}} \right\},
\]

where

\[
t_j^* = -\frac{1}{3c_{15}c_{17}} \left( \varpi_j \hat{T} + \frac{\delta_0}{\varpi_j \tilde{T}} \right), \text{ with } j \in \{1, 2, 3\},
\]

\( \varpi_1 = 1, \varpi_2 = -\frac{1 + i\sqrt{3}}{2}, \varpi_3 = -\frac{1 - i\sqrt{3}}{2}, \) and \( \hat{T} = \frac{3}{2} \sqrt{\frac{\delta_1 + \sqrt{\delta_1^2 - 4\delta_0^2}}{2}} \) with \( \delta_0 = 3c_{15}c_{17}c_{19} \) and \( \delta_1 = 54(c_{15}c_{17})^2 K(K - 1) \).
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**Proof:** We have denoted that \( t = N - K + 1 \), (4.62) can be rewritten as

\[
\eta_{EE} = \frac{R_s c_{14} t^2}{c_{15} c_{17} t^3 + c_{17} c_{18} t^2 + c_{19} t - K(K-1)},
\]

(4.67)

where
\[
c_{14} = \omega \sigma_{am} (1 - \sigma_{feed}) \frac{\delta_k}{\sigma_n}, c_{15} = P_{dac} + P_{mix} + P_{filt}, c_{16} = P_{syn} + P_{bb}, c_{17} = \sigma_{am} (1 - \sigma_{feed}) \frac{\delta_k}{\sigma_n}, c_{18} = (K-1) c_{15} + c_{16}, c_{19} = K \left( \frac{2R_s}{c_{11}} - 1 \right).
\]

By letting \( \frac{\partial \eta_{EE}(t)}{\partial t} = 0 \), we get

\[
c_{15} c_{17} t^3 - c_{19} t + 2K(K-1) = 0.
\]

(4.68)

The solutions of (4.68) are defined as results presented in (4.66). If \( t_j^* \) is real and \( t_j^* > K - 1 \), then the optimal number of antennas is shown in (4.65).

4.4.2 Energy-Efficient Power Allocation Scheme

Herein, we present an optimal power allocation scheme to maximize the EE of SLNR-PS. The EE optimization problem under both transmit power and QoS constraints is formulated as

\[
\max_{p_k} \frac{(1 - \frac{T}{T}) \sum_k \hat{R}_k^p(p_k)}{\xi \sum_k p_k + u}
\]

subject to
\( (C_1) : \hat{R}_k^p(p_k) \geq C_k^{\text{min}}, (C_2) : \sum_k p_k \leq P. \)

The objective function (4.69) is a ratio of two functions of \( p_k \). The result in (4.69) is a fractional programming problem which is nonconvex. By applying properties of the fractional programming, the objective function is equivalent to
\[
\left(1 - \frac{T}{T}\right) \sum_k \hat{R}_k^p(p_k) - \eta_{EE}^*(\xi \sum_k p_k + u),
\]

where \( \eta_{EE}^* \) is the EE when \( p_k \) is equal to the optimal value \( p_k^* \), i.e.,
\[
\eta_{EE}^* = \frac{\left(1 - \frac{T}{T}\right) \sum_k \hat{R}_k^p(p_k^*)}{\xi \sum_k p_k^* + u} [115].
\]
Thus, (4.69) can be rewritten as

$$\text{maximize } p_k \left(1 - \frac{T_t}{T}\right) \sum_k \hat{R}_k^p(p_k) - \eta_{EE}^* \left(\xi \sum_k p_k + u\right),$$  

(4.70)

subject to (C1) and (C2).

The optimization in (4.70) has been transformed into a convex optimization problem. The Lagrange function is obtained as

$$\mathcal{L}(p_k, \gamma, \tau) = \left(1 - \frac{T_t}{T}\right) \sum_k \hat{R}_k^p(p_k) - \eta_{EE}^* \left(\xi \sum_k p_k + u\right)$$

$$\quad + \sum_k \alpha_k \left(\left(1 - \frac{T_t}{T}\right) \hat{R}_k^p(p_k) - C_k^{\text{min}}\right) - \tau \left(\sum_k p_k - P\right).$$  

(4.71)

Based on the Karush-Kuhn-Tucker conditions, the OPA for the $k$th user is obtained as

$$p_k^* = \max \left\{0, \frac{(1 + \alpha_k)(1 - T_t/T)}{(\tau + \xi\eta^*) \ln 2} - \frac{(1 + v)\sigma_n^2}{\beta_k(N - K + 1)}\right\},$$  

(4.72)

where $\alpha$ and $\tau$ are Lagrange multipliers, respectively. They are updated by the gradient method which can be defined as

$$\alpha_k(i + 1) = \max \left\{0, \alpha_k(i) - \Delta \alpha_k \left(1 - T_t/T\right) \hat{R}_k^p - C_k^{\text{min}}\right\},$$  

(4.73)

and

$$\tau(i + 1) = \max \left\{0, \tau(i) - \Delta \tau (P - \sum_k p_k)\right\},$$  

(4.74)

where $\Delta \alpha_k$ and $\Delta \tau$ are the positive iteration steps.
4.5 Rate Profile Optimization

In previous sections, we optimize the EE of SLNR-PS while considering the constraints of QoS. Herein, we would like to maximize the achievable rate of individual users with fixed values of QoS constraints and the EE target, hence the sum rate performance can be optimized. In particular, for given $N$ and $T_t$, we consider the rate optimization problem for individual users based on (C1) and (C2), and the EE target $\eta_t$, i.e., (C3) : $\sum_k^K \hat{R}_k \geq \eta_t (\xi \sum_k^K p_k + u)$, where $\eta_t = \frac{\eta_{EE}}{(1-T_t/T)}$. Let us define the achievable rate region $\mathcal{R}$ as a set which composes of rate-tuples for $K$ users, i.e., [116]

$$\mathcal{R} = \{ r \in \mathbb{R}_+^K | r_k = \hat{R}_k(p_k), \text{ with (C1), (C2), and (C3)} \}. \quad (4.75)$$

We need to obtain the Pareto boundary (PB) of $\mathcal{R}$, at which it is impossible to improve a user’s rate without degrading other’s rate. Any rate-tuple on the PB of $\mathcal{R}$ can be achieved as a solution of the rate profile optimization problem, i.e.,

$$\text{maximize } \{p_k\}, \sum_{k=1}^K r_k \quad (4.76)$$

subject to $\hat{R}_k(p_k) \geq z_k R_{\Sigma}$,

$$(\text{C1), (C2), and (C3), } \forall k,$$

where $R_{\Sigma} = \sum_k^K \hat{R}_k$ and $z_k$ is the target ratio between the achievable rate of user $k$ and the users’ sum rate [116]. For a given rate-profile vector $z$ with $\sum_k^K z_k = 1$, the optimal solution of (4.76), denoted as $R_{\Sigma}^*$, can be defined by applying bisection method, hence the corresponding Pareto optimal rate-tuple for user $k$ is obtained as $z_k R_{\Sigma}^*$. Therefore, with different vectors $z$, solving the above problem yields the complete Pareto boundary of the rate region. For example, the rate profile optimization and Pareto boundary of the rate region for $K = 2$ users are illustrated in Fig. 4.1. In addition, the bisection algorithm to determine the $R_{\Sigma}^*$ is presented.
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Figure 4.1: Illustration of the rate profile optimization for $K = 2$ users.

Table 4.1: Bisection method for solving the rate profile maximization

1. **Input**: Given rate profile $z = \{z_1, \ldots, z_K\}$ and accuracy $\varepsilon = 10^{-4}$.
2. Given $r = \{C_1^{\text{min}}, \ldots, C_K^{\text{min}}\}$, EE target $\eta_t$, and $P$ dBm.
3. **Initialize**: $R_{\text{min}}^{\Sigma} = \max \{ \frac{C_{\text{min}}^k}{z_k}, \forall k \}$ and $R_{\text{max}}^{\Sigma} = \sum_{k=1}^{K} \hat{R}_k(P), y = 0, R_\Sigma^* = 0$.
4. **While** $(R_{\text{max}}^{\Sigma} - R_{\text{min}}^{\Sigma}) \geq \varepsilon$ do
5. $y = \left( R_{\text{max}}^{\Sigma} + R_{\text{min}}^{\Sigma} \right) / 2$.
6. **if** $(z_k y \geq C_k^{\text{min}}, \forall k)$ and $\left( \sum_{k=1}^{K} \left( \frac{\sigma_n^2 (2 z_k y - v - 1)}{\beta_k (N - K + 1)} \right) \right) \leq P$ and $\sum_{k=1}^{K} z_k y \geq \eta_t \left( \xi \sum_{k=1}^{K} \left( \frac{\sigma_n^2 (2 z_k y - v - 1)}{\beta_k (N - K + 1)} \right) + u \right)$ do $R_{\text{min}}^{\Sigma} \leftarrow y$
7. **else** $R_{\text{max}}^{\Sigma} \leftarrow y$
8. $R_\Sigma^* = \left( R_{\text{max}}^{\Sigma} + R_{\text{min}}^{\Sigma} \right) / 2$.
9. **Output**: $R_\Sigma^*$ and $R^*_k = z_k R_\Sigma^*$, $\forall k$

for the case of perfect CSI in the Table 4.1.
4.6 Numerical Results and Discussions

In the following, numerical results are presented to validate the theoretical analyses, to investigate the system performance with different parameter settings, as well as to evaluate the effectiveness of the proposed algorithms. The active users are assumed to be uniformly distributed in a cell with radius $D = 288$ m and a minimum distance $D_0 = 40$ m. The distribution of the users along the radius of the cell is given by $f_D(d) = \frac{2d}{D^2-D_0^2}$ [25]. The shadowing coefficient $\Omega_k$ is a log-normal random variable (RV) with standard deviation $\sigma_{sh}$, i.e., the quantity $10\log_{10}(\Omega_k)$ has a Gaussian distribution with a mean of 0 and a standard deviation of $\sigma_{sh}$ [7]. The transmitted signals are assumed to be modulated with OFDM. Based on LTE standards, an OFDM symbol duration is approximated as $71.4$ µs. We set the channel coherence time to be $T_c = 1$ ms, hence $T = 196$ symbols; and $K = 10, \sigma_{sh} = 8$ dB [7].

Without loss of generality, we select the noise variance to be 1 to study the SE performance for both cases of perfect CSI and imperfect CSI [6, 9, 13]. The form of large-scale fading coefficient follows the approaches of [7] and [13], in which it is defined as $\beta_k = \Omega_k(d_k/d_0)^{-\vartheta}$, where $d_k$ is the distance between user $k$ and the BS, $\vartheta$ is path loss exponent, and $d_0$ is a fixed reference distance. Herein, we choose $\vartheta = 3.76$ and $d_0 = 40$ m.

In particular, Figure 4.2 presents the SE bounds of SLNR-PS and the SEs of ZF-based, MF-based, and MMSE-based precoding schemes (PSs) in [6] and [12], which are presented in (2.11) of Chapter 2, versus SNR for the perfect CSI case with $N = 30$ and $T_I = 10$. The curves labelled “Analytical UB (Based on Eq. (4.29))” and “Analytical LB (Based on Eq. (4.34))” refer to the corresponding upper bound and lower bound on the SE which are defined by using equations (4.29) and (4.34), respectively. As expected, in Fig. 4.2, it is shown that the SLNR-PS performs as well as the MMSE precoding scheme. In addition, the SLNR-PS performs better than ZF and MF schemes over the entire range of SNRs. At the low SNR region, MF is better than ZF, and vice versa at the medium and high SNR regions. Furthermore, the LB
Figure 4.2: The SEs versus SNR for SLNR-PS, ZF-based, MF-based, and MMSE-based precoding schemes with perfect CSI and EPA when $N = 30, K = 10, T_t = 10$ and $T = 196$.

on the SE of SLNR-PS is very close to simulated results, and the UB on the SE is very tight to the simulation when SNR is greater than 10 dB. This fact can be shown more evidently by observing Fig. 4.3 where $N$ is increased. Clearly, as $N \geq 60$, all bounds are very tight even when the downlink SNR is low, i.e., $\rho_d = 5$ dB, as shown in Fig. 4.3.

Moreover, the SE bounds of SLNR-PS with imperfect CSI are also demonstrated in Fig. 4.3. Note that, in Fig. 4.3, the LB on the SE of SLNR-PS with imperfect CSI is obtained by Monte-Carlo simulations, whereas the LB on the SE of SLNR-PS with perfect CSI is obtained by using (4.34). The curves labelled “Analytical UB 1 (Based on Eq. (4.26))” and “Analytical UB 2 (Based on Eq. (4.10))” refer to the corresponding UBs on the SE which are obtained by using equations (4.26) and (4.10), respectively. When $\sigma_e^2 = 0$, i.e., the BS can estimate CSI perfectly, the UBs on the SE (4.26) and (4.10) are equivalent to (4.29). In this example, we set $\rho_d = 5$ dB and $T_t = 10$. For a given $T_t$, as $\rho_t$ increases, the error variance $\sigma_e^2$ is decreased, hence
the system performance is improved. This is the reason that as $\rho_t$ increases from 0 dB to 4 dB, the SE for SLNR-PS is significantly improved as shown in Fig. 4.3. Under conditions of perfect CSI and imperfect CSI, we observe that the SE bounds of SLNR-PS are generally tight with respect to their simulation results when $N$ is small, and they converges to the exact one when $N$ is large. Moreover, the SE of SLNR-PS also converges to that of ZF-PS when $N$ is large due to $E\{\theta_{ad,k}\} \rightarrow 0$. Hence, the SE of SLNR-PS can be considered to be lower bounded by that of ZF-PS. On a different note, due to $\sigma_e^2 \ll N$, the “Analytical UB 2” is very close to “Analytical UB 1”, which has been mentioned in Section 4.2.1. In addition, in Fig. 4.4, as $\rho_d \rightarrow \infty$, the SE of SLNR-PS with imperfect CSI converges to an asymptotic limit due to the convergence of the achievable ergodic rate of each user, which has been shown in (4.28). This asymptotic limit strongly depends on the quality of channel estimation. If $\sigma_e^2$ is small, the asymptotic limit is high and vice versa. In conclusion, numerical results validate our analysis. The UBs on the
SE based on (4.10) for the case of imperfect CSI and (4.29) for the case of perfect CSI perform well. Hence, these closed-form expressions are used in the subsequent discussions due to their low computation complexities.

In Fig. 4.5, the SE for SLNR-PS is presented as a function of the length of training sequence when CSI is imperfect. The optimum training lengths for maximizing the SE have been discussed in Section 4.3.3. In Fig. 4.5, the maximum points achieved at the optimal values of $T_t$ are marked by a circle. As expected, the optimal value of $T_t$ obtained through simulation matches well with that obtained by using (4.49). As $\rho_t$ increases from 0 dB to 10 dB, the maximum SE is strictly improved.

To investigate the system EE performance, we employ a more practical channel model. In particular, the noise variance is assumed to be $\sigma_n^2 = -96$ dBm [26]. The large-scale fading coefficient $\beta_k$ is generated based on the shadowing factor and the distance-dependent path
Figure 4.5: The SE of SLNR-PS versus training length $T_t$ when $K = 10, N = 100, \rho_d = 30$ dB, and $T = 196$ for the case of imperfect CSI.

Table 4.2: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum transmit power $P_{\text{max}}$ [28]</td>
<td>43 dBm</td>
<td>Noise variance $\sigma_n^2$ [26]</td>
<td>$-96$ dBm</td>
</tr>
<tr>
<td>DAC power $p_{\text{dac}}$ [29]</td>
<td>15.6 mW</td>
<td>Mixer power $p_{\text{mix}}$ [29]</td>
<td>30.3 mW</td>
</tr>
<tr>
<td>Frequency synthesizer power $p_{\text{syn}}$ [29]</td>
<td>50 mW</td>
<td>Filter power $p_{\text{filt}}$ [29]</td>
<td>20 mW</td>
</tr>
<tr>
<td>Power amplifier efficiency $\sigma_{\text{am}}$ [28]</td>
<td>0.38</td>
<td>Main supply loss $\sigma_{\text{MS}}$ [28]</td>
<td>9%</td>
</tr>
<tr>
<td>Baseband power $P_{\text{bb}}$ [28]</td>
<td>29.6 W</td>
<td>Feeder loss $\sigma_{\text{feed}}$ [28]</td>
<td>$-3$ dB</td>
</tr>
<tr>
<td>DC-DC loss $\sigma_{\text{DC}}$ [28]</td>
<td>7.5%</td>
<td>Cooling loss $\sigma_{\text{cool}}$ [28]</td>
<td>10%</td>
</tr>
</tbody>
</table>

loss factor $PL(d_k)$. The shadowing factor $\hat{\Omega}_k$ is also a log-normal RV with $\sigma_{sh} = 8$ dB [7]. For the macrocell BS and carrier frequency of 2 GHz, the path loss factor is given in dB by $PL(d_k) = 128.1 + 10 \log_{10}(d_k)$, where $d_k$ is measured in km [117]. Moreover, the values of other parameters follow the settings of various works [26,28,29]. They are summarized in Table 4.2.

For massive MIMO system with a specific given $R_s$ requirement, in Theorem 9, we have mentioned that the closed-form expression of the optimal number of BS antennas for maximizing EE can be obtained. In particular, the optimal numbers of $N$ for maximizing EE are equal
Figure 4.6: The EE versus $N$ for SLNR-PS with perfect CSI and different $R_s$ requirements.

To $N_{opt}^p = 74, 138$, and $268$ corresponding to $R_s = 120, 140$, and $160$ (bits/s/Hz), respectively.

The accuracy of the optimal values $N_{opt}^p$ is demonstrated in Fig. 4.6, in which the maximum EEs achieved at the optimum values of $N$ are marked by a circle. We observe that the $N_{opt}^p$ is increased as the $R_s$ requirement increases from 120 to 160 (bits/s/Hz). However, the maximums EE is decreased because the total power consumption is increased with $N$.

Next, we investigate the optimal values of $N, P$ and $T_t$ that are needed to achieve the global maximum value of the EE. Particularly, Figure 4.7 shows the EE of SLNR-PS as a function of $N$ and $P$ when the system has unit bandwidth, $K = 10, P_t = 10$ dBm and $T = 196$. Each point is obtained by using the optimal value of $T_t$ in (4.49). An optimal solution obtained by the Brute-force ES algorithm, named as the global optimum EE, is also provided for comparisons. As observed from Fig. 4.7, there is a global optimum value of EE, which is equal to 1.74 (bits/Joule), at $N_{opt}^{ip} = 99$ and $P_{opt}^{ip} = 24.8$ dBm, and it can be achieved by $T_{t}^{opt,ip} = 10$. At this global optimum EE, the SE per user is 8.682 (bits/Hz). By applying the AO algorithm,
Figure 4.7: The EE of SLNR-PS with imperfect CSI when $K = 10, \sigma_n^2 = -96$ dBm, $P_t = 10$ dBm, and $T = 196$.

The iterative progression for maximizing the EE is also demonstrated in Fig. 4.7. In this example, the number of feasibly initial sets, which is randomly generated in the AO algorithm, is 10. We set $\epsilon = 10^{-5}$, the AO algorithm converges quickly after 4 iterations to achieve the global optimum EE. The convergence of the algorithm is presented with circles, whereas the globally optimal value of EE is presented with a asterisk. This fact can be easily observed in Fig. 4.8, in which the EE results for SLNR-PS with imperfect CSI (i.e., $P_t = 0$ dBm and $P_t = 10$ dBm) and perfect CSI are also presented. As expected, for a given $P_t = 0$ dBm, the AO algorithm is also able to obtain the global optimum EE numerically, which is 1.217 (bits/Joule) at $N_{opt} = 137, P_{opt}^{ip} = 21.3$ dBm and $T_{opt,ip} = 10$. In addition, as $P_t$ increases from 0 dBm to 10 dBm, the global optimum value of EE for SLNR-PS is significantly increased.

We observe that the system with $P_t = 0$ dBm (i.e., the quality of channel estimation is low)
needs to use more antennas to achieve the global optimum EE, as compared to the system with $P_t = 10$ dBm due to better quality of channel estimation. Moreover, with perfect CSI, the global optimum EE is 2.224 (bits/Joule) at $N_{opt}^p = 80$, $P_{opt}^p = 29.5$ dBm and $T_{opt, p}^t = 10$. In general, we observe that the optimal energy efficient system is a massive MIMO setup because there are large number of BS antennas at the three global optimum EEs. As discussed earlier in Fig. 4.3, the UB on the achievable sum rate converges to the exact one when $N$ is large. Hence, the optimal solution shown in Figs. 4.7 and 4.8 can be considered as the actual optimal solution for maximizing the EE of the proposed scheme. Note that this is the output by solving the optimization problem, in which the system parameters are not restricted. Therefore, we can conclude that the AO algorithm provides an effective solution to achieve the global optimum EE with a low-complexity computation and it performs well.

In Fig. 4.9, we investigate the energy-efficient power allocation scheme for the SLNR-PS with perfect CSI when $K = 10$, $N = 80$, $T_t = 10$. In this example, we set $C_{k, min}^v = 1$ (bit/s/Hz).
Figure 4.9: Energy efficiency of SLNR-PS for both cases of EPA and OPA when $K = 10$, $N = 80$, $T_t = 10$, and $\sigma_n^2 = -96$ dBm in the case of perfect CSI.

As observed from Fig. 4.9, the SLNR-PS with OPA provides an improvement in the EE as compared to that of the EPA. When the transmit power $P$ is greater than $P_{\text{opt}}^p = 29.5$ dBm (i.e., the EE is maximum at $P_{\text{opt}}^p$), the EE of SLNR-PS with EPA decreases, i.e., named as baseline in Fig. 4.9. This is because the EE is strictly quasi-concave with respect to $P$. Hence, it increases with $P \in [0, P_{\text{opt}}^p]$ and it decreases with $P \in [P_{\text{opt}}^p, P_{\max}]$. However, by applying the energy-efficient power allocation scheme, the BS wisely selects the optimal value of $P$ to use in order to achieve an optimal EE, instead of using the maximum available power.

In Fig. 4.10, the SEs of SLNR-PS with the assumptions of EPA and OPA are presented. Herein, the OPA is obtained by using the popular Water-Filling method. When $N$ is not large, such as $N = 50$, the optimal power allocation algorithm can provide an improvement in the SE as compared to the SLNR-PS with EPA at the low and medium SNR regions. However, when the number of BS antennas is large, the channel hardens in most propagation environments [7].

It means that the effective channel gain become a deterministic value which is expressed as (2.2).
Figure 4.10: Spectral efficiency of SLNR-PS versus SE for both cases of EPA and OPA when \( T_t = 10 \), and \( \sigma_n^2 = -96 \text{ dBm} \) in the case of perfect CSI.

Therefore, the SE improvement by using the OPA is limited. In particular, when \( N = 100 \) or \( 150 \), the SE of SLNR-PS with OPA is close to that of EPA as presented in Fig. 4.10.

Finally, by solving optimization problem in (4.76) with different rate-profile vector \( z \), the complete Pareto boundary of \( \mathcal{R} \) is illustrated in Fig. 4.11 for \( K = 3 \) users when \( N = 200, C_{k_{\text{min}}} = 1 \) (bit/s/Hz), \( P = 5 \) dBm, and the EE target \( \eta_t = 0.3 \) (bits/Joule). The boundary looks like a box with rounded edges, and the colour bar shows the individual user rate. For example, for a given \( z = \{0.34; 0.15; 0.51\} \), we have \( R_1^* = 14.62 \) (bits/s/Hz), then Pareto optimal per-user rates are \( R_1 = 4.97 \), \( R_2 = 2.19 \) and \( R_3 = 7.46 \) (bits/s/Hz), respectively.

4.7 Summary

In this chapter, the spectral efficiency and energy efficiency of massive MIMO with SLNR-PS have been analyzed under perfect and imperfect CSI. The trade-off between SE and EE has...
been considered. The closed-form expression of the optimal training length for maximizing SE has been derived at high SNR region. The optimal values of $N$, $P$ and $T_t$ for maximizing the EE have been defined, respectively. The AO algorithm has been adopted to achieve the optimum EE based on the optimal values of $N$, $P$ and $T_t$. Numerical results have presented to validate our analysis. It has been show that the SLNR-PS outperforms ZF-PS. The proposed algorithm has quick convergence and it can almost achieve the global optimum energy efficiency. At this point, the optimal energy efficient system is a massive MIMO setup with optimal values of $P$ and $T_t$. Moreover, if the quality of channel estimation is low, the number of BS antennas should increase to achieve the global optimum EE. By applying the energy-efficient power allocation scheme provides an improvement in the EE of SLNR-PS. Under the constraints of transmit power, QoS and EE target, the rate profile optimization problem for individual users has been formulated and solved successfully. The Pareto optimal per-user rates have been demonstrated.
Chapter 5

Sum-Rate Optimization for
Multicell Massive MIMO Systems

Antenna downtilting in the three-dimensional MIMO (3D-MIMO) systems has been presented to be an potential beamforming approach to reduce ICI which leads to increase in the network sum rate [57, 117–120]. While an optimized fixed tilt for regulating power level of the ICI in the conventional systems can be done by the mechanical antenna tilting with on-site visit [119], the 3D-MIMO systems can remotely change the antenna tilt angles based on electrical tilting. With coordinated tilt adaptation (CTA), the BSs can jointly adapt tilt angles based on the locations of the active users in order to optimize the network performance. In [57] and [119], the CTA has been studied for a single-user scenario in which each BS serves only one user in its own cell, and the number of BS antennas is small, i.e., $N = 4$. In [120], the downtilt adjustment, resource assignment and power allocation have been jointly optimized based on the joint processing coordinated multipoint (JPCoMP) using dual decomposition method for MIMO OFDM systems.

In massive MIMO systems, as the BS has a large number of antennas, i.e., $N \rightarrow \infty$, the
SINR is deterministic for given users’ locations and large-scale fading coefficients, named as the users’ location information (ULI). The system performance significantly depends on the pilot contamination which is caused by pilot reuse in the neighbouring cells, especially at the cell-edge users. To reduce this negative effect, the blind method based on subspace partitioning, the coordinated multicell precoding, as well as the adaptive pilot allocation mechanism design, which have been mentioned in Section 1.3 of Chapter 1, have been studied in conjunction with pilot contamination [19–23].

In this chapter, we present a two-layer scheme, which consists of the optimal tilt adaptation based on the users’ locations and the OPA based on the game theory, to reduce the effect of pilot contamination for cell-edge users. We extend the coordinated tilt adaptation, which has been proposed in [57] and [119], to the scenario in which multiple active users are served in each cell when \( N \to \infty \). The key idea is that each interference-aware user will measure the level of ICI and feed back this information to its connected BS in each cell. Given the strategies (i.e., tilt angles and power allocations) from other BSs reflected by the ICI, each BS selfishly adjusts its strategy to maximize the sum rate for its connected users. The multicell system is said to be in competition since all BSs are competing with each other to obtain their own optimal strategies in a noncooperative game [121–124]. A distributed algorithm is presented to compute the equilibrium state of the game. The computational complexity of the proposed scheme is also provided.

### 5.1 System Model Description

We assume that a cellular network includes \( L \) hexagonal cells, in which the BS is equipped with a large number of \( N \) antennas. Each cell is partitioned into cell-center and cell-edge regions by radius\(^1\) \( r_1 \) as shown in Fig. 5.1. We also assume that the users are uniformly distributed

\(^1\)Note that all the notations are only applicable to this chapter.
over the cell area. We define $r_1$ such that the areas of 2 regions are equal, i.e., the average numbers of users in 2 regions are equal. It is expressed as [125]

$$\frac{\pi (r_1^2 - r_0^2)}{3} = \frac{\pi (r_h^2 - r_1^2)}{3} - 2r_h^2 \left( \frac{\pi}{6} - \frac{\sqrt{3}}{4} \right),$$  \hspace{1cm} (5.1)$$

where $r_h$ is the distance from the BS to one of the hexagon vertices and $r_0$ is the minimum distance between the BS and the user. Thus, we have $r_1 = \sqrt{\frac{0.827r_h^2 + r_0^2}{2}}$. Note that we focus on improving the system performance when the BS is assumed to serve $K$ single-antenna cell-edge users in this chapter. To do so, we assume that the same radio resource and $K$ orthogonal pilot sequences are used to serve the cell-edge users among all cells. The BS height $h_{BS}$ is assumed to be much greater than the large-scale clutter and the user height $h_u$. Thus, the product of a large-scale fading factor and a small-scale fading factor is adopted to describe the property of the user’s channel [117]. We model the channel vector $\mathbf{h}_{ik}^l$ between the $l$th BS and the $k$th user of the $i$th cell as [57]

$$\mathbf{h}_{ik}^l = \sqrt{\eta_{ik}^l(\theta_{tilt}^l)} \mathbf{z}_{ik}^l,$$  \hspace{1cm} (5.2)$$

where $\mathbf{z}_{ik}^l \sim \mathcal{CN}(\mathbf{0}_{N \times 1}, \mathbf{I}_{N \times N})$ is the i.i.d. small-scale fading vector. The large-scale fading factor $\eta_{ik}^l(\theta_{tilt}^l)$ is obtained as

$$\eta_{ik}^l(\theta_{tilt}^l) = \beta_{ik}^l(d_{ik}^l)^{-\nu} g_{ik}^l(\theta_{tilt}^l, \theta_{ik}^l, \phi_{ik}^l),$$  \hspace{1cm} (5.3)$$

where $\beta_{ik}^l$ is the shadowing coefficient and $(d_{ik}^l)^{-\nu}$ is the distance path-loss with path-loss exponent $\nu$. In this section, we do not consider any specific statistical properties of $\beta_{ik}^l$, thus $\beta_{ik}^l$ is assumed to be known. The 3D antenna gain of BS $l$ at user $k$ of the $i$th cell is defined as [57]

$$g_{ik}^l(\theta_{tilt}^l, \theta_{ik}^l, \phi_{ik}^l) = 10^{\frac{\sigma_{\text{max}}}{10}} - 12 \left( \frac{\phi_{ik}^l - \phi_{\text{min}}^l}{\phi_{\text{max}}^l - \phi_{\text{min}}^l} \right)^2 - 12 \left( \frac{\theta_{ik}^l - \theta_{\text{min}}^l}{\theta_{\text{max}}^l - \theta_{\text{min}}^l} \right)^2,$$  \hspace{1cm} (5.4)$$
where \( \theta_{l_{\text{tilt}}} \) is the tilt angle of BS \( l \), \( \phi_{BS}^{l} \) is the fixed orientation of the BS \( l \)th array boresight relative to the \( x \)-axis, \( \theta_{lk} \) and \( \phi_{lk} \) denote the incident angles connecting user \( k \) to the BS \( l \) in the elevation and the azimuth domains, respectively. Since \( h_u \ll h_{BS} \), we have \( \theta_{lk} \approx \tan^{-1}\left(\frac{h_{BS}}{d_{lk}}\right) \).

The maximum antenna gain is \( G_{\text{max}} \); \( \theta_{3\text{dB}} \) and \( \phi_{3\text{dB}} \) are the half-power beam-widths in the elevation and the azimuth patterns, respectively. In the \( i \)th cell, the received signal of the \( k \)th user is obtained as [19, Eq. (5)]

\[
y_{ik} = \sum_{l=1}^{L} \sum_{k'=1}^{K} \sqrt{p_{lk'} \eta_{lk}(\theta_{l_{\text{tilt}}}) (h_{ik})^{H} w_{lk'} s_{ik'} + n_{ik}},
\]

where \( p_{lk'} \) is transmit power, \( w_{lk'} \) is the precoding vector, \( s_{lk'} \) is data symbol, and \( n_{ik} \) is noise term with \( n_{ik} \sim \mathcal{CN}(0, \sigma_{n}^{2}) \). Without loss of generality, the noise variance is assumed to be equal to 1 in order to simplify notation [6, 9, 13, 19]. With this convention, \( P_i = \sum_{k=1}^{K} p_{ik} \) has the interpretation of normalized transmit SNR in the downlink channel of the \( i \)th cell, hence it is dimensionless. By adopting the MF precoding, when \( N \to \infty \), the SINR of the \( k \)th user in the \( i \)th cell converges to the deterministic value which is defined as [19]

\[
\gamma_{ik}(\Theta_k) = \frac{p_{ik} (\eta_{ik}(\theta_{l_{\text{tilt}}}))^{2}}{\sum_{l=1, l \neq i}^{L} p_{lk} (\eta_{lk}(\theta_{l_{\text{tilt}}}))^{2}},
\]

where \( \Theta_k = \{\theta_{l_{\text{tilt}}}^{1}, \ldots, \theta_{l_{\text{tilt}}}^{L}\} \) is the vector of tilt angles of all BS cells. Clearly, as \( N \to \infty \), the intracell interference can be negligible and only the users using the same pilot sequence in the neighbour cells can create the ICI to user \( k \). Hence, the vector \( \Theta_k \) is considered as the tilt angles for the \( k \)th pilot sequence in the network. We formulate the problem of sum rate optimization as

\[
\begin{aligned}
\text{maximize}_{p, \Theta} \quad & R_s = \sum_{i=1}^{L} \sum_{k=1}^{K} \log_2 \left(1 + \gamma_{ik}(\Theta_k)\right) \\
\text{subject to} \quad & \sum_{k=1}^{K} p_{ik} \leq P_i, \quad \Theta_{\text{min}} \leq \Theta_k \leq \Theta_{\text{max}},
\end{aligned}
\]
where $\Theta_{\text{min}}$ and $\Theta_{\text{max}}$ denote the vector of minimum and maximum allowed tilt angles, respectively, $\mathbf{p} = (\mathbf{p}_1, \ldots, \mathbf{p}_L)$ with $\mathbf{p}_i = \{p_{ik}\}_{k=1}^{K}$ denotes the set of all the users power allocation vectors of all $L$ cells, and $\Theta = (\Theta_1, \ldots, \Theta_K)$ is the set of all vectors of tilt angles for $K$ pilot sequences. The JPCoMP method can be used to solve problem (5.7) by using the Lagrangian dual multipliers [120]. However, an cell-edge user specific downtilt is applied in [120], which does not consider the locations of the cell-edge users and the effect of fading coefficients. With a different approach, we next propose a scheme to solve (5.7) efficiently.

### 5.2 A Two-Layer Optimization Scheme

We solve the problem (5.7) using two main steps. We first optimize the vectors of tilt angles for each pilot sequence based on ULI when EPA is initialized in all $L$ cells. Based on game
Optimal tilt adaptation: We assume that the BS can easily acquire the ULI. It is possible because the large-scale fading factor changes slowly and it can be easily estimated by the BS, and the users are assumed to be equipped with global positioning systems in the future systems [19]. For any given ULIs, the BSs can employ the CTA to maximize their sum rate. Specifically, for the $k$th pilot sequence, we can formulate the following problem [57]

$$\Theta_k^* = \arg \max_{\Theta_{\text{min}} \leq \Theta_k \leq \Theta_{\text{max}}} \sum_{i=1}^{L} R_{i,k}(\Theta_k),$$

(5.8)

where $R_{i,k}(\Theta_k) = \log_2 \left(1 + \gamma_{ik}(\Theta_k)\right)$. The problem (5.8) can be solved by applying the DIviding RE Ctangle (DIRECT) method presented in [57]. However, the DIRECT method performs slowly for the case of delay-sensitive scenario. By exploring the nature of the problem, to solve (5.8), we modify the effective method in [119] which considers the case that the BS is able to cancel the ICI (i.e., cooperative multicell precoding) from other cells. Moreover, in [57] and [119], the authors mainly focused on the case of single-user scenario when $N$ is small. Herein, we obtain the optimal tilt angle for the case of multi-user scenario when $N$ is very large. We observe that if the ICI is successfully eliminated, the optimal tilt angle for each BS is the angle of the direct pointing of main beam of the BS antennas towards its own active user location in the vertical plane, i.e., $\Theta_k^* = \{\theta_{1k}, \ldots, \theta_{Lk}\}$. If the ICI is available, for any given BS $i$, the desired signal power is decreased and the ICI at the neighbouring cells is increased if the $\theta_{i,\text{tilt}}$ decreases below $\theta_{i,k}$. Different from [57], for each realization of the active user location, we can initialize $\Theta_k^* = \{\theta_{1k}, \ldots, \theta_{Lk}\}$ instead of $\Theta_k^* = \Theta_{\text{min}}$. With a step size of 1°, if the increase of each BS tilt results in an increase of the sum rate $\sum_{i=1}^{L} R_{i,k}(\Theta_k^*)$, it is kept, otherwise, it is ignored. The optimal solution of (5.8) is found when an increase of tilt angle at any of the BSs cannot result in any increase of the sum rate anymore. It has been shown that, with step size of 1°, the obtained tilt angle can achieve reasonable performance as compared to the
solution defined by using the DIRECT method [119]. In this sub-problem, the sequence of BSs is obtained corresponding to the sorted initialization value of the tilt angles in the ascending order to avoid any bias towards a particular cell. Similar approach is used to determine the optimal vectors of the tilt angles for other pilot sequences. Thus, a set of all optimal vector tilt angles $\Theta^*$ for all $K$ pilot sequences can be obtained based on the ULI.

**Game formulation:** The power allocation strategy (PAS) of the neighbouring cells can influence the ICI in the target cell. It is assumed that each user can measure the level of the ICI and feed back this information to its connected BS perfectly [121]. For given PASs from other BSs reflected by the ICI, each BS selfishly adjusts its own PAS to optimize the sum rate for its corresponding users subject to the transmit power constraint. Since each BS competes against each other by optimizing the PAS, the multicell system is said to be in a competition. Naturally, it can be considered as a strategic noncooperative game, where the BSs are the rational players [121, 123, 124]. All the channels are assumed to be changed slowly such that they are considered to be fixed during the game being played. Let us define $\Omega \triangleq \{1, \ldots, L\}$ as the set of all players, $\mathcal{P}_i$ is the set of admissible PAS of player $i$, i.e., [124]

$$\mathcal{P}_i \triangleq \{p_i \in \mathbb{R}_+^K : \sum_{k=1}^{K} p_{ik} \leq P_i\},$$

(5.9)

and $R_i(p_i, p_{-i}, \Theta^*)$ is the payoff function of player $i$, i.e.,

$$R_i(p_i, p_{-i}, \Theta^*) = \sum_{k=1}^{K} \log_2 \left(1 + \gamma_{ik}(\Theta_k^*)\right),$$

(5.10)

where $p_{-i} = (p_l)_{l \neq i}$ denotes the PASs of all players, except the $i$th player. The corresponding
game can be formulated as

$$
(\mathcal{G}) \begin{cases} \\
\text{maximize} & R_i(p_i, p_{-i}, \Theta^*) \\
\text{subject to} & p_i \in \mathcal{P}_i, \quad \text{for } \forall i \in \Omega.
\end{cases} \tag{5.11}
$$

In the game, if any player changes its PAS, each user needs to report the level of the updated ICI back to its connected player accordingly. Thus, the game $\mathcal{G}$ shows that the optimal PAS at each player is dependent on the PASs of other players. However, each player makes its decision to obtain the optimal PAS independently with others because it only uses the local information between itself and its corresponding users, i.e., the level of the ICI and the ULI. Hence, the game $\mathcal{G}$ is implemented in a fully distributed manner without any requirement of signalling exchanges among the players [121]. The competition among the players is done whenever a pure Nash equilibrium (NE) of the game $\mathcal{G}$ is approached, expressed as

$$
R_i(p_i^*, p_{-i}^*, \Theta^*) \geq R_i(p_i, p_{-i}^*, \Theta^*), \forall p_i \in \mathcal{P}_i, \forall i \in \Omega. \tag{5.12}
$$

At the NE, a single player does not have the incentive to unilaterally change its PAS for given PASs of other players. The solution of $\mathcal{G}$ is always non-empty [123]. To reach the NE of $\mathcal{G}$, we adopt a smoothed simultaneous iterative waterfilling algorithm (SSIWA) which is an instance of the Jacobi scheme. The SSIWA is based on the waterfilling (WF) solution, defined as

$$
p_{ik}^* = \left[W_{Fi}(p_{-i})\right]_k = \left[\frac{\sum_{l \neq i} P_{lk}(\eta_{lk}(\theta_{tilt}^i))^2}{\alpha_i \ln 2} - \frac{\sum_{l \neq i} P_{lk}(\eta_{lk}(\theta_{tilt}^i))^2}{(\eta_{lk}(\theta_{tilt}^i))^2}\right]_{p_{ik}^\text{max}}, \tag{5.13}
$$

where $W_{Fi}(.)$ is waterfilling operator, $P_{ik}^\text{max}$ is the maximum power allowed to be allocated to user $k$ [122, 123], and $[x]_a^b$ is the Euclidean projection of $x$ (defined as $[x]_a^b = a$ if $x \leq a$, $[x]_a^b = b$ if $x \geq b$, and $[x]_a^b = x$ if $a < x < b$). The value of $\alpha_i$ is selected to satisfy the power constraint $\sum_{k=1}^K P_{ik}^* = P_i$. In the SSIWA, at each iteration, by performing the waterfilling
solution in (5.13), each player updates its own power allocation simultaneously based on its local information (i.e., the ICI and the ULI) obtained in the previous iteration. Without any communication between the players, all players are self-enforcing to define their optimal PAS at the same time. The SSIWA can guarantee that the network converges globally to an NE, at which point the OPA for the users of each BS is defined as $p^*_i = \text{WF}_i(p^*_i), \forall i \in \Omega$ [123]. Thanks to the Jacobi-based update, the SSIWA performs efficiently even if the number of players is large [124]. Moreover, the uniqueness of the NE of $G$ can be deduced straightforwardly from the work in [124] according to the equivalence between game $G$ and the variational inequality problem.

The condition guaranteeing the uniqueness of the NE is that all the matrices $\Psi(k) \in \mathbb{C}^{L \times L}$ are positive definite. The entries of $\Psi(k)$ are defined as

$$[\Psi(k)]_{i,l} = \left(\frac{\eta_{ik}(\theta^*_{il}))^2}{\eta_{ik}(\theta^*_{il}))^2}\right).$$

(5.14)

As mentioned earlier, as $N \to \infty$, the intracell interference can be negligible. Since the ICI is assumed to be significantly small (i.e., the network becomes ideal because there is no multi-user interference), the rates in (5.10) are decoupled. Therefore, the sum rate maximization problem in (5.11) provides a unique solution for each user [124]. As a result, on the physical interpretation of this condition, the Nash equilibrium is unique if the ICI among the users is significantly small [122–124].

In summary, our proposed scheme is given in Table 5.1. The tilt adaptation processes are shown from step 1 to step 12, whereas the SSIWA processes are shown in the remaining steps. In the worst case, the computational complexity of the tilt adaptation is on the order of $O(KLQ_1)$, where $Q_1 = [\theta_{\max} - \min\{\theta_{ik}\}]^L$ ([$\cdot$] denotes the round number), that is much lower than $O(KLQ_2 \log(Q_2))$, where $Q_2 = [\theta_{\max} - \theta_{\min}]$ and $Q_2 \geq Q_1$, by using the exhaustive search approach. The complexity of the SSIWA is on the order of $O(LMK^2)$, thus the total complexity of the proposed scheme is on the order of $O(LKQ_1 + LMK^2)$. 
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Table 5.1: Algorithm for maximizing network sum rate

<table>
<thead>
<tr>
<th>Input: N, L, K, P, η_k, θ_{tilt}, ∀i ∈ Ω</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: Θ^<em>, p^</em>, R^*_k</td>
</tr>
</tbody>
</table>

1. For k ← 1 to K do
2. Set p ← EPA; Θ^*_k ← {θ_{1k}, ..., θ_{Lk}}; \( \tilde{R}_k \leftarrow \sum_{i=1}^{L} R_{i,k}(\Theta^*_k) \)
3. \( t \leftarrow 1; \) id ← index of sorted \( \Theta^*_k \) in ascending order
4. Repeat
5. \( c \leftarrow 0 \)
6. For all \( j \in \text{id} \) do
7. \( \Theta^*_k \leftarrow \Theta^*_k; \Theta^*_k(j) \leftarrow \Theta^*_k(j) + 1; \tilde{R}^\text{tem}_k \leftarrow \sum_{i=1}^{L} R_{i,k}(\Theta^*_k) \)
8. If \( \tilde{R}^\text{tem}_k > \tilde{R}_k \) then \( \Theta^*_k \leftarrow \Theta^*_k; \tilde{R}_k \leftarrow \tilde{R}^\text{tem}_k \)
9. Else do \( c \leftarrow c + 1; t \leftarrow (c \mod L) \)
10. End for
11. Until \( t = 0 \)
12. End for
13. Reset \( p_{i}^{(0)} \leftarrow \text{WF}(p_{i}^{(0)}), \) with any feasible power \( p_{i}^{(0)} \geq 0, \forall i \in \Omega \)
14. M ← number of iteration; \( \tau_i \in [0, 1) \)
15. For m ← 1 to M do
16. \( p_{i}^{(m+1)} \leftarrow \tau_i p_{i}^{(m)} + (1 - \tau_i)\text{WF}_i(p_{i}^{(m)}), \forall i \in \Omega \)
17. Each user reports the level of the ICI back to its connected BS
18. End for

5.3 Numerical Results and Discussions

The performance of the proposed scheme is studied based on the numerical results presented in this section. The values of parameters for Monte Carlo simulation are set as \( \theta_{3dB} = 7^\circ, \phi_{3dB} = 70^\circ, \phi^1_{BS} = 0^\circ, G_{\text{max}} = 20 \) dBm, \( \Theta_{\text{min}} = 0^\circ \mathbf{1}, \Theta_{\text{max}} = 90^\circ \mathbf{1}, L = 3 \) cells, \( r_0 = 40 \) m, \( h_{BS} = 32 \) m, \( h_u = 1.5 \) m, \( v = 3, \) and \( K = 10 \) cell-edge users [57]. For a given ULI, \( \phi^l_{ik} \) is assumed to be known at the BSs. We assume that each BS has \( P = 10 \) dB and no mask constraint is considered (i.e., \( p_{ik}^{\text{max}} = +\infty \) for \( \forall i, k \); \( \beta^i_{ik} = 1, \forall i \in \Omega \) and \( \beta^l_{ik} \in (0, 1) \) with \( l \neq i \). The inter-cell distance is \( D = 500 \) m, then we have \( r_h = \frac{D}{2\cos(\pi/6)} \approx 288 \) m and \( r_1 \approx 187 \) m.

Figure 5.2 presents the comparisons of sum rate performance for different systems. The curves labelled “Cell 1 sum-rate”, “Cell 2 sum-rate”, “Cell 3 sum-rate”, and “Network sum-rate (proposed)” refer to the sum rates corresponding to cell 1, cell 2, cell 3, and the network, respectively, when the proposed scheme is applied. The curve labelled “Network sum-rate (fixed
Figure 5.2: Comparisons of sum rate performance for different systems with $N \to \infty$ and $K = 10$.

"Network sum-rate (fixed tilt + EPA)" refers to the network sum rate with fixed tilt and using EPA, named as system A, whereas the curve labelled "Network sum-rate (fixed tilt + WF)" refers to the network sum rate with fixed tilt and using classical waterfilling optimal power allocation, named as system B. In this example, we set a fixed tilt angle of $7.6^\circ$, which is defined as $\theta_{\text{tilt}}^{\text{fix}} \approx \tan^{-1}\left(\frac{2h_{BS}r}{r_1+r_1}\right)$.

The network sum rate and the sum rate at each cell are then plotted after each iteration. Each plotted point is obtained by averaging over 100,000 independent channel realizations. Observing from Fig. 5.2, by applying the proposed scheme, the network sum rate and sum rates of cells converge very quickly after a few iterations. Statistically, the sum rates of all cells match well. As expected, the proposed scheme results in a higher network sum rate over both systems A and B. Specifically, the proposed scheme provides an improvement in network sum rate of 4.4% and 2.1%, as compared to the corresponding system A and system B, respectively. Furthermore, in Fig. 5.3, we investigate performance of the proposed scheme when $N$ is finite. Herein, we set $M = 30$ and $K = 5$. As compared with the system A, the proposed scheme can achieve an
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Figure 5.3: Sum rate comparisons for different systems with $K = 5$ and $M = 30$.

improvement in network sum rate of 2.4%, 2.9%, and 3.9% corresponding to $N = 100, 250$, and 500, respectively. These results further verify the effectiveness of the proposed scheme.

5.4 Summary

We have proposed a scheme, which consists of a two-layer approach of the optimal tilt adaptation based on the ULI and the optimal power allocation based on game theory approach, to reduce the effect of pilot contamination, and hence to maximize the network sum rate in this chapter. The proposed scheme has low computational complexity because it only uses the channel statistics (i.e., large-scale fading coefficients) when $N$ is very large. These parameters can be effectively estimated by the BS because they change slowly. Numerical results have shown that the convergence of network sum rate is very quick after a few iterations and the proposed scheme outperforms the conventional systems. Moreover, a heavy signalling exchange among the BSs can be avoided by applying the distributed algorithm.
Chapter 6

Massive MIMO Heterogeneous Networks

The deployment of small-cells is considered as a practical solution to achieve high spectral efficiency per unit area based on spatial reuse, coverage area, and cell-edge users. The performance of conventional HetNets with single-antenna BSs has been well studied in the literature [11, 66, 126–130]. In massive MIMO HetNets, the aggregate interference environment is more heterogeneous and complicated than that of the conventional HetNets. As a result, it is challenging to evaluate the network performance. There are two main methods to investigate the performance of HetNets with massive MIMO. The first one uses the results of the random matrix theory to convert channel coefficients into deterministic values in order to simplify the analysis significantly [71, 131, 132]. The interference management in 5G reverse time-division duplexing two-tier HetNets has been studied in [71] when the number of base station antennas and the network size (macro users and small-cell access points) are assumed to be large with a fixed ratio. In [131], due to high directivity of the channel vectors in the massive MIMO systems, the inter-tier interference (ITI) coordination through spatial blanking (i.e., the macro-cell BS only concentrates transmission energy in a particular direction, whereas transmission
opportunities for its own small-cells are explored in the other directions) has been considered for sum rate improvement. In [132], an optimal beamforming vector is achieved by minimizing power consumption while satisfying QoS constraint. However, the first method is unable to consider the effects of the BS locations and the small-cell deployment scenarios on the cellular network performance. An interesting question is whether it is possible to improve network performance, such as SE and EE, by deploying small-cells, and how the density of the SBSs impacts on the network performance.

On the other hand, the second method focuses mainly on the network geometry, where both MBSs and SBSs are modelled as independent PPPs [66,126]. By using the stochastic geometry concept, the performance metrics can be defined by averaging over all network deployment scenarios and cell sizes, such as coverage probability and average rate. This method can lead to closed-form solutions for several specific choices of parameters in the conventional HetNets [127,128]. For massive MIMO heterogeneous networks, the SE and EE of $L$-tier HetNets have been recently investigated in [69]. When users and small-cells are assumed to be distributed as two independent PPPs, a lower bound on the uplink SE for a two-tier massive MIMO HetNet has been derived in [133]. However, the problems of SE maximization and EE maximization have not been considered in [69] and [133]. In addition, a distributed user association scheme has been presented to maximize the EE in [134].

Moreover, the performance of HetNets strongly depends on the ITI. The CoMP between MBS and its own SBSs plays an important role to limit the ITI, hence it can exploit the benefits of HetNets. In [135], under the assumption of ideal backhaul links, the operators can select $n$ BSs with the strongest average received signal for joint data transmission. In [136], a location-aware cross-tier CoMP transmission scheme in two-tier HetNets has been presented to improve the performance of the users with high ITI due to the co-channel deployment of small-cells. Moreover, in [137], by managing the ITI to the offloaded users, an interference
nulling scheme has been proposed to improve system performance in two-tier HetNets with multi-antenna BSs.

From practical view points, due to system constraints, the small-cells can only be assigned in certain regions to improve the poor macrocell coverage areas. Hence, in [127], the authors have presented a non-uniform small-cell network (SCN) development, where the SBSs are not utilized in the region within a given distance away from any MBSs. By doing so, it has been shown that the presented scheme can achieve the same level of coverage performance as compared to the uniform SCN development, even when its SBSs is 50% less than that of the uniform SCN development. This aspect provides an ecological and economic solution to develop small-cell networks while satisfying the coverage performance. Moreover, in [128], the conventional CoMP with the non-uniform SBS deployment can improve the coverage performance by 5% for users located outside a prescribed distance from any MBSs (i.e., macrocell edge users), as compared to the maximum received power (MRP) association scheme. However, the analysis of CoMP for massive MIMO HetNets with the non-uniform SBS deployment has not been studied in the literature by using the tools from stochastic geometry. Motivated by the results in [127] and [128], we propose a novel scheme to improve coverage, SE and EE performance for next-generation cellular networks because it can enjoy the benefits of the combinational use of massive MIMO, the non-uniform SCN development, as well as the joint transmission.

In this chapter, In order to enhance the coverage and capacity, massive MIMO is assumed to be applied for the MBS, instead of considering single-antenna BS as presented in [127, 128]. Based on the stochastic geometry approach, we first analyze the average achievable rate and the area spectral efficiency for CoMP in the two-tier HetNet with massive MIMO. We then investigate the EE maximization problem under the constraints of QoS, density of SBS, available number of MBS antennas, as well as MBS transmit power. An alternating optimization algorithm is applied to obtain optimal solution of the EE optimization problem. It provides
essential insights on the relation between EE performance and these design parameters. To simplify the complexity of analysis, the interference distribution is approximated by moment matching with the Gamma distribution, which is used to analyze the coverage probability. Moreover, numerical results are provided to investigate the SE and EE for the two-tier Hetnet and the effectiveness of the algorithm.

6.1 System Model Description

We consider the downlink transmission in a two-tier HetNet. The first tier includes MBSs, while the second tier includes SBSs. We assume that the locations of MBSs and SBSs are modelled according to two-dimensional homogeneous PPPs $\Phi_m \in \mathbb{R}^2$ and $\Phi_s \in \mathbb{R}^2$ with spatial

\footnote{Note that all the notations are only applicable to this Chapter.}
Figure 6.2: An example of close-up 3 × 3 km view for a two-tier HetNet when $\lambda_1 = (500^2 \pi)^{-1}$, $\lambda_2 = 5\lambda_1$ and $R = 400$ m.

intensities $\lambda_1$ and $\lambda_2$, respectively [129, 136]. The transmit powers of BSs are the same in each tier. We employ a non-uniform small-cell deployment scheme. In particular, we define the inner region as the union of locations within a predetermined distance $R$ from any MBSs, i.e., $A_{in} = \bigcup_{x \in \Phi_m} B(x, R)$, whereas the outer region is defined as the union of locations in which the distances to any MBSs are greater than $R$, i.e., $A_{out} = \mathbb{R}^2 \setminus A_{in}$. In order to optimize the macrocell coverage and achieve an energy-efficient solution, we only use the SBSs located in the $A_{out}$, while the ones in the $A_{in}$ are not activated [127, 128]. This deployment of SBSs is similar to that of Scenario I which has been presented in [127]. The example of one macrocell is presented in Fig. 6.1. An example of close-up view for the two-tier HetNet with non-uniform small-cell deployment is illustrated in Fig. 6.2. The coverage area of each MBS is bounded by the solid lines and macrocell boundaries correspond a Voronoi tessellation. The stochastic geometry is
a suitable approach to generate such random locations of the MBSs and SBSs. Moreover, we assume that the user density is much greater than that of BSs, hence there is always an active user in every SBS at each time slot and multiple active users in every MBS [138]. If there are several active users in the small-cells, multiple-access techniques can be applied at the SBSs. It is assumed that each MBS is equipped with a large number of \( (N) \) antennas and employs ZF precoding to serve at least \( K \) users simultaneously, whereas each single-antenna SBS only serves a single-antenna user at each time slot. This assumption has been used in [69, 138] and [139]. For a low density of users, the numbers of active users in different cells can be considered as independent of each other [140]. Therefore, an aggregate interference generated by the loaded BSs (i.e., the BSs have at least one connected user) and a cell association scheme can be more complicated in the two-tier HetNet with the non-uniformly small-cell development. We will consider the study of this issue as future works.

### 6.1.1 Cell Association and Coordination Scheme

We assume that the channels experience i.i.d. quasi-static Rayleigh fading, and the typical user \( o \) is located at the origin [126]. The standard path loss coefficient is defined as \( (r)^{-\alpha} \), where \( \alpha \) is the path loss exponent and \( \alpha > 2 \) [11, 127–129]. Under assumption of EPA, the long-term average receive power at the typical user associated with the \( l \)th MBS is defined as [69]

\[
p_{o,l} = \frac{P_m}{K} \rho_a x_l^{-\alpha},
\]

where \( P_m \) is the transmit power of MBS, \( x_l \) is the distance between the typical user (i.e., the origin) and the \( l \)th MBS, and \( \rho_a \) is the array gain. For given \( K \) users and ZF beamforming transmission, the value of array gain is given by \( \rho_a = N - K + 1 \) [11, 69, 134, 139, 141]. When
the typical user associates with the \( j \)th SBS, its long-term average receive power is defined as

\[
p_{o,j} = P_2 y_j^{-\alpha},
\]

where \( P_2 \) is the transmit power of SBS, \( y_j \) is the distance between the typical user and the \( j \)th SBS.

We denote MBS\(_0\) and SBS\(_0\) as the nearest BSs of the typical user in the first tier and the second tier. We also define \( x_0 \) and \( y_0 \) as the minimum distances between the typical user and the MBS\(_0\) and SBS\(_0\), respectively. Firstly, if the typical user is located in \( A_{\text{in}} \) of MBS\(_0\), we assume that it only associates with MBS\(_0\). Secondly, if the typical user is located in \( A_{\text{out}} \), but the received signal power from SBS\(_0\) is comparable to that from MBS\(_0\), thus both MBS\(_0\) and
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### Table 6.1: Summary of notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Phi_m, \Phi_s )</td>
<td>PPPs modelling locations for MBSs and SBSs</td>
</tr>
<tr>
<td>( \lambda_1, \lambda_2 )</td>
<td>Spatial densities of MBSs and SBSs</td>
</tr>
<tr>
<td>( P_m, P_2 )</td>
<td>Transmit powers of MBSs and SBSs</td>
</tr>
<tr>
<td>( \Delta_m, \Delta_c, \Delta_s )</td>
<td>Association probabilities of the typical user in 3 cases*</td>
</tr>
<tr>
<td>( \tau_m, \tau_c, \tau_s )</td>
<td>Average achievable rates of the typical user in 3 cases*</td>
</tr>
<tr>
<td>( P_{co}^m, P_{co}^c, P_{co}^s )</td>
<td>Coverage probabilities of the typical user in 3 cases*</td>
</tr>
<tr>
<td>( x_l, y_j )</td>
<td>Distances between the typical user and the ( l )th MBS, the typical user and the ( j )th SBS</td>
</tr>
<tr>
<td>( h_{o,l}, g_{o,j} )</td>
<td>Fading channel power gains between the typical user and the ( l )th MBS, the typical user and the ( j )th SBS</td>
</tr>
<tr>
<td>( h_{k,x_l}, w_{k,x_l} )</td>
<td>Small-scale Rayleigh channel fading and precoding vector of the ( k )th user from the ( l )th MBS</td>
</tr>
<tr>
<td>( R, \eta_{EE} )</td>
<td>Radius of inner region, energy efficiency</td>
</tr>
<tr>
<td>( N, K )</td>
<td>Number of MBS antennas, number of macrocell users</td>
</tr>
<tr>
<td>( \mu, T )</td>
<td>Operation and signal-to-interference ratio thresholds</td>
</tr>
<tr>
<td>( S_i, I_i )</td>
<td>Desired signal and aggregate interference powers of the typical user in each association case*, i.e., ( i \in { m, c, s } )</td>
</tr>
</tbody>
</table>

*The association cases of the typical user are given by (6.3).
SBS_0 will cooperate to jointly transmit data to the typical user. This cooperation mode can improve the performance of users in the outer region. Thirdly, if the typical user is located in \( A_{\text{out}} \) of MBS_0 and the received signal power from SBS_0 is at least \( \mu \) times greater than that from MBS_0, then the user only associates with the SBS_0. The MBS employs ZF precoding. Hence, the connected BS set of the typical user is summarized as [128]

\[
BS = \begin{cases} 
\{ \text{MBS}_0 \}, & \text{if } x_0 \leq R, \\
\{ \text{MBS}_0, \text{SBS}_0 \}, & \text{if } x_0 > R \& \frac{P_2 y_0^{-\alpha}}{P_1 x_0^{-\alpha}} < \mu, \\
\{ \text{SBS}_0 \}, & \text{if } x_0 > R \& \frac{P_2 y_0^{-\alpha}}{P_1 x_0^{-\alpha}} \geq \mu,
\end{cases}
\]  

(6.3)

where \( P_1 = \frac{P_m}{K} (N - K + 1) \) and \( \mu \) is the operation threshold with \( \mu \geq 0 \) dB. Note that, the coordination mode in the proposed scheme is a non-coherent joint transmission (NCJT) because only data of the typical user is shared among the MBS_0 and SBS_0, a distributed precoding vector is performed at the MBS_0, and the received signals at the typical user are non-coherently combined [142, 143]. Hence, the network overheads required by cell association and coordination scheme are limited. By using high-speed optical fiber for backhaul signalling, these requirements can be effectively accommodated.

**Remark 1:** For given \( P_m \) and \( P_2 \), as \( N \to \infty \), we have \( \frac{P_2}{P_1} \to 0 \). This implies that the typical user is only served by \( \{ \text{MBS}_0 \} \) or \( \{ \text{MBS}_0, \text{SBS}_0 \} \). Moreover, as \( R \to \infty \), the network tends to be a conventional single-tier cellular network with only MBSs, thus it cannot enjoy the benefits of improving throughput and coverage area by employing the small-cell deployment. In this chapter, we focus on analyzing the network performance with finite values of \( N \) and \( R \).

### 6.1.2 Signal-to-Interference-Plus-Noise Ratio

Next, we define the SINR of the typical user in different modes of operation. We denote \( h_{k,x_l} \) as the small-scale Rayleigh channel fading between the \( k \)th user and the \( l \)th MBS located
at $x_l$ with $\mathcal{CN}(0,1)$ entries, and $\mathbf{w}_{k,x_l}$ is assumed to be the corresponding ZF precoding vector of the $k$th user. If the typical user $o$ at the origin is served by the MBS$_0$, named as case 1, its received SINR is obtained as [137,141]

$$\gamma_m = \frac{P_m|\mathbf{h}_{o,x_0}^H \mathbf{w}_{o,x_0}|^2 x_0^{-\alpha}}{K(I_m + \sigma^2)},$$

(6.4)

where the noise power is $\sigma^2$. The aggregate interference power is given by $I_m = I_{m\rightarrow m} + I_{s\rightarrow m}$, where

$$I_{m\rightarrow m} = \sum_{l\in\Phi_m\setminus\text{MBS}_0} \sum_{k=1}^{K} \frac{P_m}{K} |\mathbf{h}_{o,x_l}^H \mathbf{w}_{k,x_l}|^2 x_l^{-\alpha},$$

(6.5)

$$I_{s\rightarrow m} = \sum_{j\in\Phi_s} P_2 |\mathbf{h}_{o,y_j}|^2 y_j^{-\alpha},$$

(6.6)

and $\mathbf{h}_{o,y_j} \sim \mathcal{CN}(0,1)$ is the small-scale channel fading from the $j$th SBS. We denote $h_{o,0} = |\mathbf{h}_{o,x_0}^H \mathbf{w}_{o,x_0}|^2$, $h_{o,l} = \sum_{k=1}^{K} |\mathbf{h}_{o,x_l}^H \mathbf{w}_{k,x_l}|^2$ and $g_{o,j} = |\mathbf{h}_{o,y_j}|^2$ as the corresponding fading channel power gain between the typical user and MBS$_0$, the fading interfering channel power gains between it and the MBS $l \in \Phi_m\setminus\text{MBS}_0$, as well as between it and the SBS, respectively.

Under the Rayleigh fading assumption, it has been shown in [67] and [141] that the channel power distributions of both direct and interfering links follow the Gamma distribution$^2$, i.e., $h_{o,0} \sim \Gamma(N-K+1,1)$ and $h_{o,l} \sim \Gamma(K,1)$. For single-input single-output transmission, there is no precoding, thus the uplink and downlink channel gains are the same. Therefore, both channel gains follow exponential distribution with unit rate parameter, hence $g_{o,j} \sim \exp(1)$ (i.e., it is similar to $\Gamma(1,1)$ distribution). The above assumption has been commonly applied for investigating the performance of multiuser MIMO HetNets [11,69,137,141].

The SINR of the typical user served by both MBS$_0$ and SBS$_0$, named as case 2, is given

$^2$A Gamma random variable $h$ with shape $k > 0$ and scale $\theta > 0$, denoted as $\Gamma(k,\theta)$, has probability distribution function $f_H(h) = h^{k-1} e^{-h/\theta} / \theta^k \Gamma(k)$. 

109
\[ \gamma_c = \frac{\left| \sqrt{\frac{P_m x_0^{-\alpha}}{K}} h_{o,x_0}^H w_{o,x_0} + \sqrt{P_y y_0^{-\alpha}} h_{o,y_0} \right|^2}{I_c + \sigma^2}. \]  

(6.7)

The aggregate interference from the BSs, which are not in the set of serving BSs, is defined as 
\[ I_c = I_{m \to m} + I_{s \to s}, \]
where 
\[ I_{s \to s} = \sum_{j \in \Phi_s \setminus \{ \text{SBS}_0 \}} P_{2g_{o,j}y_j^{-\alpha}} \]
and \( y_j \) is the distance from the interfering SBS \( j \in \Phi_s \setminus \{ \text{SBS}_0 \} \).

If the typical user is served by the SBS\( _0 \), named as case 3, its received SINR can be defined as 
\[ \gamma_s = \frac{P_2 |h_{o,y_0}|^2 y_0^{-\alpha}}{I_s + \sigma^2}, \]
where \( g_{o,0} = |h_{o,y_0}|^2 \sim \exp(1) \) is the fading channel power gain between the typical user and SBS\( _0 \) and the aggregate interference \( I_s = I_{m \to s} + I_{s \to s} \), where \( I_{m \to s} = \sum_{l \in \Phi_m} P_m h_{o,l}x_l^{-\alpha}/K \).

### 6.2 Average Achievable Rate

In this section, we propose a tractable approach to analyze the average achievable rate of the two-tier HetNet with massive MIMO and non-uniformly small-cell deployment. We define \( X_m, Z_c = (X,Y) \), and \( Y_s \) as the corresponding distances between the typical user and its serving BS(s), i.e., \( BS = \{ \text{MBS}_0 \} \), \( BS = \{ \text{MBS}_0, \text{SBS}_0 \} \), and \( BS = \{ \text{SBS}_0 \} \), respectively. The probabilities that the typical user is served by \( \{ \text{MBS}_0 \} \), \( \{ \text{MBS}_0, \text{SBS}_0 \} \), and \( \{ \text{SBS}_0 \} \) are given by \[ \Delta_m = 1 - \exp(-\pi \lambda_1 R^2), \]
(6.9)

\[ \Delta_c = (\lambda_1/\lambda'_1) \exp(-\pi \lambda'_1 R^2), \]
(6.10)

\[ \Delta_s = \exp(-\pi \lambda_1 R^2) - \Delta_c, \]
(6.11)
respectively. The probability density functions (PDFs) of $X_m$, $Z_c$, and $Y_s$ are defined as [127, 128]

\[
f_{X_m}(x) = \frac{2\pi \lambda_1 x}{\Delta_m} \exp(-\pi \lambda_1 x^2), \quad x \in (0, R), \quad (6.12)
\]

\[
f_{Z_c}(x, y) = \frac{4\pi^2 \lambda_1 \lambda_2 xy}{\Delta_c} \exp(-\pi \lambda_1 x^2 - \pi \lambda_2 y^2), \quad x > R \land y > x \left(\frac{P_2}{\mu P_1}\right)^{1/\alpha}, \quad (6.13)
\]

\[
f_{Y_s}(y) = \begin{cases} 
2\pi \lambda_2 y \exp(-\pi \lambda_2 y^2 - \pi \lambda_1 R^2), & y \leq R \left(\frac{P_2}{\mu P_1}\right)^{1/\alpha}, \\
2\pi \lambda_2 y \exp(-\pi \lambda_2 y^2), & y > R \left(\frac{P_2}{\mu P_1}\right)^{1/\alpha}, 
\end{cases} \quad (6.14)
\]

where $\lambda_1' = \lambda_1 + \lambda_2 \left(\frac{P_2}{\mu P_1}\right)^{2/\alpha}$ and $\lambda_2' = \lambda_2 + \lambda_1 \left(\frac{P_1}{P_2}\right)^{2/\alpha}$, respectively.

When massive MIMO is adopted at the MBS, by using the concept of stochastic geometry, a conventional method for evaluating the achievable rate on the macro-cell is to use the moment generating functions (MGFs) [144]. However, this technique requires a high complexity which consists of several integrations [138, 144, 145]. To simplify the analysis, a lower bound on the achievable rate has been recently derived in [69] and [139]. On the other hand, we present a tractable approximation of the achievable rate according to Lemma 1 of [146]. In particular, if both $\Omega = \sum_{i=1}^q \Omega_i$ and $\Phi = \sum_{j=1}^p \Phi_j$ are sums of non-negative random variables (RVs), then we have [146, Lemma 1]

\[
\mathbb{E}\left\{ \log_2 \left(1 + \frac{\Omega}{\Phi}\right) \right\} \simeq \left\{ \log_2 \left(1 + \frac{\mathbb{E}(\Omega)}{\mathbb{E}(\Phi)}\right) \right\}. \quad (6.15)
\]

Note that (6.15) does not require both $\Omega$ and $\Phi$ to be independent of each other. This approximation is appropriate to massive MIMO systems because it converges to the exact one when $q$ and $p$ are large. Based on the random theory matrix, this method has been adopted to analyze the achievable rates for linear massive MIMO precoders in the presence of phase noise [147], multi-cell massive MIMO systems with downlink training and pilot contamination precoding.
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scheme [148], and massive MIMO systems with low-resolution analog-digital converter [149].

Herein, we apply it in a different network topology. Based on concept from stochastic geometry, the achievable rates for the three association cases are shown in the following lemmas.

**Lemma 1** When the typical user is served by MBS$_0$, an approximation of the achievable rate is defined as

$$\tau_m \simeq \log_2 \left( 1 + \frac{P_1}{\Delta m} \int_0^R \frac{2\pi \lambda_1 x^{1-\alpha} \exp(-\pi \lambda_1 x^2) dx}{\alpha - 2} + \frac{2\pi \lambda_2 P_2 R^{2-\alpha}}{\alpha - 2} + \sigma^2 \right). \quad (6.16)$$

*Proof:* Based on Lemma A.3 of [150], from (6.4), it can be shown that $h_{H \circ,0} w_{o,x_0}$ is equivalent to another vector of dimension $N - K + 1$ (i.e., denoted as $h_o$) with i.i.d. $\mathcal{CN}(0,1)$ entries, hence $h_o^H h_o$ is a sum of $N - K + 1$ independent elements. Note that Lemma A.3 also holds for $I_m$ in the denominator of (6.4). Hence, by using (6.15), we approximate the achievable rate of the typical user as [147, Eq. (21)], [148, Eq. (31)], [149, Eq. (14)]

$$\tau_m \simeq \log_2 \left( 1 + \frac{\mathbb{E}\{P_m|h_{H \circ,0} w_{o,x_0}|^2 x_0^{-\alpha}/K\}}{\mathbb{E}\{I_m\} + \sigma^2} \right), \quad (6.17)$$

where $\mathbb{E}\{I_m\} = \mathbb{E}\{I_{m \rightarrow m}\} + \mathbb{E}\{I_{s \rightarrow m}\}$ is an expected value of the aggregate interference. In this case, the interference of MBSs $I_{m \rightarrow m}$ comes from all the MBSs which are located outside the circle $B(0,x)$. It is given by

$$\mathbb{E}\{I_{m \rightarrow m}\} = \mathbb{E}_{h_o,l \in l \in \Phi_m \setminus \text{MBS}_0} \left\{ \sum_{l \in \Phi_m \setminus \text{MBS}_0} \frac{P_m}{K} P_m h_o,l x_i^{-\alpha} | x_0 = x \right\}$$

$$= \frac{P_m}{K} \mathbb{E}_{h_o,l \in l \in \Phi_m} \left\{ \sum_{l \in \Phi_m} x_i^{-\alpha} 1(x_l \neq x) | x_0 = x \right\} \overset{(a_1)}{=} P_m \mathbb{E}_{h_o,l \in l \in \Phi_m} \left\{ \sum_{l \in \Phi_m} x_i^{-\alpha} 1(x_l > x) | x_0 = x \right\}$$

$$\overset{(a_2)}{=} 2\pi \lambda_1 P_m \int_x^\infty u^{-\alpha} du = \frac{2\pi \lambda_1 P_m x^{2-\alpha}}{\alpha - 2}, \quad (6.18)$$
where \((a_1)\) is obtained due to \(h_{o,l} \sim \Gamma(K, 1)\), \(1(.)\) is the indicator function and \((a_2)\) is defined by applying Campbell’s Formula with polar coordinates [66]. Moreover, the SBSs are distributed according to homogeneous PPP with the density \(\lambda_2\), but we only use the SBSs in the outer region. Hence, the small cell tier process \(\Phi_s\) becomes a Poisson Hole Process (PHP) with the density \(\lambda_{PHP} = \lambda_2 \exp(-\pi \lambda_1 R^2)\) which makes performance analysis more challenging. In the literature, there are four main approaches to characterize the interference of PHP model [151, 152]. The first approach is to ignore the holes and approximate the PHP by the baseline PPP with the density \(\lambda_2\). The second approach is to approximate the PHP by a PPP with the density \(\lambda_{PHP}\). Note that that the PPP in the second approach is independently thinned due to \(\lambda_{PHP} < \lambda_2\) which distorts the local neighbouring SBSs around the typical node. On the other hand, the PPP in the first approach still preserves the local neighbouring SBSs in the outer region. Therefore, it has been shown that the first approach can provide a tighter approximation of the interference [151]. Furthermore, the third approach is to approximate the PHP by a Poisson Cluster Process (PCP) (such as Thomas or Matérn Cluster Processes) based on matching the first and second order statistics [152]. The difference between the PHP and the PCP is the higher-order statistics. As compared with these three approaches, the fourth one is the most fitting-based approach, where the holes are dissolved in such a way that the PHP is reduced to an equivalent non-homogeneous PHP. Thus, the upper and lower bounds on the PHP interference can be analyzed [151]. However, the third and fourth approaches require high computational complexities. To achieve the tractable analysis and reasonable performance, we use the first approach to characterize the interference of SBSs in this paper. Specifically, we assume that the small cell interference \(I_{s\rightarrow m}\) approximately comes from whole region outside the circle \(B(0, R)\), thus we can obtain [127, Eq. (34)], [128, Eq. (18)]
\[
\mathbb{E}\{I_{s \rightarrow m}\} = \mathbb{E}_{\Phi_s, g_{o,j}} \left\{ \sum_{j \in \Phi_s} P_2 g_{o,j} y_j^{-\alpha} \right\} \\
\approx P_2 \mathbb{E}\{g_{o,j}\} \mathbb{E}_{\Phi_s} \left\{ \sum_{j \in \Phi_s} y_j^{-\alpha} 1(y_j > R) \right\} = \frac{2\pi\lambda_2 P_2 R^{2-\alpha}}{\alpha - 2} .
\] (6.19)

Similar assumption was applied and accurately proved in [127] and [128], in which the coverage probabilities of the conventional MIMO HetNets with the non-uniform small cell deployment were analyzed. Moreover, since \( h_{o,0} = |h_{o,x_0} w_{o,x_0}|^2 \sim \Gamma(N - K + 1, 1) \), we have \( \mathbb{E}\{h_{o,0}\} = N - K + 1 \). By substituting (6.12), (6.18) and (6.19) into (6.17), we can obtain (6.16).

Note that the expression (6.16) is simpler to implement than the achievable rate [153, Eq. (26)], which is defined by using the complicated Faa di Bruno’s formula. The tightness of (6.16) will be shown in the Numerical Results and Discussions Section.

Lemma 2 When the typical user is served by both MBS_0 and SBS_0, an approximation of the achievable rate is defined as

\[
\tau_c \simeq \log_2 \left( 1 + \int_R^\infty \int_0^\infty \left( \frac{P_1 x^{-\alpha} + P_2 y^{-\alpha}}{2\pi\lambda_1 \mu_2 \alpha^{-2}} \right) dy dx \exp\left( -\pi\lambda_1 x^2 - \pi\lambda_2 y^2 \right) \right). 
\] (6.20)

**Proof:** Similar to the proof of Lemma 1, when \( BS = \{MBS_0, SBS_0\} \), the interference of MBSs \( I_{m \rightarrow m} \) comes from the outside circles \( B(0, x) \), while the interference of SBSs \( I_{s \rightarrow s} \) approximately comes from the whole region outside the circle \( B(0, y) \) [127,128]. Hence, an expected value of \( I_c \) in the denominator of (6.7) is approximated as

\[
\mathbb{E}\{I_c\} = \mathbb{E}\left\{ \sum_{m \in \Phi_m \setminus MBS_0} \frac{P_m}{K} h_{o,m} x_m^{-\alpha}\right\} + \mathbb{E}\left\{ \sum_{j \in \Phi_s \setminus SBS_0} P_2 g_{o,j} y_j^{-\alpha}\right\} \\
\approx \frac{2\pi\lambda_1 P_m x^{2-\alpha}}{\alpha - 2} + \frac{2\pi\lambda_2 P_2 y^{2-\alpha}}{\alpha - 2}. 
\] (6.21)
while an expected value of the nominator of (6.7) with respect to the fading channel power gain is defined as 
\[ E_{x,y}\left\{ |\sqrt{P_m x^\alpha/K} h_{0,x0}^H w_{0,x0} + \sqrt{P_2 y^\alpha} h_{0,y0}|^2\right\} = P_1 x^{-\alpha} + P_2 y^{-\alpha}. \] By combining these results with (6.13) and (6.15), we can define (6.20).

**Lemma 3** When the typical user is served by SBS0, the achievable rate is given by

\[
\tau_s = \frac{1}{\ln 2} \int_0^{R_p/R_2} \int_0^\infty \frac{2\pi \lambda_2 y}{\Delta_s} \exp(-\pi \lambda y^2) \Psi(R, t, y) \Omega(t, y) dtdy \\
+ \frac{1}{\ln 2} \int_0^{R_p/R_2} \int_0^\infty \frac{2\pi \lambda_2 y}{\Delta_s} \exp(-\pi \lambda y^2) \Psi\left(\left(\frac{\mu P_1}{P_2}\right)^{1/\alpha}, t, y\right) \Omega(t, y) dtdy, \tag{6.22}
\]

where \( \Psi(\beta, t, y) \) is defined as

\[
\Psi(\beta, t, y) = \exp\left(-\frac{(e^t - 1)y^\alpha \sigma^2}{P_2}\right) \exp\left(-2\pi \lambda_1 \sum_{k=1}^K \frac{K}{k} \frac{z \beta^{2-k\alpha}}{k\alpha - 2}\right) \\
\times {}_2F_1\left(K, k - \frac{2}{\alpha}, k - \frac{2}{\alpha} + 1, -z \beta^{-\alpha}\right). \tag{6.23}
\]

**Proof:** We do not use (6.15) to approximate the achievable rate of the typical user because it cannot perform well in this case. Hence, we define the achievable rate as

\[
\tau_s = \mathbb{E}\{\log_2(1 + \gamma_s)\} = \frac{1}{\ln 2} \int_0^\infty \mathbb{E}_{\gamma_s}\{\ln(1 + \gamma_s(y))\} f_{\gamma_s}(y) dx_2. \tag{6.24}
\]

Since \( \mathbb{E}\{U\} = \int_0^\infty \Pr[U > u] du \) for \( U > 0 \), we define

\[
\mathbb{E}_{\gamma_s}\{\ln(1 + \gamma_s(y))\} = \int_0^\infty \Pr[\ln(1 + \gamma_s(y)) > t] dt \\
= \int_0^\infty \Pr[g_{o,0} > \frac{(e^t - 1)y^\alpha}{P_2} (I_{m->s} + I_{s->t} + \sigma^2)] dt \\
\overset{(b)}{=} \int_0^\infty \exp\left(-\frac{(e^t - 1)y^\alpha \sigma^2}{P_2}\right) \mathbb{E}\left\{e^{-\frac{(e^t - 1)y^\alpha}{P_2} I_{m->s}}\right\} \\
\times \mathbb{E}\left\{e^{-\frac{(e^t - 1)y^\alpha}{P_2} I_{s->t}}\right\} dt, \tag{6.25}
\]
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where \((b)\) is obtained due to \(g_{o,0} \sim \exp(1)\). We define 
\[ z = \frac{(e^t - 1)y^\alpha P_m}{P_2 K} \]
By using the Laplace transform method, we have

\[
E\left\{ e^{-\frac{(e^t-1)y^\alpha}{P_2} I_{m \rightarrow t}} \right\} = E\left\{ e^{-z \sum_{l \in \Phi_m} h_{o,l} x_l^{-\alpha}} \right\}
\]

\[ \equiv E_{\Phi_m, h_{o,l}} \left\{ \prod_{l \in \Phi_m} e^{-zh_{o,l} x_l^{-\alpha}} \right\} = E_{\Phi_m} \left\{ \prod_{l \in \Phi_m} \mathcal{L}_{h_{o,l}}(zx_l^{-\alpha}) \right\}
\]

\[ \equiv \exp \left( -\lambda_1 \int_{\mathbb{R}^2} (1 - \mathcal{L}_{h_{o,l}}(zu^{-\alpha})) du \right)
\]

\[ \equiv \exp \left( -2\pi \lambda_1 \int_{x_{min}}^{\infty} \left( 1 - \frac{1}{(1 + zu^{-\alpha})^K} \right) du \right)
\]

\[ \equiv \exp \left( -2\pi \lambda_1 \sum_{k=1}^{K} \binom{K}{k} \int_{x_{min}}^{\infty} \frac{(zu^{-\alpha})^k}{(1 + zu^{-\alpha})^K} du \right)
\]

\[ \equiv \exp \left( -2\pi \lambda_1 \sum_{k=1}^{K} \binom{K}{k} \frac{x_{min}^{2-k\alpha}}{k\alpha - 2} \, _2F_1(k, k - \frac{2}{\alpha}, k - \frac{2}{\alpha} + 1, -zx_{min}^{-\alpha}) \right)
\]

\[ (6.26) \]

where \((c_1)\) is obtained based on the fact that the channel power levels and the BS locations are independent, \((c_2)\) is defined by applying the probability generating functional (PGFL) of PPP [126], \((c_3)\) results from the Laplace transform of \(h_{o,l} \sim (K, 1)\), \(x_{min}\) is the minimum distance between the interfering MBS and the typical user, \((c_4)\) results from applying Binomial expansion, and \((c_5)\) is obtained by using Eq. (3.194.1) of [90], where \(_2F_1(\ldots, \ldots)\) is the Gaussian hypergeometric function [90, Eq. (9.142)]. Moreover, we define \(\varphi = (e^t - 1)y^\alpha\). Similarly, it has been shown in [127] that the interference of SBSs approximately comes from all the SBSs outside the circle \(B(0, y)\). We can approximate the Laplace transform (6.25) as [127, Eq.
\( \mathbb{E}\left\{ e^{-\frac{(e^t-1)y^\alpha}{P_2}} I_s \to s \right\} = \mathbb{E}_{\Phi_s,g_{o,j}} \left\{ \prod_{j \in \Phi_s \setminus \text{SBS}_0} e^{-\varphi y_j y^{-\alpha}} \right\} \)

\( = \mathbb{E}_{\Phi_s} \left\{ \prod_{j \in \Phi_s \setminus \text{SBS}_0} \mathbb{E}_g \left\{ e^{-\varphi y_j y^{-\alpha}} \right\} \right\} \)

\( \overset{(e_1)}{=} \mathbb{E}_{\Phi_s} \left\{ \prod_{j \in \Phi_s \setminus \text{SBS}_0} \frac{1}{1 + \varphi y_j^{-\alpha}} \right\} \)

\( \approx \exp \left( -2\pi \lambda_2 \int_{\text{y}_{\text{min}}}^{\infty} \left( 1 - \frac{1}{1 + \varphi u^{-\alpha}} \right) u \, du \right) \)

\( \overset{(e_2)}{=} \exp \left( -\frac{2\pi \lambda_2}{\alpha - 2} \varphi \text{y}^{-\alpha}_\text{min} 2F_1 \left( 1, 1 - \frac{2}{\alpha}, 2 - \frac{2}{\alpha}, -\varphi \text{y}^{-\alpha}_\text{min} \right) \right) \)

\( \overset{(e_3)}{=} \exp \left( \frac{2\pi \lambda_2 y^2 (e^t - 1)}{2 - \alpha} 2F_1 \left( 1, 1 - \frac{2}{\alpha}, 2 - \frac{2}{\alpha}, 1 - e^t \right) \right) = \Omega(t, y). \quad (6.27) \)

where \((e_1)\) is obtained due to \( g \sim \exp(1) \), \( y_{\text{min}} \) is the minimum distance between the interfering SBS \( j \in \Phi_s \setminus \text{SBS}_0 \) and the typical user, \((e_2)\) results from adopting the approach provided in [129], \((e_3)\) results from replacing \( y_{\text{min}} = y \) and \( \varphi = (e^t - 1)y^\alpha \). In addition, if \( y \leq R(\frac{P_2}{\mu P_1})^{1/\alpha} \), the interference of MBSs comes from all the MBSs outside the circle \( B(0, R) \), and if \( y > R(\frac{P_2}{\mu P_1})^{1/\alpha} \), the macro interference is from all MBSs outside the circle \( B(0, y(\frac{a P_1}{P_2})^{1/\alpha}) \) [127,128].

Substituting (6.25), (6.26) and (6.27) into (6.24), we obtain (6.22).

When \( \alpha = 4 \), due to \( \int_0^\infty \frac{1}{1 + \varphi u^{-\alpha}} \, du = \frac{\pi}{2} - \arctan(\alpha) \), (6.27) can be expressed through elementary functions such as \( \Omega(t, y) = \exp(-\pi \lambda_2 y^2 \sqrt{e^t - 1} - \frac{1}{2} - \arctan(\frac{1}{\sqrt{e^t - 1}})) \). Similarly, when \( K = 1 \) and \( \alpha = 4 \), (6.23) is simplified as \( \Psi(\beta, t, y) = \exp(-(e^t - 1)y^4 \sigma^2 / P_2) \exp(-\pi \lambda_1 y^2 \sqrt{(e^t - 1)P_m / P_2}(\frac{\pi}{2} - \arctan(\beta^2 y^{-2} / \sqrt{(e^t - 1)P_m / P_2}))) \). These results help to simplify the expression (6.22) for this specific case.

By using the law of total expectation and the three Lemmas 1 to 3, an average achievable rate of the typical user in the two-tier HetNet with massive MIMO can be approximated as

\[ C \simeq \Delta_m \tau_m + \Delta_e \tau_e + \Delta_s \tau_s. \quad (6.28) \]
Note that (6.28) can be efficiently computed by numerical methods. Thus, obtaining analytical results for studying network performance is more effective than using Monte Carlo methods which rely on a large number of realizations to define their results.

**Remark 2:** As observed from Lemmas 1 to 3, adding more antennas at the MBS has no effect on the existing interference environment, but it is beneficial at the achievable rate.

### 6.3 Energy Efficiency

In order to study the EE performance of HetNets with massive MIMO, the total power consumption needs to be captured as well. The power consumption model at the MBS in each channel use is expressed as [28,31]

\[
P_{\text{MBS}} = \frac{1}{\omega_1} \left( \frac{P_m}{\sigma_{am}(1 - \sigma_{\text{feed}})} + P_c + P_{\text{bb}} \right) + P_{\text{bh}},
\]

(6.29)

where \( \omega_1 = (1 - \sigma_{\text{DC}})(1 - \sigma_{\text{MS}})(1 - \sigma_{\text{cool}}) \) and \( \sigma_{am} \) is the power amplifier efficiency. \( P_c \) is the circuit power consumption, i.e., \( P_c = N(p_{\text{dac}} + p_{\text{mix}} + p_{\text{filt}} + p_{\text{syn}}) \), where \( p_{\text{dac}}, p_{\text{mix}}, p_{\text{filt}}, p_{\text{syn}} \), \( \sigma_{\text{feed}}, \sigma_{\text{DC}}, \sigma_{\text{MS}}, \sigma_{\text{cool}} \) are defined in Section 2.1.3 of Chapter I, respectively. We assume that \( P_{\text{bh}} \) is the backhaul power consumption for signalling exchange between a MBS and its SBSs, and as well as core network. Moreover, it has been shown in [28] that the loss factor of active cooling \( \sigma_{\text{cool}} \) and the feeder loss \( \sigma_{\text{feed}} \) for the SBS can be typically negligible. From (6.29), the power consumption of the single-antenna SBS is defined as

\[
P_{\text{SBS}} = \frac{1}{\omega_2} \left( \frac{P_2}{\sigma_{am}} + p_{\text{dac}} + p_{\text{mix}} + p_{\text{filt}} + p_{\text{syn}} + P_{\text{bb}} \right),
\]

(6.30)

where \( \omega_2 = (1 - \sigma_{\text{DC}})(1 - \sigma_{\text{MS}}) \).

Without loss of generality, we assume that the system has unit bandwidth in order to simplify
notation \[31\]. The theoretical analysis is studied at the typical user which is located at the origin \[126\]. The probabilities that the typical user is served by MBS\(_0\), \{MBS\(_0\), SBS\(_0\)\}, and SBS\(_0\) are defined as \(\Delta_m\), \(\Delta_c\), and \(\Delta_s\), respectively. For given \(K\) users associated with each MBS, the number of users served by only MBS\(_0\) is given by \(K_1 = \frac{K\Delta_m}{\Delta_m + \Delta_c}\), while the number of users served by both MBS\(_0\) and SBS\(_0\) is given by \(K_2 = \frac{K\Delta_c}{\Delta_m + \Delta_c}\). In every macrocell, the average number of SBSs located in the outer region is defined as \(\lambda_2\). Since each SBS is assumed to serve a user, then the number of users served by the SBSs is defined as \(K_3 = \frac{\lambda_2(\Delta_c + \Delta_s)}{\lambda_1} - K_2\) in every macrocell. Hence, the area spectral efficiency (ASE) (in bits/s/Hz/m\(^2\)) of the whole network is obtained as

\[
C_{ASE} \simeq \lambda_1(K_1 \tau_m + K_2 \tau_c + K_3 \tau_s).
\] (6.31)

We also assume that the MBS and SBS contribute main power consumption in the downlink \[31,69\]. Thus, we formulate an optimization problem for maximizing EE as \[26,130,154\]

\[
\text{maximize}_{P_m,N,\lambda_2} \eta_{EE} = \frac{C_{ASE}}{PAEC},
\] (6.32)

subject to \((C_1) : K \leq N \leq N_{\text{max}}, (C_2) : 0 < P_m \leq P_{m_{\text{max}}},
(C_3) : \lambda_2^{\text{min}} \leq \lambda_2 \leq \lambda_2^{\text{max}}, (C_4) : C_{ASE} \geq C_{ASE}^{\text{min}},
(C_5) : \tau_i \geq \tau_i^{\text{min}}, \forall i \in \{m,c,s\}\]

where \(PAEC = \lambda_1 P_{MBS} + \lambda_2(\Delta_c + \Delta_s)P_{SBS}\) is the area energy consumption (AEC) (in Joule/s/m\(^2\)), \(C_{ASE}\) is defined in (6.31), \(P_m\) is the maximum MBS transmit power, \(\tau_i^{\text{min}}\) is the minimum rate requirement, \(N_{\text{max}}\) is the available number of MBS antennas. \(C_{ASE}^{\text{min}}\) is the minimum requirement of the ASE, \(\lambda_2^{\text{min}}\) and \(\lambda_2^{\text{max}}\) are the minimum and the maximum SBS densities, respectively. The minimum SBS density should be \(\lambda_2^{\text{min}} = \lambda_1(K_2 + 1)/(\Delta_c + \Delta_s)\) due to \(K_3 \geq 1\). Next, we present an alternative method to solve problem (6.32). Firstly, we define the optimal value of
Table 6.2: Bisection search algorithm for obtaining $N^*$

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. <strong>Input</strong>:</td>
<td>Given $N_{\text{min}} = K$, $N_{\text{max}} = N_{\text{avei}}$, and accuracy $\epsilon$.</td>
</tr>
<tr>
<td>2. <strong>Initialize</strong>:</td>
<td>$\eta_{\text{EE}}^{\text{min}} = \eta_{\text{EE}}(N_{\text{min}})$ and $\eta_{\text{EE}}^{\text{max}} = \eta_{\text{EE}}(N_{\text{max}})$.</td>
</tr>
<tr>
<td>3. <strong>while</strong></td>
<td>$</td>
</tr>
<tr>
<td>4.</td>
<td>$N_{\text{temp}} = (N_{\text{max}} + N_{\text{min}})/2$ and $\eta_{\text{EE}}^{\text{temp}} = \eta_{\text{EE}}(N_{\text{temp}})$.</td>
</tr>
<tr>
<td>5. <strong>if</strong></td>
<td>(6.33) is feasible and $\eta_{\text{EE}}(N_{\text{temp}} + 1) \geq \eta_{\text{EE}}(N_{\text{temp}})$ do $N_{\text{min}} \leftarrow N_{\text{temp}}$ and $\eta_{\text{EE}}^{\text{min}} \leftarrow \eta_{\text{EE}}^{\text{temp}}$.</td>
</tr>
<tr>
<td>6. <strong>else</strong></td>
<td>$N_{\text{max}} \leftarrow N_{\text{temp}}$ and $\eta_{\text{EE}}^{\text{max}} \leftarrow \eta_{\text{EE}}^{\text{temp}}$.</td>
</tr>
<tr>
<td>7. <strong>return</strong></td>
<td>$N^* = (N_{\text{max}} + N_{\text{min}})/2$.</td>
</tr>
<tr>
<td>8. <strong>Output</strong>:</td>
<td>$N^{<strong>} = \min(N^*, N_{\text{avei}})$ and $\eta_{\text{EE}}^{\text{opt}} = \eta_{\text{EE}}(N^{</strong>})$.</td>
</tr>
</tbody>
</table>

each parameter ($N, P_m$ or $\lambda_2$) for maximizing the EE when the other parameters are fixed as the following.

6.3.1 **Optimal Number of MBS Antennas**

The total power consumption of massive MIMO systems increases with $N$, which can significantly affect the EE. Therefore, it is important to determine the optimal number of MBS antennas that maximizes the EE. For given $P_m$ and $\lambda_2$, the problem of EE optimization (6.32) can be rewritten as

$$\max_N \eta_{\text{EE}} \text{ subject to } (C_1) \text{ and } (C_5). \quad (6.33)$$

To solve problem (6.33), we adopt the bisection search algorithm (BSA). First, we initialize $N_{\text{min}}$ and $N_{\text{max}}$, then we can determine $\eta_{\text{EE}}^{\text{min}} = \eta_{\text{EE}}(N_{\text{min}})$ and $\eta_{\text{EE}}^{\text{max}} = \eta_{\text{EE}}(N_{\text{max}})$, respectively. We define $N_{\text{temp}} = (N_{\text{max}} + N_{\text{min}})/2$ at every iteration, then we obtain $\eta_{\text{EE}}(N_{\text{temp}} + 1)$ and $\eta_{\text{EE}}(N_{\text{temp}})$. If the conditions in (6.33) are satisfied, and if $\eta_{\text{EE}}(N_{\text{temp}} + 1) \geq \eta_{\text{EE}}(N_{\text{temp}})$, the algorithm updates $N_{\text{min}} = N_{\text{temp}}$, otherwise $N_{\text{max}} = N_{\text{temp}}$. The algorithm will be terminated whenever $|\eta_{\text{EE}}^{\text{max}} - \eta_{\text{EE}}^{\text{min}}| \leq \epsilon$ or $(N_{\text{max}} - N_{\text{min}}) = 1$ is satisfied. Following that, the maximum overall EE is $\eta_{\text{EE}}^{\text{opt}} = \eta_{\text{EE}}(N^{**})$ at the optimum value of the number of MBS antennas $N^{**} = \min(N^*, N_{\text{avei}})$, where $N^* = (N_{\text{max}} + N_{\text{min}})/2$. The above steps of the BSA, named as algorithm 1, are summarized in Table 6.2. In the worst case, the computational complexity
of the algorithm 1 is on the order of $O(\log_2(N - K) + 1)$ to find the optimal number of MBS antennas. The additional comparison in the algorithm is due to the fact that the algorithm needs to compare the two consecutive values in the array, as compared with the conventional bisection search algorithm.

### 6.3.2 Optimal MBS Transmit Power

For given $N$ and $\lambda_2$, a solution for maximizing the EE means to wisely select a good transmit power level to use. The problem of EE optimization with respect to $P_m$ is rewritten as

$$\max_{P_m} \eta_{EE} \quad \text{subject to} \quad (C_2) \text{ and } (C_5). \quad (6.34)$$

Following the similar approach, we modify the bisection search algorithm to solve problem (6.34) by initializing $P_m^{\text{min}} = 0$ dBm. All other steps are almost the same. When we use a step of 0.5 dBm for EE comparisons, in the worst case, the complexity of the modified algorithm is on the order of $O(\log_2(2P_m^{\text{max}}) + 1)$ to find the optimal values of $P_m$.

### 6.3.3 Optimal SBS Density

In the network with a certain MBS density, it is feasible to improve the area spectral efficiency performance by adopting high small-cell density [155]. However, the interference from the second tier and its power consumption will be increased. The goal of the following optimization problem is to maximize the EE while satisfying the demand of sum rate for the network with respect to SBS density. Thus, it can be formulated as

$$\max_{\lambda_2} \eta_{EE} \quad \text{subject to} \quad (C_3), (C_4) \text{ and } (C_5). \quad (6.35)$$
Table 6.3: EE maximization with the AO algorithm

1. Initialize: Randomly feasible sets \((N, P_m, \lambda_2)\) and given accuracy \(\epsilon\)
2. Repeat
3. Obtain \(N\) by using algorithm 1,
4. Obtain \(P_m\) by using modified algorithm 1, based on \(N\) defined in the step 3 and given \(\lambda_2\),
5. Obtain \(\lambda_2\) by using modified algorithm 1, based on \(P_m\) and \(N\) defined in steps 3 and 4.
6. Until \(|\eta_{EE}(i+1) - \eta_{EE}(i)| \leq \epsilon\) (or convergence)
7. Output: \((N_{opt}, P_{m opt}, \lambda_2^{opt})\)

To solve this problem, we also modify the algorithm 1. Particularly, we define \(\kappa\) as the small step for EE comparisons. If the conditions in (6.35) are satisfied, and if \(\eta_{EE}(\lambda_2^{temp} + \kappa) \geq \eta_{EE}(\lambda_2^{temp})\), where \(\lambda_2^{temp} = (\lambda_2^{max} + \lambda_2^{min})/2\), the algorithm updates \(\lambda_2^{min} = \lambda_2^{temp}\), otherwise \(\lambda_2^{max} = \lambda_2^{temp}\).

The modified algorithm will return the optimal value of \(\lambda_2\) when \(|\eta_{EE}(\lambda_2^{max}) - \eta_{EE}(\lambda_2^{min})| \leq \epsilon\).

We define \(J = \lceil(\lambda_2^{max} - \lambda_2^{min})/\kappa\rceil\) as the number of elements in the array. In the worst case, the complexity of the modified algorithm is on the order of \(O(\log_2(J) + 1)\) to define the optimal \(\lambda_2\).

### 6.3.4 Alternating Optimization Algorithm

In the previous section, the optimal values of \(N, P_m\) and \(\lambda_2\) for maximizing the EE are obtained independently for given parameters. However, the global maximal value of the EE can only be achieved by joint optimization. In the following, we adopt a standard AO algorithm as shown in Table 6.3 to achieve an optimum EE. This method is a practical solution because it has low complexity and it has been widely used in literature [26,112]. According to [113, Proposition 4] and [114, Lemma 2], the AO algorithm is locally convergent. In our EE maximization problem, the algorithm optimizes these parameters \((N, P_m, \lambda_2)\) sequentially until \(|\eta_{EE}(i+1) - \eta_{EE}(i)| \leq \epsilon\). It has been shown that the EE metric is a quasi-concave function of \(N\) in [31] and [134], transmit power in [26] and [156], and SBS density in [157] for given constraints, respectively. Therefore, the achievable value of EE in the AO algorithm is non-decreasing in
every step, such as

$$\eta_{EE}(N^{(i)}, P_m^{(i)}, \lambda_2^{(i)}) \leq \eta_{EE}(N^{(i+1)}, P_m^{(i)}, \lambda_2^{(i)}) \leq \cdots \leq \eta_{EE}(N^{(i+1)}, P_m^{(i+1)}, \lambda_2^{(i+1)}), \quad (6.36)$$

where \((e_5)\) is due to the fact that \(\eta_{EE}(N^{(i+1)}, P_m^{(i)}, \lambda_2) = \max_N \eta_{EE}(N, P_m, \lambda_2)\) is the optimal solution of \(N\) for the sub-problem (6.33). Moreover, the EE metric has a finite upper bound. Hence, the local convergence of the algorithm is guaranteed for any initially feasible set \((N, P_m, \lambda_2)\). To avoid local convergence, we randomly generate several initial sets and choose the one which results in the overall maximum EE. An output of the chosen initial set via the algorithm is considered as an optimal solution, such as \((N^{**}, P_m^{**}, \lambda_2^{**})\). Note that \(N^{**}\) is a real-valued number. To define an integer-valued solution of \(N^{opt}\), we only need to take floor and ceiling operations on the real-valued solution \(N^{**}\) for achieving the maximal EE (6.32). By defining \(P_m^{opt} = P_m^{**}\) and \(\lambda_2^{opt} = \lambda_2^{**}\), the final solution is given by \((N^{opt}, P_m^{opt}, \lambda_2^{opt})\). The actual convergence speed of the algorithm depends on specific value of accuracy \(\epsilon\) [114]. As compared with the Brute-force ES algorithm, it has been shown in Section 6.5 that the AO algorithm performs well and it is almost able to obtain the global optimum EE. In the worst case, the total computational complexity of the AO algorithm is on the order of \(d_1d_2(\log_2(N - K) + 1) + O(\log_2(2P_m^{max}) + 1) + O(\log_2(J + 1)),\) where \(d_1\) is the number of initial sets and \(d_2\) is the number of iterations, to achieve an optimum EE.

### 6.4 Coverage Probability

We study coverage probability of the proposed scheme in this section. The coverage probability significantly depends on the different kinds of cell associations. It has been shown in [11] and [67] that the heterogeneous cellular networks are typically interference-limited. Hence, the noise term in the SINR expressions can be negligible for further analysis, i.e.,
\[ \gamma_i \rightarrow \frac{S_i}{I_i}, \forall i = \{m,c,s\} \] (named as signal-to-interference ratio (SIR)), where \( S_i \) is the desired signal of the typical user for each case of associations [11, 67, 157]. Note that SIR is a useful qualification for evaluating performance in HetNets, especially the performance at the cell-edge areas. In each association case, the coverage probability of the typical user is given by [127, Eq. (7)], [129, Theorem 1] [11, 158]

\[
P_{co}^{\gamma} = \int_{0}^{\infty} \int_{0}^{\infty} P(\gamma_i(x,y) > T) f_{XY}(x,y) dy dx, \quad (6.37)
\]

\[
P(\gamma_i(x,y) > T) = \int_{0}^{\infty} F_{S_i}(vT) f_{I_i}(v) dv, \forall i = \{m,c,s\}, \quad (6.38)
\]

where \( f_{XY}(x,y) \in \{f_{X_m}(x), f_{Z_c}(x,y), f_{Y_s}(y)\} \), \( F_{S_i} \) is the cumulative distribution function (CDF) of \( S_i \). For the HetNets with massive MIMO, it is challenging to obtain the closed-form distribution of the aggregate interference \( f_{I_i}(.) \) and conditional coverage probability \( P(\gamma_i(x,y) > T) \).

The coverage probability expressions for these networks are usually very complex, i.e., they have been expressed in terms of high-order derivatives of composite functions in [68], or Faà di Bruno’s formula in [153]. Moreover, it has been shown in [159] that the interference statistics is well characterized by the Gamma distribution. Due to the tractability of Gamma distribution, many complicated distributions have been approximated by the Gamma distributions in the literature [11, 142, 150, 159–162]. Specifically, according to the second-order moment matching technique [11, Lemma 3], the approximate Gamma distribution \( \Gamma(k_i, \theta_i) \) for a particular distribution with mean \( \varphi \) and variance \( \delta^2 \) will have the values of shape \( k_i = \frac{\varphi^2}{\delta^2} \) and scale \( \theta_i = \frac{\delta^2}{\varphi} \).

The Gamma approximation of interference was used to study the ergodic sum rates of the network MIMO transmission [150] and the MIMO distributed antenna systems [160, 161], as well as the coverage probability of the conventional HetNets [142, 162]. Hence, we propose to approximate the interference distribution in the proposed scheme as a Gamma distribution. As compared with prior works [142, 150, 161, 162], the aggregate interference of our scheme is more
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complicated. We first approximate the interference of each tier as a Gamma distributed RV with parameter $k_i$ and $\theta_i$ according to Lemma 3 of [11]. As a result, the aggregate interference is now a sum of 2 Gamma distributed RVs. Applying sum of the second-order moment match in [11, Lemma 5], the aggregate interference can be approximated as a Gamma RV $\Upsilon \sim \Gamma(k, \theta)$, where $k = \frac{(\sum k_i \theta_i)^2}{\sum k_i \theta_i^2}$ and $\theta = \frac{\sum k_i \theta_i^2}{\sum k_i \theta_i}$. By doing so, we can simplify the complexity of the coverage probability expression. Numerical results presented in the following section show that this approach can provide reasonable performance. We start by obtaining $P_{m}^{m}, P_{c}^{c}, P_{s}^{s},$ that the typical user is served by \{MBS$_0$\}, \{MBS$_0$, SBS$_0$\}, and \{SBS$_0$\}, respectively.

Case 1: As BS = \{MBS$_0$\}, the first-order moment of $I_{m\rightarrow m}$ from (6.4) is defined in (6.18) and the second-order moment of $I_{m\rightarrow m}$ is given by

$$
\begin{align*}
\mathbb{E}\{I_{m\rightarrow m}^2\} &= 2\pi \lambda_1 \mathbb{E}\{h_{o,l}^2\} \int_x^\infty \left(\frac{P_m}{K}\right)^2 u^{-2\alpha} du \\
&= 2\pi \lambda_1 (K + 1) P_m^2 x^{2-2\alpha} = \frac{2\pi \lambda_1 (K + 1) P_m^2 x^{2-2\alpha}}{K(2\alpha - 2)}.
\end{align*}
$$

Thus, the variance of $I_{m\rightarrow m}$ is defined as

$$
\mathbb{V}\{I_{m\rightarrow m}\} = \frac{2\pi \lambda_1 (K + 1) P_m^2 x^{2-2\alpha}}{K(2\alpha - 2)} - \left(\frac{2\pi \lambda_1 P_m x^{2-\alpha}}{\alpha - 2}\right)^2.
$$

(6.40)

According to Lemma 3 of [11], $I_{m\rightarrow m}$ is approximated as a Gamma RV (denoted as $\Upsilon_{mm} \sim \Gamma(k_{mm}, \theta_{mm})$), which has the shape and scale parameters given by

$$
\begin{align*}
k_{mm} &= \frac{\mathbb{E}\{I_{m\rightarrow m}\}}{\mathbb{V}\{I_{m\rightarrow m}\}} = \frac{4\pi \lambda_1 K(\alpha - 1) x^{2(2-\alpha)}}{(K + 1)(\alpha - 2)^2 x^{2-2\alpha} - 4\pi \lambda_1 K(\alpha - 1) x^{2(2-\alpha)}}, \\
\theta_{mm} &= \frac{\mathbb{V}\{I_{m\rightarrow m}\}}{\mathbb{E}\{I_{m\rightarrow m}\}} = \frac{P_m (K + 1)(\alpha - 2) x^{-\alpha}}{2K(\alpha - 1)} - \frac{2\pi \lambda_1 P_m x^{2-\alpha}}{\alpha - 2}.
\end{align*}
$$

(6.41) (6.42)

respectively. Moreover, as mentioned earlier, the small-cell interference $I_{s\rightarrow m}$ approximately

---

This Gamma RV has the same first and second order moments as those of the aggregate interference [11].
comes from whole region outside the circle \( B(0, R) \), which has been accurately proved in [127] and [128]. Following a similar approach, the interference term \( I_{s\rightarrow m} \) is approximated as a Gamma distributed RV (denoted as \( Y_{sm} \sim \Gamma(k_{sm}, \theta_{sm}) \)) with parameters [11,127,128]

\[
\begin{align*}
k_{sm} &= \frac{2\pi \lambda_2 (\alpha - 1) R^{2(2-\alpha)}}{(\alpha - 2)^2 R^{2 - 2\alpha} - 2\pi \lambda_2 (\alpha - 1) R^{2(2-\alpha)}}, \\
\theta_{sm} &= \frac{(\alpha - 2) P_2 R^{-\alpha}}{\alpha - 1} - 2\pi \lambda_2 P_2^2 R^{2-\alpha} \alpha. 
\end{align*}
\]

Therefore, according to Lemma 5 of [11], the sum of interference \( I_m = I_{m\rightarrow m} + I_{s\rightarrow m} \) in (6.4) is approximated as the Gamma distributed RV with parameters

\[
\begin{align*}
k_{Im} &= \frac{k_{mm}\theta_{mm} + k_{sm}\theta_{sm}}{k_{mm}\theta_{mm}^2 + k_{sm}\theta_{sm}^2}, \\
\theta_{Im} &= \frac{k_{mm}\theta_{mm}^2 + k_{sm}\theta_{sm}^2}{k_{mm}\theta_{mm} + k_{sm}\theta_{sm}}. 
\end{align*}
\]

It means that the distribution of the aggregate interference \( I_m \) is approximated as \( \Gamma(k_{Im}, \theta_{Im}) \) which is given by

\[
f_{I_m}(v) = v^{k_{Im}-1} e^{-v/\theta_{Im}} \frac{1}{\Gamma(k_{Im})}. 
\]

Moreover, as \( h_{0,0} \sim \Gamma(N - K + 1, 1) \), based on the scaling property of Gamma RVs, we have [11,141]

\[
S_m = \frac{P_m}{K} h_{0,0} x_0^{-\alpha} \sim \Gamma \left( N - K + 1, \frac{P_m}{K} x_0^{-\alpha} \right). 
\]

By replacing \( x_0 \) by \( x \), from (6.48), the CDF of \( S_m \) is given by

\[
F_{S_m}(u) = \frac{\gamma(k_m, u\theta_m)}{\Gamma(k_m)}, 
\]

where \( k_m = N - K + 1, \theta_m = \frac{P_m}{K} x^{-\alpha} \), and \( \gamma(a, b) = \int_0^b t^{a-1} e^{-t} dt \) is the lower incomplete gamma function. By substituting (6.12), (6.47), and (6.49) into (6.37), after some manipulations, the
coverage probability of the typical user served by MBS0 is given by [11]

\[
P_{mco}^m = \int_0^R \frac{2\pi \lambda_1 x \psi_m(x)}{\Delta m} \exp(-\pi \lambda_1 x^2) dx,
\]

(6.50)

\[
\psi_m(x) = \frac{\Gamma(k_m + k_{Im})}{\Gamma(k_m) \Gamma(k_{Im} + 1)} \left(\frac{\theta_m}{\theta_{Im}}\right)^{k_{Im}} 2F_1(k_{Im}, k_m + k_{Im}, k_{Im} + 1, -\frac{\theta_m}{\theta_{Im}}).
\]

(6.51)

Case 2: A similar approach is used to obtain Gamma approximation of the aggregate interference for the typical user served by both MBS0 and SBS0. Hence, the sum interference \(I_c\) in (6.7) is approximated as a Gamma RV \( \Gamma(k_{I_c}, \theta_{I_c}) \) with

\[
k_{I_c} = \frac{(k_{mm}\theta_{mm} + k_{ss}\theta_{ss})^2}{k_{mm}\theta_{mm}^2 + k_{ss}\theta_{ss}^2},
\]

(6.52)

\[
\theta_{I_c} = \frac{k_{mm}\theta_{mm}^2 + k_{ss}\theta_{ss}^2}{k_{mm}\theta_{mm} + k_{ss}\theta_{ss}},
\]

(6.53)

\[
k_{ss} = \frac{2\pi \lambda_2 (\alpha - 1)y^{2(2-\alpha)}}{(\alpha - 2)^2y^{2-2\alpha} - 2\pi \lambda_2 (\alpha - 1)y^{2(2-\alpha)}},
\]

(6.54)

\[
\theta_{ss} = \frac{(\alpha - 2)P_2y^{-\alpha}}{\alpha - 1} - \frac{2\pi P_2 y^{2-\alpha}}{\alpha - 2},
\]

(6.55)

where \(k_{mm}\) and \(\theta_{mm}\) are defined in (6.41) and (6.42), respectively. Next, we obtain the CDF of the desired signal \(S_c\). Due to the NCJT mode, from (6.7), the desired signal \(S_c\) can be rewritten as [142, Appendix A], [143, Eq. (3)]

\[
S_c \triangleq \frac{P_m}{K} h_{o,0} x_0^{-\alpha} + P_2 g_{o,0} y_0^{-\alpha},
\]

(6.56)

where \(h_{o,0}\) and \(g_{o,0}\) are defined in (6.4) and (6.8), respectively. We replace \(x_0\) and \(y_0\) by \(x\) and \(y\), respectively. Since \(g_{o,0} \sim \Gamma(1, 1)\), then \(P_2 g_{o,0} y^{-\alpha} \sim \Gamma(1, P_2 y^{-\alpha})\) due to the scaling property of Gamma RVs [11]. Based on [11, Lemma 5], from (6.7) and (6.48), \(S_c\) is approximated as a
Gamma distributed RV $\Gamma(k_c, \theta_c)$ with parameters

$$k_c = \frac{(N-K+1)P_m x^{-\alpha}/K + P_2 y^{-\alpha})^2}{(N-K+1)(P_m x^{-\alpha}/K)^2 + (P_2 y^{-\alpha})^2}, \quad (6.57)$$

$$\theta_c = \frac{(N-K+1)(P_m x^{-\alpha}/K)^2 + (P_2 y^{-\alpha})^2}{(N-K+1)P_m x^{-\alpha}/K + P_2 y^{-\alpha}}, \quad (6.58)$$

Therefore, the CDF of $S_c$ is given by

$$F_{S_c}(u) = \gamma(k_c, u\theta_c).$$

Similarly, from (6.38), the conditional coverage probability of case 2 is obtained as [11]

$$P(\gamma_c(x,y) > T) = \frac{\Gamma(k_c + k_{I_c})}{\Gamma(k_c)\Gamma(k_c + 1)} \frac{\theta_c}{T \theta_{I_c}} k_{I_c} 2F1(k_{I_c}, k_c + k_{I_c}, k_{I_c} + 1, -\frac{\theta_c}{T \theta_{I_c}}) = \psi_c(x,y). \quad (6.59)$$

By substituting (6.14) and (6.59) into (6.37), the coverage probability of case 2 is given by

$$P_{co}^c = \int_{R}^{\infty} \int_{x(\frac{P_2}{\pi \lambda_1})^{1/\alpha}}^{\infty} \frac{4\pi^2 \lambda_1 \lambda_2 xy}{\Delta_c} \psi_c(x,y) \exp(-\pi \lambda_1 x^2 - \pi \lambda_2 y^2) dy dx. \quad (6.60)$$

**Case 3:** Similarly, the sum interference $I_s$ in (6.8) is approximated as a Gamma RV $\Gamma(k_{I_s}, \theta_{I_s})$ with parameters

$$k_{I_c} = \frac{(k_{ms}\theta_{ms} + k_{ss}\theta_{ss})^2}{k_{ms}\theta_{ms}^2 + k_{ss}\theta_{ss}^2}, \quad (6.61)$$

$$\theta_{I_c} = \frac{k_{ms}\theta_{ms}^2 + k_{ss}\theta_{ss}^2}{k_{ms}\theta_{ms} + k_{ss}\theta_{ss}}, \quad (6.62)$$

$$k_{ms} = \frac{4\pi \lambda_1 K(\alpha - 1)\omega^{2(2-\alpha)}}{(K+1)(\alpha - 2)2\omega^{2-2\alpha} - 4\pi \lambda_1 K(\alpha - 1)\omega^{2(2-\alpha)}}, \quad (6.63)$$

$$\theta_{ms} = \frac{P_m(K+1)(\alpha - 2)\omega^{-\alpha}}{2K(\alpha - 1)} - \frac{2\pi \lambda_1 P_m \omega^{2-\alpha}}{\alpha - 2}, \quad (6.64)$$

where $k_{ss}$ and $\theta_{ss}$ are defined in (6.54) and (6.55), respectively. Moreover, the CDF of the desired signal $S_s$ is given by

$$F_{S_s}(u) = \gamma(1, u\theta_s), \quad (6.65)$$
where $\theta_s = P_2 y^{-\alpha}$ due to $S_s = P_2 g_{0,0} y^{-\alpha} \sim \Gamma(1, P_2 y^{-\alpha})$. Therefore, the conditional coverage probability of case 3 is defined as

$$P(\gamma_s(x, y) > T) = \left(\frac{\theta_s}{T \theta_s I_s}\right)^{k_s} F_1\left(k_s, k_s + 1, k_s + 1, -\frac{\theta_s}{T \theta_s I_s}\right) = \psi_s(\varpi, y).$$  \hspace{1cm} (6.66)

By substituting (6.13) and (6.66) into (6.37), the coverage probability of case 3 is given by

$$P^c_{co} = \int_0^\infty \frac{2\pi \lambda_2 y}{\Delta_s} \psi_s(R, y) e^{-\pi \lambda_2 y^2 - \pi \lambda_1 R^2} dy + \int_0^\infty \frac{2\pi \lambda_2 y}{\Delta_s} \psi_s(y \left(\frac{\mu P_1}{P_2}\right)^{1/\alpha}, y) e^{-\pi \lambda_2 y^2} dy.$$  \hspace{1cm} (6.67)

Finally, by applying the law of total probability, the coverage probability of the presented scheme is obtained as

$$P_{co} = \Delta_m P^m_{co} + \Delta_c P^c_{co} + \Delta_s P^s_{co},$$  \hspace{1cm} (6.68)

where $P^m_{co}$, $P^c_{co}$, and $P^s_{co}$ are defined in (6.50), (6.60), and (6.67), respectively. Note that, similar to Remark 2, adding more antennas at the MBS is also beneficial at the coverage probability due to increasing the received power at the typical user, while it does not change the aggregate interference environment.

**Table 6.4: Simulation parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. MBS transmit power $P^m_{max}$</td>
<td>43 dBm</td>
<td>Baseband power $P_{bb}$ [28]</td>
<td>29.6 W</td>
</tr>
<tr>
<td>Baseband power $P_{bb}$ [28]</td>
<td>3 W</td>
<td>Feeders noise $\sigma_{fead}$ [28]</td>
<td>−3 dB</td>
</tr>
<tr>
<td>Freq. synthesizer power $p_{syn}$ [31]</td>
<td>50 mW</td>
<td>DC-DC loss $\sigma_{DC}$ [28]</td>
<td>7.5%</td>
</tr>
<tr>
<td>Backhaul power $P_{bb}$</td>
<td>5 W</td>
<td>Cooling loss $\sigma_{cool}$ [28]</td>
<td>10%</td>
</tr>
<tr>
<td>Path loss exponent $\alpha$ [26]</td>
<td>3.76</td>
<td>Main supply loss $\sigma_{MS}$ [28]</td>
<td>9%</td>
</tr>
<tr>
<td>Max. available MBS antennas</td>
<td>800</td>
<td>PA efficiency $\sigma_{am}$ [28]</td>
<td>0.38</td>
</tr>
<tr>
<td>SBS transmit power $P_2$</td>
<td>30 dBm</td>
<td>Noise variance $\sigma_n$ [128]</td>
<td>−104 dBm</td>
</tr>
<tr>
<td>Filter power $p_{filt}$ [31]</td>
<td>20 mW</td>
<td>Mixer power $p_{mix}$ [31]</td>
<td>30.3 mW</td>
</tr>
<tr>
<td>Operation threshold $\mu$</td>
<td>3 dB</td>
<td>MBS density $\lambda_1$ [128]</td>
<td>$(500^2 \pi)^{-1}$</td>
</tr>
</tbody>
</table>
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6.5 Numerical Results and Discussions

In this section, numerical results are presented to verify the accuracy of our theoretical analysis and to investigate the network performance with difference parameter settings. The simulation area is a circular region with radius of 10 km. The values of simulation parameters follow the settings of various works [26, 28, 31, 128]. They are summarized in Table 6.4. Similar to [163], we assume that $\lambda_u = 60\lambda_2$, the MBS can select $K = 10$ users to serve simultaneously.

![Figure 6.3: Average achievable rates of the typical user for the proposed scheme and MRP scheme [127] with $N = 200$ and $\lambda_2 = 5\lambda_1$.](image)

In Fig. 6.3, the average achievable rates of the typical user for the proposed HetNet and the conventional maximum receive power (MRP) association scheme [127] versus radius of the inner region $R$ are presented. Each plotted point of the simulation results is obtained by averaging over 10,000 independent channel realizations. The average rates of the typical user in the inner region and outer region are defined as $\Delta_m \tau_m$ and $\Delta_c \tau_c + \Delta_s \tau_s$, respectively, where $\tau_m$, $\tau_c$, and $\tau_s$ are given in (6.16), (6.20), and (6.22), while the overall average of the typical user is defined.
Figure 6.4: Average achievable rates of the typical user for the proposed scheme and MRP scheme [127] with $R = 300$ m and $\lambda_2 = 5\lambda_1$.

in (6.28). For the MRP scheme, the typical user will associate with the $i$th tier that provides the maximal average receive power [127, Eq. (1)]. The same scenario of the non-uniform SCN deployment is applied for both the proposed scheme and MRP scheme. In Fig. 6.3, when $R$ increases, the typical user rate in the inner region is increased, while the typical user rate in the outer region is decreased. This can be explained by the fact that as $R$ increases, the probability that a user is associated with MBS$_0$ $\Delta_m$ is increased, while the probability that the user is associated with $\{\text{MBS}_0, \text{SBS}_0\}$ $\Delta_c$ is decreased. As $R$ increases from 50 to 450 m, the overall average rate of the typical user increases slowly [128]. This is due to the fact that the increasing rate of case 1 with $\Delta_m$ is faster than the decreasing sum rates of cases 2 and 3 in this range. The optimal choice of inner region radius $R$ will be discussed later. Nevertheless, the rate approximation of the proposed scheme is quite close to the simulation result, which validates the theoretical analysis.

Furthermore, in Fig. 6.3, in the inner region, the typical user rate of the proposed scheme
is the same as that of the MRP scheme when \( R \) is not large, i.e., \( R \leq 300 \) m. When \( R > 300 \) m, the achievable rate of the MRP scheme is slightly higher than that of the proposed scheme. This is because the typical user always associates with the MBS\(_0\) in the proposed scheme even when it is far away (i.e., \( R \) increases), while it should associate with better SBSs located in the outer region as in the MRP scheme. However, in the outer region, the proposed scheme provides much higher average rate than that of the MRP scheme because the typical user can enjoy the performance benefit in the coordination mode. For the overall system, from Fig. 6.3, we observe that the proposed scheme outperforms the MRP scheme. This fact can be shown more evidently by observing Fig. 6.4 where the number of BS antennas \( N \) is increased from 20 to 620. On a different note, from Fig. 6.4, the rate approximation as shown in (6.28) is close to the simulation results even when \( N \) is small, and it converges to the exact one when \( N \) is large, such as \( N \geq 400 \). These results verify the accuracy of our analysis by applying the rate approximation given in (6.15). Moreover, the increase in the number of MBS antennas can improve the data rate, and the increased rate of the proposed scheme is mainly contributed by the MBS. Therefore, it can be considered that the MBS with a large-scale antenna array has potential to provide higher network capacity.

Fig. 6.5 shows the coverage probabilities of the three association cases and the overall system. The curves of coverage probability for cases 1, 2, and 3 are obtained as \( \Delta_m P^m_{co} \), \( \Delta_c P^c_{co} \), and \( \Delta_s P^s_{co} \), respectively, whereas the curves labelled “Overall system” is defined as (6.68). Due to high antenna gain and transmit power from the MBS, the coverage probability of case 1 is always higher than that of case 3 over the entire range of threshold \( T \). Due to advances of joint transmission and high association probability, the average coverage probability of case 2 is higher than that of cases 1 and 3 at low and medium threshold \( T \) regime. However, as the typical user is far away from the MBS\(_0\) (i.e., \( x > R = 200 \) m in this example), its received signal has high path loss attenuation. Moreover, in case 2, the received signal power from SBS\(_0\) is at most \( \mu = 3 \) dB (i.e., \( \mu \) is the operation threshold) greater than that from MBS\(_0\). Hence, the high
QoS delivered to the typical user in case 2 can be low. As a result, for case 2, the probability that the typical user receives a high value of threshold $T$ is low. At high SIR regime, i.e., $T \geq 13$ dB, due to smaller path loss attenuation from the MBS, the average coverage probability of case 1 is higher than that of case 2. Note that the typical user is far away from the MBS in cases 2 and 3. Since the received signal power from SBS in case 3 is at least $\mu = 3$ dB greater than that from MBS, then the average coverage probability of case 3 can be slightly greater than that of case 2 at high SIR regime. On the physical interpretation, it means that when the typical user is far away from both MBS and SBS, it cannot receive a high average power level of the desired signal. In reality, the typical user is considered as the cell-edge user. Hence, we can conclude that the coordination mode can be used to improve significantly the coverage and capacity for cell-edge users which do not require high QoS. However, to support high QoS for the users, it is necessary to make the cells smaller (i.e., to increase the number of BSs) or to increase the transmit power of BSs. Based on the ecological and economic perspective, the
operators can build an appropriate network deployment. Generally, it has been shown that
the analytical results of the three cases and overall system are close to that of their simulated
results, respectively. It validates our analysis.

The network performance is affected by choosing different values of $R$ as presented in Fig.
6.3. To optimize the network performance, an appropriate value of $R$ can be defined by different
criteria, such as based on the single-user throughput performance in [127], and based on the
same achievable rate of users in the inner region (named as inner users) as compared with
the MRP association scheme in [128]. Herein, we use coverage probability based on the SIR
threshold $T$. In particular, the coverage probability of the proposed scheme $P_{co}$ versus $R$ with
different thresholds $T$ is shown in Fig. 6.6. In order to achieve high coverage performance,
i.e., low threshold $T = 5$ (dB), the mobile operator can choose $R = 800$ m. As $R$ is large,
the sum rate of inner users in case 1 is high due to high $\Delta_m$. However, the inner users, which
are located far away from MBS, may have low SINR in the presented scheme. It is a possible
choice for users with low rate requirements. For given medium coverage performance and users with medium rate requirements, i.e., $T = 10$ (dB), $R = 600$ m can be chosen. For a given high SIR threshold, i.e, $T = 20$ dB, a near-optimal value of $P_{co}$ can be achieved with $R = 300$ m. Hence, for the given network parameters, based on different QoS requirements, the operator can choose an appropriate value of $R$. We use $R = 300$ m for the next discussion.

In Fig. 6.7, we study the effect of different density ratio of the MBS’s density to the SBS’s density (i.e., $\lambda_2/\lambda_1$) on the network performance in terms of the ASE defined as (6.31) and the EE defined as (6.32) when $K = 5, R = 300$ m, $P_m = 43$ dBm and $P_2 = 30$ dBm. For a given $\lambda_1$, as $\lambda_2$ increases, the number of SBSs is increased. Hence, the ASE is increased due to reducing distance between the typical user and SBSs. However, the power consumption of the whole network increases with $\lambda_2$. As presented in Fig. 6.7, there exists a maximizer $\lambda_2^*$ that the EE increases with $\lambda_2$ when $\lambda_2 \leq \lambda_2^*$ and decreases with $\lambda_2$ when $\lambda_2 \geq \lambda_2^*$. This means that the EE is a quasi-concave function of $\lambda_2$. Moreover, increasing the number of antennas $N$ at the MBS can increase the ASE and change the maximizer $\lambda_2^*$. The effects of these parameters on the optimal value of EE are clearly shown in the following.
Finally, we obtain the optimal values of $N, P_m$ and $\lambda_2$ that are needed to achieve the maximum EE. Particularly, Fig. 6.8 shows the EE of the proposed HetNet as a function of $N$ and $P_m$ when the system has unit bandwidth, $R = 300$ m, and $P_2 = 30$ dBm. Each point is obtained by using the optimal value of $\lambda_2$ as presented in Section 6.3.3. In this example, we set $N_{\min} = 10, \lambda_2^{\max} = 9 \times 10^{-5}, \delta = 10^{-8}, \epsilon = 10^{-6}, \tau_i^{\min} = 0.5$ bits/s/Hz, and $C_{\text{ASE}}^{\min} = C_{\text{ASE}}(\tau_i^{\min}, \lambda_2^{\min}), \forall i \in \Theta$. An optimal solution obtained by the Brute-force ES algorithm, named as the global optimum EE, is also provided for comparisons. As observed from Fig. 6.8, there is a global optimum value of EE, which is equal to 0.358 (bits/Joule) at $N^{opt} = 428, P_m^{opt} = 15$ dBm, and $\lambda_2^{opt} = 2.325 \times 10^{-5}$ m$^{-2}$. The number of feasible initial sets, which is randomly generated in the AO algorithm, is 10. We observe that the algorithm converges very quickly after 4 iterations and the iterative progression for maximizing the EE is demonstrated in Fig. 6.8. The convergence of the algorithm is presented with squares, whereas
Figure 6.9: Convergence of the AO algorithm for maximizing total EE with different values of 
the global optimum EE is presented with an asterisk. This fact can be explicitly observed in 
Fig. 6.9. Moreover, Fig. 6.9 also presents the EE results when $R = 200$ m. As expected, the 
AO algorithm also converges quickly. In this case, the global maximum value of the EE is 0.338 
(bits/Joule) at $N_{opt} = 446$, $P_{m}^{opt} = 8$ dBm, and $\lambda_{2}^{opt} = 2.325 \times 10^{-5} \text{m}^{-2}$. As $R = 200$ m, 
the proposed scheme provide lower EE than that of $R = 300$ m because it offers lower average 
achievable rate for the typical user as shown in Fig. 6.3. In general, we observe that the optimal 
energy efficient system is a massive MIMO setup, i.e., $N_{opt}$ is large. As discussed earlier in Fig. 
6.4, the rate approximation of the typical user converges to the exact one when $N$ is large. 
Hence, the optimal solution shown in Figs. 6.8 and 6.9 can be considered as the actual optimal 
solution for maximizing the EE of the proposed scheme. Note that this is the output by solving 
the optimization problem, in which the system parameters are not restricted. In general, the 
AO algorithm provides an effective solution to achieve the global optimum EE. This algorithm 
has low complexity and it performs well.
6.6 Summary

In order to improve the coverage and capacity, the CoMP in the two-tier HetNet with massive MIMO and non-uniform small-cell deployment has been proposed. The tractable rate approximation of the proposed scheme has been derived. The EE maximization problems have been formulated, and it has been effectively solved by using the AO algorithm. In order to obtain insightful design guidelines, the impacts of massive MIMO, SBS density, and the inner region size of MBS on the network performance have been examined. The coverage probability of the HetNet has been analyzed by applying the Gamma approximation of the aggregate interference. Numerical results have shown that the proposed scheme outperforms the conventional MRP scheme. The proposed scheme can be used to enhance the performance of cell-edge users which do not require high QoS. In addition, by increasing the number of MBS antennas, the achievable rate and coverage probability can be increased without affecting the existing aggregate interference environment in the network. Based on the combinational use of small cell deployment and massive MIMO, the two-tier HetNet can achieve high spectral efficiency and energy efficiency.
Chapter 7

Conclusion and Future Research Directions

7.1 Conclusion

Massive MIMO is one of the “big three” potential key technologies to meet high data traffic demands for 5G wireless and mobile communication systems [8]. It offers huge benefits in terms of capacity, link reliability and robustness. Linear processing techniques have been considered as practical solutions for massive MIMO systems due to their low complexity and good performance. In this thesis, the fundamental performance in terms of SE and EE for various downlink massive MIMO systems have been analyzed in the TDD protocol. In single-cell scenarios, since the achievable SEs of massive MIMO systems with MF, ZF, RZF precoding schemes and single-antenna users have been studied in literature [6, 7, 12, 27], herein, we have derived tight lower and upper bounds on the achievable SE of massive MIMO systems with SLNR-PS under perfect and imperfect CSI. Different from ZF-PS solution, the SLNR-based scheme takes into account the influence of noise when determining the beamforming vectors for all users. Hence, it has been shown that the SLNR-PS outperforms the ZF-PS. Moreover, based
on the realistic power consumption model, the EE maximization problem have been formulated
and solved successfully by applying an alternating optimization algorithm. It has been shown
that the proposed algorithm has low complexity and quick convergence. The global optimum
EE of SLNR-PS can be achieved by a massive MIMO setup with the optimal transmit power
and optimal length of training sequence. A similar conclusion has been reported for ZF and
MMSE precoding schemes in [26]. The rate profile optimization problem for individual users
has also been considered under the constraints of QoS, transmit power and EE target. The
Pareto boundary of the achievable rate region, which composes of optimal per-user rates, has
been presented successfully.

For multiple-antenna users, the massive MIMO systems with BD-PS and BD-STBC can
be applied. The upper bounds on the achievable SE of these schemes have been derived,
respectively, when the number of BS antennas and the number of antennas per users are large
while their ratio remains bounded. It has been shown that the SEs of these schemes are concave
functions with respect to the number of users in the feasible range. The optimal number of
users and optimal length of training sequence for maximizing the corresponding SEs of these
schemes have been analytically investigated, respectively.

Pilot contamination is a major bottleneck of massive MIMO systems according to pilot
reuse in multicell scenarios. When the number of BS antennas is large, the SINR of mobile
user converges to a deterministic value, which depends on users’ location and large-scale fading
coefficient. Based on this fact, we have proposed a scheme based on vertical beamforming and
optimal power allocation to minimize the effect of pilot contamination for 3D-MIMO systems
in the cellular networks. Numerical results have shown that the presented scheme can achieve
remarkable performance and it has low complexity.

The future 5G wireless communication systems will be dense and heterogeneous due to the
deployment of small-cells and various BS types [155]. To characterize the heterogeneity in the
network architecture, the locations of BSs in the multi-tier HetNets can be modelled according to the two-dimensional Poisson Point Processes with different spatial densities. In this thesis, we have also considered a two-tier HetNet with massive MIMO and practical deployment. The MBS has been assumed to be employed massive MIMO technology, the single-antenna SBSs have been assumed to be non-uniformly distributed. A coordinated multipoint transmission between MBS and its own SBSs to has been proposed to improve the coverage probability and capacity. Under shared spectrum operation, the tractable approximation of average achievable rate for the proposed scheme has been derived, and it is then used to investigate the EE maximization problem. Based on that, we have studied the effects of the number of MBS antennas, MBS transmit power, SBS density and inner region size of MBS on the overall EE. The coverage probability of the two-tier HetNet has also been analytically investigated. It has been shown that the combinational use of the massive MIMO technology, small-cell deployment and joint transmission is a suitable approach to achieve high SE and EE performance for future cellular networks.

7.2 Future Research Directions

In the thesis, we have analytically studied the performance of massive MIMO in various wireless communication systems. However, there are still some challenging issues that need to be further investigated. As far as future work is concerned, we identify a few potential problems in the following

1. 5G Wireless HetNet based on mmWave and massive MIMO: It has been shown that massive MIMO for cellular bands (below 6 GHz) and millimeter bands (30-300 GHz) are two possible branches of the same tree, where the cellular bands have been commonly studied in the literature. Although we focus on massive MIMO and the combinational use of massive MIMO and development of small-cells in this thesis, for future research
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directions, there are several reasons that we will consider to apply the mmWave communication for 5G wireless HetNet [164,165]. Firstly, the mmWave frequency range can offer a huge segment of spectrum that is still underutilized, which possesses many exciting research opportunities [8,129]. Secondly, as the mmWaves have an extremely short wavelength, it becomes possible to pack a large number of antenna elements into a small area, which consequently helps realize massive MIMO at both the BSs (MBS and SBS) and user terminal. A massive hybrid array consisting of multiple analog subarrays, with each subarray having its digital processing chain has been proposed in [166]. It is an attractive solution for future mmWave cellular communications. Thirdly, in realistic scenarios, mmWave frequencies are used for outdoor point-to-point backhaul links or for supporting indoor high-speed wireless applications such as high resolution multimedia streaming [167,168]. These frequencies have already been standardized for short-range services in IEEE 802.11ad. Therefore, in the 5G cellular architecture, massive MIMO and mmWave technologies can be adopted in different parts and for different communication purposes. Specifically, we assume that both MBSs and SBSs are equipped with large-scale antenna arrays. The MBSs use the cellular bands for long-range outdoor communications, whereas the SBSs use mmWave bands for short-range outdoor communications. The combinational use of massive MIMO, network densification and mmWave technology is expected to improve the network performance significantly. However, various challenges in this network architecture need to be investigated. These challenges include network planning, backhaul design, as well as radio resource and interference management (such as traffic scheduling, cell association and mobility management, channel allocation, power control, and QoS requirements).

2. **Hardware impairments**: Although a massive MIMO system provides remarkable benefits, it is faced with many research challenges that require a lot of efforts to be made, such as hardware impairments. It has been shown in [102] and [169] that the hardware effects
can lead to channel estimation error which limits the system performance. Moreover, the low-cost components can be used to build massive MIMO systems [8]. It implies that hardware imperfections are larger, such as in-phase (I)/quadrature (Q) imbalance and phase noise [42]. It has been shown that low-cost and energy-efficient analog-to-digital (or digital-to-analog) converters yield higher levels of quantization noise [8]. Thus, the effect of these factors on the performance of massive MIMO systems should be analyzed.

3. **Optimized signal processing**: To support high-speed wireless applications for the 5G wireless networks, the signal processing at the massive MIMO base stations should be simple and effective. This is because the BS needs to generate huge amounts of baseband data which are required to process effectively in real time [8]. It is well-known that the BS can adopt the linear precoders/detectors, whose complexity mainly relies on the inversion of large-dimensional matrices. Several researches have been carried on about low-complexity approximate matrix inversion using polynomial expansion [40, 44]. In particular, the approximated solutions of the matrix inversion for MMSE and RZF precoding schemes have been presented in [40] and [44], respectively. For massive MIMO detection, a diagonal band Newton iteration method has been recently discussed in [170] to approximate the matrix inversion. Moreover, in order to minimize both complexity and cost of hardware, the number of RF chains is assumed to be finite with $M \ll N$, where $N$ is the number of BS antennas. For given RF chain constraints $M$, the two-stage precoding scheme, which employs phase only control at the RF domain and a low-dimensional baseband precoding (such as ZF or MMSE) based on the effective channel seen from baseband, has been studied to reduce the complexity of baseband signal processing significantly [41, 171, 172]. The dimension of the baseband precoding is now equal to $M$, instead of $N$ in the conventional massive MIMO systems. It has been shown in [171] that the proposed scheme provides comparable performance as compared with the conventional massive MIMO systems. This is because the performance loss due to limiting the number of RF chains is typically neg-
ligible when $N$ is large [171]. A similar approach has been applied for the uplink massive MIMO systems in [173]. However, the prior works in [41, 171–173] only focused on the case of perfect CSI. It is interesting to investigate the system performance when the BS estimates CSI imperfectly. In addition, more optimized methods with low complexity and fast convergence are required to improve the performance of massive MIMO systems in the UL and/or DL scenarios.

4. Due to the limitation in space, a practical implementation of the large-scale antenna array may need to reduce the inter-element spacing which adversely affects the system performance due to the spatial and temporal channel correlation. Recently, a channel correlation modeling and its application to massive MIMO channel feedback reduction have been presented in [174]. In [175], based on the channel statistics from the dynamic and analytical channel spatial correlation models, the authors have designed efficient pilot beam patterns for frequency-division duplex (FDD) massive MIMO systems. In [176], the performance of massive MIMO systems over the spatially and temporally correlated Rician fading channel has been investigated under a high-speed railway scenario. The impacts of the velocity, Rician factor, and SNR have been discussed. Note that the existing works have mainly focused on analyzing the system performance at the cellular frequency bands. To reduce the effect of the channel correlation, effective beamforming schemes operating at both low and high frequency bands are also open to research in the low and medium SNR regions.
Appendix A

A.1 Proof of Theorem 1

The first derivative of the cost function $P_1$ in (3.21) with respect to $K$ is given by

$$
\frac{\partial C_p}{\partial K} = \left(1 - \frac{2K}{T}\right) M \log_2 \left(\frac{a_1 + b_1}{K}\right) + \frac{Mb_1\left(\frac{1}{T} - \frac{1}{K}\right)}{\ln 2(a_1 + \frac{b_1}{K})},
$$

(A.1)

where $a_1 = 1 - P$ and $b_1 = (N/M + 1)P$. From (3.21), we observe that the maximum number of users $K$ is equal to $T$. From (A.1), $d_1(K)$ is positive in the interval $[0, T/2]$ and negative in the interval $(T/2, T]$. In addition, $d_2(K)$ is negative in the interval $[0, T]$, thus (A.1) will always be negative in the interval $(T/2, T]$. It implies that $C_p$ is a monotonically decreasing function for $T/2 < K \leq T$. Then we need to investigate the concavity of (3.21) in the interval $[0, T/2]$.

The second derivative of the cost function $P_1$ is given by

$$
\frac{\partial^2 C_p}{\partial K^2} = \frac{M}{T \ln 2} \left\{ -2 \ln \left(\frac{a_1 + b_1}{K}\right) + \frac{b_1(2K^2a_1 + 3Kb_1 - b_1T)}{K^3(a_1 + \frac{b_1}{K})^2} \right\}.
$$

(A.2)

We observe that $\frac{\partial^2 C_p}{\partial K^2}$ is monotonically increasing in the interval $(0, T/2)$ because $\tau_1(K)$ and $\tau_2(K)$ are monotonically increasing functions in the interval $(0, T/2)$. From (A.2), we obtain
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\[
\lim_{K \to 0} \frac{\partial^2 C_p}{\partial K^2} < 0. \quad \text{Since } K = T/2, \text{ the negative region of } \partial^2 C_p(T/2) \text{ is given by}
\]

\[
-\ln(a_1 + \frac{2b_1}{T}) + \frac{2a_1 b_1 / T + 2b_1 / T^2}{(a_1 + \frac{2b_1}{T})^2} < 0. \quad \text{(A.3)}
\]

Let us define \( t_1 = a_1 + \frac{2b_1}{T} \), (A.3) can be rewritten as

\[
2t_1^2 \ln t_1 - t_1^2 + a_1^2 > 0. \quad \text{(A.4)}
\]

Equation (A.4) always holds true. Thus, \( C_p \) in (3.21) is concave in the interval \([0, T/2]\). By letting \( \frac{\partial C_p}{\partial K} = 0 \), the maximiser \( K^* \) can be obtained by applying the solution for the Lambert-W function \( W(z) \) [177]. From \( \gamma_{th1} \) in (3.21), we get \( K \leq \frac{N/M+1}{\gamma_{th1}/P+1} \). Hence, the proof is complete.

A.2 Proof of Theorem 2

The proof of Theorem 2 is similar to the proof of Theorem 1. The first derivative of the cost function \( P_2 \) in (3.22) with respect to \( K \) is given by

\[
\frac{\partial \tilde{C}_{up}}{\partial K} = \left(1 - \frac{2K}{T}\right) R_c \log_2 \left(1 + \frac{v}{K}\right) + \frac{v R_c \left(\frac{T}{K} - \frac{1}{K}\right)}{\ln 2 \left(1 + \frac{v}{K}\right)}, \quad \text{(A.5)}
\]

where \( v = \frac{PM}{R_c} \). The second derivative of the cost function \( P_2 \) is obtained as

\[
\frac{\partial^2 \tilde{C}_{up}}{\partial K^2} = \left(-\frac{2R_c}{T} \log_2 \left(1 + \frac{v}{K}\right) + \frac{R_c v (2K^2 + 3Kv - vT)}{T \ln 2 \left(1 + \frac{v}{K}\right)^2} \right) \frac{1}{g_1(K)} + \frac{R_c v (2K^2 + 3Kv - vT)}{T \ln 2 \left(1 + \frac{v}{K}\right)^2} \frac{1}{g_2(K)}. \quad \text{(A.6)}
\]

From (A.6), we can get \( \lim_{K \to 0} \frac{\partial^2 \tilde{C}_{up}}{\partial K^2} < 0 \). Since \( K = T/2 \), the negative region of \( \partial^2 \tilde{C}_{up}(T/2) \) is given by

\[
-\frac{2R_c}{T} \log_2 \left(1 + \frac{2v}{T}\right) + \frac{R_c v (T + v)}{T \ln 2 \left(T/2\right)^2 \left(1 + 2v / T\right)^2} < 0. \quad \text{(A.7)}
\]
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Let us define $t_2 = 1 + \frac{2v}{T}$, (A.7) always holds true since $2t_2^2 \ln t_2 - t_2^2 + 1 > 0$. Thus, the function $\ddot{C}_{up}$ is concave in the interval $[0, T/2]$. By letting $\frac{\partial \ddot{C}_{up}}{\partial K} = 0$, the maximiser $K_2^*$ can be obtained.

From $\gamma_{th2}$ in (3.22), we get $K \leq \frac{PM}{\gamma_{th2}R_c}$. Therefore, the proof is complete.
Appendix B

B.1 Proof of Theorem 6

Based on the fraction programming and generalized concavity theories, the property of the energy-efficient function for a general case, i.e., \( \eta(\zeta) = \frac{Y_1(\zeta)}{Y_2(\zeta)} \) with \( Y_1(\zeta) : C \subseteq \mathbb{R}^n \rightarrow \mathbb{R} \) and \( Y_2(\zeta) : C \subseteq \mathbb{R}^n \rightarrow \mathbb{R}_+ \), has been recently studied in [178]. However, the optimal solution of \( \eta(\zeta) \) has not been shown. As a specific case, we investigate property of the objective function \( \eta(\tilde{z}) \) in (4.39) in the following. Let us define the upper level sets \( S_{\phi_{th}} = \{ \tilde{z} \geq \tilde{z}_{\min} | \eta(\tilde{z}) \geq \phi_{th} \} \). In order to prove that the objective function \( \eta(\tilde{z}) \) is quasi-concave, we need to prove the sets \( S_{\phi_{th}} \) of \( \eta(\tilde{z}) \) are convex for any \( \phi_{th} \in \mathbb{R} \) [179, Section 3.4]. Particularly, we observe that if \( \phi_{th} \leq 0 \), this set is empty, hence it is convex. If \( \phi_{th} > 0 \), this set is non-empty, \( S_{\phi_{th}} \) can be rewritten as

\[
S_{\phi_{th}} = \{ \tilde{z} \geq \tilde{z}_{\min} | \phi_{th}(\tilde{z} + d) - f_0 \ln \left( \frac{a \tilde{z}}{d + b} + c \right) \leq 0 \}. \tag{B.1}
\]

We denote \( L(\tilde{z}) = \phi_{th}(\tilde{z} + d) - f_0 \ln \left( \frac{a \tilde{z}}{d + b} + c \right) \). We observe that \( L(\tilde{z}) \) is strictly convex with respect to \( \tilde{z} \) because its Hessian is positive definite. Thus, \( S_{\phi_{th}} \) is also strictly convex when \( \phi_{th} > 0 \). It means that \( \eta(\tilde{z}) \) is a quasi-concave function of \( \tilde{z} \).

If there exits a point \( \tilde{z}^* \) such that \( \frac{\partial \eta(\tilde{z}^*)}{\partial \tilde{z}} = 0 \), then \( \tilde{z}^* \) is the global maximizer due to property
of the quasi-concavity. By setting the first derivative of $\eta(\tilde{z})$ to be zero, we get

$$\left( \frac{a\tilde{z}}{\tilde{z} + b} + c \right) \ln \left( \frac{a\tilde{z}}{\tilde{z} + b} + c \right) = \frac{ab(\tilde{z} + d)}{(\tilde{z} + b)^2}. \quad (B.2)$$

By using the solution for the Lambert-W function, the optimal value of $\tilde{z}$ is obtained. Therefore, the proof is complete.

**B.2 Proof of Theorem 7**

At high SNR regime, i.e. $\rho_d \to \infty$, and $\rho_t$ is finite, from (4.28), the objective function $R_s$ in (4.48) is obtained as

$$R_s = \left( 1 - \frac{T_t}{T} \right) K \log_2 \left( v + \frac{T_t \rho_t \beta_k}{v} \right). \quad (B.3)$$

By setting $\frac{\partial R_s}{\partial T_t} = 0$, we have

$$\ln \left( v + T_t \rho_t \beta_k / v \right) = \frac{v + T_t \rho_t \beta_k / v}{v + T_t \rho_t \beta_k / v} - 1. \quad (B.4)$$

Let us define $\bar{y}(T_t) = \frac{c_8}{v + T_t \rho_t \beta_k / v}$, where $c_8$ is defined in (4.53). From (B.4), we get

$$c_8 e = \bar{y}(T_t) e^{\tilde{y}(T_t)}. \quad (B.5)$$

By applying the solution for the Lambert-W function, after some algebraic manipulations, the optimal training length $T_t^*$ is defined, which completes the proof.
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