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Summary

There is a growing need to continue operating the Global Navigation Satellite Systems (GNSS) receivers under increasingly challenging and stressful conditions, where signal experiences deep fading, blockage, or high platform dynamics. As the most fragile component of the GNSS receiver, the carrier tracking loop must achieve improved tracking capability. The subject of GNSS tracking loop design has been well studied. This thesis takes the control system design perspective, presents tracking loop design as a state feedback/state estimator framework, sheds insight on frequency domain analysis, derives optimal parameters for carrier tracking loop design, and proposes adaptive tracking solutions for challenging environment.

Two generalized carrier tracking loops, namely, the generalized phase tracking loop and the generalized frequency tracking loop, are studied using this state space framework.

For the generalized phase tracking loop design, three approaches, i.e., proportional integral filter (PIF), Wiener filter (WF), and Kalman filter (KF), are presented in an unified manner from the state feedback/state estimator framework. With the state space framework, analytical equations characterizing the carrier phase tracking loop performance are derived. These equations relate the phase tracking error variance and dynamic stress phase error to the filter design parameters, such as integration time and noise equivalent bandwidth, as well as other parameters, such as thermal noise, oscillator noise, and receiver platform dynamics. From these equations, filter design parameters are optimized under various operating scenarios, such as weak signal or high dynamics. More specifically, the tracking sensitivities of the generalized phase tracking loop with these designs are obtained. Building on this analysis, an
adaptive phase tracking scheme with time-varying integration time or loop bandwidth is proposed.

A similar approach is applied to frequency tracking loop design. The PIF design is mapped to the state space structure through the equivalent closed-loop transfer function. Traditional KF-based frequency tracking loop design assumes white Gaussian noise. However, the frequency error measurement noise is non-white and so analytical equations for the frequency tracking error variance and dynamic stress frequency error are derived, taking into account the non-white noise characteristic. Frequency tracking error variance is used to evaluate the frequency tracking loop performance under the effects of thermal noise, oscillator noise, and platform dynamics. Using these analytical equations, optimal loop parameters are obtained, and the frequency tracking sensitivity is characterized. Based on these theoretical analysis, an adaptive frequency tracking scheme with loop bandwidth is proposed.

Simulation results demonstrate the effectiveness of the proposed adaptive generalized carrier phase/frequency tracking architecture and verify the theoretical prediction.
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Chapter 1

Introduction

The Global Navigation Satellite Systems (GNSS) commonly include the Global Positioning System (GPS), GLONASS, GALILEO, and Beidou systems. Round-the-clock convenience and global coverage of GNSS has fueled many applications. GNSS receivers are widely equipped in cars, airplanes, and cellphones to provide high accuracy location and high precision time synchronization in outdoor or unblocked environment for civilian positioning application. However, in urban areas, forest and indoor environment, GNSS signals are severely attenuated. Table 1.1 [1,2] presents some indicative attenuation values at the GPS L1 frequency band for some of the most common building materials, where the attenuation can be as much as 30dB. In this case it is impractical for normal GNSS receivers to provide trustworthy positioning solutions. In addition, the receivers also face great challenges in tracking GNSS signals subject to harsh dynamic, such as unmanned aerial vehicles (UAVs), aeronautic/astronautic

<table>
<thead>
<tr>
<th>Material</th>
<th>Signal attenuation (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
<td>1-4</td>
</tr>
<tr>
<td>Tinted Glass</td>
<td>10</td>
</tr>
<tr>
<td>Wood</td>
<td>2-9</td>
</tr>
<tr>
<td>Roofing tiles/Bricks</td>
<td>5-31</td>
</tr>
<tr>
<td>Concrete</td>
<td>12-43</td>
</tr>
<tr>
<td>Reinforced concrete</td>
<td>29-33</td>
</tr>
</tbody>
</table>
aircrafts, where the signal experiences abrupt, random Doppler offsets. These challenging and stressful operating conditions motivates the continuous improvement in receiver’s flexibility, sensitivity, and robustness.

1.1 Motivation and Objectives

Section 2.4 surveyed various receiver tracking technologies, such as scalar tracking, vector tracking, and open loop tracking that are commonly used in GNSS receivers. Although the vector tracking and the open loop tracking are more capable, robust, and stable in dealing with high attenuation and high dynamic signals than the scalar carrier tracking loop, these advanced tracking algorithms are very complex for real-time implementations. Thus, a designer may wonder whether it is sufficient to just use the scalar carrier tracking loop design for such demanding application.

When reviewing the traditional carrier tracking loop design, it has been found that three filter design methods, i.e., proportional integral filter (PIF), Wiener filter (WF), and Kalman filter (KF), are most frequently used and investigated. The filter parameters in PIF are selected based on desired tracking loop bandwidth and damping ratio. They are independent of the signal model, therefore, PIF can be considered as a model-free approach. While the filter parameters in WF and KF are determined by the input signal characteristics, they are related to the signal model and can be considered a model-based approach. One may wonder:

Is it possible to unify these different designs within a general theoretical framework?

If yes, the designer could formulate a unified performance objective to compare and optimize these different designs within a general theoretical framework. As it will be elaborated in Chapter 3 under some specific scenarios, the PIF, WF, and KF can be made equivalent. Furthermore, greater performance improvement can be realized through model accuracy rather than the design methods.

In the existing literature, the typical signal model for carrier tracking loop design incorporates the effects of platform dynamics, oscillator noise, and thermal noise. For
model-free design, generally, two main parameters, namely, the filter order and the corresponding coefficients, can be adjusted in carrier tracking loop design. The filter order determines the system’s capability in tracking signal dynamics, and the filter coefficients determine the system’s tracking accuracy. For example, adjusting the filter coefficients, which changes the damping ratio and noise equivalent bandwidth in a second order PIF, can effectively reduce the influence of thermal noise and oscillator noise in the front-end, but it cannot mitigate the impact of severe fading. Integration time is also an important factor in realizing a discrete time implementation. In the case of weak signal, the integration time in the carrier tracking loop needs to be increased to improve signal detectability. This strategy, however, runs counter to the requirement of tracking high platform dynamics. Besides, as integration time increases, the oscillator noise effect will accumulate which also degrades the carrier tracking performance. These effects are seldom holistically considered in the existing carrier tracking loop designs. In [4], the optimization of integration time selection for a KF-based design was investigated to improve the tracking sensitivity of low dynamic signals. Both the receiver oscillator noise and the thermal noise effects were taken into consideration. However, the analysis did not consider highly dynamic signal fluctuations or receivers equipped with low quality oscillators. Similarly, WF- and PIF-based tracking loops also need to balance these effects in loop designs so as to achieve better tracking performance. Then the challenges for the designer become:

What are the optimal design parameters, such as integration time or bandwidth, to balance the effects of platform dynamics, oscillator noise, and thermal noise?

What is the tracking limit when the signal is weak and highly dynamic?

Reference [5] also shows that a well-designed frequency tracking loop will outperform a well-designed phase tracking loop due to rapid phase variation under weak signal and highly dynamic conditions. However, the tracking accuracy of the former is worse than the latter. Hence, we need to investigate

In real implementation, how to analyze and use FLL to trade off tracking accuracy against tracking robustness?
In response to these issues, this thesis attempts to analyse, in detail, the generalized carrier phase and frequency tracking loop designs under diverse operating conditions, such as weak signal or highly dynamic signal environments. We adopt a state space model to characterize the carrier tracking loops for different signal strength, platform dynamics, and receiver oscillator quality. To illustrate the theory, we use the most basic signal and numerically controlled oscillator (NCO) model, and cast the design problem in the state space framework so as to leverage the state space design control techniques to design and optimize the carrier tracking loop parameters. Using this generalized tracking loop architecture, both the phase tracking and frequency tracking can be unified, evaluated, and compared within a common framework. Adopting the minimum mean square error (MMSE) performance criterion, we investigate the optimal solutions and theoretical tracking limits for the phase and frequency tracking loop designs under diverse operating conditions. The state space framework enables in-depth comparative analysis of phase and frequency tracking loop design and optimization.

1.2 Thesis Contributions

The contributions of this thesis are:

1.2.1 State space design framework for carrier tracking loop:

We cast the carrier tracking loop design into a state space design framework and adopted a state feedback/state estimator perspective. Two generalized carrier tracking loops, namely, the generalized phase tracking loop and the generalized frequency tracking loop, are studied using this state space design approach. While this approach has been taken in the KF-based carrier tracking loop design in the past, this thesis gives a control system theoretic perspective and supplements the frequency domain analysis that is typically found in GNSS related literature. Using this generalized tracking loop architecture, we are able to unify the PIF, WF, and KF design methods for phase tracking loop.
By using the state feedback/state estimator methodology to carrier tracking
loop design, it is shown that the traditional PIF, WF, and KF designs is a
special case of our general design framework. In addition, we applied control
system analysis, linking the controllability and stability of the second order
tracking loop to single input NCOs, such as rate-only feedback NCO and phase
and rate feedback NCO. Such insight is especially useful when higher order
NCO model is used, and, in particular, for “multi-input NCO” design where
one is no longer limited to just rate or phase and rate feedback NCOs.

1.2.2 Analytical equations for tracking error variance and
dynamic stress error:

We derived analytical equations, such as tracking error variance and dynamic
stress error, to characterize both the phase and frequency tracking loop perfor-
mances under various operating conditions. Since the frequency error measure-
ment noise is non-white, this non-white noise characteristic has been taken into
account in the analytical derivations, unlike the traditional KF design which
assumes white Gaussian noise. These equations relate the phase/frequency
tracking error variance and dynamic stress phase/frequency error to the filter
design parameters, such as integration time and noise equivalent bandwidth, as
well as other parameters, such as thermal noise, oscillator noise, and receiver
platform dynamics. Using these equations, we are able to compare and evaluate
the performance of the PIF, WF, and KF designs in the generalized phase track-
ing loop according to an unified performance assessment and we are also able
to compare and evaluate the performance in both the generalized phase track-
ing loop and generalized frequency tracking loop within the general theoretical
framework.

1.2.3 Optimization of tracking loop parameters:

We optimized the filter design parameters, such as the optimal integration time
and the optimal noise equivalent bandwidth, to minimize the mean square error
in generalized phase and frequency tracking loops under various operating conditions. The corresponding theoretical tracking sensitivity limits in generalized phase and frequency tracking loops for data and pilot channels are respectively obtained based on the 3-sigma rule. We demonstrated that if a 2-state model is used, the optimized PIF, WF, and KF can be tuned equivalently, whereas if a 3-state model is used, the optimized WF and KF are equivalent and slightly better than the optimized PIF.

### 1.2.4 Adaptive phase and frequency tracking schemes:

The idea of adaptive tracking has been suggested in the literature but it is limited to adjusting the filter gain (loop parameters). We proposed an adaptive phase tracking scheme with varying integration time and loop parameters and an adaptive frequency tracking scheme with varying loop parameters to track weak and highly dynamic signals. The schemes assume a prior known maximum line-of-sight (LOS) jerk. We validated the adaptive phase and frequency tracking schemes through simulations with high receiver platform dynamics and low signal power. We demonstrated that the proposed adaptive phase tracking scheme outperforms the traditional phase lock loop (PLL) and the adaptive frequency tracking scheme outperforms the traditional KF-based frequency lock loop (FLL).

### 1.3 Thesis Outline

The rest of the thesis is organized as follows:

Chapter 2 reviews the background of GNSS signal structure, baseband processing in GNSS software receivers, the state-of-art of the GNSS tracking technologies, and the state space feedback/state estimator design process in control theory. This chapter provides the basics of GNSS signal acquisition and tracking process. It also introduces conventional design and implementation of the baseband signal processing. Next, the current carrier tracking technologies, such as the scalar carrier tracking, the vector
tracking, and open loop tracking for highly dynamics and weak signals are reviewed. Finally, the state space design process in control theory is included in this chapter, laying the foundation of its application for subsequent GNSS carrier tracking loop design.

Chapter 3 provides a state space framework for phase tracking loop design. The state feedback/state estimator design approach is adopted. The selection of suitable plant models and the design of the state feedback gain matrices using PIF, WF, and KF are studied. Closed-form expressions of tracking accuracy, including phase tracking error variance and dynamic stress error in the presence of thermal noise, oscillator effects, and receiver platform dynamics are derived. Subsequently, the optimization of three different design approaches under the MMSE criteria is discussed. The theoretical tracking sensitivity analysis for these tracking loops is provided and the optimal values of the loop parameters are derived accordingly. Finally, an adaptive phase tracking scheme which adjusts the integration time and filter parameters to provide optimal performance is proposed.

Chapter 4 outlines the state space design approach for design of the generalized frequency tracking loop. Analytical equations for the frequency tracking error variance and dynamic stress frequency error are derived, taking into account the non-white noise characteristic, unlike the traditional KF design which assumes white Gaussian noise. Subsequently, optimal solutions of loop parameters under the MMSE criterion and tracking sensitivity with respect to 3-sigma rule are obtained. Following on the theoretical analysis, an adaptive frequency tracking scheme which adjusts the filter parameters to provide optimal performance is proposed.

Chapter 5 presents the tracking results of simulated signal from Spirent simulator for the phase and frequency tracking loop designs. The simulated dynamic signals with nominal strength are sampled by a low cost low oscillator quality front-end, and then used to validate the theoretical prediction of dynamic stress error and tracking accuracy for both phase and frequency tracking loops. Then two case studies under the scenarios of weak static signal sampled by a front-end with high quality oscillator (HQO), and highly dynamic weak signal sampled by a front-end with low quality oscillator (LQO), validated the systematic design of optimized loop parameters and
the adaptive phase and frequency tracking schemes. The comparison between the adaptive phase/frequency tracking loop and the existing traditional PLL/FLL is provided. The superiority of the adaptive phase/frequency tracking loop with optimal design validated the effectiveness of the theoretical analysis.

Finally, Chapter 6 concludes this thesis and proposes future research work.
Chapter 2

Review of GNSS signals and tracking technologies

2.1 Introduction

This chapter reviews some fundamental techniques in GNSS receivers. First, the GNSS signal background is presented. After that, the typical baseband processing of GNSS receivers is introduced. Then, the review of current carrier tracking technologies for high dynamics and weak signals is presented. Finally, the typical control system design process is studied as the theoretical foundation for the following GNSS carrier tracking loop design.

2.2 GNSS signal background

GNSS is a direct sequence spread spectrum system, where the pseudo random noise (PRN) codes with good auto-/cross-correlation characteristics are modulated on the carrier waves to spread the navigation data for each satellite. Currently, GPS broadcasts three navigational signals in L1 (1575.42 MHz), L2 (1227.60 MHz), and L5.

\[\text{Part of the materials in Chapter 2 are taken from “R. Yang, KV Ling, and EK Poh, Optimal combination of coherent and non-coherent acquisition of weak GNSS signals, Pacific PNT, Honolulu, Hawaii, April 2015” and “R. Yang, KV Ling, and EK Poh, NCO Models for Tracking Loop Design in GNSS Software Receiver, IEEE/ION PLANS, Monterey, California, May 2014”}\]
Two types of PRN codes are modulated in the GPS signals, namely Coarse Acquisition (C/A) Code and Precision (P) code, for civilian and military applications, respectively.

In this work, GPS L1 signal using C/A code will be discussed as a case study for carrier tracking loop modelling and design. The theoretical analysis and design approaches can be easily applied in the other navigation signals, such as, GPS L2, L5 and Beidou B1 signals. In GNSS receivers, satellite signals are normally received through the use of a right-hand circularly polarized (RHCP) antenna and amplified using a low-noise amplifier (LNA), then downconverted to an intermediate frequency (IF) in radio frequency (RF) front-end for GNSS software processing. The received IF signal can be written as

\[ r(t) = \sum_{i \in S_{\text{sig}}} s^i(t) + n(t). \] (2.1)

where \( S_{\text{sig}} \) is the set of satellite signals in view, \( s^i(t) \) denotes the received signal from the \( i^{\text{th}} \) satellite and \( n(t) \) denotes the additive receiver thermal noise. Since the satellite signals are received by the same receiver, we assume that the noise for different channels are identical. The received signal broadcast by the \( i^{\text{th}} \) satellite can be written as

\[ s^i(t) = \sqrt{C^i} d^i(t - \tau^i) c^i(t - \tau^i) \cos \left( \left( \omega_{\text{IF}} + \omega^i_d \right) t + \varphi^i \right) \] (2.2)

where \( C^i \) is the received \( i^{\text{th}} \) satellite signal power and the functions \( d^i(t - \tau^i) \) and \( c^i(t - \tau^i) \) represent the data sequence and C/A code sequence, delayed by time \( \tau^i \), respectively. \( \omega_{\text{IF}} = 2\pi f_{\text{IF}}, \ \omega^i_d = 2\pi f^i_d \), where \( f_{\text{IF}}, \ f^i_d, \) and \( \varphi^i \) represent the IF frequency, Doppler frequency, and carrier phase of \( i^{\text{th}} \) satellite signal, respectively. The noise \( n(t) \) is assumed to be a zero-mean additive white Gaussian noise, with noise power \( \sigma^2 = B_{\text{IF}} N_0/2 \) [7], where \( B_{\text{IF}} \) is the two-sided IF filter bandwidth, approximately equals to the sampling frequency \( f_s \) and \( N_0/2 \) is the two-sided noise power spectrum density (PSD) [7].
2.3 Baseband Processing in GNSS Receiver

The fundamental of the baseband processing in GNSS receivers are that of signal acquisition and tracking. The signal acquisition operation provides a coarse estimation of C/A code delay and Doppler frequency for each visible satellite signal in the two-dimensional search area. These signal estimations are used to initiate the tracking process. When delay lock loop (DLL) and PLL are locked, the code shift (pseudorange) and phase measurements are obtained. Then the C/A code sequence and carrier wave can be wiped off from the signal for the navigation data decoding. By using the measurements and the data bits, the receiver calculates the positioning results.

2.3.1 Acquisition

Acquisition process detects the absence or presence of each satellite signals in the two-dimensional searching area as shown in Fig.2.1. A typical range of frequency is ±10 kHz and code delay 1023 chips (or in samples within 1ms code period) for 32 GPS satellites are covered to search for the visible satellite signals [8,9].

![Software GNSS receiver acquisition searching area.](image)

In weak signal environment, when the signal to noise ratio (SNR) requirement (typically -19dB) cannot be satisfied by the inherent spread spectrum gain for signal detection, the integration time in acquisition procedure has to be expanded in
order to achieve the desirable detection SNR. Coherent integration technique [8–10], which represents the integration between the received signal and the local signal replica, produces the best performance in the absence of data bit transition and carrier phase error. However, in a weak signal environment, the required integration time is generally in multiples of one data bit interval (20ms for GPS) and any resulting bit transitions will lead to a significant SNR loss. In addition, due to the ambiguity function characteristics, the Doppler search step should be decreased when coherent integration time increases. Hence, the length of the coherent integration time is limited due to the computational burden and data bit transition consideration. These restrictions severely limit the effectiveness of coherent integration for a weak signal acquisition. To address this issue, the non-coherent integration technique [7, 10], which uses the sum of the squares of the signal, reduces the influence of bit transition and inaccurate carrier phase. However, this square operation amplifies the noise and introduces the so-called squaring loss. Note that the squaring loss increases as non-coherent integration time increases. To overcome these limitations, various algorithms, such as the combination of coherent and non-coherent integration [7], the differential integration [7, 11, 12], and the double differential integration [13], were adopted in a weak signal acquisition.

In a highly dynamic signal environment, one of the biggest challenges in acquisition is the computational complexity. Many works have been done on decreasing the computational load, using techniques such as the code domain parallel with inverse FFT approach [8, 9] and signal down sampling in frequency domain method [14].

At present, the combination of coherent and non-coherent acquisition technique is widely used in real implementation. Fig. 2.2 shows the block diagram of the coherent and non-coherent combing acquisition.

Assuming coherent integration time $T$ is $N$ times code period $T_c$ (1ms for GPS L1 C/A code), the $k^{th}$ coherent integration result after the correlation with the local
signal replica can be written as:

\[
Y_k = \frac{\exp(j\varphi)}{N} \sum_{t=1}^{N} d_l (t - \tau) \sqrt{C} \frac{1}{2T_c} \int_0^{T_c} c(t - \tau) (t - \hat{\tau}) \exp \left(j2\pi\left(f_d - \hat{f}_d\right)\right) dt + \tilde{n}_Y(t)
\]  

where \( \hat{\tau} \) and \( \hat{f}_d \) represent the local estimation of code delay and Doppler frequency. \( \tilde{n}_Y(t) \) is the white Gaussian noise of the correlation result with the variance

\[
\sigma^2_Y = \frac{\sigma^2}{2N} = \frac{N_0}{4NT_c}.
\]  

Then the non-coherent integration operation sums the signal energy for \( M \) times as

\[
D = \sum_{k=1}^{M} E^2 \left[\text{Re} \left(Y_k\right)\right] + E^2 \left[\text{Im} \left(Y_k\right)\right].
\]  

The normalised form of detection variable for the combination of coherent and non-coherent acquisition can be written as:

\[
\tilde{D} = \frac{D}{\sigma_Y^2}
\]  

Figure 2.2: The architecture of coherent and non-coherent combining acquisition.
Under the null hypothesis $H_0$ that the signal is absent or the alternative hypothesis $H_1$ that the signal is present, the detection variable $\bar{D}$ obeys central or non-central $\chi^2$ distribution [7,15]. The $\chi^2$ distribution parameter can be expressed as:

$$\lambda_M = \sum_{k=1}^{M} \frac{E^2[\text{Re}(Y_k)] + E^2[\text{Im}(Y_k)]}{\sigma_Y^2} \approx 2MNT_cC^N_0. \quad (2.7)$$

It is noted that $\lambda_M$ represents the output SNR and the values of $N$ and $M$ can be increased and adjusted to compensate the power loss when the signal is weak.

Given the threshold $\gamma$, the false alarm probability and detection probability of $N$ ms coherent integration combining $M$ times non-coherent accumulation acquisition can be found as [7,15]:

$$P_{fa}(\gamma) = P(\bar{D} > \gamma|H_0) = \exp\left(-\frac{\gamma}{2}\right) \sum_{i=0}^{M-1} \frac{1}{i!}\left(\frac{\gamma}{2}\right)^i \quad (2.8)$$

$$P_{d}(\gamma) = P(\bar{D} > \gamma|H_1) = Q_M\left(\sqrt{\lambda_M}, \sqrt{\gamma}\right) \quad (2.9)$$

where $Q_M(\cdot, \cdot)$ is the generalized Marcum Q function.

In the real implementation, the value of threshold $\gamma$ is obtained by the given false alarm probabilities, such as $10^{-5}$ and $10^{-3}$ [15]. As the examples shown in Fig.2.3 and 2.4, the signal is detected as present or absent according to whether the detection variable passes the threshold or not with $10^{-3}$ false alarm probability. Finally, the estimations of code delay and Doppler frequency can be obtained from the successful peak cell for the subsequent tracking process. Several issues should be considered in the real implementation to improve the acquisition performance: a) non-coherent doesn’t recover the carrier phase only Doppler, b) data bit transitions can be handled many different ways (e.g. removal as most bits are known, or can do bit guessing, etc.), c) sensitivity to cross correlation especially when tracking both weak and strong signals, non-coherent has a much larger bandwidth which results in much larger cross correlation error, d) computational load: e.g. size of coherent vs non-coherent FFT.
Figure 2.3: Coherent \((N = 1)\) and non-coherent \((M = 1)\) combining acquisition result of PRN 14 satellite signal at \(C/N_0 = 43\text{dB-Hz}\) (acquired).

Figure 2.4: Coherent \((N = 1)\) and non-coherent \((M = 1)\) combining acquisition result of PRN 28 satellite signal (not acquired).
2.3.2 Tracking

The traditional GNSS tracking loop is designed to provide the local replica with accurate code phase, carrier phase and carrier frequency, to wipe off the C/A code and carrier wave in order to obtain the navigation data. A typical GNSS tracking loop consists of a DLL for code tracking and a PLL for carrier tracking. Fig. 2.5 illustrates typical baseband code and carrier tracking loops for one receiver channel in the closed loop mode of operation.

![Figure 2.5: Generic GNSS code and carrier tracking loops block diagram.](image)

Both the code and carrier tracking loops share the same loop architecture which typically contains a loop discriminator, a loop filter and a voltage controlled oscillator (VCO) as shown in Fig. 2.6.

The loop discriminator generates the error signal $\varepsilon$ between the loop input $V_{in}$ and output $V_{out}$. The loop filter is used to reduce the in-band noise so as to produce an accurate estimate of the original signal at its output. Based on the filtered error signal, VCO updates the local generated signal $V_{out}$ to follow the input signal $V_{in}$.

**Discriminator output $\varepsilon$**

Both the code and carrier discriminators utilize the correlation results between the local replica and the received signal to obtain their corresponding estimation errors. The dump and integration branches of the early code, late code, and prompt code
Figure 2.6: Generic analog phase lock loop block diagram.

with the in-phase and quadrature carriers at the \(k^{th}\) epoch can be written as [16]:

\[
I_{Pk} = d_k \sqrt{\frac{C}{2}} \text{sinc} \left( \frac{\Delta \omega_k T}{2} \right) R \left( \Delta \tau_k \right) \sin \left( \Delta \omega_k \frac{T}{2} + \Delta \varphi_k \right) + n_{I_{Pk}} \tag{2.10}
\]

\[
Q_{Pk} = d_k \sqrt{\frac{C}{2}} \text{sinc} \left( \frac{\Delta \omega_k T}{2} \right) R \left( \Delta \tau_k \right) \cos \left( \Delta \omega_k \frac{T}{2} + \Delta \varphi_k \right) + n_{Q_{Pk}} \tag{2.11}
\]

\[
I_{Ek} = d_k \sqrt{\frac{C}{2}} \text{sinc} \left( \frac{\Delta \omega_k T}{2} \right) R \left( \Delta \tau_k - \frac{\delta}{2} \right) \sin \left( \Delta \omega_k \frac{T}{2} + \Delta \varphi_k \right) + n_{I_{Ek}} \tag{2.12}
\]

\[
Q_{Ek} = d_k \sqrt{\frac{C}{2}} \text{sinc} \left( \frac{\Delta \omega_k T}{2} \right) R \left( \Delta \tau_k - \frac{\delta}{2} \right) \cos \left( \Delta \omega_k \frac{T}{2} + \Delta \varphi_k \right) + n_{Q_{Ek}} \tag{2.13}
\]

\[
I_{Lk} = d_k \sqrt{\frac{C}{2}} \text{sinc} \left( \frac{\Delta \omega_k T}{2} \right) R \left( \Delta \tau_k + \frac{\delta}{2} \right) \sin \left( \Delta \omega_k \frac{T}{2} + \Delta \varphi_k \right) + n_{I_{Lk}} \tag{2.14}
\]
\[
Q_{Lk} = d_k \sqrt{\frac{C}{2}} \text{sinc} \left( \frac{\Delta \omega_k T}{2} \right) R \left( \Delta \tau_k + \frac{\delta}{2} \right) \cos \left( \frac{\Delta \omega_k T}{2} + \Delta \varphi_k \right) + n_{Lk}^Q
\]

where \( \Delta \tau_k = \tau_k - \hat{\tau}_k \), \( \Delta \omega_k = \omega_k - \hat{\omega}_k \), and \( \Delta \varphi_k = \varphi_k - \hat{\varphi}_k \) represent the errors between the received signals and the local replicas. \( \delta \) is the early-late spacing (typically 1 code chip), and \( n_{I_k}, n_{Q_k}, n_{E_k}, n_{Q_k}^E, n_{L_k}^I, \) and \( n_{L_k}^Q \) are the correlation result between the white Gaussian noise and the local replicas with the variance as in equation (2.4) [16].

In the code tracking loop, the output of the normalized noncoherent early minus late envelope discriminator can be obtained as [8,17]:

\[
\Delta \tau_k = \frac{1}{2} \frac{\sqrt{I_{Ek}^2 + Q_{Ek}^2} - \sqrt{I_{Lk}^2 + Q_{Lk}^2}}{\sqrt{I_{Ek}^2 + Q_{Ek}^2} + \sqrt{I_{Lk}^2 + Q_{Lk}^2}} \approx \Delta \bar{\tau}_k + \eta_k
\]

where \( \Delta \bar{\tau}_k \) is actual code delay estimation error, \( \eta_k \) is the equivalent code error noise with variance [8,17]

\[
\sigma^2_{\eta} = \frac{1}{4TC/N_0} \left( 1 + \frac{1}{4TC/N_0} \right) \tag{2.17}
\]

and \( C/N_0 \) is the carrier to noise ratio (the typical value of \( C/N_0 \) for nominal signal strength is above 40 dB-Hz).

In the carrier tracking loop, the output of the arctangent carrier phase discriminator is: [8,17]:

\[
\Delta \theta_k = \arctan \left( \frac{Q_{Pk}}{I_{Pk}} \right) \approx \Delta \bar{\theta}_k + v_k
\]

where \( \Delta \bar{\theta}_k \) denotes the actual average phase error and \( v_k \) represents the equivalent phase error noise with variance [18,19]

\[
\sigma^2_v = \frac{1}{2TC/N_0} \left( 1 + \frac{1}{2TC/N_0} \right) \tag{2.19}
\]

Filter Design

PIF is commonly used in the traditional tracking loop design [8,9]. Generally, two main parameters, namely, the filter order and the corresponding coefficients, can be
adjusted in the filter design. The filter order determines the system’s capability in tracking signal dynamics [8,9], and the first-, second-, and third-order loops are usually employed to process signals under static, constant velocity dynamic and constant acceleration dynamic environments, respectively. Fig. 2.7 shows the implementation of Fig. 2.6 with three types of PIF [8].

The three loop filters in Fig. 2.7 can be written as:

\[ F_1(s) = w_n \]  
\[ F_2(s) = 2\xi w_n + \frac{w_n^2}{s} \]
Table 2.1: Loop Filter Characteristics

<table>
<thead>
<tr>
<th>Loop order</th>
<th>Noise bandwidth $B_n$(Hz)</th>
<th>Typical values</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>$\frac{w_n}{4}$</td>
<td>$B_n = 0.25w_n$</td>
</tr>
<tr>
<td>Second</td>
<td>$\frac{w_n(1+\xi^2)}{4\xi}$</td>
<td>$\xi=0.707$</td>
</tr>
<tr>
<td>Third</td>
<td>$\frac{w_n(a_n b_n^2+a_n^2-b_n)}{4(a_n b_n-1)}$</td>
<td>$a_n = 1.1$, $b_n = 2.4$, $B_n \approx 0.7845w_n$</td>
</tr>
</tbody>
</table>

\[ F_3 (s) = b_n w_n + \frac{a_n w_n^2}{s} + \frac{w_n^3}{s^2} \] (2.22)

in $s-$domain \[8\]. Moreover, in the traditional continuous-time tracking loop design, VCO in the feedback path of the tracking loop in Fig. 2.7 is modeled as an integrator with the transfer function as \[8\]:

\[ V (s) = \frac{1}{s} \] (2.23)

Therefore, the closed-loop transfer functions for the first-, second-, and third-order analog PLLs can be obtained as:

\[ H_{PIF1} (s) = \frac{w_n}{s + w_n} \] (2.24)
\[ H_{PIF2} (s) = \frac{2\xi w_n s + w_n^2}{s^2 + 2\xi w_n s + w_n^2} \] (2.25)
\[ H_{PIF3} (s) = \frac{b_n w_n s^2 + a_n w_n^2 s + w_n^3}{s^3 + b_n w_n s^2 + a_n w_n^2 s + w_n^3} \] (2.26)

Their loop parameters can be obtained by the predefined values of damping ratio $\xi$ and noise equivalent bandwidth $B_n$, as listed in Table 2.1 \[8\], where $w_n$ is the natural frequency.

The typical methodology to design the loop filter is based on discretization of an analog PLL \[8][9\] since the theoretical and practical aspects of continuous-time PLL and its performance in different situations are well developed. The commonly used transformation formulas from $s$-domain to $z$-domain are bilinear ($s = \frac{2z-1}{T}$), forward Euler ($s = \frac{1-z^{-1}}{T}$), and backward Euler ($s = \frac{1-z^{-1}}{T}$) transformations.
In modern realization of software receivers, the analog PIF is digitized and VCO is replaced by a numerical control oscillator (NCO) as shown in Fig. 2.8. Through forward Euler transformation $s = (z - 1)/T$ (valid only for $B_n \cdot T \ll 1/2$ [20]), the discrete PIFs [9] can be written as [9,21]:

$$F_1 (z) = C_1$$  \hspace{1cm} (2.27)

$$F_2 (z) = C_1 + \frac{C_2}{1 - z^{-1}}$$  \hspace{1cm} (2.28)

$$F_3 (z) = C_1 + \frac{C_2}{1 - z^{-1}} + \frac{C_3}{(1 - z^{-1})^2}$$  \hspace{1cm} (2.29)
and VCO is digitized as a discrete-time integrator with

\[ V(z) = \frac{Tz^{-1}}{1 - z^{-1}} \]  

(2.30)

The closed-loop transfer functions for the first-, second-, and third-order discrete PLLs can be obtained as

\[ H_1(z) = \frac{C_1T}{z + C_1T - 1} \]  

(2.31)

\[ H_2(z) = \frac{C_1Tz - (C_1 - C_2)T}{z^2 + (C_1T - 2)z - (C_1 - C_2)T + 1} \]  

(2.32)

\[ H_3(z) = \frac{C_1Tz^2 + (C_2T - 2C_1T)z - C_2T + C_3T + C_1T}{z^3 + (C_1T - 3)z^2 + (-2C_1T + C_2T + 3)z - C_2T + C_3T + C_1T - 1} \]  

(2.33)

We discretize equations (2.24), (2.25), and (2.26) from the s-domain to the z-domain:

\[ H_{PIF1}(z) = \frac{w_nT}{z + w_nT - 1} \]  

(2.34)

\[ H_{PIF2}(z) = \frac{2\xi w_nTz + w_n^2T^2 - 2\xi w_nT}{z^2 + (2\xi w_nT - 2)z + (w_n^2T^2 - 2\xi w_nT + 1)} \]  

(2.35)

\[ H_{PIF3}(z) = \frac{(b_n w_nT)z^2 + (a_n w_n^2T^2 - 2 b_n w_nT)z + (w_n^2T^3 - a_n w_n^2T^2 + b_n w_nT)}{z^3 + (b_n w_nT - 3)z^2 + (a_n w_n^2T^2 - 2 b_n w_nT + 3)z + (w_n^3T^3 - a_n w_n^2T^2 + b_n w_nT - 1)} \]  

(2.36)

Comparing equations (2.31), (2.32), and (2.33) with equations (2.34), (2.35), and (2.36), the expressions of the discrete PIFs’ parameters are:

**first order**: \( C_1 = w_n \)  

(2.37)

**second order**: \( C_1 = 2\xi w_n \)

\[ C_2 = w_n^2T \]  

(2.38)

**third order**: \( C_1 = b_n w_n \)

\[ C_2 = a_n w_n^2T \]

\[ C_3 = w_n^3T^2 \]  

(2.39)
Feedback process in NCO

Given the filtered tracking errors, i.e., the code delay estimation error in DLL and the carrier phase estimation error in PLL, NCOs update the local estimations to generate C/A code and carrier signals in the new epoch. Typically, the code delay, instead of code frequency, is adjusted in DLL since the C/A code frequency is nearly constant and less affected by the receiver dynamics than the carrier signal. More importantly, the code delay estimation accuracy ultimately determines the positioning performance. The carrier signal updates of NCO in PLL is completely different from that in DLL since the carrier signal is much more sensitive to the receiver dynamics than C/A code. The local generated carrier signal has the form of $\omega_d t + \phi$ that contains Doppler frequency $\omega_d$ and initial phase $\phi$ in every interval. The locally generated signal is obviously not an exact copy of the incoming signal. The strategies that update frequency only or phase only or both the frequency and phase will result in different carrier tracking performance.

As mentioned above, VCO is usually modeled as an integrator and digitized as a discrete NCO through forward Euler transformation [9,21]. The other two transformations, i.e., the backward [18,22] and bilinear [8], also have been used in the discretization procedure. The different transformation may lead to different implementation of the feedback operation in NCO. J.B. Thomas has divided NCO models into two broad categories: the rate-only feedback NCO, and the phase and rate feedback NCO [23, 24]. The analysis indicates that the bilinear transformation is equivalent to the rate-only feedback NCO [23, 24] and backward Euler is equivalent to the phase and rate feedback NCO [20].

In a loop with rate-only feedback NCO, the NCO rate register is updated at the end of the previous accumulation with a value equivalent to the present rate estimate. NCO phase register is left untouched so that NCO phase is continuous from interval to interval [23]. In a loop with phase and phase-rate feedback NCO, the phase is updated by using the phase change from the filter output. The rate register of the NCO is initialized with a rate value equivalent to the phase change and the phase register with a phase value equal to model phase minus one half interval of NCO phase change [23]. These two NCOs can be implemented as single input-NCOs in hardware. In-depth analysis shows that phase and phase rate feedback NCO will usually be discontinuous at the update point because the initial phase at each interval is calculated by propagating the average generated phase of the interval backward.

The above tracking technologies are most frequently used in GNSS receivers. The
improved design and analysis of this conventional tracking loop as well as other advanced
tracking methods will be reviewed next.

2.4 Receiver Tracking Technologies

As the most fragile component of a GNSS receiver, the carrier tracking loop ultimately
determines the overall receiver performance. Carrier signal tracking under the challenging
and stressful environments, where the signal experiences deep fading, blockage, and high
platform dynamics, has received much attention in recent years [25]. Various tracking
techniques, e.g., the scalar tracking, the vector tracking, and the open loop tracking, have
been used and designed to cope with the technical challenges.

2.4.1 Scalar Tracking

In scalar tracking loop, each satellite signal is independently processed by a closed-loop
tracking system. Typically, three tracking approaches: PLL (as presented in Section 2.3),
FLL, and FLL-assisted-PLL are used to track the carrier phase and carrier frequency [8,9,
18,23,26] in GNSS software receiver.

I. Phase locked loop

PLL is the most widely adopted approach in GNSS receivers since the phase discriminator
characteristics and loop filter design are well investigated over the past few decades. Co-
herent phase discriminators were initially used to obtain the phase error signal [8]. Then
non-coherent discriminators were adopted for a weak GNSS signal tracking to avoid the
power loss due to the navigation data transition. A maximum likelihood (ML) phase esti-
mator in the non-coherent tracking architecture was proposed in [27] and a non-coherent
phase memory discriminator for integration time extension was proposed in [28]. Given the
phase error from the above phase discriminators, the corresponding filter designs have been
discussed in many literature as well. PIF, WF, and KF, are commonly used in the existing
literature.

The PIF design follows the transformation of an appropriate continuous-time (s-domain),
analog filter to its corresponding z-domain representation in discrete-time [8,9]. The PIF-
based, digital PLL tracking error analysis in the presence of thermal noise, oscillator noise,
and dynamic stress was presented in [19]. A major limitation of the PIF-based design is that the s-domain to z-domain transformation is only valid when $B_n \cdot T \ll 1/2$. This constraint limits its application in a weak signal and highly dynamic signal processing because a long integration time and a wide bandwidth are required when the signal is weak and highly dynamic. To overcome this limitation, an alternative approach, which directly designs the loop filter in z-domain based on the discrete-time input carrier phase, was proposed in [20, 26, 28]. The well-known, controlled-root method to determine the filter parameters in a digital PLL was first proposed in [23] and subsequently employed in [20] and [28] for GNSS carrier tracking loop design. Reference [26] provides the stability ranges of the discrete-time filter parameters and the corresponding tracking error variance. However, it did not consider the oscillator noise effect, which cannot be neglected under weak signal conditions. In [29–31], the PIF-based PLL is transformed into a state space tracking loop architecture for comparison with the KF-based tracking loop. However, the theoretical tracking accuracy of the resulting state space tracking loop architecture was not investigated.

The WF-based approach is based on the MMSE criteria [32]. It separates the input signal from noise in the frequency domain and is known to have better tracking accuracy than the PIF design [32]. Hence, it has been widely used in GNSS tracking loop applications [16, 18, 33]. References [16, 18] proposed WF filter that tracks carrier signals with thermal and oscillator noises only under static condition. This limitation was addressed in [33] which developed a WF that separated carrier phase dynamics from thermal noise but without including the oscillator noise effects.

Being the optimal filter for unbiased white Gaussian noise in linear systems, KF is widely adopted in phase tracking loop implementations [4, 29, 31, 34, 35]. The signal models used in the KF technique consist of a state space model and a measurement model. The state space model represents the signal of a dynamic process driven by system noise, whereas the measurement model depicts measurements corrupted by thermal noise. There are two typical state space models, namely the error state model and the direct state model, which have both been used in KF-based PLL design [31]. PLLs based on these two models are equivalent and share the same architecture with the PIF-based PLL [29, 31]. By using these models, KF is able to provide the optimal estimates of an input signal corrupted by a white Gaussian noise.
Various efforts have been made to optimize these filters to improve tracking loop performance under weak signal environments [18,19,34,36,37] or for receivers on highly dynamic platforms [38-43], or in environments where both weak signals and highly dynamics exist [44,45]. For the PIF-based tracking loop, an optimal bandwidth can be found by adjusting the filter coefficients with a specified value of $C/N_0$ [46,47]. In [46], an adaptive bandwidth PLL was proposed, which, through comparing the discriminator output with a predefined threshold, allows the system to automatically calculate the optimal loop bandwidth. In order to avoid the computational burden in real time calculation, Reference [47] provides a look up table according to the input $C/N_0$ and some pre-defined platform dynamics (jerk dynamic stress ranging from 0.1 g/s to 1 g/s). In [48] and [49], adaptive KF tracking method has been proposed. It adjusts the KF gains according to $C/N_0$ or the equivalent noise bandwidth. Reference [4] investigated the optimization of the integration time selection for a KF-based design to improve tracking sensitivity of low dynamic signals. The value of $C/N_0$ is required, which is challenging to obtain for a weak signal. In reference [4], the receiver oscillator noise and the thermal noise effects were both taken into consideration. However, the analysis is not applicable to highly dynamic signals and receivers equipped with low quality oscillators.

II. Frequency locked loop

A cycle-slip and a potential loss of phase lock frequently occurred in a PLL due to its vulnerable phase measurement under a weak signal or highly dynamic environment [50]. Hence, a FLL is often employed for carrier signal tracking by neglecting absolute phase error and permitting relative phase rotation of the received signal and the local carrier replica under some challenging environments with both severe fading and highly dynamics [3,8,17,51].

Much efforts have been devoted to the frequency estimator/discriminator design and analysis. References [3] and [51] investigated the characteristics and inherent nonlinearity of the different coherent frequency discriminators such as the arctangent and cross product frequency discriminators. They also provided the expressions of the noise equivalent bandwidth in the presence of thermal noise. However, when the receiver operates in weak signal conditions, the coherency of the carrier phase between epochs can not be guaranteed. To achieve better frequency estimation, the non-coherent frequency discriminators,
which only use the absolute signal power instead of the difference between successive carrier phase measurements, have been introduced in the frequency tracking. A new type of non-coherent frequency discriminator was proposed in [52], which implemented the so called 'F-correlator'. Reference [53] analyzed the statistics of the non-coherent frequency discriminator and derived the corresponding tracking jitter. Reference [54] applied the discrete time Fourier transform (DTFT) to obtain a maximum likelihood (ML) frequency estimation. Reference [55] applied the cost function of the maximum likelihood estimation (MLE) technique to derive an iterative frequency discriminator.

Similar to PLL, filter design in the FLL has been discussed widely in the literature as well. The conventional method that transfers the analog FLL to the digital FLL to obtain the PIF parameters [8] is exactly the same as that of a traditional PLL design. Different from the traditional PIF design, reference [3] applied the controlled-root method [23] to design the loop filter in the z-domain directly. Reference [30] presented the KF design method based on the frequency error measured from two successive carrier phase difference. References [56] and [57] presented the Extended Kalman Filter (EKF) frequency tracking scheme based on the frequency error measured from the absolute signal power. Reference [58] proposed a noniterative filter-based MLE algorithm to reduce the computational burden of iterative MLE method.

It is known that the oscillator noise has effects on both the carrier phase and frequency tracking accuracy [4]. The oscillator noise accumulates as integration time increases, which also degrades the frequency tracking performance in weak signal processing [4]. Besides, the measurement noise from two successive carrier phase difference is not a white noise [3]. This effect will degrade the tracking performance in KF-based FLLs as well. However, the detailed analysis of these effects and the advanced design of FLL to handle these effects have not been studied yet.

III. Frequency-assisted-phase locked loop

Reference [5] shows that PLL is superior to FLL with better tracking accuracy under a high $C/N_0$ and a low dynamic environment. While, a well-designed FLL will outperform a well-designed PLL tracking threshold under dynamic stress conditions but at the cost of a low measurement accuracy. To improve the robustness and tracking ability of the carrier signal tracking, the combination of FLL and PLL measurements, which is known as FLL-assisted-PLL, has been used in carrier tracking loop design. The PIF-based dual loop tracking
architecture with the arctangent frequency and phase discriminator outputs was designed and analyzed in [5]. Monte Carlo simulation shows that this FLL-assisted-PLL design approach provides the best features when the $C/N_0$ is above the PLL tracking threshold [5]. The optimum PIF parameters of FLL-assisted-PLL are investigated in [59] to improve the tracking performance under highly dynamic environment. Reference [60] adopts the similar PIF design approach as [5] to design FLL-assisted-PLL but with the different frequency error measurement, where frequency error is measured from the difference of the two correlator outputs. Reference [61] combined the KF design and PIF design in FLL-assisted-PLL, where the KF estimates the frequency rate and feeds this information back to the PIF-based PLL. Reference [62] presented a pure KF design method that utilizes both the frequency and phase arctangent discriminator outputs in FLL-assisted-PLL. Reference [62] proposed an unambiguous frequency-aided PLL (UFA-PLL) for a high-dynamic signal tracking.

2.4.2 Vector Tracking

Vector tracking loop is a closed-loop architecture that utilizes the inherent coupling characteristic between different satellites and the correlation of signal tracking and positioning. This inter-channel aiding characteristic enables vector tracking loop to achieve better tracking performance with weak signals and highly dynamic signals as compared to the traditional scalar tracking loop.

Vector tracking was first proposed in [63] and the structure of vector delay lock loops (VDLL) was used to combine the code tracking among different channels. The result reveals that VDLL is superior to traditional scalar DLL. In carrier signal tracking, the vector tracking loop utilizes observations from all available channels to estimate carrier phase or Doppler frequency of each individual channel. Multicarrier vector phase locked loop (MC-VPLL) combined traditional PLL technique was proposed in [64], where the orthogonal projection method was used to determine the optimal filter parameters in order to eliminate clock and atmospheric errors. Vector frequency locked loop (VFLL) assisted VPLL for carrier phase tracking was presented in [65]. The results demonstrated that better performance of carrier phase tracking in degraded signal environment can be achieved by using this algorithm. In [66,67], a vector delay frequency lock loop (VDPLL) architecture was implemented in the navigation processor, and replaces the traditional scalar tracking loops completely which allows tracking weak signals with $C/N_0$ as low as 10 dB-Hz. The combined approach of the
block processing and centralized VDFLL was utilized in [68] for robust indoor navigation. Reference [69] is also a vector tracking implementation with the additional improvement of an inertial measurement unit. It tracks fully coherent well below 10 dB-Hz.

Dr Lashley has published many valuable papers in this area [70–77]. A method for making a valid comparison between VDFLL and scalar tracking loops was developed in [71]. In the comparison, the traditional scalar tracking loop is characterized by loop bandwidth and order, while the KF in VDFLL is characterized by process and measurement noise. The improvement in vector tracking over scalar tracking ranges from 2.4 to 6.2 dB in various scenarios. Two different formulations of VDFLL, such as position-state and pseudo-range-state formulations, were presented in [72] and were demonstrated equivalent to each other. Reference [74] explored the tracking ability of VDFLL in weak and highly dynamic tracking and demonstrated that the VDFLL is able to operate through 2g and 4g turns at $C/N_0$ of 16dB-Hz.

Nevertheless, the vector-tracking loop is vulnerable due to the inter-dependence of all tracking channels. Vector tracking is sensitive to faults because a fault occurring in one channel could propagate to the other channels. To solve this issue, the effectiveness of vector-tracking in signal faded environments was investigated in [78]. Reference [79] proposed an adaptive vector-tracking loop based on both the linear local filter and adaptive navigation filter. Results show that when the satellite signals are weak, the adaptive vector-tracking loop performs better as compared to the conventional vector-tracking loop. A review of internal operations of the vector architecture and integrity study of the vector loops was presented in [80] and the receiver autonomous integrity monitoring (RAIM) scheme in vector tracking loop was proposed to address the fault detection issue [81, 82]. Recently, a novel vector tracking with a moving horizon estimation (MHE) approach to enhance the vector tracking robustness by incorporating constraints was proposed in [83]. Simulation results show that MHE-based vector tracking is more robust to environment change than the traditional KF-based vector tracking.

### 2.4.3 Open Loop Tracking

Both scalar and vector tracking architecture can be classified as closed-loop tracking where the local estimations are updated based on the feedback information. The difference between the system input and output is gradually reduced through the feedback process. However,
when the signal is extremely weak, the loss-of-lock probably occurs through the feedback operation from the incorrect system output. In contrast to closed-loop feedback process, open loop control system neither measured nor feedback the system output for comparison with the reference input. Therefore, loss-of-lock and system stability are not major problems in open loop control systems [84].

Open loop technique was originally used to process radio occultation signals [85–88] in GNSS receivers. It has been found that the open loop tracking has good performance due to its inherent stability. Subsequently, the open loop tracking is adopted for weak GNSS signal processing. The batch processing technique is widely used in the open loop tracking and has greatly improved the tracking robustness as compared to the traditional closed-loop receiver architecture [89, 90].

The stability in the open loop is guaranteed but at the cost of a low estimation accuracy and a high computational complexity. A proper combination of open-loop and closed-loop controls may give a satisfactory overall system performance. The quasi-open loop architecture has been proposed in [89] as the transition architecture between open- and closed-loop to improve the stability and accuracy. The quasi-open loop that uses zoom fast fourier transform (FFT) approach could reduce the computational complexity of the standard FFT computation by computing the correlation of the area around the peak [91]. The novel quasi-open loop architecture works with three different rates was proposed in [92], which allows the higher flexibility and freedom in loop filter design.

In carrier signal tracking, reference [93] proposed the circular data processing tools to track the GNSS signals phase in a phase open loop (POL), especially in the case of multi-channel signal architecture. Reference [94] proposed POL for phase and frequency tracking, where the long integration time is used by suppressing the temporal correlation in strong noise environment. The open loop tracking with FFT-based frequency discriminators was proposed in [95] for weak signal tracking. Reference [96] proposed and characterized the open loop tracking schemes for fine frequency estimation.

In summary, the vector tracking and the open loop tracking are more capable, robust, and stable in dealing with high attenuation and highly dynamic signals than the scalar carrier tracking loop. To improve the scalar carrier tracking loop design, both of the frequency and phase estimations should be accurately estimated and updated in NCO model since they jointly determine the carrier tracking performance. This is difficult to design and implement in the traditional carrier tracking loop design since it only considers the relationship
between single-input and single-output. Therefore, the multi-input multi-output tracking architecture in state space design is useful to satisfy such an advanced design requirement. The general state space design process will be discussed in the following section to provide the theoretical foundation for state space-based GNSS carrier tracking loop design.

2.5 General State Space Design Process

Conventional design methods of a control system, such as the root locus and frequency response methods, are useful for dealing with single-input single-output systems [97]. They are based on the input-output relationship, or transfer function, of the system. A modern control system may have multiple inputs and outputs, and some of them may be interrelated in complex ways. For analysis and optimal controller design of multiple-input multiple-output systems, the state space method is more suitable [97].

Given a system model, the design of a control system involves the design of a controller \( u_k \) to control the plant to follow the desired trajectory. The design process for a state feedback control system is depicted in Fig. 2.9. It includes the following steps: 1). Modeling a plant; 2). Designing and analyzing a controller for the plant; 3). Designing the state estimator.

![State feedback design paradigm](image)

Figure 2.9: State feedback design paradigm in control system.

The plant model for a discrete time system can be represented as [97]:

\[
x_{k+1} = Ax_k + Bu_k + n_k
\]  

(2.40)

\[
z_k = Hx_k + v_k
\]  

(2.41)
where

\[ \mathbf{x}_k \in \mathcal{R}^{n \times 1} \] is the state vector
\[ \mathbf{z}_k \in \mathcal{R}^{m \times 1} \] is the measurement vector
\[ \mathbf{n}_k \in \mathcal{R}^{n \times 1} \] is the system noise vector
\[ \mathbf{v}_k \in \mathcal{R}^{m \times 1} \] is the measurement noise vector
\[ \mathbf{A} \in \mathcal{R}^{n \times n} \] is the system transition matrix
\[ \mathbf{H} \in \mathcal{R}^{m \times n} \] is the measurement matrix

and \( \mathbf{B} \) is an operator that maps the controller \( u_k \) to the plant. The matrix \( \mathbf{B} \) should be chosen to make the pair \((\mathbf{A}, \mathbf{B})\) controllable; thus the system state can transition from an arbitrary initial value to any desired value in a finite time period regardless of the controller \[97\].

To design the controller \( u_k \) for a closed-loop control system, the feedback strategy can be adopted and \( u_k \) is typically chosen as:

\[ u_k = \mathbf{Kx}_k \] (2.42)

where \( \mathbf{K} \) is the state feedback gain matrix. To ensure the stability of the control system, \( \mathbf{K} \) should be designed to make eigenvalues of \((\mathbf{A} + \mathbf{BK})\) less than 1. The pole placement approach can be adopted to make the eigenvalues of \((\mathbf{A} + \mathbf{BK})\) at the desired locations, such as the origin in a typical control system design \[97\].

Finally, the design process the state feedback is accomplished by using the actual state variables if the state variables are measurable. However, \( \mathbf{x}_k \) may not be available in reality. In this case, we construct a state estimator (e.g. KF) as follows:

\[ \dot{\mathbf{x}}_{k+1} = \mathbf{A}\dot{\mathbf{x}}_k + \mathbf{Bu}_k + \mathbf{L}_k(\mathbf{z}_{k+1} - \hat{\mathbf{z}}_{k+1}) \] (2.43)

where

\[ \hat{\mathbf{z}}_{k+1} = \mathbf{H}\dot{\mathbf{x}}_{k+1} \] (2.44)

(2.45)

In this case, the estimated state variables \( \dot{\mathbf{x}}_k \) instead of the actual state variables \( \mathbf{x}_k \) are used by the controller in equation \[2.42\] to control the plant. It is noted that besides
KF, many other filter techniques and estimation approaches, such as the least squares estimation (LSE) [32] and the moving horizon estimation (MHE) [98], could be used to design the state estimator. Among these designs, the state estimations in KF and MHE are adjusted according to the state model and the measurement, which can be classified as a model-based design process. When knowledge of the state model is available, KF and MHE may lead to a more superior design of the complex dynamic systems.

In summary, the state feedback control system design is characterized by the three gain matrices, i.e., the plant operator matrix $B$, the state feedback gain matrix $K$ and the state estimator gain matrix $L$. The design of the plant operator matrix $B$ is to ensure controllability, which is a necessary condition for placing the closed-loop pole locations [97]. The procedure for determining the state feedback gain matrix $K$ is to select suitable locations for all closed-loop poles so that the effects of the disturbances can be minimized with sufficient speed [97]. The design of state estimator gain matrix $L$ is to extract the actual state information from the noisy measurement for state feedback control. The overall system performance is determined by the choice of these three gain matrices. Hence, the design of the control system involves the design of $B$, $K$, and $L$ and this design approach can be applied for the subsequent phase and frequency tracking loop designs.
Chapter 3

State feedback/state estimator design for phase tracking loop\textsuperscript{2}

The previous chapter presented the state feedback/state estimator design process for closed control system design. This chapter will apply the state space design methodology in phase tracking loop design.

3.1 System Model

The following state space system model:

\[
\begin{align*}
    x_{k+1} &= A_P x_k + n_k \quad (3.1) \\
    z_k &= H_P x_k + v_k \quad (3.2)
\end{align*}
\]

is widely applied for GNSS carrier signal tracking loop design \textsuperscript{31}, where the platform dynamics, oscillator noise, and thermal noise effects can be incorporated into these models.

3.1.1 State model

The state vector $x_k$, which describes the received carrier signal on dynamic platforms at the $k^{th}$ epoch, can be expressed as a 2-state or a 3-state vector as follows:

$$
2 - \text{state}: x_k = \begin{bmatrix} \varphi_k \\ \omega_k \end{bmatrix}^T \\
3 - \text{state}: x_k = \begin{bmatrix} \varphi_k \\ \omega_k \\ \dot{\omega}_k \end{bmatrix}^T
$$

(3.3)

(3.4)

where $\varphi_k$ is the initial fractional phase in rad, $\omega_k$ is carrier frequency in rad/s, and $\dot{\omega}_k$ is the frequency rate in rad/s$^2$.

The system transition matrix $A_P$ in phase tracking loop has the following forms [30] [99]:

$$
2 - \text{state}: A_P = \begin{bmatrix} 1 & T \\ 0 & 1 \end{bmatrix} \\
3 - \text{state}: A_P = \begin{bmatrix} 1 & T & \frac{T^2}{2} \\ 0 & 1 & T \\ 0 & 0 & 1 \end{bmatrix}
$$

(3.5)

(3.6)

where $T$ represents the coherent integration time (typically 1ms for GPS L1 CA signals).

The vector $n_k$, representing the system intrinsic noise, typically includes the oscillator noise effect in the RF front-end and the random walk process due to the platform dynamics in GNSS applications [4]. Its covariance matrix $Q_P$ are dependent on receiver platform dynamics [4][18]:

$$
2 - \text{state}: Q_P = \begin{bmatrix} \sigma_{\varphi}^2 & \sigma_{\omega\varphi}^2 \\ \sigma_{\omega\varphi}^2 & \sigma_{\omega}^2 \end{bmatrix} = (2\pi f_L)^2 \begin{bmatrix} Tq_{\varphi} + \frac{T^3}{3} q_{\omega} \\ \frac{T^2}{2} q_{\omega} \\ Tq_{\omega} \end{bmatrix}
$$

(3.7)

$$
3 - \text{state}: Q_P = \begin{bmatrix} \sigma_{\varphi}^2 & \sigma_{\omega\varphi}^2 & \sigma_{\omega\dot{\omega}}^2 \\ \sigma_{\omega\varphi}^2 & \sigma_{\omega}^2 & \sigma_{\omega\dot{\omega}}^2 \\ \sigma_{\omega\dot{\omega}}^2 & \sigma_{\omega\dot{\omega}}^2 & \sigma_{\omega}^2 \end{bmatrix} = (2\pi f_L)^2 \begin{bmatrix} Tq_{\varphi} + \frac{T^3}{3} q_{\omega} + \frac{T^4}{8} q_{\dot{\omega}} \\ \frac{T^2}{2} q_{\omega} + \frac{T^4}{8} q_{\dot{\omega}} \\ Tq_{\omega} + \frac{T^3}{6} q_{\dot{\omega}} + \frac{T^4}{8} q_{\dot{\omega}} \end{bmatrix}
$$

(3.8)

In equations (3.7) and (3.8), $f_L$ is the carrier frequency ( $f_L = 1575.42MHz$ for the GPS L1 signal), $q_{\varphi}$ and $q_{\omega}$ represent the power spectral density of the carrier phase noise and carrier frequency noise due to the local oscillator, respectively. Given the oscillator $h$-parameters
$h_0$ and $h_{-2}$, the spectral densities $q_\varphi$ and $q_\omega$ are obtained as follows [4,18]:

$$q_\varphi = \frac{h_0}{2}$$  \hspace{1cm} (3.9)  \\
$$q_\omega = 2\pi^2 h_{-2}.$$  \hspace{1cm} (3.10)

The values of the oscillator $h$-parameters depend on the type of oscillator used in receivers. In GNSS applications, temperature-compensated oscillators (TCXO) and oven-controlled oscillators (OCXO) are commonly used [6,8]. Two receiver front-ends, one with a low quality oscillator (LQO) similar to that of a TCXO, while the other has a high quality oscillator (HQO) similar to that of an OCXO, will be used in analysis and simulation validation in this thesis. Their $h$-parameters are set as $h_0 = 1 \times 10^{-21} (s^2/Hz)$, $h_{-2} = 2 \times 10^{-20} (1/Hz)$ for the receiver front-end with LQO, and $h_0 = 6.4 \times 10^{-26} (s^2/Hz)$, $h_{-2} = 4.3 \times 10^{-23} (1/Hz)$ for the receiver front-end with HQO, respectively. These values are similar to typical values that can be found in [4,18]. Additionally, the parameter $q_a$ in equation (3.8) denotes the power spectral density of the random walk process due to the LOS platform acceleration with the unit of $m^2/s^5$ [4] and $c$ is the speed of light ($3 \times 10^8 m/s$). When the receiver is static or moving with a nearly constant velocity, $q_a$ should be set to 0 and the 3-state model degenerates to a 2-state model. When the receiver is moving with a nearly constant acceleration, $q_a$ should be set to a small value. For receivers on more dynamic platforms where the LOS acceleration may change in the receiver-satellite LOS direction over short range, where the maximum changes over a sampling period $T$ should be on the order of $\sqrt{q_a T}$ [100]:

$$\sqrt{q_a T} \propto j_M T$$  \hspace{1cm} (3.11)

where $j_M$ is maximum LOS jerk. A practical range for $\sqrt{q_a T}$ is [100]:

$$0.5j_M T \leq \sqrt{q_a T} \leq j_M T$$  \hspace{1cm} (3.12)

Note that $j_M T$ should be relatively small compared to the actual acceleration levels. Thus, by using this relationship we can set the corresponding value of $q_a$ according to the empirical knowledge of the platform’s dynamics. Several values of $q_a$, i.e., $q_a = 0 m^2/s^5$, $q_a = 0.1 m^2/s^5$, and $q_a = 10 m^2/s^5$ are used to represent the static, low dynamic, and high dynamic scenarios in the subsequent sections. Assuming that $T = 1 ms$ for the normal signal tracking and according to equation (3.12), the corresponding values for $j_M$ are $10 m/s^3$ and
$100m/s^3$ for the low and high dynamic scenarios, respectively. A maximum $10m/s^3$ jerk probably occurs in a car or a train. A maximum $100m/s^3$ jerk probably occurs in the high dynamic platforms, such as airplane and aircraft. Therefore, the values of $q_a = 0m^2/s^5$, $q_a = 0.1m^2/s^5$, and $q_a = 10m^2/s^5$ represent the receiver mounted at the static locations, low dynamic platforms, such as car and train, and high dynamic platforms, such as airplane and aircraft, respectively. Additionally, $q_a$ with the value even larger than $10m^2/s^5$ can be used for the ionosphere scintillation scenario where the phase fluctuates at rapid speed.

### 3.1.2 Measurement model

Although in real world applications, there are various error sources, such as interference \[101\], ionospheric scintillation \[102\], and time-correlated clock errors \[103\], that corrupt and distort carrier phase measurements, only white Gaussian thermal noise effects are considered in the analysis presented here. The measurement noise is assumed to be uncorrelated with the system noise. In this thesis, we use the simplest measurement model to illustrate the general design process in the state space framework. If a more sophisticated signal model that considers the interference, ionospheric scintillation and clock errors is available, it can be included in the design process. The carrier phase $\theta_k$ of the received signal, which includes the average input signal phase $\bar{\theta}_k$ during the integration time $T$ and the white Gaussian noise, $v_k$, can be described as

$$\theta_k = \bar{\theta}_k + v_k = H_P x_k + v_k$$

(3.13)

where $H_P$ is the measurement matrix \[99\]:

\[
\begin{align*}
2 - state : H_P &= \begin{bmatrix} 1 & \frac{T}{2} \end{bmatrix} \\
3 - state : H_P &= \begin{bmatrix} 1 & \frac{T}{2} & \frac{T^2}{6} \end{bmatrix}.
\end{align*}
\]

(3.14)

(3.15)

Let the vector $\hat{x}_k$ to denote the local estimate of $x_k$. The average phase $\hat{\theta}_k$ of a local generated signal can be expressed as:

$$\hat{\theta}_k = H_P \hat{x}_k.$$  

(3.16)

Since $\theta_k$ cannot be directly measured, the phase error $\Delta \theta_k = \theta_k - \hat{\theta}_k$ is used as the
measurement in real implementations. From (3.13) and (3.16), we have:

$$\Delta \theta_k = H_P \Delta x_k + v_k$$  (3.17)

where $\Delta x_k = (x_k - \hat{x}_k)$. $\Delta \theta_k$ is the average phase error which contains all the estimated state errors, i.e., the initial phase error, the frequency error, and the frequency rate error if the frequency rate is considered. This average phase error can be obtained from the phase discriminator, see equation (2.18). Generally, the two-quadrant or four-quadrant arctangent carrier phase discriminators are adopted in generic receiver design for the signals with and without navigation message modulations due to their linear characteristic in the range of $-90^\circ$ to $90^\circ$ and $-180^\circ$ to $180^\circ$, respectively [8]. The noise variance $\sigma_v^2$ of $v_k$ in an arctangent discriminator output is given as [18,19]

$$R = \sigma_v^2 = \frac{1}{2TC/N_0} \left(1 + \frac{1}{2TC/N_0}\right)$$  (3.18)

The typical value of $C/N_0$ for nominal signal strength is above 40dB-Hz.

### 3.2 State Space Design For Phase Tracking Loop

Fig 3.1 shows the block diagram of the closed phase tracking loop in the GNSS receiver.

![Figure 3.1: Closed-loop phase tracking architecture in GNSS software receiver.](image)

Assuming that the local reference generator is controlled by the input signal, $u_k$, then
the local signal generated by the local reference generator can be expressed as:

\[ \hat{x}_{k+1} = A_P \hat{x}_k + Bu_k. \] (3.19)

Subtracting (3.19) from (3.1) and letting \( \Delta x_{k+1} = x_{k+1} - \hat{x}_{k+1} \), we have the error state plant model as:

\[ \Delta x_{k+1} = A_P \Delta x_k - Bu_k + n_k \] (3.20)

The objective of the tracking loop is to drive \( \Delta x_k \) towards zero. It can be achieved if we select

\[ u_k = K \Delta x_k \] (3.21)

such that \( A_P - BK \) has all its eigenvalues within the stability region. Since, \( \Delta x_k \) is not directly measurable, but it has to be estimated from the phase error measurement \( \Delta \theta_k \) (equation (3.17)), equation (3.21) is then replaced by

\[ u_k = K \Delta \hat{x}_k. \] (3.22)

with a state estimator of the form:

\[ \Delta \hat{x}_{k+1} = A_P \Delta \hat{x}_k - Bu_k + L \left( \Delta \theta_{k+1} - H_P (A_P \Delta \hat{x}_k - Bu_k) \right) \] (3.23)

where \( L \) is the estimator gain matrix.

Substituting equation (3.22) into (3.23), the error estimation can be obtained as:

\[ \Delta \hat{x}_{k+1} = (I - LH_P) (A_P - BK) \Delta \hat{x}_k + L \Delta \theta_{k+1}. \] (3.24)

Finally, this estimation is input to the local reference generator, and using equations (3.19) and (3.22), the local signal can be generated as:

\[ \hat{x}_{k+1} = A_P \hat{x}_k + BK \Delta \hat{x}_k. \] (3.25)

The above equation shows that the state feedback tracking loop design is characterized by the three gain matrices, i.e., the plant input matrix \( B \), the state feedback gain matrix \( K \), and the state estimator gain matrix \( L \). The design of these matrices will be discussed next.
3.3 B, K, and L Matrices Design Considerations

3.3.1 B and K design

The state estimation in equation (3.19) is updated by the control signal $u_k$. B should satisfy the following condition to guarantee the system controllability [97]:

$$\text{rank}[B|A_PB|...|A_p^{n-1}B] = n$$  \hspace{1cm} (3.26)

where $n$ is the state dimension.

To ensure the system stability, $\hat{x}_{k+1}$ should follow the variation of the received signal $x_{k+1}$; therefore, $\Delta x_{k+1}$ should converge to zero. Hence, the matrices B and K should satisfy the following condition [97]

$$|\text{eig}(A_PB - BK)| < 1.$$  \hspace{1cm} (3.27)

Clearly, $A_PB - BK$ with different eigenvalues will lead to different system responses. On the one hand, we desire the closed loop control system to reach steady state value with the minimum possible settling time. On the other hand, the system should also be designed without steady-state error and with minimal ripples between the sampling instants. This is the so-called deadbeat response design in control theory which can be achieved by forcing the eigenvalues of the matrix $A_PB - BK$ to be zeros [97]

$$\text{eig}(A_PB - BK) = 0.$$  \hspace{1cm} (3.28)

More importantly, this deadbeat response design simplifies the error dynamic of (3.24) so that the corresponding state estimation update method is similar to those in the literature [30].

Taking the 2-state system as an example, there are six possible choices of B:

$$\begin{bmatrix} 1 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \end{bmatrix}, \text{and} \begin{bmatrix} 1 \\ 0 \\ 0 \\ 1 \end{bmatrix}$$  \hspace{1cm} (3.29)

depending whether $u_k$ is a scalar or a $2 \times 1$ vector.
A straightforward controllability analysis shows that only $B = [1; 1]$ and $B = [1, 0; 0, 1]$ are acceptable. This is because for $B = [1; 0]$ and $[0, 0; 0, 1]$, the rank of $[B \mid A \mid P \mid B]$ is 1, which indicates uncontrollable systems. For $B = [0; 1]$ and $[1, 0; 0, 1]$, the rank of $[B \mid A \mid P \mid B]$ is 2 only when the value of $T$ is nonzero, which is indeed the case for a GNSS tracking loop. However, for $B = [0; 1]$ and $[0, 0; 0, 1]$, it is not possible for $x_k$ to transit from an arbitrary state to a desired state in one step. Finally, for $B = [1; 0]$ and $[0, 0; 0, 1]$, it is not possible for $x_k$ to transit from an arbitrary state to a desired state in one step. For $B = [1; 1]$ and $[1, 0; 0, 1]$, $[B \mid A \mid P \mid B]$ is full rank, regardless of the value of $T$, and hence the system is completely controllable. Therefore, $B = [1; 1]$ and $[1, 0; 0, 1]$ are the only candidates associated with controllable systems for the scalar and vector controller $u_k$, respectively. It should be noted that indeed $B = [1, 0; 0, 1]$ was adopted in [48] although detailed explanation was not provided.

To ensure the closed-loop matrix $A_P - BK$ has all its eigenvalues at the origin, the well-known pole placement approach [97] was applied to derive the matrix $K$ as follows:

$$K = \begin{cases} \begin{bmatrix} \frac{1}{T} & 2 - \frac{1}{T} \\ 1 & T \\ 0 & 1 \end{bmatrix}, & \text{for } B = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \\ \begin{bmatrix} 1 & T \\ 0 & 1 \end{bmatrix} \text{ or } \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, & \text{for } B = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \end{cases}$$

(3.31)

and the corresponding closed-loop matrix is:

$$A_P - BK = \begin{cases} \begin{bmatrix} 1 - \frac{1}{T} & T - 2 + \frac{1}{T} \\ -\frac{1}{T} & -1 + \frac{1}{T} \\ 0 & 0 \\ 0 & 0 \end{bmatrix}, & \text{for } B = \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \text{ and } K = \begin{bmatrix} \frac{1}{T} & 2 - \frac{1}{T} \end{bmatrix} \\ \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, & \text{for } B = I, \text{ and } K = A_P \\ \begin{bmatrix} 0 & T \\ 0 & 0 \end{bmatrix}, & \text{for } B = I, \text{ and } K = I \end{cases}$$

(3.32)

Equation (3.32) shows that for $K = \begin{bmatrix} \frac{1}{T} & 2 - \frac{1}{T} \end{bmatrix}$ and $B = [1; 1]$, the values of $K$ and $A_P - BK$ become very large in GNSS tracking loops since the typical value of $T$ is 1ms for normal signal tracking (around 44dB-Hz) in GNSS applications. Therefore, the error state is accumulated and amplified by this gain through equations (3.22) and (3.24). Such a situation should be avoided in control system design. According to (3.24) and (3.32), for $B = I$ and $K = I$, the error state estimation becomes a first-order Gauss-Markov process, with which an inaccurate prior estimation will affect the present estimates. This effect
will be eliminated in 2 sampling periods, since \((\mathbf{A}_p - \mathbf{B}\mathbf{K})^2 = 0\). For the case \(\mathbf{B} = \mathbf{I}\) and \(\mathbf{K} = \mathbf{A}_p\), equation \((3.24)\) reduces to \(\Delta \mathbf{x}_{k+1} = \mathbf{L} \Delta \theta_{k+1}\), hence the integrator action in the estimator is eliminated and the estimation error will not be accumulated. Hence, the desired state could be achieved instantly. A similar conclusion can be derived for the 3-state case.

Although this thesis focuses on a general design framework and fundamental performance analysis, practical implementation feasibility and constraints should still be taken into consideration for the proposed schemes. One such practical issue concerns the implementation of the local reference generator, which corresponds to the NCO in the traditional tracking loop. In a traditional PLL, the loop filter output is used for a NCO to update its carrier phase and carrier frequency (phase-rate) registers. In a PLL with rate-only feedback NCO, the NCO rate register is updated, but the NCO phase register is left untouched, while in a PLL with phase and phase-rate feedback NCO, both the rate and phase registers are updated, based on the single input from the loop filter output \([20, 23, 24]\). Therefore, if \(\mathbf{u}_k\) is selected as a scalar variable and \(\mathbf{B}\) is set to \([0; 1]\) or \([1; 1]\), the local reference generators effectively correspond to the so-called traditional rate-only feedback NCO or phase and rate feedback NCO. These selections correspond to the single-input systems and were preferred in practical design due to their simplicity. The above analysis on controllability and stability presented in this paper leads to the recommendation of a two-input system, which requires carrier phase and phase-rate updated with respect to their corresponding corrections from the two-input variables. While the two-input system imposes certain limitations on practical implementations, such limitations are diminishing as the receiver design trend becomes more software-defined. The same argument applies to the multi-input NCO model challenges in the 3-state system. If we assume that the NCO is implemented in software, then the 3-state variables: \(\hat{\varphi}, \hat{\omega},\) and \(\hat{\dot{\omega}}\) can be used to generate the carrier signals. However, if traditional designs implement only the single-input NCOs where the phase and phase-rate registers for some practical reasons, then some conversions from multi-input to single-input, as well as some approximations between the frequency-rate (\(\hat{\dot{\omega}}\)) register, and phase-rate register are needed.

Finally, substituting \(\mathbf{B} = \mathbf{I}\) and \(\mathbf{K} = \mathbf{A}_p\) into equations \((3.19)\), \((3.22)\), and \((3.24)\), the local reference generator output can be obtained as

\[
\dot{\mathbf{x}}_{k+1} = \mathbf{A}_p \dot{\mathbf{x}}_k + \mathbf{A}_p \mathbf{L} \Delta \theta_k
\]  

(3.33)
where \( L \) is the estimator gain, and it determines the state estimation performance.

### 3.3.2 Estimator Gain Matrix \( L \)

The estimator gain matrix \( L \) will be analyzed for three filter designs commonly used in practical PLL implementations: PIF, WF, and KF. The PIF and WF can be classified as a traditional single-input single-output system based on the transfer function from scalar phase input to scalar phase output. KF is based on the state and the measurement models in state space, which can be classified as a model-based design. For PIF and WF, we obtain their gain matrix \( L \) through their corresponding closed loop transfer function, while for KF, its gain matrix is derived according to the state and measurement models.

The closed-loop transfer function in the state feedback phase tracking loop with \( B = I \), \( K = A_P \) can be obtained as

\[
F(z) = \frac{\hat{\theta}_k}{\theta_k} = \frac{H_P(zI - A_P)^{-1}A_PL}{1 + H_P(zI - A_P)^{-1}A_PL}.
\]  

(3.34)

Let \( L \) take the following forms for the 2- and 3-state model respectively:

\[
2 - \text{state} : L = \begin{bmatrix} \alpha & \beta \end{bmatrix}^T
\]  

(3.35)

\[
3 - \text{state} : L = \begin{bmatrix} \alpha & \beta & \gamma \end{bmatrix}^T.
\]  

(3.36)

Their corresponding closed-loop transfer functions can be written as:

\[
F_2(z) = \frac{(\alpha + \frac{3T^2}{2} \beta) z - (\alpha + \frac{T}{2} \beta)}{z^2 + (\alpha + \frac{3T^2}{2} \beta - 2) z + (-\alpha - \frac{T}{2} \beta + 1)}
\]  

(3.37)

and

\[
F_3(z) = \frac{(7T^2 \gamma + 9T \beta + 6\alpha) z^2 + (-2T^2 \gamma - 12T \beta - 12\alpha) z + T^2 \gamma + 3T \beta + 6\alpha}{6z^3 + (7T^2 \gamma + 9T \beta + 6\alpha - 18) z^2 + (-2T^2 \gamma - 12T \beta - 12\alpha + 18) z + T^2 \gamma + 3T \beta + 6\alpha - 6}
\]  

(3.38)
Proportional integral filter

PIF is based on the discretization of analog PLL [8,9], and both the practical and theoretical aspects of analog PLL and their performances under various conditions are well developed. The implementation of Fig. 3.1 using second-order and third-order analog PLLs with PIF is shown in Fig 3.2. Their loop parameters can be obtained by the predefined values of damping ratio and noise equivalent bandwidth, as listed in Table 2.1 [8]. Here, we denote $w_p$ as the natural frequency in phase tracking loop and it can be calculated by the predefined value of phase tracking loop bandwidth $B_N$.

![Figure 3.2: Analog PLL. (a) Second order. (b) Third order.](image)

The closed-loop transfer functions for the second- and third-order PLLs can be obtained as

$$H_{PIF_2}(s) = \frac{2\xi w_p s + w_p^2}{s^2 + 2\xi w_p s + w_p^2} \quad (3.39)$$

$$H_{PIF_3}(s) = \frac{b_n w_p s^2 + a_n w_p^2 s + w_p^3}{s^3 + b_n w_p s^2 + a_n w_p^2 s + w_p^3} \quad (3.40)$$

By using the forward Euler transformation $s = (z - 1)/T$ (valid only for $B_N \cdot T \ll 1/2$ [20]),
we discretize equations (3.39) and (3.40) from the $s$-domain to the $z$-domain as:

$$H_{PIF_2}(z) = \frac{2\xi w_p T z + w_p^2 T^2 - 2\xi w_p T}{z^2 + (2\xi w_p T - 2) z + (w_p^2 T^2 - 2\xi w_p T + 1)}$$

(3.41)

$$H_{PIF_3}(z) = \frac{(b_n w_p T) z^2 + (a_n w_p^2 T^2 - 2b_n w_p T) z + (w_p^3 T^3 - a_n w_p^2 T^2 + b_n w_p T)}{z^3 + (b_n w_p T - 3) z^2 + (a_n w_p^2 T^2 - 2b_n w_p T + 3) z + (w_p^3 T^3 - a_n w_p^2 T^2 + b_n w_p T - 1)}$$

(3.42)

Comparing (3.37) and (3.38) with (3.41) and (3.42), we obtain the estimator gain matrix $L$ for the 2-state and 3-state state feedback tracking loops, respectively:

$$L_{PIF_2} = \begin{bmatrix} \alpha \\ \beta \end{bmatrix} = \begin{bmatrix} 2\xi w_p T - \frac{3}{2} w_p^2 T^2 \\ w_p^2 T \end{bmatrix}$$

(3.43)

$$L_{PIF_3} = \begin{bmatrix} \alpha \\ \beta \\ \gamma \end{bmatrix} = \begin{bmatrix} (11 w_p^3 T^3 - 9a_n w_p^2 T^2 + 6b_n w_p T) / 6 \\ -2w_p^3 T^2 + a_n w_p^2 T \\ w_p^3 T \end{bmatrix}.$$  (3.44)

Wiener filter

A WF computes a statistical estimate of $\hat{\theta}_k$ of the input signal $\theta_k$ which is corrupted by additive noise $v_k$ in the sense of minimizing $E[(\theta_k - \hat{\theta}_k)^2]$ [18, 32]. A WF transfer function is obtained by spectral factorization of the auto-correlation functions $S_\theta$ and $S_\theta$ of discrete signal $\bar{\theta}_k$ and $\theta_k$ in $z$-domain.

$$S_\theta (z) = Y(z)Y(z^{-1})$$

(3.45)

$$H_{WF} (z) = \frac{\hat{\theta}_k}{\theta_k} = \left[ \frac{S_\theta(z)}{Y(z^{-1})} \right]_+ + \frac{1}{Y(z)}$$

(3.46)

where $[]_+$ represents the part of the partial fraction expansion of its argument whose poles are inside the unit circle [32]. Appendix A shows the derivation of the second- and third-order WF transfer functions based on this process:

$$H_{WF_2} (z) = \frac{(2 - z_0 - z_1) z + z_0 z_1 - 1}{z^2 - (z_0 + z_1) z + z_0 z_1}$$

(3.47)

$$H_{WF_3} (z) = \frac{(3 - z_0 - z_1 - z_2) z^2 + (z_0 z_1 + z_0 z_2 + z_1 z_2 - 3) z + 1 - z_0 z_1 z_2}{z^3 + (-z_0 - z_1 - z_2) z^2 + (z_0 z_1 + z_0 z_2 + z_1 z_2) z - z_0 z_1 z_2}$$

(3.48)
where \( z_0, z_1 \) and \( z_2 \) are determined by the signal and noise characteristics, and their expressions can be found in Appendix A.

Comparing (3.47) and (3.48) with the closed-loop transfer functions of the state feedback tracking loop in equations (3.37) and (3.38), the estimator gain matrix \( L \) for the 2-state and 3-state state phase tracking loops respectively can be obtained as:

\[
L_{WF2} = \begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
= \begin{bmatrix}
\frac{1+z_0+z_1-3z_0z_1}{2} \\
\frac{1-z_0(1-z_1)}{T}
\end{bmatrix}
\tag{3.49}
\]

\[
L_{WF3} = \begin{bmatrix}
\alpha \\
\beta \\
\gamma
\end{bmatrix}
= \begin{bmatrix}
\frac{(z_0+z_1+z_2)+2(z_0z_1+z_0z_2+z_1z_2)+2-11z_0z_1z_2}{6} \\
\frac{1-(z_0z_1+z_0z_2+z_1z_2)+2z_0z_1z_2}{T^2} \\
\frac{1+(z_0z_1+z_0z_2+z_1z_2)-z_0z_1z_2-(z_0+z_1+z_2)}{T^2}
\end{bmatrix}
\tag{3.50}
\]

**Kalman filter**

A KF estimates the error state \( \Delta \hat{x}_k \) based on the given measurement \( \Delta \theta_k \). A KF estimator should be independent of the controller and its matrix \( L \) should minimize the quadratic form \( \chi^T E \left[ (\Delta x_k - \Delta \hat{x}_k)(\Delta x_k - \Delta \hat{x}_k)^T \right] \chi \), where \( \chi \) is an arbitrary \( n \times 1 \) vector. Referring to the error state model in equation (3.20), the measurement model in equation (3.17), and also the state estimator in equation (3.23), the estimation error can be obtained as:

\[
\varepsilon_{k+1} = \Delta x_k - \Delta \hat{x}_k = (I - L_{k+1} H P) A_P \varepsilon_k + (I - L_{k+1} H P) n_k - L_{k+1} v_{k+1}.
\tag{3.51}
\]

The error state estimation error’s covariance matrix \( W_{k+1} = E \left[ \varepsilon_{k+1} \varepsilon_{k+1}^T \right] \) is:

\[
W_{k+1} = (I - L_{k+1} H P) (A_P W_k A_P^T + Q_P) (I - L_{k+1} H P)^T + L_{k+1} R L_{k+1}^T.
\tag{3.52}
\]

Defining

\[
N_{k+1} = A_P W_k A_P^T + Q_P
\tag{3.53}
\]

and expanding equation (3.52), we have:

\[
W_{k+1} = N_{k+1} + U_{k+1} (R + H P N_{k+1} H_P^T) U_{k+1}^T - N_{k+1} H_P^T (R + H P N_{k+1} H_P^T)^{-1} H_P N_{k+1}
\tag{3.54}
\]

where

\[
U_{k+1} = L_{k+1} - N_{k+1} H_P^T (R + H_P N_{k+1} H_P^T)^{-1} H_P N_{k+1}.
\tag{3.55}
\]
Hence the quadratic form $\chi^T W_{k+1} \chi$ is a minimum when $U_{k+1} = 0$. Thus, KF gain matrix can be obtained as:

$$L_{k+1} = N_{k+1} H_P^T \left( R + H_P N_{k+1} H_P^T \right)^{-1}$$  \hspace{2cm} (3.56)

and the corresponding $W_{k+1}$ is:

$$W_{k+1} = (I - L_{k+1} H_P) N_{k+1}.$$  \hspace{2cm} (3.57)

The above analysis shows that the KF gain $L_{k+1}$ is the the gain matrix that minimizes $\chi^T W_{k+1} \chi$ regardless of the matrices $B$, $K$ and the controller $u_k$. However, the error state estimator is only a subsystem of the control system, see Fig.3.1. To obtain the performance of the overall closed system with this error state estimator, we apply $B = I$, $K = A_P$ and $u_k = K \Delta \hat{x}_k$ into equation (3.19):

$$\hat{x}_{k+1} = A P \hat{x}_k + A P \Delta \hat{x}_k.$$  \hspace{2cm} (3.58)

The full state estimation variance can be derived from (3.1) and (3.58):

$$E \left[ (x_{k+1} - \hat{x}_{k+1}) (x_{k+1} - \hat{x}_{k+1})^T \right] = A_P W_k A_P^T + Q_P = N_{k+1}.$$  \hspace{2cm} (3.59)

Equation (3.59) shows that a minimal $W_k$ corresponds to a minimal quadratic form $\chi^T E \left[ (x_{k+1} - \hat{x}_{k+1}) (x_{k+1} - \hat{x}_{k+1})^T \right] \chi$; therefore the gain matrix $L_{k+1}$ in equation (3.56) not only minimizes the error state estimation errors but also the full state estimation errors. Since $\chi$ is an arbitrary $n \times 1$ vector, we may choose $\chi = H_P^T$:

$$\chi^T E \left[ (x_{k+1} - \hat{x}_{k+1}) (x_{k+1} - \hat{x}_{k+1})^T \right] \chi = H_P E \left[ (x_{k+1} - \hat{x}_{k+1}) (x_{k+1} - \hat{x}_{k+1})^T \right] H_P^T$$

$$= E[|\hat{\theta}_k - \hat{\theta}_k|^2].$$  \hspace{2cm} (3.60)

As a result, with $B = I$, $K = A_P$, and $u_k = K \Delta \hat{x}_k$ and the KF gain matrix $L_{k+1}$, the overall closed phase tracking loop operates at the MMSE tracking performance.

In the KF implementation, the gain update process is operated in two stages; namely, the transient and the steady-state stage. Given an initial error covariance matrix $W_0$, $L_{k+1}$ will converge to the constant optimal gain matrix as the system transits from the transient-state to the steady-state. Letting $L_{KF} = \lim_{k \to \infty} L_{k+1}$ denotes the steady-state KF gain. To obtain $L_{KF}$, we first solve the following discrete algebraic Riccati equation (DARE) to get
the steady-state covariance matrix $N_\infty$

$$A_P N_\infty A_P^T - A_P N_\infty H_P^T (H_P N_\infty H_P^T + R)^{-1} H_P N_\infty A_P^T + Q_P - N_\infty = 0. \tag{3.61}$$

Substituting $N_\infty$ into equation (3.56), we obtain the numerical solutions of $L_{KF}$.

Discussions and analysis

The gain matrix for PIF, WF, and KF provides a powerful analysis tool for their corresponding designs and performances. In the PIF design, the values of $L_{PIF}$ in equations (3.43) and (3.44) are primarily determined by the values of $BN$ and $T$ as shown in Table 2.1. Adjusting the value of $BN$ is the most effective way to obtain the desired performance for nominal signal tracking, i.e., increasing $BN$ allows fast convergence in the transient-state and decreasing $BN$ achieves better tracking accuracy in the steady-state. For weak signal tracking, the value of $T$ should be increased to compensate for the power loss through coherent or non-coherent accumulations [4,34]; in this case the value of $BN$ should also be adjusted accordingly. In practice, the values of $BN$ and $T$ are typically chosen based on the empirical guidelines which do not provide rigorous analysis under different signal conditions.

In the WF design, $L_{WF}$ is a function of the characteristic roots as shown in equations (3.49) and (3.50), where the locations of these roots are uniquely determined by the signal and noise characteristics. Since the value of $L_{WF}$ is related to the signal model, with this optimal gain, the WF-based tracking loop could achieve MMSE tracking performance in the steady-state by design, which is superior compared to the heuristic nature of the PIF-based tracking loop.

In the KF design, $L_{KF}$ is calculated from an iterative operation and determined by the system characteristic matrices $A_P$, $H_P$, $Q_P$ and $R$. With this gain the KF-based tracking loop could achieve the MMSE performance with both the error state and full state estimation.

Since WF and KF both generate estimations to minimize $E[(\hat{\theta}_k - \tilde{\theta}_k)^2]$ under the assumption of white Gaussian noise in the time-invariant linear systems, is it possible that $L_{WF}$ and $L_{KF}$ are equivalent? If they are, then we may use $L_{WF}$ as the closed form representation of steady-state $L_{KF}$. To investigate the relationship between $L_{WF}$ and $L_{KF}$ and the impact of the systematic characteristic matrices $A_P$, $H_P$, $Q_P$ and $R$ on the gain matrices $L_{WF}$ and $L_{KF}$, we compare the analytical solutions of $L_{WF}$ with numerical solutions.
of $L_{KF}$ under various settings. In all calculations, we set $C/N_0 = 14\text{dB-Hz}$ and assume that either the data have been wiped off on the data channel or the pilot channel signals are used. The integration time $T$ varies from 1ms to 1000ms. The LQO and HQO are considered and several values of the dynamic parameter $q_a$, i.e., $q_a = 0m^2/s^5$, $q_a = 0.1m^2/s^5$, and $q_a = 10m^2/s^5$ are used to represent the static, low dynamic, and high dynamic scenarios, respectively. The numerical solutions for $L_{KF}$ (circles) and the analytical solutions (lines) for $L_{WF}$ are plotted and depicted in Fig. 3.3 to Fig. 3.5.
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Figure 3.3: The variations of $\alpha$ and $\beta$ in $L_{KF}$ and $L_{WF}$ for different integration times and oscillator qualities in a 2-state phase tracking loop under static conditions.

1). The values of $L_{WF}$ perfectly match with those of $L_{KF}$, demonstrating that the analytic expressions of the derived $L_{WF}$ indeed mirrors the $L_{KF}$ behavior. This confirms
3-state tracking loop gain with $q_a=0.1m^2/s^5$

![3-state tracking loop gain with $q_a=0.1m^2/s^5$](image)

Figure 3.4: The variations of $\alpha$, $\beta$, and $\gamma$ in $L_{KF}$ and $L_{WF}$ for different integration time and oscillator qualities in a 3-state phase tracking loop under low dynamic conditions when $q_a = 0.1m^2/s^5$.

that WF and KF are equivalent under the white Gaussian noise assumption in a time-invariant linear system.

2). From the perspective of system noise, the values of $\alpha$ and $\beta$ are higher for the receiver with LQO than those with HQO. This indicates that the system modelling error with a good quality oscillator is smaller than that of a poor quality oscillator. Therefore, more weight should be given to estimation from system prediction for receivers with HQOs.

3). From the perspective of measurement noise, increasing the value of $T$ effectively reduces the measurement noise especially when the signal is weak. However, there is a limit to the effective range of $T$ values. The figures show that as $T$ increases from 1ms to 100ms, the loop gain parameters values are increased monotonically. For $T > 200$ ms,
the gain parameters subsequently decreases before reaching a steady level. Therefore, the filter gain and the integration time are not always positively correlated. Moreover, long time integration will cause some problems. For example, the oscillator phase noise is accumulated with a longer integration time and the small errors of frequency estimation may lead to the signal correlation loss. Hence, it is better to combine an appropriate integration time with a well-designed filter to achieve equivalent or better tracking performance.

4). From the perspective of signal dynamics, the dynamic parameter $q_a$ has a greater influence on the value of $\gamma$ in $L_{KF}$ and $L_{WF}$. From Fig. 3.4 and Fig. 3.5, it can be observed that the value of $\gamma$ increases drastically as $q_a$ increases, while the values of $\alpha$ and $\beta$ are less

Figure 3.5: The variations of $\alpha$, $\beta$, and $\gamma$ in $L_{KF}$ and $L_{WF}$ for different integration time and oscillator qualities in a 3-state phase tracking loop under high dynamic conditions when $q_a = 10m^2/s^5$. 
affected. For the special case $q_0 = 0m^2/s^5$, comparison of the $Q_P$ matrix in equations (3.7) and (3.8), shows that the 3-state model degrades to the 2-state model when $\gamma = 0$. Hence, $\gamma$ determines the ability of the filter to track dynamic signals. For the static scenario shown in Fig.3.3, the value of $\alpha$ reaches its steady state level when $T$ is about 600ms for a receiver with HQO, while for a receiver with LQO, $\alpha$ reaches its steady state level when $T$ is about 100ms. The reason is that increasing $T$ in the receiver with LQO is not as effective as that of HQO due to the larger oscillator noise. While the opposite cases are presented in the dynamic scenarios as shown in Fig.3.4 and Fig.3.5 indicating that the receivers with HQO are more sensitivity to platform dynamics than that with LQO.

3.4 Closed Form Performance Indicators and Performance Analysis

In this section, the closed form expressions of phase tracking loop performance indicators in terms of error covariance and mean error for the state feedback/state estimator representation of carrier tracking loops are derived. The tracking performance of the different tracking designs, (i.e., PIF, WF and KF designs) under various operating situations, with varying signal strength, platform dynamics, and oscillator qualities will be compared and analyzed. In addition, the 3-sigma phase error rule will be applied to characterize the admissible range of the loop parameters for tracking loop design implementation.

3.4.1 Tracking Performance Indicators

The most frequently used performance indicators for the GNSS applications are the expectation and the variance of the state estimation errors. In this section, we derive closed-form expressions of the corresponding performance indicators for the phase tracking loop with $B = I$, $K = A_P$, and different gain matrix representations of PIF, WF, and KF implementations.

Tracking error variance

Denote $P_{k+1}$ as the tracking error covariance matrix at the $(k+1)^{th}$ epoch:

$$
P_{k+1} = E \left[ (x_{k+1} - \hat{x}_{k+1})(x_{k+1} - \hat{x}_{k+1})^T \right].
$$

(3.62)
Substituting the received and local generated signal in equations (3.1) and (3.33) into (3.62), we have

\[
P_{k+1} = A_P (I - LH_P) P_k (I - LH_P)^T A_P^T + Q_P + A_P L R (A_P L)^T
\]  

(3.63)

When \( k \) approaches infinity, the system reaches the steady-state, \( P_{k+1} = P_k \). Denoting the steady-state error covariance as \( P_X \), for a given estimator gain matrix \( L \), the closed-form expression of \( P_X \) can be obtained by solving equation (3.63). \( L \) can be \( L_{PIF} \), \( L_{WF} \) and \( L_{KF} \), and the corresponding \( P_X \) is denoted as \( P_{PIF} \), \( P_{WF} \) and \( P_{KF} \), can be obtained accordingly. Note that \( L_{WF} \) is equivalent to \( L_{KF} \), and \( P_{WF} \) is identical to \( P_{KF} \) which converges to \( N_\infty \) (see equation (3.59)). For the 3-state tracking model, the main diagonal elements \( P_X \) represent the instantaneous estimation error for initial carrier phase, frequency, and frequency rate, respectively. The remaining elements of \( P_X \) denote the error covariance between the state variables. The error variance of the overall average phase over an integration time \( T \) can be obtained as

\[
p_\bar{\theta} = E \left[ (\bar{\theta}_{k+1} - \hat{\theta}_{k+1})^2 \right] = H_P E \left[ (x_{k+1} - \hat{x}_{k+1}) (x_{k+1} - \hat{x}_{k+1})^T \right] H_P^T = H_P P_X H_P^T.
\]  

(3.64)

Substituting equation (3.63) into (3.64), it can be seen that \( p_\bar{\theta} \) is related to system characteristics, such as oscillator error, platform dynamics, signal \( C/N_0 \), and signal frequency \( f_L \). Equation (3.64) also provides a quantitative relationship between the phase tracking accuracy and design parameters, such as \( T \) or \( BN \) (if \( L_{PIF} \) is adopted).

**Dynamic stress steady-state error**

When the receiver platform acceleration \( a_k \neq 0 \) m/s\(^2\), a steady-state error will occur in the 2-state phase tracking loop. Similarly, when the receiver platform jerk \( j_k \neq 0 \) m/s\(^3\), a steady-state error will occur in the 3-state phase tracking loop. Here, we derived the dynamic stress error in the phase tracking loops for the dynamic scenarios having constant acceleration or constant jerk. To reflect this dynamic, we add an input dynamic vector \( d_k \) to the system model and obtain:

\[
x_{k+1} = Ax_k + n_k + Md_k
\]  

(3.65)
where $d_k$ represents the platform LOS acceleration $a_k$ in the 2-state phase tracking loop or LOS jerk $j_k$ in the 3-state phase tracking loop:

$$d_k = \begin{cases} a_k (m/s^2) & \text{2-state} \\ j_k (m/s^3) & \text{3-state} \end{cases}$$

$M$ is an operator that maps the dynamic input vector $d_k$ to the state vector, $M$ for phase tracking has the corresponding forms:

$$M_P = \begin{bmatrix} \frac{2\pi f_L T^2}{c} & \frac{2\pi f_L T}{c} \\ \frac{2\pi f_L T^3}{6} & \frac{2\pi f_L T^2}{2} & \frac{2\pi f_L T}{c} \end{bmatrix}^T.$$ (3.68)

Thus the average state error at $(k+1)^{th}$ epoch can be expressed as

$$E(x_{k+1} - \hat{x}_{k+1}) = A_P (I - LH_P) E(x_k - \hat{x}_k) + M_P d_k.$$ (3.70)

Denoting $e_X = \lim_{k \to \infty} E(x_{k+1} - \hat{x}_{k+1})$ as the steady-state error, we have

$$e_X = (I - A_P (I - LH_P))^{-1} M_P d_k.$$ (3.71)

The steady-state dynamic stress phase error can be expressed as

$$e_{\bar{\theta}} = \lim_{k \to \infty} E(\bar{\theta}_{k+1} - \hat{\theta}_{k+1}) = H_P e_X = H_P [I - A_P (I - LH_P)]^{-1} M_P d_k.$$ (3.72)

It can be seen that $e_{\bar{\theta}}$ is related to platform dynamics. Equation (3.72) also provides the quantitative relationship between the dynamic stress error and design parameters, such as $T$ or $BN$ (if $L_{PIF}$ is adopted).

### 3.4.2 Performance Analysis

The 3-sigma phase jitter can be expressed as:

$$3\sigma_{PLL} = 3\sqrt{\bar{\sigma}^2 + e_{\bar{\theta}}}$$ (3.73)

In traditional PLL design, a conservative rule of thumb requires that the 3-sigma phase
Jitter does not exceed one-fourth of the phase pull-in range of the PLL discriminator [8]. For the two-quadrant arctangent and four-quadrant discriminators in data and pilot channels, the tracking error should satisfy the following conditions respectively [8]:

\[ \sigma_{PLL} = \sqrt{p_\theta} + \frac{e_\theta}{3} \leq 15^\circ \text{ or } 30^\circ. \]  

(3.74)

We can observe that \( \sigma_{PLL} \) is related to the users’ dynamic, signal strength, oscillator quality, and loop parameters. Therefore, to satisfy the above conditions, the loop parameters, should be carefully designed to adapt to different environments to avoid loss of lock.

To compare the performance of these designs and to investigate the admissible range of the loop parameters under the different signal strengths, platform dynamics, and oscillator conditions, the value of \( \sigma_{PLL} \) with a 15° or 30° locked range of the phase tracking loops are plotted in Fig.3.6 to Fig.3.9. In our analysis, the value of \( C/N_0 \) is varied from 10dB-Hz to 44dB-Hz and the oscillators are chosen either as LQO or HQO. Several dynamic situations, i.e., \( a_k = 0m/s^2 \) and \( a_k = 1m/s^2 \) in the 2-state phase tracking loops, \( j_k = 0m/s^3 \) and \( j_k = 1m/s^3 \) in the 3-state phase tracking loops are considered, respectively. Since the navigation data period for GPS L1 signal is 20ms, the integration time used in carrier tracking loop is typically less than 20ms to avoid data bit transition. Here we assume that the data have been wiped off for the data channel or the pilot channel signals are used and the value of \( T \) varies from 1ms to 1000ms. The value of \( BN \cdot T \) is set at 0.3 in PIF-based phase tracking loop, and the value of \( q_a \) is set at 0.1m²/s⁵ in the 3-state model. The curves in Fig.3.6-3.9 represent the locus of \( (T,C/N_0) \) where the tracking error is 15° or 30°. Some conclusions can be drawn from these figures.

i). If there is no dynamic stress error, the 2-state and 3-state phase tracking loop results are shown in Fig.3.6 and Fig.3.7 respectively. For the same \( C/N_0 \), the admissible range of \( T \) in the receiver with HQO is wider than that of the receiver with LQO, due to the better clock characteristics for all phase tracking loop designs. Furthermore, the 15° and 30° locked range of the tracking loops with \( LWF \) and \( LKF \) are wider than that of the loop with \( LPIF \), since both \( LWF \) and \( LKF \) are the optimal gains in the sense of MMSE, which ensures better tracking accuracy.

ii). If dynamic stress error exists, such as the velocity changes with a rate of 1m/s² in the 2-state phase tracking loop, as shown in Fig.3.8 or the acceleration changes with a rate of 1m/s³ in the 3-state phase tracking loop, as shown in Fig.3.9, the admissible range of \( T \)
Figure 3.6: $\sigma_{PLL}$ in 2-state phase tracking loops for various receiver oscillator qualities and tracking loop designs without dynamic stress error ($a = 0 m/s^2$)

Figure 3.7: $\sigma_{PLL}$ in 3-state phase tracking loops for various receiver oscillator qualities and tracking loop designs without dynamic stress error ($j = 0 m/s^3$)

Figure 3.8: $\sigma_{PLL}$ in 2-state phase tracking loops for various receiver oscillator qualities and tracking loop designs with dynamic stress error ($a = 1 m/s^2$)

Figure 3.9: $\sigma_{PLL}$ in 3-state phase tracking loops for various receiver oscillator qualities and tracking loop designs with dynamic stress error ($j = 1 m/s^3$)
is decreased, as can be seen by comparing Fig. 3.6 and Fig. 3.7. This observation indicates that using a shorter integration time may increase the dynamic tracking ability, but at the cost of tracking sensitivity. Additionally, the 15° and 30° locked range of the phase tracking loops with \( L_{WF} \) and \( L_{KF} \) are decreased substantially when dynamic stress error occurs as compared to the loop with \( L_{PIF} \), as can be seen in Fig. 3.8 and Fig. 3.9. The reason is that PIF uses a model-free approach, where the filter parameters are designed according to the empirical values, but WF/KF is a model-based approach, where the filter is designed according to the system noise characteristic. As such, WF/KF results in a narrower equivalent bandwidth which is able to eliminate the system noise more effectively but at the cost of dynamic adaptability. It is known that the components \( \alpha \) and \( \beta \) in \( L_{WF} \) and \( L_{KF} \) are mainly determined by the oscillator characteristic, and \( \gamma \) is mainly determined by the dynamic parameter \( q_a \). Hence, the design of \( L_{WF} \) and \( L_{KF} \) with poor oscillator quality results in large values of \( \alpha \) and \( \beta \). In this case, the tracking loop with LQO parameters is more robust than that of HQO parameters when the dynamic stress error exists, as can be seen in Fig. 3.8. However, a different result arises when \( \gamma \) is introduced in 3-state phase tracking loops with \( L_{WF} \) and \( L_{KF} \), as shown in Fig. 3.9. With almost the same value of \( \gamma \), the tracking sensitivity of the loop with HQO is higher than that of the receiver with LQO due to the smaller oscillator noise.

In summary, \( \sigma_{PLL} \) in equation (3.74) provide the admissible range of the loop parameters under various operating situations, with varying signal strength, platform dynamics, and oscillator qualities. If \( d_k \) is non-zero, there will be a bias, such as \( e_\theta \) in phase tracking loop that degrades the tracking performance. To avoid the performance degradation caused by the dynamic stress error, additional state should be included in the state model to account for this unknown constant bias. For example, under the constant acceleration where \( d_k = a_k \neq 0 \text{ m/s}^2 \), there will be a bias in 2-state phase tracking loop, while 3-state phase tracking loop is unbiased because the additional state \( \dot{\omega}_k \) is used to estimate this bias. In this thesis, we assume that \( d_k \) is zero for simplicity. To further improve the tracking performance, the loop parameters that minimize \( p_\theta \) will be discussed in the following section.
3.5 Optimization: Minimum Average Phase Tracking Error Variance Criteria

Analysis presented in Section 3.4 shows that the error variance, $\bar{p}_\theta$, is determined by signal strength, platform dynamics, receiver oscillator, and tracking loop gain matrix $L$. The signal characteristics, which are determined by the external factors, can not be controlled. However, the gain matrix $L$, is determined by the design specifications, such as the value of integration time $T$ and equivalent noise bandwidth $BN$ (if PIF is adopted), and can be optimized to improve the tracking accuracy. According to the analysis in Section 3.4, the minimum tracking error variance could be achieved if the appropriate value of $T$ is selected for each specified signal strength and dynamics in the phase tracking loops with PIF, WF, and KF designs. Similarly, the optimal value of $BN$ could also be obtained which enables higher tracking accuracy in the PIF-based phase tracking loop. Therefore, the objective in this section is to investigate the optimal parameters that minimize the value of $p_\theta$ in three PLL designs employing PIF, WF, and KF for GPS L1 signals.

In the optimization procedure, several typical situations: weak and strong signal strength ($C/N_0 = 10 \sim 44$dB-Hz), low and highly dynamics ($q_a = 0, 0.1, 1, 10, 100, 1000m^2/s^5$), LQO and HQO effects are considered. The value of $T$ varies from 1ms to 1000ms in PIF-, WF-, and KF-based phase tracking loops and the maximum value of $BN \cdot T$ is set at 0.5 in PIF-based phase tracking loop. Under these given conditions, the optimal values of $T$, $T_{opt}$, can be obtained by minimizing $p_\theta$ in the PIF-, WF-, and KF-based phase tracking loops accordingly. Besides, the values of $BN_{opt}$ for a PIF-based phase tracking loop can be obtained by dividing the $BN \cdot T$ that minimizes $p_\theta$ by $T_{opt}$ as well. With these optimal loop parameters, the minimum phase tracking error variance, $p_{\theta_{min}}$, in these three phase tracking loops could be investigated and compared. The corresponding values of $T_{opt}$, $\sqrt{p_{\theta_{min}}}$, and $BN_{opt}$ are plotted in Fig. 3.10-3.13 accordingly.

For a static receiver as shown in Fig. 3.10, the phase tracking error is dominated by thermal noise and oscillator noise and $T_{opt}$ should be chosen to balance them. The followings can be observed from Fig. 3.10:

i). The value of $T_{opt}$ increases as the signal $C/N_0$ decreases especially when the $C/N_0$ is low.

ii). $T_{opt}$ for the receiver with a HQO is larger than that of the receiver with a LQO. The higher oscillator quality results in a $\sim 9$dB improvement in tracking sensitivity if $15^\circ$
Figure 3.10: $T_{opt}$ and $\sqrt{P_{\theta_{min}}}$ versus $C/N_0$ for both high and low receiver oscillator qualities for 2-state phase tracking loop with PIF, WF, and KF designs under the static condition.

iii). For $T_{opt}$ and $\sqrt{P_{\theta_{min}}}$ the difference between PIF- and WF/KF- based phase tracking loops are barely noticeable, which indicates that based on the same cost function, i.e., minimizing $p_{\theta}$, there is only one optimal design regardless of the specific filter design.

For a receiver on a dynamic platform, the effects of oscillator noise are not as significant as for a static receiver, and $T_{opt}$ is chosen to balance the dynamic and the thermal noise effect in phase tracking loop design. Fig. 3.11 and Fig. 3.12 show that:

i). The oscillator noise effect becomes less important when the dynamics is increased. $T_{opt}$ and $\sqrt{P_{\theta_{min}}}$ for receivers with LQO and HQO gradually overlap for both the low and highly dynamic cases, as the $C/N_0$ decreases.

ii). As the dynamic increases, $T_{opt}$ decreases while $\sqrt{P_{\theta_{min}}}$ increases. In a receiver with HQO at 10dB-Hz signal strength, a WF/KF-based PLL operating with $T_{opt}$ at a $\sim$80ms could obtain a $\sim$ 50° MMSE performance under low dynamic conditions, while under highly
Figure 3.11: $T_{\text{opt}}$ and $\sqrt{p_{\text{θmin}}}$ versus $C/N_0$ for both high and low receiver oscillator qualities for 3-state phase tracking loop with PIF, WF, and KF designs under the low dynamic condition ($q_a = 0.1m^2/s^5$).

Table 3.1: Theoretical PLL tracking sensitivities with thresholds of 15° (data channel) and 30° (pilot channel) values for static, low, and high signal dynamics, both high and low receiver oscillator qualities, and the optimal PIF-, WF-, and KF-based phase tracking loop designs (unit: dB-Hz)

<table>
<thead>
<tr>
<th>$q_a(m^2/s^5)$</th>
<th>LQO PIF/WF/KF</th>
<th>HQO PIF/WF/KF</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>22/15</td>
<td>13/6</td>
</tr>
<tr>
<td>0.1</td>
<td>23/17</td>
<td>21/15</td>
</tr>
<tr>
<td>1</td>
<td>24/18</td>
<td>23/17</td>
</tr>
<tr>
<td>10</td>
<td>26/19</td>
<td>25/19</td>
</tr>
<tr>
<td>100</td>
<td>27/21</td>
<td>27/21</td>
</tr>
<tr>
<td>1000</td>
<td>29/23</td>
<td>29/23</td>
</tr>
</tbody>
</table>

Note: */* represent the corresponding phase tracking loop sensitivity with respect to 15°/30° threshold;
dynamic conditions $T_{opt}$ is $\sim 50 \text{ms}$, and the corresponding minimum phase tracking error is $\sim 80^\circ$, indicating that higher dynamic limits integration times, degrades tracking accuracy, as well as tracking sensitivity.

iii). The minimum tracking errors in PIF-based phase tracking loops are slightly larger than that in WF- and KF-based phase tracking loops under both low and highly dynamic conditions. As was discussed in Section 3.3, for $L_{PIF}$, its components, $\alpha$, $\beta$, and $\gamma$, are determined by the values of $BN$ and $T$, while for $L_{WF}$ and $L_{KF}$, their $\alpha$ and $\beta$ are mainly determined by the oscillator $h$-parameters and $T$, and $\gamma$ is determined by $q_a$ and $T$. The value of $\gamma$ is coupled with $\alpha$ and $\beta$ in $L_{PIF}$, but is independent of $\alpha$ and $\beta$ in $L_{WF}$ and $L_{KF}$. This allows a higher degree of freedom in the WF- and KF-based phase tracking loop designs. Hence, PIF-based phase tracking loop only achieves a sub-optimal performance, while the optimizations of WF- and KF-based phase tracking loops can realize the MMSE performance.
Figure 3.13: $BN_{opt}$ dependency on $C/N_0$ for static, low, and high signal dynamics, both high and low receiver oscillator qualities in the PIF-based phase tracking loop.

Fig.3.13 shows that:

i). $BN_{opt}$ increases as the signal $C/N_0$ increases.

ii). $BN_{opt}$ in a receiver with LQO is wider than that in a receiver with HQO.

iii). $BN_{opt}$ increases as receiver dynamics increase. These trends are opposite to that of $T_{opt}$ in Fig.3.10-3.12. This is because for a stronger signal, a shorter integration time is needed, so a larger loop bandwidth can be accommodated to handle the higher dynamics and the larger oscillator noises.

Tracking sensitivity refers to the tracking capability of the weak signal in GNSS receiver. Here, we assume that the tracking loop could maintain lock when the tracking error is below the tracking threshold, such as $15^\circ$ for data channel and $30^\circ$ for pilot channel. The tracking sensitivity represents the lowest signal $C/N_0$ that can be tracked by the phase tracking loops without loss-of-lock. The theoretical tracking sensitivities of the generalized phase tracking loops with optimal loop parameters, i.e., $T_{opt}$ and $BN_{opt}$, according to the 3-sigma
Table 3.2: $T_{opt}$ and $BN_{opt}$ parameter values for static, low, and high signal dynamics, both high and low receiver oscillator qualities, and PIF-, WF-, and KF-based phase tracking loop designs

<table>
<thead>
<tr>
<th>$q_a (m^2/s^5)$</th>
<th>Oscillator quality</th>
<th>Tracking loop type</th>
<th>$b_1$</th>
<th>$\mu_1$</th>
<th>$b_2$</th>
<th>$\mu_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Low</td>
<td>PIF</td>
<td>0.257</td>
<td>0.559</td>
<td>1.191</td>
<td>0.288</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WF/KF</td>
<td>0.272</td>
<td>0.567</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>PIF</td>
<td>0.700</td>
<td>0.583</td>
<td>0.313</td>
<td>0.258</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WF/KF</td>
<td>0.719</td>
<td>0.588</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>0.1</td>
<td>Low</td>
<td>PIF</td>
<td>0.166</td>
<td>0.527</td>
<td>1.677</td>
<td>0.278</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WF/KF</td>
<td>0.247</td>
<td>0.555</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>PIF</td>
<td>0.190</td>
<td>0.487</td>
<td>1.981</td>
<td>0.179</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WF/KF</td>
<td>0.279</td>
<td>0.526</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>Low</td>
<td>PIF</td>
<td>0.140</td>
<td>0.501</td>
<td>2.212</td>
<td>0.251</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WF/KF</td>
<td>0.211</td>
<td>0.537</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>PIF</td>
<td>0.140</td>
<td>0.473</td>
<td>2.858</td>
<td>0.181</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WF/KF</td>
<td>0.213</td>
<td>0.514</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>10</td>
<td>Low</td>
<td>PIF</td>
<td>0.103</td>
<td>0.467</td>
<td>3.597</td>
<td>0.213</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WF/KF</td>
<td>0.163</td>
<td>0.511</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>PIF</td>
<td>0.104</td>
<td>0.459</td>
<td>4.110</td>
<td>0.183</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WF/KF</td>
<td>0.163</td>
<td>0.502</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>100</td>
<td>Low</td>
<td>PIF</td>
<td>0.076</td>
<td>0.448</td>
<td>5.662</td>
<td>0.193</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WF/KF</td>
<td>0.121</td>
<td>0.492</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>PIF</td>
<td>0.074</td>
<td>0.438</td>
<td>5.910</td>
<td>0.184</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WF/KF</td>
<td>0.124</td>
<td>0.493</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>1000</td>
<td>Low</td>
<td>PIF</td>
<td>0.052</td>
<td>0.416</td>
<td>8.271</td>
<td>0.191</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WF/KF</td>
<td>0.092</td>
<td>0.482</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>PIF</td>
<td>0.052</td>
<td>0.415</td>
<td>8.433</td>
<td>0.187</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WF/KF</td>
<td>0.090</td>
<td>0.473</td>
<td></td>
<td>N/A</td>
</tr>
</tbody>
</table>

The values in Table 3.1 shows that:

i). Under the static scenario ($q_a = 0 m^2/s^5$), a phase tracking loop tracking sensitivity mainly depends on the receiver oscillator quality. The theoretical tracking sensitivity for a receiver with a HQO is as low as 13dB-Hz and 6dB-Hz for data channels and pilot channels, respectively, which is $\sim$ 9dB higher than that for a receiver with LQO. These are the theoretical upper bounds of phase tracking loop tracking sensitivity.

ii). Under the dynamic scenario ($q_a \neq 0 m^2/s^5$), the influence of oscillator quality...
becomes less important as the platform dynamics increases. The tracking sensitivity for a receiver with a LQO is the same as one with a HQO when \( q_a > 1 m^2/s^5 \). The higher the platform dynamics, the worse the tracking sensitivity becomes.

iii). Although a phase tracking loop with \( L_{PIF} \) is suboptimal, it can still achieve nearly the same tracking sensitivity as the ones with \( L_{WF} \) and \( L_{KF} \). This indicates that under the uniform optimization criteria, the phase tracking loop performance is mainly limited by the signal characteristics and receiver hardware quality, such as oscillator quality and platform dynamics, regardless of what filter design is used.

iv). There is a general 6dB to 7dB improvement in pilot channels over data channels. The potential advantages of pilot channels over data channels are not greatly affected by the receiver oscillator quality and platform dynamics, as well as filter designs. These results are consistent with the conclusions in

\[
T_{opt} = b_1 (C/No)^{-\mu_1} (s)
\]

Figure 3.14: Trends of \( b_1 \) and \( \mu_1 \) versus signal dynamics for high and low receiver oscillator quality, and phase tracking loop with PIF, WF, and KF designs.

To calculate the optimal values of \( T_{opt} \) and \( BN_{opt} \) for various signal scenarios, we obtain the minimum value of \( p_{\tilde{\theta}}_{min} \) over the search space of \( T \) from 1ms to 1000ms, \( BN \cdot T \) from 0.0001 to 0.5, and \( C/N_0 \) from 10dB-Hz to 44dB-Hz for each specified dynamics. These
optimal values are uniquely associated with a given set of signal conditions and can be pre-determined. Therefore, for practical applications, the relationships between $T_{\text{opt}}$ and $C/N_0$, $B N_{\text{opt}}$ and $C/N_0$ can be established beforehand. Such relationships also provide insights into the influence signal parameters have on the design choices. The relationships can be summarized below:

$$T_{\text{opt}} = b_1 (C/N_0)^{-\mu_1} (s)$$  (3.75)

$$B N_{\text{opt}} = b_2 (C/N_0)^{\mu_2} (Hz)$$  (3.76)

where the parameters $b_1$, $\mu_1$, $b_2$, and $\mu_2$ for various signal dynamics, receiver oscillator qualities, and phase tracking loop designs are obtained through curve fitting of numerical calculations and listed in Table 3.2. Fig. 3.16 shows an example of curve fitting of $T_{\text{opt}}$ versus $C/N_0$ for $q_o = 1 m^2/s^5$ in the receiver with low quality oscillator and WF/KF design. This curve fitting guarantees 95% confidence degree. Equations (3.75) and (3.76) provide the optimal parameter designs in the generalized phase tracking loop under diverse dynamic and weak signal scenarios. To clearly show the trends of these parameters versus different

Figure 3.15: Trends of $b_2$ and $\mu_2$ versus signal dynamics for high and low receiver oscillator qualities in the PIF-based phase tracking loop.
signal dynamics with various receiver oscillator qualities, and phase tracking loop designs, their values are plotted in Fig. 3.14 and Fig. 3.15.

Figure 3.16: Curve fitting example of $T_{opt}$ versus $C/N_0$ for $q_a = 1m^2/s^5$ in the receiver with low quality oscillator and WF/KF design.

Fig. 3.14 shows that as dynamic parameter $q_a$ increases, $b_1$ and $\mu_1$ will decrease for both LQO and HQO. Fig. 3.15 shows that with the increasing of dynamic parameter $q_a$, there is a slight decline in $\mu_2$, and a sharp rise in $b_2$. This indicates that the parameter $b_2$ is more sensitive to the changing signal dynamics. Similarly, the difference between $b_2$ and $\mu_2$ for low and high oscillator qualities is reduced with increasing signal dynamics.

3.6 Adaptive Phase Tracking Process

The typical phase tracking loops can be classified as a fixed $L$ and fixed $T$ (FL-FT) algorithm or an adaptive $L$ and fixed $T$ (AL-FT) algorithm, respectively. The FL-FT approach corresponds to the traditional PIF-based phase tracking loop, where $L$ is determined by the predefined value of $BN$ and $T$. The AL-FT approach corresponds to the KF-based phase tracking loop, where $L$ is adjustable, based on the signal strength’s and platform
dynamics estimations, while the value of $T$ is usually predefined and constant. When the signal changes in a real environment, the tracking loop should be flexible enough to respond accordingly, such that the value of $T$ should be increased or decreased when the signal is weak or strong under different dynamic scenarios. Based on the optimization analysis under the assumption of white Gaussian noise, we apply these optimal designs in an adaptive phase tracking loop, where the values of $T_{opt}$ in PIF, WF, and KF and $BN_{opt}$ in PIF are adaptively tuned according to the variation of signal strength and dynamics to achieve the optimal phase tracking loop sensitivity and accuracy.

The proposed adaptive tracking scheme requires knowledge of the signal $C/N_0$ and dynamic characteristics. $C/N_0$ can be obtained by using real time signal-to-noise ratio (SNR) estimator at regular intervals [104–106]. A common approach is to utilize averaging times on the order of a navigation data bit, or 20ms to achieve the lowest expected measurable $C/N_0$ estimates on the order of approximately 17dB-Hz [104]. The dynamics parameter $q_a$ can be estimated directly using receiver measurements or other on-board sensors. Thus, by using this relationship in equation (3.12), we can set the corresponding value of $q_a$ according to the empirical knowledge of the platform’s dynamics.

In our proposed adaptive phase tracking algorithm (see Algorithm 1), $T$ and other loop parameters are adaptively tuned according to the estimations of $C/N_0$ and $q_a$ to achieve optimal tracking loop sensitivity and accuracy. Below is a summary of the processes in Algorithm 1:

Assuming the $C/N_0$ and $q_a$ are available, the adaptive tracking algorithm can be implemented as follows:

1) Initialization. The tracking loop is initialized with Doppler frequency, carrier phase, and $C/N_0$ estimation from the acquisition process. In this initial stage, phase tracking loop is operating with a 1ms integration time, and large loop bandwidth values (for example $BN \geq 50$Hz) are adapted to ensure fast convergence to the steady state.

2) Optimal tracking. When the phase tracking loop operates in a steady state, the $T_{opt}$ and $BN_{opt}$ are obtained according to knowledge of $C/N_0$ and $q_a$ estimations through equations (3.75) and (3.76). The corresponding loop gain $L_{PIF}/L_{WF}/L_{KF}$ are calculated and used to update the state estimations, which are subsequently used to generate $T_{opt}$ms carrier signals (we assume that the data is wiped off when $T > 1ms$ on data channel) for correlation with new incoming signals, in phase discriminator calculation, and estimating the signal $C/N_0$ for preparation of the next tracking iteration.
3) Update. The integration time and loop parameters computed from 2) are updated when a new $C/N_0$ estimation is obtained in each new epoch. Otherwise, the loop parameters are kept unchanged until $C/N_0$ is updated.

Consequently, the adaptive phase tracking loop adjusts the values of $T$ and $L$ in a time-varying manner aimed to achieve the theoretical MMSE performance. Noted that in a fading environment, this algorithm may not work if the fading is faster than the $C/N_0$ estimation time interval.

Algorithm 1 Adaptive phase tracking algorithm

1: Initialization:
2:    Set $T = 1\text{ms}$ and calculate the phase error $\Delta \theta_k$ from the phase discriminator once per 1ms;
3:    Set $BN = 50\text{Hz}$ to make the tracking loop fast convergent to steady-state;
4:    Obtain the value of $C/N_0$ estimation, $c/n_0$, through the SNR estimator;
5: Optimal tracking:
6:    Set $T = T_{opt}$, where $T_{opt} = b_1(c/n_0)^{-\mu_1}$;
7:    Set $BN = BN_{opt}$, where $BN_{opt} = b_2(c/n_0)^{\mu_2}$ (if PIF is adopted);
8:    Calculate the loop gain matrix $L$, such as $L_{PIF}$, $L_{WF}$, and $L_{KF}$;
9:    Calculate the phase error $\Delta \theta_k$ from the phase discriminator once per $T_{opt}\text{ms}$;
10:    Estimate the state $\hat{x}_{k+1} = A_P \hat{x}_k + A_P L \Delta \theta_k$ once per $T_{opt}\text{ms}$;
11:    Generate $T_{opt}\text{ms}$ carrier signals for correlation and estimate the signal $C/N_0$;
12: Update:
13:    if $c/n_0$ is not changed then
14:        go to line 9;
15:    else
16:        go to line 6;
17:    endif
Chapter 4

State feedback/state estimator design for frequency tracking loop

Frequency tracking is essentially differential carrier phase tracking that neglects absolute phase error and permits relative phase rotation between the received signal and the local carrier replica [8]. Hence, a FLL can be treated as a reduced-order PLL, where a first-order or a second-order FLL achieves the equivalent frequency tracking capability as a second-order or a third-order PLL respectively.

In this Chapter, the general state space design control system process in Chapter 2 is applied in frequency tracking loop design. The detailed frequency tracking loop design and analysis follow the same approach as that of the generalized phase tracking loop design in Chapter 3.

---

4.1 Signal Model

Similar to the system model in phase tracking loop in Chapter 3, we have the following system model for frequency tracking loop:

\[ x_{k+1} = A_F x_k + n_k \]  
\[ z_k = H_F x_k + v_k \]

(4.1)
(4.2)

to incorporate the platform dynamics, oscillator noise, and thermal noise effects into these models. We use these models to design the generalized frequency tracking loop in state space.

4.1.1 State model

In GNSS receivers, PLLs replicate the exact phase and frequency of the incoming signal to enable carrier wipe-off from the incoming signals, while FLLs perform the carrier wipe-off process by replicating the approximate frequency and allowing the replicate phase to rotate with respect to the incoming carrier signal [8]. Thus, only the estimation of the frequency \( \omega_k \) and frequency rate \( \dot{\omega}_k \) are required in frequency tracking loop design. For this reason, we adopt the following state vectors:

\[ 1 - state : x_k = \omega_k \]  
\[ 2 - state : x_k = \begin{bmatrix} \omega \\ \dot{\omega} \end{bmatrix}_k \]

(4.3)
(4.4)

to represent the input signals associated with typical dynamics of a GNSS receiver.

Similar to the state model of phase tracking loop in Chapter 3, we have the corresponding reduced-order system transition matrix in frequency tracking loop:

\[ 1 - state : A_F = 1 \]  
\[ 2 - state : A_F = \begin{bmatrix} 1 & T \\ 0 & 1 \end{bmatrix} \]

(4.5)
(4.6)
and the associated noise covariance matrix:

\[
1 - \text{state} : Q = \sigma_\omega^2 = (2\pi f_L)^2 T q_\omega \tag{4.7}
\]

\[
2 - \text{state} : Q = \begin{bmatrix}
\sigma_\omega^2 & \sigma_\omega^2 \\
\sigma_\omega^2 & \sigma_\omega^2
\end{bmatrix} = (2\pi f_L)^2 \begin{bmatrix}
T q_\omega + \frac{T^3 q_\alpha}{3 c^2} & \frac{T^2 q_\alpha}{2 c^2} \\
\frac{T^2 q_\alpha}{2 c^2} & \frac{T q_\alpha}{c^2}
\end{bmatrix} \tag{4.8}
\]

### 4.1.2 Measurement model

In frequency tracking loop, the measurement can be obtained through the arctangent frequency discriminator, using dot and cross products [8]:

\[
\Delta \varpi_{k+1} = \frac{1}{T} \text{arc} \tan \left( \text{cross, dot} \right) = \frac{1}{T} \text{arc} \tan \left( \frac{I_{P_k} Q_{P_k+1} - I_{P_k+1} Q_{P_k}}{I_{P_k} I_{P_k+1} + Q_{P_k} Q_{P_k+1}} \right) = \frac{1}{T} \text{arc} \tan \left( \frac{Q_{P_k+1}/I_{P_k+1} - Q_{P_k}/I_{P_k}}{1 + (Q_{P_k+1}/I_{P_k+1}) (Q_{P_k}/I_{P_k})} \right) = \frac{1}{T} \text{arc} \tan \left( \frac{\tan (\Delta \theta_{k+1}) - \tan (\Delta \theta_k)}{1 + \tan (\Delta \theta_{k+1}) \tan (\Delta \theta_k)} \right) = \frac{1}{T} \text{arc} \tan \left( \tan (\Delta \theta_{k+1} - \Delta \theta_k) \right) = \frac{1}{T} \left( \Delta \theta_{k+1} - \Delta \theta_k \right) \tag{4.9}
\]

Generally, the two-quadrant and four-quadrant arctangent FLL discriminators are adopted in generic receiver design for signals with and without navigation message modulations [3,8]. The frequency tracking of GNSS receivers must be insensitive to 180° reversals in the \(I_{P_k}\) and \(Q_{P_k}\) signals. Therefore, the sample times of the \(I_{P_k}\) and \(Q_{P_k}\) signals should not straddle the data bit transitions [17]. The maximum integration time of frequency tracking is 10ms for GPS L1 signal to avoid the data bit transition for channels with data modulation. Substituting equations (3.17) into equation (4.9) (see derivation in Appendix B), we can obtain

\[
1 - \text{state} : \Delta \varpi_k = \Delta \varpi_k + \frac{v_k - v_{k-1}}{T} \tag{4.10}
\]

\[
2 - \text{state} : \Delta \varpi_k = \Delta \varpi_k + \frac{T}{2} \Delta \dot{\varpi}_k + \frac{v_k - v_{k-1}}{T} \tag{4.11}
\]
Denote the vector \( \hat{x}_k \) as the local estimation of \( x_k \) and \( u_k = (v_k - v_{k-1})/T \), the frequency discriminator output \( \Delta \omega_k \) can be formulated as

\[
\Delta \omega_k = H_F(x_k - \hat{x}_k) + u_k
\] (4.12)

where \( u_k \) is a non-white frequency measurement noise and \( H_F \) is the frequency tracking loop measurement matrix with the frequency forms:

\[
1 - state : H_F = 1 \tag{4.13}
\]
\[
2 - state : H_F = \begin{bmatrix} 1 & T \end{bmatrix}. \tag{4.14}
\]

### 4.2 Generalized Frequency Tracking Loop Design

Denote \( \omega_k \triangleq \hat{\omega} + u_k \triangleq H_F x_k + u_k \) as the system input and \( \hat{\omega}_k \triangleq H_F \hat{x}_k \) as the system output in frequency tracking loop. The block diagram of the generalized frequency tracking loop is shown as Fig. [4.1](#).

![Generalized frequency tracking loop architecture](image)

**Figure 4.1:** Generalized frequency tracking loop architecture

Similar to the state space design for phase tracking loop in Chapter 3, the local reference generator in frequency tracking loop is controlled by the controller \( u_k \):

\[
\hat{x}_{k+1} = A_F \hat{x}_k + B u_k \tag{4.15}
\]
\( u_k \) is designed by adopting the state feedback strategy as

\[
u_k = K \Delta x_k \tag{4.16}
\]

And a state estimator need to be constructed based on the measurement \( \Delta \varpi_k \) as the true state information is not available:

\[
\Delta \dot{x}_k = A_F \Delta \dot{x}_{k-1} - B u_{k-1} + L (\Delta \varpi_k - H_F (A_F \Delta \dot{x}_{k-1} - B u_{k-1})) \tag{4.17}
\]

where \( L \) is the estimator gain matrix in frequency tracking loop.

Following the analysis in Chapter 3, we choose \( B = I \) and \( K = A_F \) to simplify the error state estimation in equation (4.17) and the corresponding state estimation can be obtained as

\[
\dot{x}_{k+1} = A_F \hat{x}_k + A_F L \Delta \varpi_k. \tag{4.18}
\]

### 4.3 Estimator Gain Matrix Design

In generalized phase tracking loop design in Chapter 3, the gain matrices for three filter designs, i.e., PIF, WF, and KF are analyzed. Under the white Gaussian noise assumption, \( L_{WF} \) and \( L_{KF} \) are both the optimal gain matrix that enables MMSE performance in phase tracking loop. However, the frequency measurement noise \( u_k \) in frequency tracking loop is not a white noise. KF is not an optimal filter in the sense of MMSE for a FLL, although it has been used in FLL design in \[30\], and it is also too complicated to obtain the closed-form \( L_{WF} \) for a FLL. Since the PIF is a model-free design approach that is immune to the noise characteristic, we only consider the PIF design in the generalized frequency tracking loop analysis and the gain matrix for a PIF is obtained by mapping the PIF-based frequency tracking loop into the state space architecture through the equivalent closed-loop transfer function discussed in Chapter 2.

The 1- and 2-state forms for \( L \) are:

\[
\begin{align*}
1 - state & : L = \alpha \\
2 - state & : L = \begin{bmatrix} \alpha & \beta \end{bmatrix}^T.
\end{align*}
\]

(4.19)

The corresponding closed-loop transfer function between output \( \hat{\varpi}_k \) and input \( \varpi_k \) in
the generalized frequency tracking loop is:

\[ Y(z) = \frac{\hat{\omega}_k}{\omega_k} = \frac{H_F(zI - A_F)^{-1}A_FL}{1 + H_F(zI - A_F)^{-1}A_FL}. \]  \tag{4.20} 

with the 1-state and 2-state forms as:

1-state: \[ Y(z) = \frac{\alpha}{z + \alpha - 1} \]  \tag{4.21}

2-state: \[ Y(z) = \frac{(\alpha + \frac{3\xi}{2} \beta) z - (\alpha + \frac{\xi}{2} \beta) z}{z^2 + (\alpha + \frac{3\xi}{2} \beta - 2) z + (-\alpha - \frac{\xi}{2} \beta + 1)} \]  \tag{4.22}

Figure 4.2: Analog FLL. (a) First-order. (b) Second-order.

The typical methodology to determine the loop gain \( L \) is based on the discretization of an analog FLL with PIF according to the predefined value of noise equivalent bandwidth \( BW \), damping ratio \( \xi \). The structures of first order and second order analog FLL are shown in Fig.4.2. The closed-loop transfer function of the analog FLL in Fig.4.2 can be
obtained as:

\[ 1 \text{- state} : H(s) = \frac{\omega_f}{s + \omega_f} \quad (4.23) \]
\[ 2 \text{- state} : H(s) = \frac{2\xi \omega_f s + \omega_f^2}{s^2 + 2\xi \omega_f s + \omega_f^2} \quad (4.24) \]

where \( \omega_f \) is the natural frequency in frequency tracking loop and can be calculated with predefined value of \( BW \) as shown in Table 2.1.

By using the forward Euler transformation \( s = (z - 1)/T \), we discretize equations (4.23) and (4.24) from the \( s \)-domain to the \( z \)-domain and obtain equations (4.25) and (4.26), respectively.

\[ 1 \text{- state} : H(z) = \frac{\omega_f T}{z + \omega_f T - 1} \quad (4.25) \]
\[ 2 \text{- state} : H(z) = \frac{2\xi \omega_f T z + \omega_f^2 T^2 - 2\xi \omega_n T}{z^2 + (2\xi \omega_f T - 2) z + \left(\omega_f^2 T^2 - 2\xi \omega_f T + 1\right)}. \quad (4.26) \]

Comparing the closed loop transfer functions of generalized frequency tracking loop in equations (4.21) and (4.22) with that of the analog FLL in equations (4.25) and (4.26), the gain matrix \( L \) for 1-state and 2-state generalized frequency tracking loops can be obtained as

\[ 1 \text{- state} : L = \omega_f T \quad (4.27) \]
\[ 2 \text{- state} : L = \begin{bmatrix} 2\xi \omega_f T - \frac{3}{2} \omega_f^2 T^2 \\ \omega_f T \end{bmatrix}. \quad (4.28) \]

Note that the PIF design presented here is based on predefined empirical values of loop parameters. It does not provide the rigorous design process for the loop parameters under different signal conditions, especially in harsh environments where the signal is both weak and on a highly dynamic platform. The performance analysis and optimization for the generalized frequency tracking loop design will be presented next.
4.4 Performance Analysis

In this section, we derive the closed-form expressions of the frequency tracking error covariance matrix and dynamic steady stress error for the generalized frequency tracking loop.

4.4.1 Estimation error variance

Denote $P_{k+1}$ as the tracking error covariance matrix at $k+1$th epoch which can be expressed as follows

$$P_{k+1} = E\left[ (x_{k+1} - \hat{x}_{k+1}) (x_{k+1} - \hat{x}_{k+1})^T \right].$$

(4.29)

Substituting the received and local generated signal in equations (4.1), and (4.18) into (4.29), we have (see derivation in Appendix C)

$$P_{k+1} = A_F (I - LH_F) P_k (I - LH_F)^T A_F^T + Q_F + 2A_F L \frac{R}{T^2} (A_F L)^T$$

$$- A_F (I - LH_F) G_k (A_F L)^T - A_F L G_k^T (I - LH_F)^T A_F^T$$

(4.30)

where $G_k = E[\Delta x_k u_k^T]$ and $G_k^T = E[u_k \Delta x_k^T]$ represent the correlation between the error state and non-white measurement noise.

At steady state, $P_{k+1} = P_k = P_Y$ and $G_{k+1} = G_k = G_Y$ as (see derivation in Appendix C):

$$G_Y = \frac{A_F L}{T^2} \sigma^2_v$$

(4.31)

and

$$P_Y = A_F (I - LH_F) P_k (I - LH_F)^T A_F^T + Q_F + 2A_F L (A_F L)^T \frac{\sigma^2_v}{T^2}$$

$$- A_F (I - LH_F) A_F L (A_F L)^T \frac{\sigma^2_v}{T^2} - A_F L (A_F L)^T (I - LH_F)^T A_F^T \frac{\sigma^2_v}{T^2}.$$  

(4.32)

Denote $p_\omega$ as the overall average frequency error variance, we can get:

$$p_\omega = H_F E\left[ (x_{k+1} - \hat{x}_{k+1}) (x_{k+1} - \hat{x}_{k+1})^T \right] H_F^T = H_F P_Y H_F^T.$$  

(4.33)

Substituting equation (4.32) into (4.33), it can be seen that $p_\omega$ is again related to system characteristics, such as oscillator error, platform dynamics, signal $C/N_0$, and signal frequency $f_L$. Like equation (3.64), equation (4.33) also provides a quantitative relationship...
between the frequency tracking accuracy and design parameters, such as $T$ or $BW$.

### 4.4.2 Dynamic stress steady state error

When the platform velocity or acceleration changes, a steady state error will occur in both the 1-state or 2-state frequency tracking loops. To reflect this change, similar to [72], we add an input dynamic vector to the system model and obtain

$$x_{k+1} = Ax_k + n_k + Md_k$$  \hspace{1cm} (4.34)

where $d_k$ represents the user’s LOS acceleration $a_k$ in the 1-state frequency tracking loop or LOS jerk $j_k$ in the 2-state frequency tracking loop

1 - state: $d_k = a_k (m/s^2)$  \hspace{1cm} (4.35)

2 - state: $d_k = j_k (m/s^3)$.  \hspace{1cm} (4.36)

$M$ for frequency tracking has the corresponding forms:

1 - state: $M_F = \frac{2\pi f_L T}{c}$

2 - state: $M_F = \begin{bmatrix} \frac{2\pi f_L T^2}{c} & \frac{2\pi f_L T}{c} \end{bmatrix}^T$.  \hspace{1cm} (4.37)

Denote $e_Y = \lim_{k \to \infty} E(x_{k+1} - \hat{x}_{k+1})$ as the frequency dynamic stress steady-state error when $k$ approaches to infinity, we have

$$e_Y = [I - A_F (I - LH_F)]^{-1} M_F d_k.$$  \hspace{1cm} (4.38)

Hence, the overall dynamic stress frequency error can be expressed as

$$e_\omega = \lim_{k \to \infty} E (\tilde{\omega}_{k+1} - \hat{\omega}_{k+1}) = H_F e_Y = H_F [I - A_F (I - LH_F)]^{-1} M_F d_k.$$  \hspace{1cm} (4.39)

$e_\omega$ also dependent on platform dynamics and signal frequency $f_L$. Equation (4.39) also provides the quantitative relationship between the dynamic stress error and design parameters, such as $T$ or $BW$. 
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4.4.3 The 3-sigma rule

In traditional FLL design, a conservative rule of thumb is usually applied to determine the tracking threshold of FLL, which requires that the 3-sigma frequency jitter must not exceed one-fourth of the frequency pull-in range of the FLL discriminator [8]. Therefore, for the two-quadrant arctangent and four-quadrant frequency discriminators in data and pilot channels, the tracking error should satisfy the following conditions respectively [8]:

\[
\sigma_{FLL} = \sqrt{p_0} + \frac{e_0}{3} \leq \frac{1}{24T} (Hz) \text{ or } \frac{1}{12T} (Hz)
\] (4.40)

Equation (4.40) can be applied to characterize the admissible range of the loop parameters such as \( T \) or \( BW \) for tracking loop design implementation under various operating situations, with varying signal strength, platform dynamics, and oscillator qualities. The maximum value of \( T \) is 10ms in GPS data channel to avoid the data bit transition. Equation (4.40) shows that as the value of \( T \) increases from 1ms to 10ms, the threshold for the pilot channel decreases from 83.3Hz to 8.33Hz. A shorter integration time is also preferred because the threshold decreases as the value of \( T \) increases. The further improvement of the frequency tracking performance that minimize \( p_0 \) will be discussed in the following section.

4.5 Optimization: Minimum Average Frequency Tracking Error Variance Criteria

Similar to the case with phase tracking loop, the minimum frequency tracking error variance for a frequency tracking loop could be achieved if the appropriate value of gain matrix \( L \) is selected for each specified signal strength and receiver platform scenario. The objective of optimization for generalized frequency tracking loop is to determine system parameters that minimize the value of \( p_0 \) for the generalized frequency tracking loop design. For a frequency tracking loop operating on a data channel, at least two integrated and dump samples must be taken between data bit transitions, navigation data rate limits the length of the integration time in frequency tracking loop and the maximum value of \( T \) for GPS L1 signal frequency tracking is 10ms. Even for pilot channel, a shorter integration time is also preferred in a FLL because the threshold decreases as the value of \( T \) increases. Hence, two cases that \( T = 1ms \) and 10ms are considered for frequency tracking loop optimization and
the corresponding optimal parameter, $BW_{opt}$, will be analyzed.

### 4.5.1 1-state frequency tracking loop

Substituting $A_F$, $H_F$, $Q_F$, $R$ and $L$ into equation (4.33), we can get:

$$p_\omega = \frac{(2\pi f_L)^2 T q_\omega + 2\sigma_v^2/T^2 \alpha^3}{2\alpha - \alpha^2}.$$  \hfill (4.41)

The extreme values of the function are the points where the partial derivatives are zero. We take a derivative with respect to $\alpha$ and obtain:

$$\frac{dp_\omega}{d\alpha} = \frac{-2\sigma_v^2/T^2 \alpha^4 + 8\sigma_v^2/T^2 \alpha^3 + 2(2\pi f_L)^2 T q_\omega (\alpha - 1)}{\alpha^2 (\alpha - 2)^2}.$$ \hfill (4.42)

The derivative becomes zero when

$$-2\sigma_v^2/T^2 \alpha^4 + 8\sigma_v^2/T^2 \alpha^3 + 2(2\pi f_L)^2 T q_\omega (\alpha - 1) = 0.$$ \hfill (4.43)

Let $b = (2\pi f_L)^2 T^3 q_\omega / \sigma_v^2$, then $\alpha^4 - 4\alpha^3 - b\alpha + b = 0$. The solution that minimizes the value of $p_\omega$ is (see derivation in Appendix D)

$$\alpha_{opt} = 1 + \frac{1}{2} \sqrt{4 + \frac{3}{4} b^2 + 16b} - \frac{1}{2} \sqrt{8 - \frac{3}{4} b^2 + 16b + \frac{2b + 16}{\sqrt{4 + \frac{3}{4} b^2 + 16b}}}.$$ \hfill (4.44)

According to the relationship between $\alpha$ and $BW$ in equation (4.27) and Table 2.1, we can obtain the optimal value of $BW_{opt}$ as:

$$1\text{- state}: BW_{opt} = \frac{\alpha_{opt}}{4T}.$$ \hfill (4.45)

### 4.5.2 2-state frequency tracking loop

Due to the complexity involved in obtaining the analytical solutions of $BW_{opt}$ for the 2-state case, the numerical solutions are provided here instead. The following scenarios are considered: $C/N_0 = 10 \sim 44$dB-Hz and $q_a = 0.1, 1, 10, 100, 1000 m^2/s^5$ in the receiver with LQO and HQO. $T$ is set at 1ms and 10ms, and the maximum value of $BW \cdot T$ is 0.5. To calculate the optimal values of $BW_{opt}$ for various signal scenarios, we obtain the minimum
value of $p_{\omega_{\min}}$ over the search space of $BW \cdot T$ from 0.0001 to 0.5, and $C/N_0$ from 10dB-Hz to 44dB-Hz for each specified dynamics. Then, the corresponding values of $BW_{opt}$ can be obtained by dividing the optimal product $BW \cdot T$ that minimizing $p_\omega$ by $T = 1ms$ or $T = 10ms$ accordingly. As an example, the values of $BW_{opt}$ and $\sqrt{p_{\omega_{\min}}}$ for the 2-state frequency tracking loops with $T = 1ms$ and $10ms$ under different dynamics are plotted in Fig. 4.3 and 4.4, respectively. Besides, the solutions in 1-state frequency tracking loops with $T = 1ms$ and $10ms$ under static ($q_a = 0m^2/s^5$) are also plotted in Fig. 4.3 and 4.4 for comparison purpose.

For $T = 1ms$, Fig. 4.3(a) shows the following:

i). $BW_{opt}$ increases as $C/N_0$ decreases.

ii). For a static receiver, $BW_{opt}$ for the receiver with a LQO is larger than that of the receiver with a HQO. This is because the system modelling error, and therefore, the frequency tracking error due to the noise is larger for the LQO than for HQO. A larger bandwidth is therefore needed for the receiver with LQO. However, for a receiver on a higher dynamic platform, the oscillator noise effect is less important and can even be neglected. Thus $BW_{opt}$ overlaps for the LQO and HQO for highly dynamic case.

iii). As the platform dynamics increase, $BW_{opt}$ also increases, indicating that the FLL needs a wider bandwidth to handle the higher dynamics.

Fig. 4.3(b) shows that:

i). $\sqrt{p_{\omega_{\min}}}$ decreases as $C/N_0$ increases.

ii). $\sqrt{p_{\omega_{\min}}}$ is slightly larger for LQO than for HQO for the static scenario. The oscillator noise effect in FLL becomes less important when the dynamic is increased. The frequency tracking error differences between the receivers with LQO and HQO are smaller than 2Hz when $C/N_0 = 10$dB-Hz and under a static condition for both $T = 1ms$ and $10ms$ in Fig. 4.3(b) and Fig. 4.4(b). While under the same signal strength and static condition, the phase tracking error difference between the receivers with LQO and HQO is $\sim 30^\circ$, as shown in Fig. 3.10. Hence, the difference between LQO and HQO is negligible for all scenarios in a frequency tracking loop, while for a phase frequency tracking is less affected by the oscillator noise and more robust than carrier phase tracking.

iii). $\sqrt{p_{\omega_{\min}}}$ increases as receiver dynamic increases. This is because for a more dynamic signal, a larger loop bandwidth is used to handle the higher dynamics, which results in a reduced tracking accuracy.

A similar trend is presented in Fig. 4.4 for $T = 10ms$. Comparing Fig. 4.3 and Fig. 4.4
Figure 4.3: $BW_{opt}$ and $\sqrt{P_{\omega_{\min}}}$ versus $C/N_0$ for static, low, and high signal dynamics, and both high and low receiver oscillator qualities in the PIF-based frequency tracking loop with $T = 1\text{ms}$

the frequency tracking errors for $T = 1\text{ms}$ and $10\text{ms}$ are $\sim 38\text{Hz}$ and $\sim 10\text{Hz}$, respectively when $C/N_0 = 10\text{dB-Hz}$ and $q_a = 1000m^2/s^5$, indicating that with a longer integration time,
Figure 4.4: $BW_{opt}$ and $\sqrt{D_{\omega_{\min}}}$ versus $C/N_0$ for static, low, and high signal dynamics, and both high and low receiver oscillator qualities in the PIF-based frequency tracking loop with $T = 10\,ms$

A frequency tracking loop achieves better tracking accuracy. This observation is consistent with that for a phase tracking loop in Chapter 3. However, a frequency tracking loop
takes more risk in increasing $T$ than a phase tracking loop, because the frequency tracking threshold decreases when $T$ increases, as shown by the dash red lines in Fig. 4.3 and Fig. 4.4. Even for a pilot channel without data modulation, $T$ should be relative small to ensure the frequency tracking ability.

Table 4.1: Theoretical frequency tracking loop tracking sensitivities with thresholds of $\frac{1}{2T}$ (data channel) and $\frac{1}{12T}$ (pilot channel) for static, low, and high signal dynamics, both high and low receiver oscillator qualities, and optimal frequency tracking loop designs (unit: dB-Hz)

<table>
<thead>
<tr>
<th>$q_o (m^2/s^5)$</th>
<th>LQO</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T = 1 ms$</td>
<td>$T = 10 ms$</td>
<td>$T = 1 ms$</td>
</tr>
<tr>
<td>0</td>
<td>$&lt; 0/0$</td>
<td>$&lt; 0/0$</td>
<td>$&lt; 0/0$</td>
</tr>
<tr>
<td>0.1</td>
<td>$&lt; 0/0$</td>
<td>$3/0$</td>
<td>$&lt; 0/0$</td>
</tr>
<tr>
<td>1</td>
<td>$&lt; 0/0$</td>
<td>7/1</td>
<td>$&lt; 0/0$</td>
</tr>
<tr>
<td>10</td>
<td>3/0</td>
<td>10/5</td>
<td>3/0</td>
</tr>
<tr>
<td>100</td>
<td>6/1</td>
<td>14/8</td>
<td>7/1</td>
</tr>
<tr>
<td>1000</td>
<td>10/5</td>
<td>18/12</td>
<td>10/5</td>
</tr>
</tbody>
</table>

Note: $< 0$ represents the theoretical sensitivity is at least 0dB-Hz; */*/ represent the corresponding frequency tracking loop sensitivity with respect to $\frac{1}{2T} (Hz)/\frac{1}{12T} (Hz)$ threshold.

The theoretical tracking sensitivities of the generalized frequency tracking loops with $T = 1 ms$ and $10 ms$ and their corresponding $BW_{opt}$ are summarized in Table 4.1. It shows that:

i). As dynamic increases, the tracking sensitivity decreases.

ii). The tracking sensitivity in frequency tracking loop with $T = 10 ms$ is worse than that with $T = 1 ms$ due to the frequency tracking loop threshold being inversely proportional to the integration time, although the tracking accuracy is better with the greater integration time.

iii). The frequency tracking loop tracking sensitivity difference between receivers with LQO and HQO is negligible.

iv). There is a 5dB to 6dB improvement in pilot channels over data channels, which is consistent with the conclusions in phase tracking loop, as well as reference [8].

v). Comparing Table 4.1 and Table 3.1 it can be noted that tracking sensitivity in frequency tracking loops is much better than in phase tracking loops. The tracking sensitivity limit in a frequency tracking loop is at least 0dB-Hz, which is 6dB better than that
of a phase tracking loop, indicating that the frequency tracking is more robust than carrier phase tracking under weak signal conditions.

vi). Table 4.1 shows the theoretical sensitivity in the frequency tracking loop. It is based on the assumptions of perfect frequency synchronization. However, in practice, large frequency error probably occurred in frequency tracking loop which may degrades the frequency tracking performance and results in worse tracking sensitivity.

Similar to phase tracking loop, the relationships between $BW_{opt}$ and $C/N_0$ in 2-state frequency tracking loops with $T = 1\text{ms}$ and $10\text{ms}$ are formulated as:

$$BW_{opt} = b_3(C/N_0)\mu_3(\text{Hz}) \tag{4.46}$$

by using the curve fitting for practical implementations. The parameters $b_3$ and $\mu_3$ that listed in Table 4.2 for various signal dynamics and receiver oscillator qualities are computed through simulations. Table 4.2 shows that there is only a slight difference between LQO and HQO in low dynamic scenario, while in highly dynamic scenario this difference between LQO and HQO is negligible. Equations (4.45) and (4.46) together with $b_3$ and $\mu_3$ provide the optimal designs in the generalized frequency tracking loop under diverse dynamic and weak signal scenarios.

Table 4.2: $BW_{opt}$ parameter values for low and high signal dynamics, and both high and low receiver oscillator qualities in 2-state PIF-based frequency tracking loop design

<table>
<thead>
<tr>
<th>$q_a (m^2/s^5)$</th>
<th>Oscillator quality</th>
<th>$T = 1\text{ms}$</th>
<th>$T = 10\text{ms}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$b_3$ $\mu_3$</td>
<td>$b_3$ $\mu_3$</td>
</tr>
<tr>
<td>0.1</td>
<td>LQO</td>
<td>0.133 0.314</td>
<td>0.298 0.30</td>
</tr>
<tr>
<td></td>
<td>HQO</td>
<td>0.167 0.264</td>
<td>0.397 0.22</td>
</tr>
<tr>
<td>1</td>
<td>LQO</td>
<td>0.246 0.279</td>
<td>0.556 0.25</td>
</tr>
<tr>
<td></td>
<td>HQO</td>
<td>0.263 0.264</td>
<td>0.628 0.22</td>
</tr>
<tr>
<td>10</td>
<td>LQO</td>
<td>0.420 0.264</td>
<td>1.023 0.22</td>
</tr>
<tr>
<td></td>
<td>HQO</td>
<td>0.659 0.265</td>
<td>1.57 0.22</td>
</tr>
<tr>
<td>100</td>
<td>LQO</td>
<td>0.659 0.265</td>
<td>1.57 0.22</td>
</tr>
<tr>
<td></td>
<td>HQO</td>
<td>1.049 0.264</td>
<td>2.46 0.22</td>
</tr>
</tbody>
</table>
4.6 Adaptive Frequency Tracking Process

Similar to phase tracking loop, based on the estimations of $C/N_0$ and $q_a$, the adaptive tuning scheme for a frequency tracking loop can be operated by the following steps, as shown in algorithm 2:

1) Initialization. The tracking loop is initialized with Doppler frequency, carrier phase, and $C/N_0$ estimations from the acquisition process. In this initial stage, the frequency tracking loop is operating with a 1ms integration time and large loop bandwidth values (for example $BW \geq 50$Hz) are adopted to ensure fast convergence to the steady state.

2) Optimal tracking. Setting the integration time $T$ as 1ms or 10ms, we also assume that the data is wiped off when $T > 1ms$ on the data channel. $BW_{opt}$ is obtained according to knowledge of $C/N_0$ and $q_a$ estimations through equations (4.45) or (4.46). The corresponding loop gain $L$ is calculated and used to update the frequency state estimation in the frequency tracking loop. The results will be used to generate $T$ ms carrier signals for correlation with incoming signals, calculate the frequency discriminator, and estimate the signal $C/N_0$ for preparation of the next tracking iteration.

3) Update. The loop parameters computed from 2) are updated when a new $C/N_0$ estimation is obtained in the new epoch. Otherwise, keep the value of $BW$ unchanged until $C/N_0$ is updated.

The adaptive frequency tracking loop adjusts the value $L$ in each iteration to achieve the theoretical MMSE frequency tracking performance. Similar to the adaptive phase tracking algorithm, in a fading environment, this algorithm may not work if the fading is faster than the $C/N_0$ estimation time interval. Although the tracking sensitivity for frequency tracking loop is close to 0dB-Hz in previous analysis, the adaptive tracking algorithm tracking performance is actually restricted by the $C/N_0$ estimation accuracy for real implementation. Hence, without a better $C/N_0$ estimator that can estimate the signal $C/N_0$ below 17dB-Hz level, this algorithm may not work as well.
Algorithm 2 Adaptive frequency tracking algorithm

1: **Initialization:**
2:   Set $T = 1\text{ms}$ and calculate the frequency error $\Delta \omega_k$ from the frequency discriminator once per 1ms;
3:   Set $BW = 50Hz$ to make the tracking loop fast convergent to steady-state;
4:   Obtain the value of $C/N_0$ estimation, $c/n_0$, through the SNR estimator;
5: **Optimal tracking:**
6:   Set $T = 1\text{ms}$ or $T = 10\text{ms}$;
7:   Set $BW = BW_{opt}$, where $BW_{opt} = b_0(c/n_0)^\mu_3$ if $q_a \neq 0m^2/s^5$, or $BW_{opt} = \alpha_{opt}/T$ if $q_a = 0m^2/s^5$;
8:   Calculate the loop gain matrix $L$;
9:   Calculate the frequency error $\Delta \omega_k$ from the frequency discriminator once per $T$ms;
10: Estimate the state $\hat{x}_{k+1} = A_F \hat{x}_k + A_F L \Delta \omega_k$ once per $T$ms;
11: Generate $T$ms carrier signals for correlation and estimate the signal $C/N_0$;
12: **Update:**
13:   if $c/n_0$ is not changed then
14:     go to line 9;
15:   else
16:     go to line 7;
17:   endif
Simulations are presented in this chapter to verify our theoretical derivations and to evaluate the performance of adaptive tracking schemes with optimal design in both the phase and frequency tracking loops.

The simulation set-up is shown as Fig. 5.1, we use spirent GSS8000 simulator to generate the GPS L1 signals. Since the oscillator quality impacts the tracking performance, we use two RF front-ends: one is a low cost front-end with LQO, while the other is a high cost front-end with a HQO, to sample the data. Then we test the tracking algorithms on the software receiver on PC.

Figure 5.1: Simulation data collection and algorithm performance set-up

4Chapter 5 is simulation part of our paper “R. Yang, Y. Morton, KV Ling, and EK Poh, Generalized GNSS Signal Carrier Tracking: Part II: Optimization and Implementation, accepted by IEEE Transactions on Aerospace and Electronic Systems, January 2017”
receiver platform in a computer. The $h$-parameters are set as $h_0 = 1 \times 10^{-21}(s^2/Hz)$, $h_{-2} = 2 \times 10^{-20}(1/Hz)$ for the receiver front-end with LQO, and $h_0 = 6.4 \times 10^{-26}(s^2/Hz)$, $h_{-2} = 4.3 \times 10^{-23}(1/Hz)$ for the receiver front-end with HQO, respectively. These values are similar to typical values that can be found in [4,18].

5.1 Verification of Theoretical Derivations

Dynamic signals with nominal strength are conducted to validate the theoretical prediction of dynamic stress error (Eq (3.72),(4.39)) and tracking accuracy (Eq (3.64),(4.33)) for the phase and frequency tracking loops. In this scenario, the receiver is assumed to move with a certain acceleration, as shown in Fig.5.2. In the first 38 seconds, the receiver is static, then it starts moving to the east with an acceleration of $50 \text{ m/s}^2$ for 10 seconds. After this, it slows down with an acceleration of $-50 \text{ m/s}^2$ for 10 seconds and remains stationary from 58 seconds until 100 seconds. 5 satellites are visible during the time period and $C/N_0$ of all the satellites are set at 46dB-Hz. The RF front-end with LQO collects the data with an IF at 4.309MHz, sampling frequency at 12MHz, and stored with 1-bit resolution for post-processing.

5.1.1 Discriminator output

In phase tracking loop, the variance and mean of the phase discriminator output $\Delta \theta_k$ (see equation (3.17)) can be written as

$$p_\theta = E \left( (\theta_{k+1} - \hat{\theta}_{k+1})^2 \right) = E \left( (\bar{\theta}_{k+1} - \hat{\theta}_{k+1})^2 \right) + \sigma_v^2 = p_{\theta} + R \quad (5.1)$$

$$e_\theta = E (\theta_{k+1} - \hat{\theta}_{k+1}) = E \left( \bar{\theta}_{k+1} + v_{k+1} - \hat{\theta}_{k+1} \right) = e_{\bar{\theta}}. \quad (5.2)$$

If an accurate estimation of the received signal $C/N_0$ can be obtained, the variance of the measurement noise term $R$ can be accurately estimated and removed. The average phase error covariance $p_{\theta}$ can then be computed from equation (5.1). This can be used to verify the theoretical average phase error variance in equation (3.64). According to equation (5.2), the measured mean value of phase discriminator output can be directly used to verify the theoretical mean estimation in equation (3.72) since they are mathematically equivalent. In the following subsections, we denote $\tilde{p}_{\theta}$ and $\tilde{e}_{\bar{\theta}}$ as the measured values of $p_{\theta}$ and $e_{\bar{\theta}}$ from
the discriminator output through equations (5.1) and (5.2) and \( \hat{p}_\theta \) and \( \hat{e}_\theta \) as the estimated values of \( p_\theta \) and \( e_\theta \) from equations (3.64) and (3.72).

Similarly, the variance and mean of the frequency discriminator output \( \Delta \varpi_k \) (see equation (4.9)) can be written as

\[
p_\omega = E \left[ (\varpi_{k+1} - \hat{\varpi}_{k+1})^2 \right] = E \left[ (H_F \Delta x_k + u_k)^2 \right] \\
= H_F P_Y H_F^T + 2 \frac{R}{T^2} + H_F G_Y + G_Y^T H_F^T \\
= p_\omega + 2 \frac{\sigma_u^2}{T^2} + H_F A_F L \sigma_v^2 + (A_F L)^T H_F^T \sigma_v^2 \tag{5.3}
\]

\[
e_\omega = E (\varpi_{k+1} - \hat{\varpi}_{k+1}) = E (\varpi_{k+1} + u_{k+1} - \hat{\varpi}_{k+1}) = e_\omega. \tag{5.4}
\]

Based on the accurate signal \( C/N_0 \) estimation, the average frequency error covariance \( p_\omega \) can then be computed from equation (5.3). Equation (5.4) shows that the measured mean value of frequency discriminator output can be directly used to verify the theoretical mean estimation in equation (4.39) since they are mathematically equivalent. In the following
subsections, we denote $\hat{p}_\omega$ and $\hat{e}_\omega$ as the measured values of $p_\omega$ and $e_\omega$ from the frequency discriminator output through equations (5.3) and (5.4) and $\hat{p}_\omega$ and $\hat{e}_\omega$ as the estimated values of $p_\omega$ and $e_\omega$ from equations (4.33) and (4.39).

5.1.2 Simulation verification

1). Phase tracking loop: The 2-state and 3-state phase tracking loops with $L_{PIF}$, $L_{WF}$ and $L_{KF}$ are tested. The integration time is 1ms, the value of $BN$ for $L_{PIF}$ is set at 50Hz and the value of $q_a$ in 3-state tracking loop is set as 50 $m^2/s^5$. To validate our theoretical analysis in a dynamic situation, the measured and theoretical estimated values of $e_\theta$ and $p_\theta$ for these 5 satellites signals are listed in Table 5.1 and Table 5.2.

Table 5.1: Validation of analytic equations (3.64) and (3.72) in 2-state phase tracking loop for various LOS accelerations when $C/N_0 = 46$dB-Hz

<table>
<thead>
<tr>
<th>PRN/a ($m^2/s^2$)</th>
<th>$L_{PIF}(BN = 50Hz, T = 1ms)$</th>
<th>$L_{WF}/L_{KF}(T = 1ms)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Measured/Theoretical</td>
<td>Measured/Theoretical</td>
</tr>
<tr>
<td></td>
<td>$\hat{e}<em>\theta/\hat{e}</em>\theta(°)$</td>
<td>$\sqrt{\hat{p}<em>\theta}/\sqrt{\hat{p}</em>\theta}(°)$</td>
</tr>
<tr>
<td>6/ -37.3</td>
<td>-7.9/-7.9</td>
<td>2.6/2.2</td>
</tr>
<tr>
<td>10/ -48.2</td>
<td>-10.2/-10.2</td>
<td>2.4/2.2</td>
</tr>
<tr>
<td>12/ -20.9</td>
<td>-4.4/-4.4</td>
<td>2.6/2.2</td>
</tr>
<tr>
<td>13/ -4.9</td>
<td>-1.0/-1.0</td>
<td>2.5/2.2</td>
</tr>
<tr>
<td>23/ 8.2</td>
<td>1.7/1.7</td>
<td>2.7/2.2</td>
</tr>
</tbody>
</table>

Note: –represents unavailable measurements due to the loss of lock;

Table 5.2: Validation of analytic equations (3.64) and (3.72) in 3-state phase tracking loop for various LOS accelerations when $C/N_0 = 46$dB-Hz

<table>
<thead>
<tr>
<th>PRN/a ($m^2/s^2$)</th>
<th>$L_{PIF}(BN = 50Hz, T = 1ms)$</th>
<th>$L_{WF}/L_{KF}(q_a = 50m^2/s^5, T = 1ms)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Measured/Theoretical</td>
<td>Measured/Theoretical</td>
</tr>
<tr>
<td></td>
<td>$\hat{e}<em>\theta/\hat{e}</em>\theta(°)$</td>
<td>$\sqrt{\hat{p}<em>\theta}/\sqrt{\hat{p}</em>\theta}(°)$</td>
</tr>
<tr>
<td>6/ -37.3</td>
<td>-1.4e-5/0</td>
<td>2.6/2.4</td>
</tr>
<tr>
<td>10/ -48.2</td>
<td>-3.0e-5/0</td>
<td>2.4/2.4</td>
</tr>
<tr>
<td>12/ -20.9</td>
<td>1.9e-5/0</td>
<td>2.6/2.4</td>
</tr>
<tr>
<td>13/ -4.9</td>
<td>1.2e-5/0</td>
<td>2.5/2.4</td>
</tr>
<tr>
<td>23/ 8.2</td>
<td>2.3e-5/0</td>
<td>2.8/2.4</td>
</tr>
</tbody>
</table>

As can be observed in Table 5.1, the LOS accelerations of PRN 12 and PRN 23 are
about $-20.9 m/s^2$ and $8.2 m/s^2$, and the values of $\dot{\theta}$ in the 2-state phase tracking loop with $L_{PIF}$ are $-4.4^\circ$ and $1.7^\circ$, respectively. This indicates that a larger magnitude of LOS acceleration is associated with a larger steady state phase error. It can also be observed that the values of $\dot{\theta}$ of PRN 12 and PRN 23 in the tracking loop with $L_{WF}/L_{KF}$ are about $-32.9^\circ$ and $12.8^\circ$, respectively, much larger than that of the PIF-based tracking loop. In some cases such as PRN 6 and PRN 10, the 2-state phase tracking loop with $L_{WF}$ and $L_{KF}$ even lost lock due to the large dynamics. That’s because $L_{WF}$ and $L_{KF}$ are designed with MMSE criterion; the equivalent bandwidth is too narrow to be effective in tracking the high dynamic signals. Since $L_{PIF}$ is designed with predefined value of $BN$; thus, the loop can handle the dynamic error if $BN$ is sufficiently large (50Hz in this case). However, the dynamic stress error $\ddot{\theta}$ can be effectively eliminated by the 3-state tracking loop, as can be seen in Table 5.2. Furthermore, the values of $\sqrt{\ddot{p}}$ are similar for the 3-state and the 2-state cases. As a result, excluding the cases with loss of lock, the measured values, i.e., $\dot{\theta}$ and $\ddot{p}$ agree with the estimated values, i.e., $\hat{\dot{\theta}}$ and $\hat{\ddot{p}}$ which validates our theoretical derivations of analytic equations (3.64) and (3.72) in phase tracking loop.

2). Frequency tracking loop: The 1-state and 2-state PIF-based frequency tracking loops with $T = 1ms$ and $BW = 50Hz$ are tested. To validate our theoretical analysis in a dynamic situation, the measured and theoretical estimated values of $\dot{\omega}$ and $\ddot{p}$ for these 5 satellites signals are listed in Table 5.3.

<table>
<thead>
<tr>
<th>PRN/a (m/s^2)</th>
<th>1-state($BW = 50Hz, T = 1ms$)</th>
<th>2-state($BW = 50Hz, T = 1ms$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Measured/Theoretical</td>
<td>Measured/Theoretical</td>
</tr>
<tr>
<td></td>
<td>$\dot{\omega}/\dot{\omega}$(Hz)</td>
<td>$\ddot{\omega}/\ddot{\omega}$(Hz)</td>
</tr>
<tr>
<td>6/ -37.3</td>
<td>-20.7/-20.5</td>
<td>5.0/3.8</td>
</tr>
<tr>
<td>10/ -48.2</td>
<td>-27.1/-26.5</td>
<td>4.7/3.8</td>
</tr>
<tr>
<td>12/ -20.9</td>
<td>-11.7/-11.5</td>
<td>4.8/3.8</td>
</tr>
<tr>
<td>13/ -4.9</td>
<td>-2.7/-2.7</td>
<td>4.2/3.8</td>
</tr>
<tr>
<td>23/ 8.2</td>
<td>4.6/4.5</td>
<td>5.1/3.8</td>
</tr>
</tbody>
</table>

As can be observed in Table 5.3, the values of $\dot{\omega}$ in the 1-state frequency tracking loop for PRN 12 and PRN 23 satellite signals are $-11.7 m/s^2$ and $4.6 m/s^2$, respectively. This indicates that a larger magnitude of LOS acceleration is associated with a larger steady state
frequency error in frequency tracking loop which is similar to phase tracking loop. While, this dynamic stress error can be effectively eliminated in higher order frequency tracking loop, such as 2-state frequency tracking loop, where the bias due to receiver dynamics are estimated. Besides, the values of $\tilde{e}_\omega$ and $\tilde{p}_\omega$ agree with the estimated values, i.e., $\hat{e}_\omega$ and $\hat{p}_\omega$ which validates our theoretical derivations of analytic equations (4.33) and (4.39) in frequency tracking loop.

5.2 Simulation Results of adaptive phase/frequency tracking scheme

Two scenarios, the static weak signals and dynamic weak signals, are conducted to verify our theoretical optimization analysis and to evaluate the performance of the proposed adaptive phase and frequency tracking loops in the presence of thermal noise, oscillator noise, and receiver platform dynamics.

![Figure 5.3: Simulated generated signal $C/N_0$ under static condition.](image)

Figure 5.3: Simulated generated signal $C/N_0$ under static condition.
5.2.1 Static weak signal scenario

In this scenario, the receiver is assumed to be statically located at (N39°, W82°). 8 channels are simulated and the signal $C/N_0$ for these 8 channels are set as 46dB-Hz for two minutes, then the signal power is decreased 1dB per minute for 6 minutes, then at 2dB per minute rate until the maximum attenuation of 29dB is reached as shown in Fig.5.3. The RF front-end with HQO down-converts the input signal to baseband with IF of 0MHz, sampled at 100MHz, and stored with 16-bit resolution for post-processing. Additionally, a NovAtel receiver was also connected to the simulator to record data simultaneously with the RF front-end for the purpose of comparison.

![C/N0 estimations variation in 2-state phase tracking loops for PRN 19 satellite signal after 600s ($C/N_0 < 35$dB-Hz). The estimated $C/N_0$ is used to tune $T_{opt}$ and $BN_{opt}$ in adaptive phase tracking loops as well as measurement noise covariance matrix $R$ in WF/KF-based phase tracking loops.](image)

1). Adaptive phase tracking loop scheme: Three different types of 2-states phase tracking loops are evaluated for static weak signals. They are:
Figure 5.5: The variation of $T_{opt}$ with $C/N_0$ in 2-state adaptive PIF- and WF/KF-based phase tracking loops.
Figure 5.6: The variation of $BN_{opt}$ with $C/N_0$ in 2-state adaptive PIF-based phase tracking loop.
Figure 5.7: Doppler frequency estimations in the 2-state phase tracking loops for PRN 19 satellite signal after 600s ($C/N_0 < 35$dB-Hz) under static weak signal condition. The proposed adaptive phase tracking loops are able to maintain tracking throughout this very challenging time period while other phase tracking loops lose lock gradually when the signal strength decreases with time.
i). A PIF-based phase tracking loop with 1ms and 20ms integration time and 50Hz and 15Hz noise equivalent bandwidth in transit state and steady state, respectively.

ii). A WF/KF-based phase tracking loop with with 1ms and 20ms integration time.

iii). The proposed adaptive PIF and WF/KF-based phase tracking loop with $T_{\text{opt}}$ or $BN_{\text{opt}}$ according to equations (3.75) and (3.76) and Table 3.2 for HQO and $q_a = 0\text{m}^2/\text{s}^5$ since this static weak signal is sampled by front-end with HQO.

Using the PRN 19 for illustration, the tracking results using the 2-state phase tracking loops with $L_{\text{PIF}}$, $L_{\text{WF}}$ and $L_{\text{KF}}$ implementations are plotted in Fig.5.4-5.7. The $C/N_0$ is estimated based on the variance summing method [104], where the $C/N_0$ was initially measured once at 1Hz rate with 1ms averaging times. Starting at 900s the signal strength is too weak to be measured accurately, 20ms averaging times are used and $C/N_0$ is estimated for every 5s. From Fig.5.4 we can observe that the estimations of $C/N_0$ in the adaptive phase tracking loops generally follow the real signal strength variation. The mismatches between estimated and actual $C/N_0$ in the other phase tracking loops is most likely due to the large frequency tracking errors. Fig.5.5 shows that the values of $T_{\text{opt}}$ used in the adaptive PIF- and KF-based phase tracking loops are adaptively increased as the real time estimated $C/N_0$ decreased. The maximum value of $T$ for adaptive PIF- and KF-based phase tracking loops is $\sim 60$ms when the estimated $C/N_0$ is at $17\text{dB-Hz}$ level. This is 10ms shorter than the actual value of $T_{\text{opt}}$ obtained from the actual $C/N_0$ according to equation (3.75). An accurate estimation of $C/N_0$ is difficult to achieve for weak signals, but the error in $C/N_0$ does not appear to critically impact optimization results of $T_{\text{opt}}$. Fig.5.6 shows that the values of $BN_{\text{opt}}$ used in the adaptive PIF-based phase tracking loop is adaptively decreased as the real time estimated $C/N_0$ decreases. The minimum value of $BN$ for adaptive PIF-based phase tracking loop is between 0.6Hz and 1Hz when the estimated $C/N_0$ is at $17\text{dB-Hz}$ level, which is quite close to the theoretical value of $BN_{\text{opt}}$ ($\sim 0.8\text{Hz}$) obtained from the actual $C/N_0$ according to equation (3.76).

From Fig.5.7 we can see that for FL-FT algorithms, the PIF-based phase tracking loop with $T = 1\text{ms}$ can maintain lock until 900s when the signal $C/N_0$ drops to about $25\text{dB-Hz}$. However, a 1ms integration time is too short for the weak signal tracking after about 900s. By increasing the integration time to 20ms, the PIF-based phase tracking loop has a slight advantage over its 1ms implementation, but still loses lock at about 920s. This indicates that without properly designed filter parameters, the noise rejection caused by increasing the integration time may not be effective. For AL-FT algorithms, the phase
tracking loop with WF/KF is slightly better because the loop gain $L_{WF}/L_{KF}$ is adjusted according to the signal strength. The WF/KF-based phase tracking loops with $T = 1ms$ and $T = 20ms$ maintain tracking until 920s and 1000s, which are respectively 20s and 80s longer (2dB better) than that in PIF-based phase tracking loops implementations. The adaptive PIF/WF/KF-based phase tracking loops improve the tracking sensitivity by at least 6dB due to their adaptively self-adjusting integration time and gain matrix. An even longer integration time (>40ms) was invoked in the adaptive phase tracking loops to maintain tracking of the weak signal until the end of the data sequence when $C/N_0$ reached the 17dB-Hz level.

The NovAtel receiver lost lock at an attenuation level of -19dB ($C/N_0 = 27$dB-Hz) at about 840 seconds. The results indicate that the adaptive phase tracking loops outperforms FL-FT and AL-FT algorithms, validating the state space design and optimization analysis for generalized phase tracking loop under weak signal condition for a receiver with HQO.

Figure 5.8: $C/N_0$ estimations variation in 1-state frequency tracking loops for PRN 19 satellite signal after 600s ($C/N_0 < 35$dB-Hz) under static weak signal condition. The estimated $C/N_0$ is used to tune $BW_{opt}$ in adaptive frequency tracking loops as well as measurement noise covariance matrix $R$ in KF-based frequency tracking loops.
Figure 5.9: The variation of $BW_{opt}$ with $C/N_0$ in adaptive PIF-based frequency tracking loop.
Figure 5.10: Doppler frequency estimations in 1-state frequency tracking loops for PRN 19 satellite signal after 600s ($C/N_0 < 35$dB-Hz) under static weak signal condition. The optimized frequency tracking loops are better than the KF-based frequency tracking loops for both $T = 1$ms and 10ms.
Adaptive frequency tracking loop scheme: The 1-state adaptive frequency tracking loops with $T = 1ms$ and $10ms$ and the corresponding value of $BW_{opt}$ are adopted to process this static weak signal. The KF-based frequency tracking loops with $T = 1ms$ and $10ms$ in [30] are also shown in the figure. Note that the KF-based frequency tracking loop does not take into consideration of the non-white noise characteristics of frequency estimation noise. It is shown here for comparison purposes.

Using the PRN 19 for illustration, Fig.5.8 shows that the estimations of $C/N_0$ with $T = 10ms$ follow the real signal strength trend more accurately than other approaches, especially when the signal strength is low. Fig.5.9 shows that $BW_{opt}$ for both $T = 1ms$ and $10ms$ adaptively decreases as $C/N_0$ decreases, with $BW_{opt}$ being slightly lower for $T = 1ms$ than for $10ms$ especially when the signal is weak. Fig.5.10 shows that as signal strength decreases, the frequency error increases. This trend is particularly obvious for $T = 1ms$ after about 700 seconds ($C/N_0=33dB-Hz$) in the KF-based frequency tracking loop and 1000 seconds ($C/N_0=23dB-Hz$) in the adaptive PIF-based frequency tracking loop. This is in disagreement with the theoretical analysis in Table 4.1 which shows that the adaptive frequency tracking loop could track a weak signal as low as 0dB-Hz. This disagreement can be attributed to errors in the assumption $C/N_0$ estimation. The maximum frequency error in the 1ms frequency tracking loop can be as much as 42Hz as compared to the frequency error threshold. In the real implementation, this large frequency error degrades the $C/N_0$ estimations. To improve the tracking accuracy and to reduce $C/N_0$ estimation errors when the signal is weak, longer integration times such as $T = 10ms$ should be used. Using $T = 10ms$, the KF-based frequency tracking loop lost lock at 1000 seconds ($C/N_0=23dB-Hz$), while the adaptive PIF-based frequency tracking loop maintains tracking throughout the time period. The theoretical analysis is based on the rules that 3-sigma frequency jitter should be less than one-forth of the frequency pull-in range of the frequency discriminator. It indeed shows that the theoretical tracking sensitivity is close to 0dB-Hz. However, in the real implementation, the large frequency error degrades the I and Q accumulation energy which affects both the $C/N_0$ estimation and frequency error measurement. Simulation results show that the frequency tracking results deviate from the theoretical prediction, suggesting that more research is required to bridge the gap.

The better performance of the adaptive PIF-based frequency tracking loop over KF-based frequency tracking loop validates the state space design and optimization analysis for generalized FLL under the static and weak signal condition for a receiver front-end with
In this simulation, signal attenuation and dynamics are applied simultaneously, as can be seen in Fig 5.11. For signal attenuation, the signal power starts at the nominal 46dB-Hz level and was decreased by 1dB per 5s starting at 20s. The maximum attenuation reaches 20dB at $t = 120s$ and maintained at this level for 60s, followed by a recovery period with 1dB per 5s until it reaches back to the nominal level. For signal dynamics simulation, the receiver is static in the first 20s, then it starts moving to the east with an acceleration of $50m/s^2$ for 100s. When $t = 120s$, the acceleration is at zero with a negative jerk of $50m/s^3$. After this, the receiver remains at a constant velocity until $t = 180s$, then it slows down with negative acceleration for 100s and stops at $t = 280s$. The RF front-end with LQO collects the data with an IF at 4.309MHz, sampling frequency at 12MHz, and stored in 1-bit resolution for post-processing. Note that this scenario may not be very common in practice, we just want to use to this profile to have a preliminary verification of our adaptive tracking loop performance when the weak signal and high dynamic coincide. The further real data test will be conducted in future.

1). Adaptive phase tracking loop scheme: Three types of 3-states phase tracking loops are evaluated for dynamic weak signal processing. They are:

   i). A PIF-based phase tracking loop with 1ms and 20ms integration times. A 50Hz noise equivalent bandwidth is used in both the transit- and steady-state respectively.

   ii). A WF/KF-based phase tracking loop with 1ms and 20ms integration times and corresponding $q_a$ values for the dynamic scenarios described above and estimated using equation (3.12).

   iii). The proposed adaptive PIF and WF/KF-based phase tracking loop with $T_{opt}$ or $BN_{opt}$ computed according to equations (3.75) and (3.76) and Table 3.2 for the case of $q_a = 10m^2/s^5$ and a receiver with LQO.
Figure 5.11: The signal $C/N_0$ and platform velocity in dynamic weak signal scenario. (a). The variation of signal $C/N_0$; (b). The variation of platform dynamics with maximum jerk of $\pm 50\,m/s^3$.

Fig 5.12 shows that the estimated $C/N_0$ in all three adaptive phase tracking loops in general follows the real signal strength variations. The mismatch between estimated and real $C/N_0$ in all non-adaptive phase tracking loops is most likely due to the large frequency tracking errors.

Fig 5.13 and 5.14 show that the values of $T_{opt}$ and $BN_{opt}$ in the adaptive phase tracking loops are automatically tuned according to $C/N_0$ estimations, although there are some discrepancies between the theoretically computed $T_{opt}$ and the actual $T_{opt}$ according to equations (3.75) and (3.76) adopted by the tuning process. For example, the theoretical $T_{opt}$ is 7ms and 8ms for the PIF- and WF-based adaptive phase tracking loops respectively when $C/N_0$ is 26dB-Hz. In the real implementation, $T_{opt}$ is at about 10ms due to an inaccurate $C/N_0$ estimation when the signal is weak. Fig 5.13 shows that the minimum value of $BN$ for adaptive PIF-based phase tracking loop is between 11Hz and 15Hz in real implementations, which is quite close to the theoretical value of $BN_{opt}$ ($\sim 12$Hz) obtained based on the actual $C/N_0$. Hence, the error in the $C/N_0$ estimation does not appear to
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Figure 5.12: $C/N_0$ estimations variation in 3-state phase tracking loops for PRN 14 satellite signal under dynamic weak signal condition. The estimated $C/N_0$ is used to tune $T_{opt}$ and $BN_{opt}$ in adaptive phase tracking loops as well as measurement noise covariance matrix $\mathbf{R}$ in WF/KF-based phase tracking loops.
Figure 5.13: The variation of $T_{opt}$ with signal $C/N_0$ in 3-state adaptive PIF- and WF/KF-based phase tracking loops.
Figure 5.14: The variation of $BN_{opt}$ with signal $C/N_0$ in 3-state adaptive PIF-based phase tracking loop.
Figure 5.15: Doppler frequency estimations in 3-state phase tracking loops for PRN 14 satellite signal under dynamic weak signal condition. Only the proposed adaptive phase tracking loops are able to maintain tracking while others have lost lock.
Figure 5.16: Doppler frequency rate estimations in 3-state phase tracking loops for PRN 14 satellite signal under dynamic weak signal condition. Only the Doppler frequency rate estimations in the proposed adaptive phase tracking loops generally follow the signal dynamic, while others have diverged after 120s.
critically impact the optimization results for $T_{opt}$ and $BN_{opt}$.

Fig.5.15 shows the Doppler frequency estimations of the 3-state phase tracking loops, where the maximum changes of Doppler frequency are about 15000Hz during acceleration from 20s to 120s and -14000Hz during deceleration from 180s to 280s. A loss-of-lock occurs in the PIF-based PLL with $T = 1ms$ at about 110s. Using a longer time integration, such as $T = 20ms$ enables the PIF-based phase tracking loop to maintain lock for 10s longer (2dB better). The WF/KF-based phase tracking loop with a variable gain demonstrates improved performance. For example, for $T = 1ms$, the WF/KF-based phase tracking loop is about 2dB better than the PIF-based phase tracking loop in tracking sensitivity. This observation shows that WF/KF has the potential to achieve better noise performance due to its narrow equivalent noise bandwidth than the model-free approach PIF. However, the same conclusion doesn’t hold any more when jerk starts at 120s. The WF/KF-based phase tracking loop with $T = 20ms$ loses lock almost at the same time with $20ms$ PIF-based phase tracking loop. Since as $C/N_0$ decreases, the noise equivalent bandwidth in WF/KF-based phase tracking loop decreases. Hence, the narrower noise equivalent bandwidth in WF/KF degrades the dynamic adaptability when dynamic stress occurs. Moreover, longer integration time, such as $T = 20ms$ even makes worse in dynamic signal tracking.

Fig.5.16 shows the estimated Doppler rate. It can be seen that the Doppler rate estimations are consistent with the actual rates for the adaptive schemes, while the estimations from non-adaptive approaches deviate from the true values at different times. The adaptive schemes also accurately estimated the receiver’s jerks at 20s, 120s, 180s and 280s.

The superior performance of the adaptive phase tracking loops over FL-FT algorithm and AL-FT algorithm validates the state space design and optimization analysis for generalized phase tracking loop for dynamic weak signals using a receiver with LQO.

2). Adaptive frequency tracking loop scheme: The 2-state adaptive frequency tracking loops with $T = 1ms$ and $10ms$ are adopted to process this dynamic weak signal. KF-based frequency tracking loops with $T = 1ms$ and $10ms$ are also tested for the performance comparison purposes. The values of $q_a$ are set as $1m^2/s^5$ and $10m^2/s^5$ to represent signal dynamics described by equation (3.12) for $T = 1ms$ and $10ms$, respectively.

Fig.5.17 shows that the estimations of $C/N_0$ in the adaptive frequency tracking loops generally follow the real signal strength variation. The mismatch between the estimated and real $C/N_0$ in the KF-based frequency tracking loops is most likely due to the large frequency
Figure 5.17: $C/N_0$ estimations in 2-state frequency tracking loops for PRN 14 satellite signal under dynamic weak signal condition. The estimated $C/N_0$ is used to tune $BW_{opt}$ in adaptive frequency tracking loops as well as measurement noise covariance matrix $R$ in KF-based frequency tracking loops.

Figure 5.18: The variation of $BW_{opt}$ with $C/N_0$ in adaptive 2-state PIF-based frequency tracking loops.
Figure 5.19: Doppler frequency estimations in 2-state frequency tracking loops for PRN 14 satellite signal under dynamic weak signal condition. Only the proposed adaptive frequency tracking loops are able to maintain tracking while KF-based frequency tracking loops with $T = 1\text{ms}$ and $10\text{ms}$ respectively lost of lock after 120s and 180s.
Figure 5.20: Doppler frequency rate estimations in 2-state frequency tracking loops for PRN 14 satellite signal under dynamic weak signal condition. Only the Doppler frequency rate estimations in the proposed adaptive frequency tracking loops generally follow the signal dynamic while KF-based frequency tracking loops with $T = 1ms$ and $10ms$ respectively diverge after 120s and 180s.
tracking errors. Fig.5.18 shows that the values of $BW_{opt}$ used in the adaptive frequency tracking loops are automatically tuned according to the real time $C/N_0$ estimations, and these values generally follow the theoretical values that obtained for the actual $C/N_0$. Again, $BW_{opt}$ with $T = 1ms$ is smaller than that with $T = 10ms$. Fig.5.19 shows the KF-based frequency tracking loops with $T = 1ms$ and $10ms$ lost lock at about 120s and 180s, respectively, while the adaptive frequency tracking loops maintain tracking throughout the time period. However, there are some frequency errors when $T = 1ms$ due to the inaccurate measurements when the signal is weak from 120s to 180s. Fig. 5.20 shows that the Doppler frequency rate estimations in the KF-based frequency tracking loops with $T = 1ms$ and $10ms$ deviate from the truth after 120s and 200s, respectively. The estimations in the adaptive PIF-based frequency tracking loop with $T = 1ms$ follows the signal dynamics in general, but with some disturbance from 80s to 220s when $C/N_0$ drops to 26dB-Hz. A frequency tracking loop with short integration time may be adequate to satisfy the weak and dynamic signal tracking requirement, but may be at the risk of having a lower tracking accuracy. With a longer integration time, such as $T = 10ms$, the estimations in the adaptive frequency tracking loop are more accurate throughout the time period.

The above results show that the adaptive frequency tracking loop perform better than the KF-based frequency tracking loop for dynamic weak signals using a receiver front end with a LQO. Comparing the Doppler frequency and frequency rate estimations in adaptive PIF-based phase tracking loop in Fig. 5.15-5.16 with that in adaptive PIF-based frequency tracking loop in Fig. 5.19-5.20 for $C/N_0 = 26$dB-Hz shows that the 2-state PIF-based frequency tracking loop with $T = 10ms$ and $BW_{opt}$ at about 4Hz achieves equivalent tracking performance to that of the 3-state PIF-based phase tracking loop with $BN_{opt}$ at about 12Hz and $T_{opt}$ at 10ms . Both tracking loops perform better than the 2-state PIF-based frequency tracking loop with $T = 1ms$ and $BW_{opt}$ at about 1.8Hz.
Chapter 6

Conclusions and Future Work

6.1 Conclusion

In this thesis, we established a generalized carrier tracking loop architecture from a control system perspective. A state space model and state feedback/state estimator design approach for general carrier tracking loop problem were studied. Two generalized carrier tracking loops, namely, the generalized phase tracking loop and the generalized frequency tracking loop, were designed, analyzed, and optimized.

In generalized phase tracking loop design, three traditional filter design methods, i.e., PIF, WF, and KF were presented and unified within the state space framework. The relationships between their corresponding state estimator gain matrices and parameters, such as the integration time, the loop bandwidth, dynamic parameter, and the oscillator \( h \)-parameters, were derived. Our analysis demonstrated the well-known fact that WF and KF designs are equivalent under the assumption of white Gaussian noise in the time-invariant linear systems, i.e., the WF state estimator gain is an exact closed form expression for the steady-state KF gain. Based on the MMSE criteria, the phase tracking loop with PIF, WF, and KF were optimized to improve the tracking sensitivity and dynamic responses. For the convenience of actual implementations, the relationships between the optimal integration time, \( T_{opt} \) and \( C/N_0 \), the optimal phase tracking loop bandwidth, \( BN_{opt} \), and \( C/N_0 \) for different dynamics and oscillator qualities were provided to facilitate the phase tracking loop design. The phase tracking sensitivity limits of these tracking loops were obtained in terms of the 3-sigma rule. We demonstrated that if a 2-state model is used in...
static environment, the optimized PIF, WF, and KF can be tuned to achieve comparable performance. The maximum tracking sensitivity is limited by the oscillator quality, where the tracking sensitivity limits of the receivers with HQO are as much as 6dB-Hz in pilot channel and 13dB-Hz in data channel, respectively, which are 9dB higher than that of the receivers with LQO. If a 3-state model is used in dynamic environment, the optimized WF and KF are equivalent and slightly better than the optimized PIF. We analytically demonstrated that the tracking sensitivity deteriorates as the platform dynamic increases. These results demonstrated that under the uniform optimization criteria, the phase tracking loop performance is mainly limited by the oscillator quality and platform dynamics, regardless of PIF, WF, or KF design approaches.

In generalized frequency tracking loop design, taking the non-white noise characteristic into account, the PIF design was formulated in the state space framework. Performance metrics, such as frequency tracking error variance and dynamic stress error, were derived to evaluate the performance of frequency tracking loop designs under the effects of thermal noise, oscillator noise, and platform dynamics. Relationships between the optimal frequency tracking loop bandwidth, $BW_{\text{opt}}$, and $C/N_0$ for different dynamics and integration time were provided to facilitate the frequency tracking loop design. Based on the MMSE criteria, the frequency tracking loop with PIF was optimized to improve the frequency tracking performance. Theoretical analysis showed that the oscillator noise has a minor effect on frequency tracking loop performance and the frequency tracking loop has at least 6dB improvement in tracking sensitivity compared to the phase tracking loop with the same signal dynamics.

Following this theoretical analysis, an adaptive phase tracking scheme and also an adaptive frequency tracking scheme to track weak and high dynamic signals were proposed. Two case studies using simulator to generate signals with high receiver platform dynamics and low signal power were conducted to verify the theoretical analysis, as well as the adaptive tracking schemes. The simulation results confirmed that: (1) the adaptive phase tracking scheme is superior to the traditional PLL; (2) the adaptive frequency tracking scheme is superior to the traditional KF-based FLL; (3) the 1-state adaptive frequency tracking loop with a 10ms integration time achieves almost equivalent tracking performance with the 2-state adaptive phase tracking loop with adaptive integration time (60ms maximum) for $C/N_0$ as low as 17dB-Hz under the static scenario; (4) the 2-state adaptive frequency tracking loop with a 10ms integration time and $BW_{\text{opt}}$ at about 4Hz achieves an equivalent
tracking performance to that of the 3-state PIF-based phase tracking loop with $B N_{opt}$ at about 12Hz and $T_{opt}$ at 10ms. Both tracking loops perform better than the 2-state PIF-based frequency tracking loop with $T = 1ms$ and $BW_{opt}$ at about $\sim 1.8Hz$ for $C/N_0$ as low as 26dB-Hz under a maximum $50m/s^3$ jerk dynamic condition. These results validate the effectiveness of optimized loop parameters selection and demonstrate that the adaptive phase tracking and the adaptive frequency tracking schemes can enhance the tracking performance in challenging environments with weak signal and/or dynamic receiver motion.

### 6.2 Future Work

A number of open questions and unresolved issues have been identified and further research are suggested here.

1. The performance of the proposed adaptive carrier tracking algorithm depends on good signal $C/N_0$ estimation. However, in the presence of multipath fading or interference, the $C/N_0$ estimation may be affected by large signal level fluctuations due to constructive interference. The adaptive filter weighs these unreliable estimates more strongly due to the high $C/N_0$ and the tracking loop quickly can become unstable. Therefore, to improve the carrier tracking robustness and reliability, robust $C/N_0$ estimation methodology and improved carrier tracking algorithms to mitigate interference and multipath effects need to be further investigated. Additionally, the $C/N_0$ estimator is derived under the assumptions of perfect frequency synchronization, data bit aiding and constant signal phase during the observation window. However, in the frequency tracking loop, larger frequency errors may degrade the $C/N_0$ estimator accuracy which finally deteriorate the tracking performance. A sensitivity experiment that shows how $C/N_0$ is affected by frequency error is required.

2. The state feedback design analysis in Chapter 3 shows that when $B$ is chosen as $[0;1]$ or $[1;1]$, the control plant effectively corresponds to a single-input NCO, i.e., the rate-only feedback NCO or the phase and rate feedback NCO in traditional PLL design. Furthermore, the state space design framework also enables the multi-input NCO operation, such as $B = I$. The selection of $B = I$ and $K = A$ simplifies the error state estimation and enables us to cast the traditional PLL design to the state space framework. However, from control system design perspective, other possible
and \( \mathbf{K} \) selections that ensure system controllability and stability can be adopted as well in order to satisfy the specific system performance, such as robustness. The different \( \mathbf{B} \) and \( \mathbf{K} \) selections need to be studied to improve the tracking loop design.

3. The state estimator design analysis in Chapter 3 and Chapter 4 shows that the corresponding state estimator gain matrices are obtained by casting the traditional single-input single-output tracking loop designs, such as PIF- and WF-based PLL and PIF-based FLL, to the state space tracking architecture. It is known that the state space framework is more general and enables the multiple-input multiple-output control system design. Hence, many other filter techniques and estimation approaches, such as LSE \[32\] and MHE \[98\] based on the multiple phase error or frequency error measurements, could be used to design the state estimator. Additionally, the combination of the phase and frequency tracking loop, which is known as FLL-assist-PLL, could be designed by using the modelling, design, and optimization techniques presented in this thesis to improve the carrier tracking ability.

4. Optimization analysis in Chapter 3 and Chapter 4 shows that different design approaches can be unified, evaluated, and compared within the general state space framework. The optimized performances in these tracking loops are equivalent and the tracking limits of carrier tracking loop design is ultimately determined by signal models. Accurate model is key to improve the tracking performance of tracking loops. This thesis only considers the simplest case that the measurement noise is white Gaussian noise and assumed to be uncorrelated with the system noise, such as oscillator noise and dynamics. However, the time-correlated clock errors \[103\] which represent the correlation between measurement noise and process noise, will affect the system performance particularly for longer integration times. Besides, there are various error sources, such as interference \[101\] and ionospheric scintillation \[102\], that corrupt and distort carrier measurements in real world applications. In the dynamic scenario, the dynamic stress (g-sensitive) errors or platform vibration-induced errors also have significant influence on the carrier signal. These errors should be considered in the signal models in order to improve the carrier tracking performance.
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Appendix A

Wiener filter transfer function derivation

For the 2-state model, the \( z \) transformation of the auto-correlation function of the input signal \( \bar{\theta}_k \) can be expressed as

\[
S_{\bar{\theta}2}(z) = \frac{\gamma^2}{4}z(z + 1)^2\sigma^2 - 4z(z - 1)^2\sigma^2\phi \quad \frac{(z - 1)^4}{(z - 1)^4}.
\]  
(A.1)

From equation (3.13), we obtain

\[
S_{\theta}(z) = S_{\bar{\theta}}(z) + \sigma^2_v.
\]  
(A.2)

Using spectral factorization [107],

\[
S_{\theta}(z) = Y(z)Y(z^{-1})
\]  
(A.3)

We obtain:

\[
Y_2(z) = \sigma_v \frac{(z - z_0)(z - z_1)}{(z - 1)^2}.
\]  
(A.4)

Since \( z_0 \) and \( z_1 \) should be real numbers or complex conjugates, they have to take the following values:

\[
z_i = \frac{\gamma_i - \sqrt{\gamma_i^2 - 4}}{2}, i = 0, 1
\]  
(A.5)
where
\[ \gamma_i = 2 + \left( \frac{\sigma_a^2}{2} \right) + (-1)^i \sqrt{\left( \frac{\sigma_a^2}{2} \right)^2 - \sigma_b^2}, \ i = 0, 1 \] (A.6)

and
\[
\begin{align*}
\sigma_a^2 &= \frac{\sigma_v^2}{\sigma_v^2} - \frac{T^2 \sigma_w^2}{4 \sigma_v^2} \\
\sigma_b^2 &= T^2 \frac{\sigma_v^2}{\sigma_v^2}.
\end{align*}
\] (A.7)

Then, we could obtain the 2-state WF transfer function
\[ H_{WF2}(z) = \frac{S_{\theta 2}(z)}{Y_2(z)} + 1 = \frac{(2 - z_0 - z_1) z + z_0 z_1 - 1}{z^2 - (z_0 + z_1) z + z_0 z_1}. \] (A.8)

Similarly, \( z \) transformation of the auto-correlation functions of input signal \( \theta_k \) for 3-state model can be written as
\[
S_{\theta 3}(z) = \sigma_v^2 \left( z^6 - \left( 6 + \frac{T^2 \sigma_v^2}{3 \sigma_z^2} + \frac{T^4 \sigma_v^2}{36 \sigma_z^2} + \frac{\sigma_v^2}{\sigma_z^2} - \frac{T^2 \sigma_w^2}{4 \sigma_z^2} \right) z^5 + \left( 15 + 4 \frac{\sigma_v^2}{\sigma_z^2} - \frac{2T^4 \sigma_v^2}{9 \sigma_z^2} - \frac{2T^2 \sigma_v^2}{3 \sigma_z^2} \right) z^4 \\
- \left( 20 + 6 \frac{\sigma_v^2}{\sigma_z^2} + \frac{T^4 \sigma_v^2}{2 \sigma_z^2} + \frac{T^2 \sigma_z^2}{2 \sigma_z^2} - 2T^2 \frac{\sigma_v^2}{\sigma_z^2} \right) z^3 + \left( 15 + 4 \frac{\sigma_v^2}{\sigma_z^2} - \frac{2T^4 \sigma_v^2}{9 \sigma_z^2} - \frac{2T^2 \sigma_v^2}{3 \sigma_z^2} \right) z^2 \\
- \left( 6 + \frac{T^2 \sigma_v^2}{3 \sigma_z^2} + \frac{T^4 \sigma_v^2}{36 \sigma_z^2} + \frac{\sigma_v^2}{\sigma_z^2} - \frac{T^2 \sigma_w^2}{4 \sigma_z^2} \right) z + 1 \right) \right) \] \] (z-1)^6
\] (A.9)

According to equation (A.3), \( S_{\theta} \) should be expressed as the following form
\[ S_{\theta}(z) = \sigma_v^2 \frac{(z - z_0) (z - z_1) (z - z_2) \left( z - \frac{1}{z_0} \right) \left( z - \frac{1}{z_1} \right) \left( z - \frac{1}{z_2} \right)}{(z - 1)^6}. \] (A.10)

Thus, \( Y(z) \) can be written as
\[ Y(z) = \sigma_v \frac{(z - z_0) (z - z_1) (z - z_2)}{(z - 1)^3}. \] (A.11)
Expanding equation \((A.10)\), we obtain
\[
S_\theta(z) = \sigma_v^2 \left\{ \left( z^2 - \left( z_0 + \frac{1}{z_0} \right) z + 1 \right) \cdot \left( z^2 - \left( z_1 + \frac{1}{z_1} \right) z + 1 \right) \cdot \left( z^2 - \left( z_2 + \frac{1}{z_2} \right) z + 1 \right) \right\} \frac{(z - 1)^6}{(z - 1)^6}.
\] (A.12)

Denoting \(r_0\), \(r_1\) and \(r_2\) as
\[
\begin{align*}
r_0 &= \left( z_0 + \frac{1}{z_0} \right) \\
r_1 &= \left( z_1 + \frac{1}{z_1} \right) \\
r_2 &= \left( z_2 + \frac{1}{z_2} \right)
\end{align*}
\] (A.13)

and by solving the quadratic equation, the roots of \(S_\theta\) can be obtained as
\[
z_i = \frac{r_i \pm \sqrt{r_i^2 - 4}}{2}, i \in \{0, 1, 2\}.
\] (A.14)

Among these 6 roots, only three of them are located inside the unit circle and the rest are located outside the unit circle. Their locations depend on \(r_i\) and \(r_i\) and can be solved by the following steps.

First, we substitute \(r_i\) into \(S_\theta\) to obtain:
\[
S_\theta(z) = \sigma_v^2 \frac{(z^2 - r_0z + 1)(z^2 - r_1z + 1)(z^2 - r_2z + 1)}{(z - 1)^6}
\]
\[
\left\{ \begin{array}{l}
z^6 - (r_0 + r_1 + r_2) z^5 + (r_0r_1 + r_1r_2 + r_0r_2 + 3) z^4 \\
- (r_0r_1r_2 + 2 (r_0 + r_1 + r_2)) z^3 \\
+ (r_0r_1 + r_1r_2 + r_0r_2 + 3) z^2 - (r_0 + r_1 + r_2) z + 1
\end{array} \right\}
\] (A.15)

Then, by comparing the above equation to equation \((A.9)\), we have
\[
\begin{align*}
r_0 + r_1 + r_2 &= 6 + \frac{T^2 \sigma_v^2 \omega^2}{3 \sigma_v^2} + \frac{T^4 \sigma_v^2 \omega^2}{36 \sigma_v^2} + \frac{\sigma_v^2 - T^2 \sigma_v^2}{4 \sigma_v^2} \\
r_0r_1 + r_1r_2 + r_0r &= 12 + 4 \frac{\sigma_v^2}{\sigma_v^2} - \frac{2T^4 \sigma_v^2 \omega^2}{9 \sigma_v^2} - \frac{2T^2 \sigma_v^2 \omega^2}{3 \sigma_v^2} \\
r_0r_1r_2 &= 8 + 4 \frac{\sigma_v^2}{\sigma_v^2} + \frac{4T^4 \sigma_v^2 \omega^2}{9 \sigma_v^2} + \frac{T^2 \sigma_v^2 \omega^2}{3 \sigma_v^2} - \frac{8T^2 \sigma_v^2 \omega^2}{3 \sigma_v^2}
\end{align*}
\] (A.16)
The above three equations indicate that \( r_0, r_1 \) and \( r_2 \) are the three roots of \((z + r_0) (z + r_1) (z + r_2) = 0\). To solve this cubic equation the Cardano’s Formula is applied and \( r_i \) can be expressed in the following forms

\[
r_0 = 2 + x + \sqrt[3]{y + \sqrt{y^2 + m^3}} + \sqrt[3]{y - \sqrt{y^2 + m^3}} \tag{A.17}
\]

\[
r_1 = 2 + x + \frac{-1 + \sqrt{3} j}{2} \sqrt[3]{y + \sqrt{y^2 + m^3}} + \frac{-1 - \sqrt{3} j}{2} \sqrt[3]{y - \sqrt{y^2 + m^3}} \tag{A.18}
\]

\[
r_2 = 2 + x + \frac{-1 - \sqrt{3} j}{2} \sqrt[3]{y + \sqrt{y^2 + m^3}} + \frac{-1 + \sqrt{3} j}{2} \sqrt[3]{y - \sqrt{y^2 + m^3}}. \tag{A.19}
\]

Then we have

\[
\begin{aligned}
& r_0 + r_1 + r_2 = 6 + 3x \\
& r_0 r_1 + r_1 r_2 + r_0 r_2 = 12 + 12x + 3x^2 + 3m \\
& r_0 r_1 r_2 = 8 + 12x + 2y + 6x^2 + x^3 + 3xm + 6m.
\end{aligned} \tag{A.20}
\]

Comparing equation (A.20) to equation (A.16), \( x, y \) and \( m \) can be determined as below

\[
\begin{aligned}
x &= d/3 \\
y &= 2d + \frac{1}{27} d^3 - f + \frac{2}{3} d^2 - \frac{1}{6} df + \frac{1}{2} g \\
m &= (3f - 12d - d^2)/9
\end{aligned} \tag{A.21}
\]

with

\[
\begin{aligned}
d &= \frac{T^2 \sigma_v^2}{3 \sigma_v^2} + \frac{T^4 \sigma_v^2}{36 \sigma_v^2} + \frac{\sigma_v^2}{\sigma_v^2} - \frac{T^2 \sigma_v^2}{4 \sigma_v^2} \\
g &= 4 \frac{\sigma_v^2}{\sigma_v^2} + \frac{4T^4 \sigma_v^2}{9 \sigma_v^2} + \frac{T^2 \sigma_v^2}{\sigma_v^2} - \frac{8T^2 \sigma_v^2}{3 \sigma_v^2} \\
f &= 4 \frac{\sigma_v^2}{\sigma_v^2} - \frac{2T^4 \sigma_v^2}{9 \sigma_v^2} - \frac{2T^2 \sigma_v^2}{3 \sigma_v^2}.
\end{aligned} \tag{A.22}
\]

Finally, \( z_0, z_1 \) and \( z_2 \) are solved and can be written as

\[
z_i = \frac{r_i \pm \sqrt{r_i^2 - 4}}{2}, i = 0, 1, 2 \tag{A.23}
\]

Equation (A.23) has 6 roots due to the additional parameter \( q_a \)’s effect on the roots’ locations. Among the 6 roots, only three of them are located inside the unit circle and the rest are located outside circle. To keep the loop stable, \( z_0, z_1 \) and \( z_2 \) should be the roots.
inside or on the unit circle.

Then, we could obtain the 3-state WF transfer function

\[ H_{WF3}(z) = \frac{S_{\theta}(z)}{Y_3(z^{-1})^+} + \frac{Y_3(z)}{Y_3(z)} = 1 - \sigma_v \frac{Y_3(z)}{Y_3(z)} \]

\[ = (3 - z_0 - z_1 - z_2) z^2 + (z_0 z_1 + z_0 z_2 + z_1 z_2 - 3) z + 1 - z_0 z_1 z_2 \]

\[ \frac{z^4 + (-z_0 - z_1 - z_2) z^2 + (z_0 z_1 + z_0 z_2 + z_1 z_2) z - z_0 z_1 z_2}{z^4 + (z_0 + z_1 + z_2) z^2 + (z_0 z_1 + z_0 z_2 + z_1 z_2) z - z_0 z_1 z_2}. \]
Appendix B

Frequency Measurement

Derivation

According to equations (3.14) and (3.17),

\[
\Delta \theta_{k+1} - \Delta \theta_k = \frac{T}{2} \Delta \omega_{k+1} + \Delta \phi_{k+1} + v_{k+1} - \frac{T}{2} \Delta \omega_k - \Delta \phi_k - v_k
\]

\[
= \frac{T}{2} \Delta \omega_{k+1} + T \Delta \omega_k + \Delta \phi_k + v_{k+1} - \frac{T}{2} \Delta \omega_k - \Delta \phi_k - v_k
\]

\[
= \frac{T}{2} \left( \Delta \omega_{k+1} + \Delta \omega_k \right) + v_{k+1} - v_k
\]

(B.1)

Assuming that the frequency error will not change by a significant amount over one sample period, we have

\[
\Delta \theta_{k+1} - \Delta \theta_k \approx T \Delta \omega_{k+1} + v_{k+1} - v_k
\]

(B.2)

Similarly, according to equations (3.15) and (3.17),

\[
\Delta \theta_{k+1} - \Delta \theta_k = \frac{T^2}{6} \Delta \dot{\omega}_{k+1} + \frac{T}{2} \Delta \omega_{k+1} + \frac{T^2}{6} \Delta \dot{\omega}_k - \frac{T}{2} \Delta \omega_k - \Delta \phi_k - v_k
\]

\[
= \frac{T^2}{6} \Delta \dot{\omega}_{k+1} + \frac{T}{2} \Delta \omega_{k+1} + \frac{T^2}{2} \Delta \dot{\omega}_k + T \Delta \omega_k + \Delta \phi_k + v_{k+1}
\]

\[
- \frac{T^2}{6} \Delta \dot{\omega}_k - \frac{T}{2} \Delta \omega_k - \Delta \phi_k - v_k
\]

\[
= \left( \frac{T^2}{6} \Delta \dot{\omega}_{k+1} + \frac{T^2}{2} \Delta \dot{\omega}_k - \frac{T^2}{6} \Delta \dot{\omega}_k \right) + \frac{T}{2} \left( \Delta \omega_{k+1} + \Delta \omega_k \right) + v_{k+1} - v_k
\]

(B.3)
Again, assuming that the frequency error and frequency rate error will not change by a significant amount over one sample period, we have

\[
\Delta \theta_{k+1} - \Delta \theta_k \approx \frac{T^2}{2} \Delta \dot{\omega}_{k+1} + T \Delta \omega_{k+1} + v_{k+1} - v_k \quad \text{(B.4)}
\]
Appendix C

Frequency Tracking Error
Covariance Matrix Derivation

Substituting the received and local generated signal in equations (4.1), (4.12) and (4.18) into the equation (4.29), we have

\[
P_{k+1} = E \left[ (x_{k+1} - \hat{x}_{k+1})(x_{k+1} - \hat{x}_{k+1})^T \right] \\
= E \left[ (A_F x_k + n_k - A_F \hat{x}_k - A_F L \Delta \varpi_k) (A_F x_k + n_k - A_F \hat{x}_k - A_F L \Delta \varpi_k)^T \right] \\
= E \left[ (A_F \Delta x_k + n_k - A_F L (H_F \Delta x_k + u_k)) (A_F \Delta x_k + n_k - A_F L (H_F \Delta x_k + u_k))^T \right] \\
= A_F (I - LH_F) E \left[ \Delta x_k \Delta x_k^T \right] (I - LH_F)^T A_F^T + 2A_F L (A_F L)^T \frac{\sigma_n^2}{T} \\
+ Q_F - A_F (I - LH_F) E \left[ \Delta x_k u_k^T \right] (A_F L)^T - A_F L E \left[ u_k \Delta x_k^T \right] (I - LH_F)^T A_F^T \\
(C.1)
\]

Let \( G_k \) represents the correlation between the error state and non-white measurement noise, we have \( G_k = E \left[ \Delta x_k u_k^T \right] \) and \( G_k^T = E \left[ u_k \Delta x_k^T \right] \). When \( k \) approaches infinity,
$G_{k+1} = G_k = G_Y$ is in steady state. We expand $G_Y$ as following steps

$$G_Y = E \left[ \Delta x_k u_k^T \right]$$

$$= E \left[ - (A_F \Delta x_{k-1} + A_F L \Delta \varpi_{k-1}) \frac{(v_k - v_{k-1})^T}{T} \right]$$

$$= E \left[ - A_F L \frac{(v_{k-1} - v_{k-2}) (v_k - v_{k-1})^T}{T} \right]$$

$$= A_F L \frac{\sigma_v^2}{T^2}$$ \hspace{1cm} (C.2)

Finally, we can obtain

$$P_Y = A_F (I - LH_F) P_Y (I - LH_F)^T A_F^T + Q_F + 2 A_F L (A_F L)^T \frac{\sigma_v^2}{T^2}$$


$$= A_F (I - LH_F) P_Y (I - LH_F)^T A_F^T + Q_F + 2 A_F L (A_F L)^T \frac{\sigma_v^2}{T^2}$$

$$- A_F (I - LH_F) A_L (A_F L)^T \frac{\sigma_v^2}{T^2} - A_F L (A_F L)^T (I - LH_F)^T A_F^T \frac{\sigma_v^2}{T^2}$$ \hspace{1cm} (C.3)
Appendix D

Optimal solution of 1-state frequency tracking loop

To solve the quartic equation $\alpha^4 - 4\alpha^3 - b\alpha + b = 0$, we denote $\alpha = x + 1$ to eliminate the term $\alpha^3$ in this quartic equation and then we have

$$x^4 + 6x^2 - (b + 8)x - 3 = 0.$$ (D.1)

Applying the Ferrari’s solution, the four solutions of the above equation can be obtained as

$$x_1 = \frac{1}{2} \sqrt[4]{4 + \sqrt{b^2 + 16b}} - \frac{1}{2} \sqrt{8 - \sqrt{b^2 + 16b} + \frac{2b + 16}{\sqrt{4 + \sqrt{b^2 + 16b}}}}$$ (D.2)

$$x_2 = \frac{1}{2} \sqrt[4]{4 + \sqrt{b^2 + 16b}} + \frac{1}{2} \sqrt{8 - \sqrt{b^2 + 16b} + \frac{2b + 16}{\sqrt{4 + \sqrt{b^2 + 16b}}}}$$ (D.3)

$$x_3 = -\frac{1}{2} \sqrt[4]{4 + \sqrt{b^2 + 16b}} - \frac{1}{2} \sqrt{8 - \sqrt{b^2 + 16b} - \frac{2b + 16}{\sqrt{4 + \sqrt{b^2 + 16b}}}}$$ (D.4)

$$x_4 = -\frac{1}{2} \sqrt[4]{4 + \sqrt{b^2 + 16b}} + \frac{1}{2} \sqrt{8 - \sqrt{b^2 + 16b} - \frac{2b + 16}{\sqrt{4 + \sqrt{b^2 + 16b}}}}$$ (D.5)

The corresponding solutions of $\alpha$ can be obtained through the relation $\alpha = x + 1$. It is noted that the tracking error variance $p_\omega$ should be always positive. The condition that
0 < \alpha < 2 should be satisfied. Hence, the optimal value of \alpha that minimizes \bar{p}_\omega is

\alpha_{opt} = 1 + \frac{1}{2} \sqrt{4 + \sqrt{b^2 + 16b}} - \frac{1}{2} \sqrt{8 - \sqrt{b^2 + 16b} + \frac{2b + 16}{\sqrt{4 + \sqrt{b^2 + 16b}}}}. \quad (D.6)