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Abstract

The explosive proliferation of mobile devices and the popularity of social networks have spurred extensive demands on Location Based Services (LBSs) in recent decades. Global Positioning System (GPS) is not capable of providing indoor LBS with sufficient localization accuracy due to the lack of line of sight (LoS) transmission channels between satellites and receivers. Hence, developing Indoor Positioning System (IPS) to provide reliable indoor LBS has been a hot research topic in recent years. IPS has been recognized as a crucial component in numerous applications such as asset tracking, logistics, tourism and security. Furthermore, IPS for occupancy detection can also play an important role in energy saving in buildings.

Various wireless communication technologies have been exploited for indoor positioning and navigation services in the past two decades. Since the existing IEEE 802.11 (WiFi) network infrastructures, such as WiFi routers, have been widely available in large numbers of commercial and residential buildings and nearly every commercial off-the-shelf (COTS) mobile device is WiFi enabled, WiFi based IPS has become the primary alternative to GPS for indoor positioning. Nevertheless, there are still several bottlenecks that restrain them from large-scale implementation.

In this thesis, we aim to propose systematic solutions to overcome the longstanding challenges of existing WiFi based IPSs, and develop novel algorithms and systems that outperform the existing ones in terms of accuracy, reliability, robustness and efficiency. Firstly, in order to overcome the device heterogeneity issue, we propose to standardize WiFi fingerprints by a statistical shape analysis method (i.e. Procrustes analysis), and define Signal Tendency Index (STI) to measure the similarity between
such standardized location fingerprints. Secondly, we address the issue of robustness of the WiFi fingerprinting-based IPS against environmental dynamics by proposing an online sequential extreme learning machine (OS-ELM) based localization algorithm. The fast learning speed of OS-ELM can reduce the time and manpower costs for offline site survey. Meanwhile, its online sequential learning ability enables the proposed localization algorithm to adapt to environmental dynamics in a timely manner. Moreover, we also propose a novel online mutual information (Online-MI) based access point (AP) selection strategy that is able to select the optimal subset of APs to reduce the computational burden and improve the indoor localization accuracy of the IPS. Furthermore, in order to remove the needs of tedious and laborious offline site survey process for WiFi based IPS, we design and develop WinIPS, a WiFi based non-intrusive IPS that enables automatic online radio map construction and adaptation for calibration-free indoor localization. It is able to capture data packets transmitted in the WiFi traffic and extract the received signal strength (RSS) and MAC addresses of both WiFi access points (APs) and mobile devices in a non-intrusive manner. Owing to this unique advantage, the online RSS measurements of APs are obtained and used as online reference points for radio map construction and adaptation in real-time. Our WinIPS received the 3rd Place Award in the IPSN 2014 Microsoft Indoor Localization Competition (the 3rd most accurate system in the Infrastructure-Free Category).

In addition, in order to seamlessly integrate the proposed IPS with GPS, we propose BlueDetect, an accurate, fast and energy-efficient scheme for indoor-outdoor (IO) detection and smooth LBS in all environments running on a mobile device based on the emerging low-power iBeacon technology. By leveraging the portable BLE beacons and Bluetooth module on mobile devices, BlueDetect provides precise IO detection results to turn on/off on-board sensors (such as WiFi and GPS) smartly, improve their performances and reduce the power consumption of mobile devices simultaneously. Furthermore, seamless LBS, such as positioning and navigation service, can be realized by BlueDetect, especially in semi-outdoor environments, which cannot be achieved easily by either GPS or IPS. By integrating BlueDetect with
on-board motion sensors on smartphone, including accelerometer, magnetometer and gyroscope, the system achieved indoor localization accuracy of 1.37m in the infrastructure-based category in the 2015 Microsoft indoor localization competition.

With the aid of the aforementioned algorithms and IPSs, numerous LBSs such as indoor navigation on wearable device (Google Glass), indoor geofencing for a smart lighting control system and seamless indoor outdoor navigation, have been successfully developed and implemented in a wide variety of indoor environments.
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Symbols

\( \mathbb{C} \) \hspace{1cm} set of complex numbers

\( \mathbb{R} \) \hspace{1cm} set of real numbers
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\( \text{supp}\{\mathbf{x}\} \) \hspace{1cm} support of \( \mathbf{x} \) defined as \( \{i : x_i \neq 0\} \)

\( \| \mathbf{x} \|_p \) \hspace{1cm} \( \ell_p \) norm (\( p \geq 1 \)) or pseudo-norm (\( 0 < p < 1 \)) of \( \mathbf{x} \) defined as

\( (\sum_i |x_i|^p)^{\frac{1}{p}} \)

\( \| \mathbf{x} \|_0 \) \hspace{1cm} \( \ell_0 \) pseudo-norm of \( \mathbf{x} \) defined as the number of nonzero entries
$\|x\|_\infty$ \quad $\ell_\infty$ norm of $x$ defined as $\max\{\|x_i\|\}$

$\langle x, y \rangle$ \quad inner product of $x$ and $y$

$x \succeq y$ \quad $x_i \geq y_i$ for all $i$

$E\{\cdot\}$ \quad expectation

$Var\{\cdot\}$ \quad variance

$L$ \quad number of hidden nodes
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- **IPS** indoor positioning system
- **LBS** location based service
- **AP** access point
- **RSS** received signal strength
- **REP** repeatability
- **ML** machine learning
- **STD** standard deviation
- **MD** mobile device
- **RD** reference device
- **TD** testing device
- **RP** reference point
- **KNN** K nearest neighbor
- **WKNN** weighted K nearest neighbor
- **MMSE** minimum mean square error
- **HVAC** heating, ventilating, and air conditioning
- **SLFN** single-hidden layer feedforward neural network
- **ELM** extreme learning machine
- **WPL** weighted path loss
- **OnlineMI** online mutual information
- **STI** signal tendency index
OS-ELM: online sequential extreme learning machine
WinIPS: WiFi-based Non-intrusive Indoor Positioning System
PSFM-GPR: Gaussian Process Regression with Polynomial Surface Fitting Mean
WinSMS: WiFi-based Non-intrusive Sensing and Monitoring System
VRP: virtual reference point
IoT: Internet of Things
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Chapter 1

Introduction

1.1 Motivation and Objectives

The explosive proliferation of mobile devices and the popularity of social networks have spurred extensive demands on Location Based Services (LBSs) in recent decades. Although GPS is the primary choice for location estimation in outdoor environments, it is not capable of providing positioning services with sufficient localization accuracy in indoor environments due to the lack of line of sight (LoS) transmission channels between satellites and receivers [3]. Therefore, great efforts have been devoted to developing Indoor Positioning Systems (IPSs) so as to enable reliable and precise indoor positioning and navigation. As shown in Figure 1.1, IPS has been recognized as a crucial component in numerous applications such as asset tracking, logistics, tourism and security. According to a recent market research, the indoor location market is estimated to grow from $597 million in 2014 to $3961.8 million by 2019 at a Compound Annual Growth Rate (CAGR) of 46.0% from 2014 to 2019 [4].

In the past two decades, various wireless communication technologies, such as infrared (IR), ultrasound, Ultra-Wideband (UWB), Radio Frequency Identification (RFID), Bluetooth, IEEE 802.11 (WiFi) and so on, have been exploited for indoor
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positioning and navigation services [5,6]. Due to the rapid development of miscellaneous wireless communication technologies to accommodate LBSs, IPSs have been broadly developed and numerous algorithms have been studied recently [7,8]. Furthermore, IPS for human activity sensing can also play an important role in energy saving in buildings. Nowadays, building energy usage accounts for an increasing proportion of the total energy consumption. It’s reported that the building electricity consumption accounted for 40% of the total electricity consumption in United States in 2005 and 33% in Singapore in 2010 respectively [9,10]. Specifically, most heating, ventilating, and air conditioning (HVAC) systems assume a maximum occupancy status of a room during normal working periods, and a minimum occupancy status at nights. This results in energy waste because the occupancy level of rooms is conditioned to the number of occupants who are actually present in the area [11]. The knowledge of occupancy distribution within a building provided by IPS offers the potential of significant energy savings [12]. There are basically three stages to link human activity sensing and a building management system. Firstly, by leveraging the information provided by IPS, we are able to capture human presence and behaviors in the indoor environment. After that, we can understand human activity pattern and develop human activity forecasting algorithms. Finally,
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we can develop dynamic models of occupancy to map localized energy requirements and forecast building energy consumption.

Unlike other wireless technologies requiring the deployment of extra infrastructures, the existing IEEE 802.11 (WiFi) network infrastructures such as WiFi routers have been widely available in large numbers of commercial and residential buildings. More importantly, nearly every existing commercial mobile device is WiFi enabled. As such, WiFi based IPS has become the primary alternative to GPS for indoor positioning.

The existing WiFi based IPSs are able to provide 3-5m localization accuracy in general. Nevertheless, several drawbacks restrain them from large-scale implementation. First of all, most of the existing WiFi based IPSs involve an offline site survey process, which is extremely time-consuming and labor-intensive. Multiple received signal strength (RSS) samples need to be measured at numerous calibration points to ensure localization accuracy. Secondly, the offline calibrated database is vulnerable to environmental dynamics [13,14], as the real-time RSS readings collected during online localization phase could deviate from those stored in the offline database due to the variation of temperature, humidity, occupancy distribution and multipath effects. Poor localization results will be introduced if the radio map is not updated adaptively. Furthermore, the existing WiFi based IPSs also suffer from device heterogeneity across commercial off-the-shelf (COTS) mobile devices [15]. Due to the proliferation of various types and brands of mobile devices, it is indispensable and urgent to develop a robust location fingerprinting technique to provide accurate, reliable and fast indoor positioning services for heterogeneous devices. Another challenge for existing WiFi based IPSs comes from the high computational burden due to the analysis of multiple RSS values from numerous access points (APs) simultaneously. Certain AP selection strategy is desired to reduce this computational burden while preserve or even improve the localization accuracy.

The objective of this thesis is to tackle the aforementioned issues and provide effective solutions to improve the performance of IPSs comprehensively. We demonstrate
that the major problems of existing WiFi based IPSs (e.g. device heterogeneity issue, calibration and maintenance efforts, the computational overhead) can be overcome by adopting our proposed algorithms accordingly. In addition, how to provide seamless LBS in all environments by integrating IPS with GPS is usually neglected and remains challenging. This will be also addressed in our work. We aim to develop accurate and reliable indoor LBS to locate and track mobile devices as well as the occupants.

1.2 Main Contributions

The main contributions of the thesis are listed as follows:

1. We propose three localization algorithms that can be easily implemented for all the radio frequency (RF) based IPS. Weighted Path Loss (WPL) is a centralized signal propagation model based localization algorithm which can provide an accurate location estimation of the mobile device without any extra infrastructure. Moreover, Extreme Learning Machine (ELM), a fast machine learning technique, is utilized as a fingerprinting based approach for indoor localization. Noticing that signal propagation model based approaches provide a fast location estimate but with limited accuracy, while fingerprinting based approaches provide a higher localization accuracy but with a higher computational complexity, we further propose an integrated WPL-ELM algorithm, which combines the fast estimation of WPL and the high localization accuracy of ELM.

2. After conducting a comprehensive theoretical and experimental analysis of the device heterogeneity issue for WiFi based IPS, we propose to standardize WiFi fingerprints based on a statistical shape analysis method (i.e. Procrustes analysis), and define Signal Tendency Index (STI) to measure the similarity between such standardized location fingerprints. Furthermore, considering the
fact that ELM provides a good generalization performance at an extremely fast
learning speed, we integrate the weighted version of ELM, termed WELM, and
STI to develop an efficient and robust method named as STI-WELM.

3. We propose an indoor localization algorithm based on an online sequential
extreme learning machine (OS-ELM) to address the issue of non-robustness
to environmental dynamics of the existing WiFi based IPSs. The fast learning
speed of OS-ELM can reduce the time and manpower costs for the offline site
survey. Meanwhile, its online sequential learning ability enables the proposed
localization algorithm to adapt to environmental dynamics in a timely manner.
Both simulation and experimental results verify the superiority of the proposed
OS-ELM algorithm.

4. In order to reduce the computational burden of the WiFi based IPS, we pro-
pose a novel AP selection strategy, online mutual information (OnlineMI),
that is able to select the optimal subset of APs, and in the meanwhile improve
the localization accuracy. Unlike traditional AP selection methods that only
consider the individual discriminate ability of all the APs, OnlineMI measures
the collective discriminate ability of different groups of APs by the mutual
information within the group. Furthermore, since its AP selection process is
conducted online associated with the real-time location of the mobile device,
OnlineMI can select the subset of APs that provides most online information
for indoor positioning consistently and adaptively even under various environ-
mental dynamics.

5. In order to remove the tedious and laborious offline site survey process, we
design and develop WinIPS, a WiFi based non-intrusive IPS that enables
automatic online radio map construction and adaptation for calibration-free
indoor localization. For RSS data acquisition, we develop WinSMS, a nov-
el intelligent wireless sensing system that captures data packets in the WiFi
traffic and extract the RSS and MAC addresses of both WiFi APs and mobile
devices in a non-intrusive manner. Owing to this unique advantage, we can
obtain the online RSS measurements of APs and use them as online reference points for radio map construction and adaptation in real-time. To establish a more fine-grained radio map, an upgraded Gaussian process regression (GPR) with polynomial surface fitting mean (PSFM-GPR) is introduced to precisely model the irregular RSS distribution over the complex indoor environment. This online generated fine-grained radio map is more adaptive and robust to environmental dynamics than the traditional offline calibrated radio map. The extensive experiments conducted in a real multi-functional office show that WinIPS outperforms existing solutions in terms of both RSS estimation accuracy and localization accuracy. Since it completely gets rid of the cumbersome offline site survey process while providing outstanding indoor LBS, these merits make it more suitable for practical large-scale implementation. The WinIPS received the 3rd Place Award in the IPSN 2014 Microsoft Indoor Localization Competition (the 3rd most accurate system in the Infrastructure-Free Category).

6. In an effort to seamlessly integrate the proposed IPS with GPS, we propose BlueDetect as an accurate, fast and energy-efficient scheme for indoor-outdoor (IO) detection and seamless LBS running on a mobile device based on the emerging low-power iBeacon technology. By leveraging the portable BLE beacons and Bluetooth module on mobile devices, BlueDetect provides precise IO detection results to smartly turn on/off on-board sensors (such as WiFi and GPS), improve their performance and reduce the power consumption of mobile devices simultaneously. Furthermore, seamless LBS such as positioning and navigation service can be realized by BlueDetect, especially in semi-outdoor environments. This cannot be achieved by GPS or IPS easily. We prototyped BlueDetect on multiple Android mobile devices and analyzed its performance comprehensively. It provides a higher IO detection accuracy, higher localization accuracy in semi-outdoor environments while consuming less battery than existing schemes. It is a feasible solution for IO detection and can be
extended for other services such as geo-fencing and floor identification in the near future.

Furthermore, some video demos of our systems developed in this thesis, including non-intrusive WiFi based indoor positioning and navigation system, indoor navigation on Google Glass, indoor geofencing for a smart lighting control system, and seamless indoor outdoor navigation, are available on our YouTube Channel [16].

1.3 Organization of the Thesis

The remainder of this thesis is organized as follows:

Chapter 2 presents a literature review on sensing technologies and algorithms for indoor localization. A variety of key technologies (e.g. vision, magnetic field, infrared, UWB, IMU, RFID, iBeacon and WiFi) are introduced and juxtaposed in terms of localization accuracy, cost, power consumption and the requirement of extra devices on the user-side. Existing signal propagation model based and fingerprinting based localization algorithms are also reviewed in this chapter. The main contributions of the thesis are detailed in Chapters 3-8.

Chapter 3 introduces our proposed three indoor localization algorithms, namely WPL, ELM and Integrated WPL-ELM, which can be easily implemented for all RF based IPS. Our work presented in this chapter has been published in *Unmanned Systems* [17], *IEEE CPSNA 2013* [18] and *IPIN 2013* [19].

Chapter 4 introduces our proposed STI location fingerprint, which aims to overcome the device heterogeneity issue for WiFi based IPS. Our work presented in this chapter has been published in *IEEE Transactions on Wireless Communication* [20] and *IEEE WCNC 2016* [21].

Chapter 5 describes the OS-ELM based localization algorithm we have proposed to make the WiFi based IPS more robust to various environmental dynamics. This
Chapter 6 presents the proposed OnlineMI AP selection strategy which aims to reduce the computational burden of the WiFi based IPS. Our work has been published in *IEEE CASE 2015* [23].

Chapter 7 is devoted to developing a WiFi based non-intrusive IPS, WinIPS, that enables automatic online radio map construction and adaptation for calibration-free indoor localization. This chapter is mainly based on our papers that have been published in *IEEE INFORCOM 2016* [24] and submitted to *IEEE Transactions on Industrial Informatics*.

Chapter 8 presents the proposed BlueDetect system, which is an accurate, fast response and energy-efficient scheme for Indoor-Outdoor (IO) detection and seamless LBS running on a mobile device based on the emerging low-power iBeacon technology. Our work presented in this chapter has been published in *Sensors* [25].

Chapter 9 concludes the thesis and highlights some potential future research directions.
Chapter 2

Literature Review

The explosive proliferation of mobile devices and the popularity of social networks have spurred extensive demands on LBSs in recent decades. Great efforts have been devoted to developing IPSs so as to enable reliable and precise indoor positioning and navigation in the past two decades. This chapter is devoted to a comprehensive review of recent advances in indoor localization, from the angles of sensing technologies and localization algorithms. The major bottlenecks for existing IPS and localization algorithms are discussed as well. Furthermore, existing solutions for the integration of IPS and GPS are presented in this chapter.

2.1 Overview of Sensing Technologies for Indoor Localization

Various sensing technologies have been proposed and developed to provide indoor LBS. The main characteristics of these technologies (e.g., localization accuracy, cost, power consumption and the requirement of extra devices on the user-side) are summarized in Table 2.1. Multiple key technologies are highlighted in this section.
Table 2.1: Overview of major sensing technologies for indoor localization.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Localization Accuracy</th>
<th>Extra Device on User-Side</th>
<th>Power Consumption</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infrared</td>
<td>0.5-3 m</td>
<td>Yes</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>Acoustic signal</td>
<td>30-80 cm</td>
<td>No</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>RFID</td>
<td>1–3 m</td>
<td>Yes</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>UWB</td>
<td>10-50 cm</td>
<td>Yes</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>PDR</td>
<td>1–5 m</td>
<td>No</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>WiFi</td>
<td>2–5 m</td>
<td>No</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>BLE (iBeacon)</td>
<td>1–5 m</td>
<td>No</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

2.1.1 Cameras and visible light

Nowadays, commercial cameras are able to provide high resolution of space, and accommodate information regarding objects in a scene, including texture, shape, color, size, and so on. Furthermore, the fast development of computer vision technology makes cameras widely adopted by robots for simultaneous localization and mapping (SLAM) tasks. Several vision-based IPSs have been proposed in recent years. For instance, Epsilon leverages visible light from smart LEDs coupled with custom light sensor receivers for localization [26]. It requires the LOS condition to achieve sub-meter localization accuracy. Luxapose utilizes commercial cameras and image processing techniques to realize indoor localization [27]. It is able to provide both location and orientation estimation of the object. However, the analysis process of the image introduces around 10 s delay for location estimation.

In summary, the requirements of specific environmental and lighting conditions, as well as the privacy issue are the bottlenecks for vision-based IPS.

2.1.2 Magnetic field

Several researchers have proposed to use magnetic field for indoor positioning and navigation [28][31]. These approaches can be classified into two categories: geomagnetic field based and artificial generated magnetic field based. Geomagnetic field is usually adopted to estimate the walking orientation of a pedestrian. However,
various magnetic inferences severely degrade the estimation accuracy. Meanwhile, some researchers actually leverage these anomalies as fingerprints (location signatures) to perform geomagnetic field fingerprinting based indoor localization \cite{31,32}. Artificially generated magnetic fields are also utilized for indoor positioning. Customized coils are required to be deployed in the environment. The location of user is estimated by trilateration algorithm according to the received strengths of multiple coils’ magnetic fields \cite{33}. A 3D indoor tracking system based on magnetic field is proposed in \cite{30}. The requirement of dedicated infrastructure is the bottleneck of the magnetic field based IPSs.

### 2.1.3 Infrared (IR)

The range of infrared (IR) wavelength is from 700 nm to 1 mm, and the corresponding frequency range is from 430 THz to 300 GHz. Its wavelengths are longer than visible light, which makes IR-based IPSs less intrusive than vision-based IPSs. The Active Badge \cite{34} is a pioneer work using infrared signals to realize indoor localization. There are basically three methods of using infrared signals for indoor localization: active infrared beacons, infrared imaging using natural radiation and artificial light sources. Artificial IR light source system is able to provide sub-mm localization accuracy. Active beacons and natural radiation are employed for providing coarse location estimation or computing the occupancy distribution of indoor environments.

The high deployment cost of extra infrared infrastructure is the main issue of IR-based IPSs in commercial applications.

### 2.1.4 Ultrasound and acoustic signal

Acoustic-based IPSs, such as Cricket \cite{35}, Bat \cite{36} and Guoguo \cite{37}, are adopting ultrasound to realize indoor localization. Transmitters on the user side broadcast a short ultrasound pulse firstly. Then, multiple receivers at fixed locations pick up the
signal and estimate the location of the user. The work in [38] leverages high-pitched acoustic signals emitted from commercial mobile devices to realize indoor tracking.

To achieve higher localization accuracy, a dense deployment of dedicated devices is required for acoustic-based IPSs. Furthermore, the large sound noise in certain indoor environments and small coverage also restrict the large scale commercial applications of acoustic-based IPSs.

2.1.5 Ultra-wideband (UWB)

Ultra-Wideband (UWB) is a radio technology for high-bandwidth short-range communication with strong multipath resistance and penetrability through different building materials, which is beneficial for indoor ranging, localization and tracking. Unlike narrowband operation, UWB waves occupy a large frequency bandwidth (> 500 MHz). Its harmfulness to the human body is alleviated by the low power spectral density, which also facilitates restricting the interference of UWB signals with other narrowband receivers [2]. One major advantage of using UWB is that it is capable of penetrating construction materials, e.g., wood, concrete and glass. This is favorable for indoor localization as it capacitates ranging under non-line-of-sight (NLOS) transmission and enables inter-room distance measurements. Large bandwidth which translates into a high resolution in time and consequently in range is another superiority of using UWB for ranging [2]. Favored by the short duration (less than 1ns) of UWB pulses, the reflected signals from the original signals can be filtered, which largely improves its accuracy.

2.1.6 Inertial Measurement Unit (IMU)

The IMU is a device that is capable of measuring an entity’s velocity, gravitational forces and orientation of moving by gyroscopes (angular velocity sensors) and accelerometers (acceleration sensors). Besides gyroscopes, most of mobile devices
also incorporate magnetic field sensors as a compass (magnetometers) in their IMU function.

IMU sensors are usually leveraged to infer precise motion status of user, including step detection, walking length estimation and walking direction estimation. Since the vertical acceleration signal contains periodic patterns when feet hit the ground during walking, it usually employed for step detection \[39\]. Time-domain approaches such as peak detection \[40\], zero-crossing counting \[41\], auto-correlation \[42\], and thresholding \[43\] are proposed for step counting. Furthermore, frequency-domain approach \[44\] and feature clustering approach \[45\] are also leveraged to extract features from the inertial measurements for step detection. For walking length estimation, majority of studies aim to build regression models according to accelerations. For instance, step frequency \[46\] and the difference between the peak and trough values of the vertical accelerations \[47\] are utilized to infer the step length. Both gyroscope and magnetometer readings are usually utilized for walking direction estimation \[39, 48\]. In complex indoor environments, magnetometer measurements are easily disturbed by metal and electronic devices. The integration of gyroscope readings, i.e. angular velocities, drifts gradually due to the sensor noise of gyroscope. Therefore, the sensor fusion of both approaches is a robust method for walking direction estimation. This information provided by IMU sensors allows one to track an entity’s position comprehensively and make pedestrian dead reckoning (PDR) feasible on mobile devices. However, the estimation accuracy falls dramatically as different placement of devices by holders can result in different measurements \[49\]. Thus, various RF based IPSs including ultrasound \[50\], RFID \[51\], iBeacon \[39\] and WiFi \[52\] are integrated with PDR and inertial approaches to make the entire system more accurate and robust.

2.1.7 Radio Frequency Identification (RFID)

Radio Frequency Identification (RFID) is a means of storing and retrieving data through electromagnetic transmission to a RF compatible integrated circuit. RFID-based IPSs usually consist of RFID readers with antenna which communicate with
nearby active or passive RFID tags. RFID technology has several advantages, including anti-interference, unique identification for objects and no requirement of LOS condition. It has been widely used in asset tracking, industrial automation and medical care. The application of RFID technology in IPS has become a hot research topic in recent years. RFID based IPSs such as SpotON \[53\] and LANDMARC \[54\] can successfully uniquely identify, localize and track equipment and persons.

A typical RFID based IPS consists of three basic components: RFID readers, RFID tags and their interconnecting communication network. Both RFID readers and tags use a predefined RF frequency and protocol to transmit and receive data. The RFID reader is able to read the data emitted from RFID tags. RFID tags can be classified into two categories: passive and active tags.

Passive RFID tags operate without batteries and are mainly used to replace the traditional barcode technology. A variety of RFID based IPSs by adopting passive RFID tags have been proposed in the past two decades \[55, 56\]. Although they are lighter and less expensive than active tags, the range of the passive RFID tags is limited to approximately 1 m to 2 m which largely restricts the coverage area of their system \[57\].

Active RFID tags are small transceivers equipped with button-cell batteries. They can actively transmit their ID and additional information to RFID readers. In contrast to passive RFID tags, a typical active RFID tag enables long transmission range of 30m or more with the help of an onboard radio and a small antenna, rendering it quite suitable for identifying and tracking high-unit-value products or persons in complex indoor environments. RFID based IPSs which use active RFID tags such as SpotON \[53\] and LANDMARC \[54\] have been proposed in recent decades. SpotON is a fine-grained IPS based on RFID signal strength. SpotON tags are custom devices that operate standalone or potentially as a plug in card enabling larger devices to take advantage of location-sensing technology. It can provide 3D location information of the tag. LANDMARC is one of the earliest and most famous IPSs by using active RFID tags and readers. In order to increase accuracy
without placing more readers, extra fixed location reference tags are introduced in LANDMARC to facilitate location calibration. An RSS radio map is constructed by collecting the RSS from each tag to readers. The system receives the RSS data from both reference tags and tracking tags in real time. After comparing the RSSs of the tracking tags with those of reference tags, the weighted k-nearest neighbour algorithm is adopted to estimate the locations of the tracking tags. It is reported that the localization accuracy of LANDMARC is around 1.5 m to 2 m with 50 percent probability. An enhanced LANDMARC approach has been proposed in [58], aiming to make the calculated coordinate of the tracking tags closer to the real time measurements without extra readers and reference tags.

Nevertheless, the deployment of extra infrastructure is still costly compared with those modalities based on existing infrastructure. Besides, on the user’s side, they are required to carry the tags, which is not convenient and may bring maintenance issues.

2.1.8 Bluetooth Low Energy (BLE)

Bluetooth Low Energy (BLE) aims to transmit data between devices in short range with lower power consumption, lower cost and higher security compared to classic Bluetooth protocol [59, 60]. In [60], K nearest neighbor (KNN) algorithm and the BLE RSS are used to estimate the location of device. iBeacon, an advanced Bluetooth protocol is proposed by Apple [61], which is built upon BLE. It makes use of BLE proximity sensing to broadcast their unique identifiers to nearby portable mobile devices and trigger a location-based action on these devices. Since the iBeacon protocol uses very short duration messages and does not need a paired connection with mobile devices (broadcast only), it is much more power efficient than classical Bluetooth protocols and less power hungry on the user-side than GPS and WiFi [59]. With such a merit, a BLE beacon can run on a coin cell battery for months or even for years. According to a recent study on the battery life of 16 major iBeacon hardware devices [62], by setting the advertising interval as 645 ms, an iBeacon with...
a CR2450 620-mAh coin cell battery is able to provide 11.2 months of life, which increases to two years as the advertising interval is increased to 900 ms. Nowadays, the iBeacon protocol is becoming a built-in standard for mobile devices, and a high density deployment of BLE beacons in buildings for multiple purposes will be expected in the near future.

2.1.9 Wireless Local Area Networks (WiFi)

Wireless Local Area Networks (IEEE 802.11 standard, normally called Wi-Fi) have been exploited and used to estimate the location of a mobile target in indoor environments for a few years. Since the existing IEEE 802.11 network infrastructures such as WiFi routers are widely available in large numbers of commercial and residential buildings and nearly every mobile device now is equipped with a WiFi receiver \[63,64\], it is low-cost and practical to develop a WiFi based IPS to provide LBS in indoor environment.

Fingerprinting-based localization algorithm is the most widely adopted algorithm for WiFi based IPS due to its ability to capture the signal variance in complex indoor environment more accurately than other algorithms \[65-69\]. It consists of two phases: offline calibration phase and online localization phase. In the offline calibration phase, a site survey is performed to record the RSS from multiple APs at many calibration points and their physical coordinates to form a fingerprint. Then the data form a RSS fingerprint database (a.k.a. radio map). During the online localization phase, the location of mobile device is estimated by matching the observed RSS readings against the offline RSS fingerprint database. The pioneering work of employing fingerprinting-based approaches for WiFi based IPSs is RADAR \[65\] from Microsoft Research. It is able to achieve 2-3 m with a probability of 50%. Different from RADAR, which collects RSSI values at each reference point deterministically, Horus \[66\] stores the RSSI distribution of each AP in the fingerprint database and makes use of probabilistic model to perform indoor positioning.
Both RADAR [65] and Horus [66] are based on the raw RSS value, which is an unstable and noisy measurement. To improve the localization accuracy, both temporal and spatial observations are proposed to integrate with the RSS readings [70,71]. Temporal patterns present the WiFi signal patterns along the path trajectory during walking. This temporal information can be leveraged to correct the localization error of fingerprinting-based localization algorithms. For instance, Walkie-Markie [72] utilizes the WiFi signal sequence in corridors for fingerprint matching. It stores all the RSS patterns in different corridors and compares the increase and decrease of real-time RSS readings with the patterns to infer the location of user. The peak (a predefined high RSS value) in a given signal sequence is also considered for fingerprinting-based localization [73]. Spatial patterns indicate the geographical signal patterns that can be leveraged to constrain the location of user. The WiFi RSS values may display certain unique signatures at some specific indoor locations, such as corridor, open space and office area. Thus, these signatures can be used as WiFi landmark to classify the corresponding regions. MapCraft [52] and UnLoc [74] leverage the unique readings of WiFi APs to reduce the localization error. Furthermore, the order of signal strength from different APs is also proposed for fingerprint matching. HALLWAY [75] employs the RSS orders classifying different rooms. The experimental results have demonstrated that this approach is able to mitigate the influence of signal fluctuation as well as device heterogeneity.

### 2.1.10 Summary of sensing technologies for indoor localization

The achievable system coverage in indoor environments is normally between $10m^2$ and $1000m^2$ and the required localization accuracy is usually around $1m$ to $5m$. As shown in Figure 2.1, the most suitable technologies for IPSs are RFID, BLE and WiFi.
2.2 Overview of Indoor Localization Algorithms

With the booming development of leveraging various wireless communication technologies to provide indoor positioning and navigation, indoor localization algorithms have been extensively studied and a number of approaches have been proposed over the past two decades [6–8]. In general, indoor localization algorithms can be classified into two classes, memoryless localization and tracking. Memoryless localization algorithms employ real-time measurements only to estimate the location of a mobile device. Tracking algorithms leverage both real-time measurements and historical data, which are linked by a dynamic motion model, to infer the location.

In the rest of this section, we will provide an overview of these two categories of indoor localization algorithms as well as their limitations respectively.
2.3 Memoryless Localization Algorithms

As shown in Figure 2.2, memoryless localization algorithms can be classified into two categories: signal propagation based approaches and fingerprinting based approaches.

2.3.1 Signal propagation based localization algorithms

Signal propagation based localization algorithms calculate the location of mobile devices based on geometrical models. The most widely used model is the Log-Distance Path Loss model (LDPL), which establishes the relationship between the measured RSS and the Radio Frequency (RF) propagation distance \[76, 77\]. Other geometric models have been utilized to characterize the relationship between signal transmitters and receivers as well. Time of arrival (TOA) algorithm leverages the ranging measurements from multiple transmitters to estimate the location of a mobile device. The speed of light multiplied by the duration of travel is the estimated distance between the transmitter and the mobile device \[78\]. PinPoint \[79\] is based on Time of Arrival (ToA). Angle of Arrival (AOA) has been employed for indoor localization \[80\]. The location of the mobile device is estimated according to the angle of arrival of an RF signal. Cricket \[35\] adopts Time Difference of Arrival
(TDoA) method to perform indoor positioning. The least squares method can be applied to derive a location estimate.

Several signal propagation based approaches have been investigated in [81]. In general, the average localization accuracy of these IPSs is around 5 meters. The advantage of the signal propagation based approach is that it requires less calibration efforts than the fingerprinting based approach. However, these theoretical models are unable to capture the RSS variations timely due to environmental dynamics. Numerous facts (e.g. multi-path effects, reflection, diffraction and lack of LOS conditions) severely deteriorate the performance of signal propagation based algorithms in complex indoor environments.

### 2.3.2 Fingerprinting based localization algorithms

Fingerprinting based approaches adopt fingerprint matching as the basic scheme. It consists of two phases: offline calibration phase and online localization phase. In the offline calibration phase, a site survey is performed to record the RSS from multiple APs at many calibration points and their physical coordinates to form a fingerprint. Then the data form a RSS fingerprint database (a.k.a. radio map). During the online localization phase, the location of a mobile device is estimated by matching the observed RSS readings against the offline RSS fingerprint database.

A majority of these approaches leverages RF signals for RSS fingerprinting. To name a few, RADAR [65] and Horus [66] are based on WiFi signal, while LANDMARC [54] utilizes RFID signal; FM radio [82], geomagnetism [83] and GSM signals [84] are also adopted as fingerprints to build up the fingerprint database.

Miscellaneous matching techniques have been incorporated into fingerprinting-based approaches. They can be classified into two categories: deterministic inference, probabilistic inference and learning.
2.3. MEMORYLESS LOCALIZATION ALGORITHMS

2.3.2.1 Deterministic inference based localization

Deterministic inference matching techniques estimate the location of mobile devices by leveraging predefined voting rules such as KNN and weighted K nearest neighbor (WKNN) algorithms. To be more specific, suppose $M$ most similar reference points have been selected for location estimation. Then, the estimated location of a target $\hat{x}$ is calculated based on WKNN as follows:

$$\hat{x} = \sum_{m=1}^{M} w_m c_m$$

where $w_m$ is the weight for the $m$th reference point according to certain similarity metrics, while $c_m$ is the physical location of the $m$th reference point. KNN is a special case of WKNN when $w_m$ are set to be the same for all reference points. The weighting scheme depends on the distance function that measures the similarity between the real-time RSS vector and fingerprints stored in the database [85]. The most commonly used distance function is Euclidean distance. Other similarity equations such as Manhattan distance, Minkowski distance, Chebyshev distance, Intersection distance, Fidelity similarity and JensenShannon distance are also utilized to measure the similarity between RSS vectors [86]. Comprehensive performance evaluations of different distance and similarity metrics for WiFi fingerprinting based localization can be found in [85,86].

Deterministic inference matching techniques can be implemented easily. The localization accuracy could be improved when denser reference points are generated. However, additional infrastructure cost will be introduced.

2.3.2.2 Probabilistic inference based localization

These algorithms utilize probabilistic models to estimate the locations of mobile devices. During the offline phase, the signal strength distribution of each AP at each reference location is stored as radio map in the database. During the online phase, with the online measured RSS $s$, the objective is to find the location $\hat{x}$ that
maximizes the probability $P(x|s)$. According to the Bayes’ theorem, the estimated location $\hat{x}$ is inferred as follows:

$$\hat{x}(t) \propto \arg\max_x P(x|s) = \arg\max_x P(s|x)$$

(2.2)

Numerous Bayesian inference tools have been adopted to estimate $\hat{x}$ based on equation (2.2), such as Gaussian process [87], maximum a posteriori estimation [88] and maximum likelihood estimation [89]. The problem for probabilistic inference approaches is that they require high computational overhead which is not feasible on mobile devices.

2.3.2.3 Learning based localization

Learning based algorithms follow a data-driven manner, which learn and establish the relationship between input data (RSS values) and target data (locations) without a specific model, to estimate the locations of mobile devices. Machine learning methods, including neural networks [90], Back-propagation (BP) [6], support vector machine for regression (SVR) [91], compressed sensing [92], factor graphs [93], kernel estimation [94,95], have been utilized to learn the parameters in the training dataset. Most of these methods perform non-linear feature mapping to map the raw input data from input space to feature space to enhance the representations of data. In this way, certain nonlinear relationship is able to be captured instead of using a linear model. It is noteworthy that one of the machine learning algorithms called extreme learning machine (ELM) has attracted a lot of attention in recent years due to its fast learning speed and easy implementation [96,97]. In Chapter 3, our proposed RFID-based IPS, which adopts ELM as the localization algorithm, is able to deliver a better performance in terms of both the efficiency and localization accuracy [17,19]. In addition, online sequential extreme learning machine (OS-ELM), which is able to adapt to various environmental dynamics by its online sequential learning ability, can provide higher localization accuracy more consistently than traditional approaches [14,22]. The OS-ELM based localization algorithm is presented in Chapter 5.
2.3. MEMORYLESS LOCALIZATION ALGORITHMS

2.3.3 Limitations of fingerprinting-based localization algorithms

Although several published results have shown that the fingerprinting-based localization algorithms outperform signal propagation based approaches [8,98], there are still several drawbacks that restrain them from large-scale implementation.

First of all, existing fingerprinting-based localization algorithms utilize as many available APs as possible in indoor environments to improve the localization accuracy. In this case, the localization algorithm needs to handle high computational burden due to the usage of large numbers of APs. One major challenge is how to reduce this computational burden while preserving or even improving the localization accuracy. Secondly, it is acknowledged that the fingerprinting approach results in high localization accuracy provided that the testing device is the same as the reference device, but the localization accuracy can be severely degenerated for heterogeneous devices [15]. Due to the proliferation of various types and brands of mobile devices, it is indispensable and urgent to develop a robust location fingerprinting technique so as to provide accurate, reliable and fast indoor positioning services for heterogeneous devices. Moreover, the offline calibrated database is vulnerable to environmental dynamics [13,14], as the real-time RSS readings collected during online localization phase could deviate from those stored in the offline radio map due to the variation of temperature, humidity, occupancy distribution and multipath effects. Serious localization errors will be introduced if the radio map is not updated adaptively. In addition, the offline site survey process is extremely time-consuming and labor-intensive. Multiple RSS samples need to be measured at numerous calibration points to ensure the localization accuracy. The following sections describe the aforementioned limitations for fingerprinting-based approaches elaborately.
2.3.3. Data mining for improving localization accuracy

Certain research works have been conducted to extract the most relevant information from the high dimension signal space caused by massive numbers of APs for the purpose of improving localization accuracy. It is straightforward to leverage as many available APs as possible since they are densely deployed in indoor environments. However, the primary objective of this deployment plan is for the wireless network coverage rather than for the localization purpose. Thus, a portion of the RSS data from APs is redundant. It is necessary to identify the most vital information to enhance the localization performance from the large and noisy signal space. Existing approaches can be classified into two categories: feature extraction and AP selection.

The basic idea of feature extraction is to leverage statistical methods, such as linear discriminant analysis (LDA) and principal component analysis (PCA), to extract the most valuable feature components for further localization [99, 100]. These methods are suitable for linear features. However, the larger variation of WiFi RSS limits the performance enhancement of feature extraction based methods.

Another category is AP selection methods [95, 101, 102]. Due to the channel overlap of APs and large noise of WiFi RSS, a portion of available APs is redundant for localization purpose. The objective of AP selection is to reduce the computational burden and meanwhile preserve or even improve the localization accuracy of the entire IPS, by using only a proper subset of available APs. The basic idea is that \(N_f\) APs are selected from a total of \(N_t\) available APs according to some importance criterion. Therefore, the computational cost for localization process is reduced since \((N_t - N_f)\) dimensions are discarded. APs with the top \(N_f\) discriminative values are involved to construct lower dimensional features for further calculation.

To this end, certain importance criterion has been designed. The existing works mainly focus on developing an individual importance index for each AP, and accordingly selecting those with the highest scores. A common approach is MaxMean proposed in [101], which employs the absolute mean RSS value as the importance index and chooses those with the strongest mean RSS values.
Apart from the RSS value, individual information gain is also used as another importance index to assess the discriminate ability of each AP \[102\]. Assume that there are a total of \(N_t\) APs available in an indoor environment. Each AP \((AP_i, 1 \leq i \leq N_t)\) can be treated as a location information source or feature. For fingerprinting-based approaches, suppose WiFi RSSs are collected at \(p\) calibration points during the offline phase. Therefore, \(N_t\) mean RSS values can be obtained at each calibration point \((C_j, 1 \leq j \leq p)\). The InfoGain criterion of each AP is calculated as follows:

\[
\text{InfoGain}(AP_i) = H(C) - H(C \mid AP_i)
\]

where \(H(C)\) is the entropy of the reference points where the RSS from \(AP_i\) is unknown; \(H(C \mid AP_i)\) denotes the conditional entropy of the reference points given the RSS of \(AP_i\). Since all the RSS values from \(N_t\) APs are collected at reference points, \(H(C)\) and \(H(C \mid AP_i)\) are calculated accordingly as follows:

\[
H(C) = -\sum_{j=1}^{p} Pr(C_j) \log Pr(C_j)
\]

\[
H(C \mid AP_i) = -\sum_{v} \sum_{j=1}^{p} [Pr(C_j, AP_i = v) \times \log Pr(C_j \mid AP_i = v)]
\]

where \(Pr(C_j)\) is the prior probability of reference point \(C_j\). Since there are \(p\) reference points in total, we assume \(Pr(C_j) = 1/p\) for each reference point. \(v\) indicates one possible RSS value from \(AP_i\). \(Pr(C_j \mid AP_i = v)\) is the conditional probability which can be calculated as follows:

\[
Pr(C_j \mid AP_i = v) = \frac{Pr(AP_i = v \mid C_j)Pr(C_j)}{Pr(AP_i = v)}
\]

Since the location of \(C_j\) is known, \(Pr(AP_i = v \mid C_j)\) can be calculated directly based on the offline WiFi RSS database.

After the calculation, all APs are sorted in a descending order based on their InfoGain values. Then, top \(N_f\) APs with the highest InfoGain values as their discrimi-
nate ability are selected for online localization. Other \((N_t - N_f)\) APs are discarded for the reduction of computational burden.

We propose a novel online mutual information (OnlineMI) AP selection strategy that measures the collective discriminate ability among APs based on their mutual information to reduce the computational burden in Chapter 6.

### 2.3.3.2 Device heterogeneity

The device heterogeneity issue occurs when the clients’ mobile devices (testing devices) are different from the reference device (device utilized for the offline site survey). Due to the heterogeneous factors of mobile devices, including distinct WiFi chipsets, WiFi antennas, hardware drivers, encapsulation materials, and even operating systems [103, 104], RSS detected by heterogeneous devices at the same location usually has different mean values, and will be translated into different physical locations by the traditional WiFi RSS fingerprinting technique, with the result that localization accuracy is severely degraded [15, 94]. To handle the device heterogeneity issue encountered by the WiFi fingerprinting-based IPS, different schemes were proposed [15, 94, 103, 105–111].

One effective but time-consuming solution is to manually adjust RSS values for distinct testing devices by a linear transformation method [94, 106, 107]. Various transformation functions, such as Kullback-Leibler divergence [94], time-space sampling [106], Gaussian fit sensor model [107], have been leveraged. The main drawback of this approach is that it requires the types of the heterogeneous mobile devices be known in advance such that an offline regression procedure can be conducted to derive pairwise linear relationships. This imposes strict limitations on widespread applications involving a mass of new and unknown mobile devices. Moreover, as pointed out in [94], the linear transformation could not satisfactorily resolve the device heterogeneity issue since a simple linear relationship cannot effectively characterize the difference across mobile devices.
Some calibration-free methods were proposed in [103, 109] to avert the tedious manual RSS calibration procedure for each testing device. Collaborative mapping was employed to estimate a linear mapping function by training online measured RSS values [109]. Unsupervised learning methods such as online regression and expectation-maximization have been leveraged to learn the mapping function [103]. Nevertheless, these methods rely on time-consuming online processing to guarantee localization accuracy. Another way to address the device heterogeneity issue is to define and use alternative location fingerprint instead of absolute RSS values. For instance, signal strength difference (SSD), which leverages the difference of RSS values as a location fingerprint, was proposed in [15, 110]. The main drawback of SSD is the effect of shadowing variation and reduced number of RSS fingerprint vectors. On the other hand, hyperbolic location fingerprinting (HLF) employs the RSS ratio between a pair of APs as a location fingerprint [108, 111]. In [15, 105], the experimental results demonstrated that SSD is better than HLF for heterogeneous devices as a location fingerprint.

We propose a novel location fingerprint in Chapter 4 to address robustness issue with respect to the device heterogeneity.

2.3.3.3 Performance robustness against environmental dynamics

WiFi RSS is known to be susceptible to various environmental changes, including instant interference, such as opening and closing of doors, moving metal objects, as well as continuous interference, such as variation of temperature, humidity and occupancy distribution [13, 14]. Another source is the multipath effects, which include the reflection, diffusion and diffraction in indoor environments. As a consequence, the real-time RSS samples collected during the online localization phase could severely deviate from those stored in the offline radio map, which leads to serious location errors. We propose an OS-ELM based indoor localization algorithm in Chapter 3, which is able to adapt to various environmental dynamics by its online sequential learning ability and provides more accurate and robust indoor LBS consistently than the traditional approaches [14, 22].
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2.3.3.4 Time-consuming and labor-intensive calibration

The offline site survey process is time consuming, labor exhaustive and expensive. In order to achieve sufficient localization accuracy, the WiFi RSS fingerprints from multiple APs need to be measured at a huge number of calibration points, which is impractical for large indoor environments (such as shopping mall, stadium and airport).

Several schemes have been proposed to reduce the manual efforts for offline site survey and update the radio map online, including fixed reference anchor methods [54, 112, 113], calibration-free methods [77, 114], learning-based methods [115, 116] and Crowdsourcing methods [72, 117].

Specifically, LANDMARC [54] and LEASE [112], developed an adaptive offset of the RSS variations by employing reference anchors deployed at known fixed locations with real-time RSS observations. Nonetheless, these approaches require a very dense deployment of reference anchors to construct the radio map accurately. In [113], self-made WiFi anchors are introduced to obtain real-time RSS observations and Geography Weighted Regression (GWR) is adopted for online radio map construction to reduce the workload for offline site survey. It is noted that all these methods still require extra hardware to be deployed and are infeasible for large-scale implementation. A calibration-free method is presented in [77] which uses an indoor radio propagation model for online radio map construction to remove the offline site survey process. Nevertheless, the simple log-distance path loss model cannot describe the complex RSS distribution precisely. In [114], the idea of employing RSS data among APs to establish a radio map and using the GPR with Log-Distance path loss model for RSS modeling is introduced. However, they fail to modify the AP firmware to realize the idea due to technical difficulty and put a wireless monitor beside each AP instead. As a result, extra devices are still needed.

Several learning-based approaches are also introduced to reduce the number of reference anchors to be deployed [113, 116, 118]. LEMT [115] performed radio map adaptation by training the functional relationship between each location and its...
neighboring locations based on nonlinear regression analysis and model tree method, since neighboring locations have highly correlated RSS characteristics generally. The drawback of LEMT is that the process of building huge numbers of trees in each RSS sniffing period is time-consuming, which makes it difficult for real-time application. Other learning techniques such as multiview learning and manifold alignment are also utilized to transfer RSS information across different times and devices. Nevertheless, they still need to collect certain numbers of offline RSS fingerprints as label data for learning purposes.

Crowdsourcing methods, which employ the full sensing capabilities of mobile devices, are introduced to reduce the efforts for radio map construction as well. Zee utilized inertial measurement unit (IMU), comprised of accelerometers, gyroscopes and magnetometers, and RSS reading from the mobile devices to build up a radio map. Walkie-Markie used landmarks, such as turns, escalators and elevators, to enhance crowdsourcing performance. Nevertheless, extra user intervention is needed for these approaches and continuous IMU monitoring will consume a lot of mobile device’s battery, which is an impractical solution.

In order to overcome the aforementioned issues, we propose, WinIPS, a WiFi based non-intrusive indoor positioning system that enables automatic online radio map construction and adaptation for calibration-free indoor localization in Chapter.

2.4 Tracking

Tracking algorithms leverage both real-time measurements and historical data, which are linked by a dynamic motion model, to infer the location of mobile device. It can be classified into two categories: Pedestrian Dead Reckoning (PDR) based tracking approaches and learning based approaches.

2.4.1 Pedestrian Dead Reckoning (PDR) based tracking

Pedestrian Dead Reckoning (PDR) is the most widely used tracking algorithm for indoor positioning and navigation. It uses the on-board IMU sensor
to estimate the current position of the mobile device according to the previous position, step length and walking direction of the user. The step length and the number of steps a user has walked can be estimated according to the accelerometer readings. The direction of users’ movement can be derived from the gyroscope or the compass measurements. Therefore, a simple linear motion model can be constructed as follows:

\[
X_t = X_{t-1} + length_t \begin{bmatrix} \sin(\theta_t) \\ \cos(\theta_t) \end{bmatrix}
\]

where \( X \) is the estimated location of mobile device at time step \( t \), \( length_t \) is the step length and \( \theta_t \) is the walking direction at time step \( t \). PDR is able to provide accurate location estimation in a short range with a precise initial location estimation \([49]\). Nonetheless, it will drift along with the walking distance due to vibrations and inherent noise in the continuous coarse measurements. In order to eliminate these accumulative errors, several recent works such as fusion with landmarks \([74]\) and WiFi fingerprinting algorithms \([119]\) have been proposed to improve the performance of PDR. Ranging measurement provided by portable ultrasound range sensors is also integrated with PDR using particle filter to mitigate the drift error with walking distance caused by the integration of gyroscope data in \([50]\). A Kalman filter is employed for the fusion of the PDR approach and active RFID IPS \([51]\). Furthermore, a novel PDR localization algorithm with iBeacon corrections using extended Kalman filter is proposed in \([39]\). All of these sensor fusion algorithms are based on directed graphical models. Meanwhile, fusion methods based on undirected graphical model such as a conditional random field (CRF) are also proposed to improve the localization accuracy of the entire IPS \([52]\).

### 2.4.2 Learning based tracking

Learning based tracking algorithms construct and train a motion model using historical data and track the location of user with real-time measurements. The historical data can be treated as the prior knowledge in a probabilistic model with a set of
parameters $\Theta$ known a priori. The objective is to estimate $\Theta$ by training the dataset and refine it with real-time measurements. The maximum likelihood estimate $\hat{\Theta}_{ML}$ or maximum a posteriori estimate $\hat{\Theta}_{MAP}$ derived from Expectation Maximization (EM) approach [120] has been widely utilized in learning based tracking approaches. It is an iterative algorithm that alternates between calculating the expectation of the log-likelihood function given the parameters ($E$ step), and optimizing the parameters that maximize the expected log-likelihood ($M$ step). Let the expected complete data log likelihood in the $ith$ iteration be given as follows:

$$Q(\Theta, \Theta_{i-1}) = E_{x(t)|Z(t), \Lambda, \Theta_{i-1}} \{ \log p(x(t), Z(t), \Lambda|\Theta) \} \quad (2.4)$$

where $\Lambda$ represents the prior knowledge on $x(t)$, $Z(t)$ denotes the measurements at timestamp $t$. The objective of $E$ step is to calculate $Q(\Theta, \Theta_{i-1})$, while $M$ step will optimize $Q(\Theta, \Theta_{i-1})$ with respect to $\Theta$:

$$\Theta_i = \arg \max_{\Theta} Q(\Theta, \Theta_{i-1}) \quad (2.5)$$

EM method is able to estimate the parameters in a predefined motion model effectively. However, the complex movement of occupants in indoor environments cannot be described by a simple motion model comprehensively. The performance of EM learning based tracking approaches will be severely degraded if there is an incorrect assumption in the model. As an alternative, model-free learning based tracking algorithms are able to estimate the parameters without explicit assumptions. For instance, Conditional Random Field (CRF) is employed in [119] to maximize the conditional probability of states given observations without explicitly specifying the distributions. It allows us to capture correlations among observations over time, and to express the extent to which observations support not only states but also state transitions. The high computation cost is the bottleneck for learning based tracking algorithms.
2.5 Integration of IPS and GPS

As presented in the previous sections, extensive research and studies have been conducted in IPS, and some feasible solutions have been proposed. However, the majority of existing research adopts the common assumption that the operating environment is either indoor or outdoor and is known, which does not necessarily hold in reality. Some areas adjacent to buildings (covered corridor, connections between buildings) or semi-open buildings (parking garage) have partial characteristics of both indoor and outdoor environments. In this case, a sole dependence on GPS or IPS is unable to deliver a precise indoor-outdoor (IO) detection. Meanwhile, an accurate and effective IO detection scheme provides basic but critical information for upper-layer applications to serve individual users, e.g., mobile applications leveraging reliable IO status to give better services and alleviate battery consumption. Furthermore, an accurate and effective IO detection scheme could enable a seamless transition between outdoor and indoor LBSs.

In this section, we present an overview of existing IO detection schemes; one leverages the availability of GPS signals as the indicator to determine the status of indoors or outdoors; another employs various sensors equipped on mobile devices to infer the IO status.

2.5.1 GPS-Based IO detection

Generally, GPS provides reliable and outstanding localization and navigation services for users in outdoor environments when more than four visible satellites are available. On the contrary, since the line-of-sight paths between the mobile device and satellites are usually blocked in indoor environments, the performance of GPS is jeopardized. According to these facts, the localization accuracy of GPS or the availability of GPS signals is leveraged as an indicator to determine the status of indoors or outdoors [76, 121–123].
The GPS-based IO detection suffers from several drawbacks. First of all, its classification accuracy is not reliable, especially in some indoor environments with large windows. The reason is that the number of visible satellites in this area is greater than that in other indoor environments; therefore, the status of users will be misclassified into an outdoor environment if the availability of GPS signals is the sole indicator for IO detection. Secondly, the bootstrap process of the GPS module takes around one minute in general. Its performance is largely deteriorated during this slow process. Furthermore, GPS-based IO detection is not an energy-efficient method. The GPS module is the most power-hungry sensor in a mobile device, which is not worth being turned on as an IO hint all the time, from the energy saving perspective. In particular, GPS will consume much power in indoor environments since it needs to conduct GPS satellite scanning continuously until a sufficient number of satellites have been connected to perform localization.

In summary, GPS-based IO detection is vulnerable, ineffective, energy consuming and impractical.

2.5.2 Lightweight on-board sensor-based IO detection

Another category is to leverage various sensors equipped on the mobile device to determine whether the environment status is indoor, outdoor or an intermediate zone. IODetector mainly utilizes three on-board sensors, light, cell and magnetic field sensors, to detect the IO status. According to their observations, high light intensity indicates outdoor environments, and low light intensity represents indoor environments in general; the fluctuation of magnetic field intensity is higher in indoor than outdoor environments due to severe disturbances from steel structures and the chaotic electromagnetic fields generated by electric devices in indoor environments; the cell RSS of the user’s mobile device drops rapidly from outdoor to indoor environments because of the attenuation of walls and ceilings. These three detectors provide their individual estimates and corresponding confidence in those estimates. Then, IODetector aggregates these results, and the final
estimation is the status with the best overall confidence in estimation. A first-order hidden Markov model is also employed to realize a stateful IODetector in [124], although only a slight enhancement was achieved compared to the stateless one. The main drawback of IODetector is that it leverages hard thresholds for each sensor feature to determine indoor or outdoor environments. The accuracy of the estimation across different devices and environments is negatively impacted.

Besides the three sensors employed in IODetector [124], other sensor features, including sound intensity from the microphone, temperature from the battery thermometer and the proximity sensor are utilized for IO detection in [125]. Furthermore, co-training as a semi-supervised learning method was adopted to improve the IO estimation accuracy across different devices and environments.

2.6 Conclusion

In this chapter, we have surveyed some major sensing technologies and localization algorithms for indoor LBS. Indoor localization technologies based on camera, magnetic field, IR, ultrasound, UWB, IMU, RFID, BLE and WiFi have been reviewed. The indoor localization algorithms can be classified into two classes, memoryless localization approaches and tracking approaches. The limitations of these approaches were elaborated. For memoryless localization algorithms, signal propagation based approaches are unable to capture the RSS variations timely due to environmental dynamics in complex indoor environments. Fingerprinting-based localization algorithms suffer from several problems (e.g. high computational complexity, device heterogeneity issue, time-consuming and labor-intensive calibration process and vulnerability to environmental dynamics) restrain them from large-scale implementation. On the other hand, high computation cost is the major bottleneck for tracking algorithms. In addition, existing IO detection schemes and solutions for the integration of IPS and GPS were also presented in this chapter.
Chapter 3

Localization Algorithms for Indoor Positioning

In this chapter, we propose three localization algorithms, namely Weighted Path Loss (WPL) \[18\], Extreme Learning Machine (ELM) \[17\] and integrated WPL-ELM \[19\], that can be directly utilized for all RF based IPS. As presented in Section 3.1, WPL is a path loss model-based approach which does not require offline site survey procedure and provides a reasonably accurate location estimation of the target effectively. In Section 3.2, we propose an ELM based localization algorithm which can provide higher localization accuracy than other existing fingerprinting based approaches. The integrated WPL-ELM approach which combines the fast estimation of WPL and the high localization accuracy of ELM is presented in Section 3.3. This integrated approach provides higher localization efficiency and accuracy than existing approaches, e.g. the LANDMARC approach \[54\] and the support vector machine for regression (SVR) approach \[91\]. Extensive experiments have been conducted on our RFID based IPS \[17\] to evaluate the performance of proposed algorithms comprehensively. These three localization algorithms have been also implemented on our other RF based IPSs including WiFi based IPS \[20\] and iBeacon based IPS \[25\].
3.1 Weighted Path Loss (WPL)

3.1.1 Indoor path loss model

The most commonly used path loss model for indoor environments is the ITU Indoor Propagation Model \cite{126}. It provides a relation between the total path loss $PL$ (dBm) and distance $d$ (m) as:

$$PL = 20 \log(f) + 10 \alpha \log(d) + c(k, f) + X_\sigma$$  \hspace{1cm} (3.1)

where $f$ (MHz) is the radio frequency, $c$ is an empirical floor loss penetration factor, $k$ is the number of floors between transmitter and receiver, $\alpha$ is the path loss exponent, and $X_\sigma$ is a noise which is typically assumed to be Gaussian with zero mean and standard deviation $\sigma$. The signal propagation conditions depend on different indoor environments due to multipath fading and shadow fading. Therefore, the path loss exponent $\alpha$ which ranges from 2 to 4, depending on the layout of indoor environment, should be determined empirically. After summing with the constant term, the indoor path loss model can be further expressed as:

$$PL(d) = PL_0 + 10 \alpha \log(d) + X_\sigma$$  \hspace{1cm} (3.2)

with $PL_0$ being the reference path loss coefficient.

3.1.2 Methodology of WPL

Suppose that we have $A$ sensors and $B$ targets. Each sensor can pick up the signal strengths of all $B$ targets. In order to calculate the estimated location of each target, we define the signal strength of the $j$th target received at the $i$th sensor as $s_{ij}$, where $i \in [1, 2, \ldots, A]$, $j \in [1, 2, \ldots, B]$. The real position of the $i$th sensor is defined as $(x_i, y_i)$. Based on the path loss model defined in the previous section, the signal
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strength $s_{ij}$ can be expressed as:

$$s_{ij} = PL(d_{ij}) = PL_0 + 10\alpha \log(d_{ij}) + X_\sigma$$  \hspace{1cm} (3.3)

Therefore, based on (3.3), the distance between the $j^{th}$ target and the $i^{th}$ sensor can be calculated by:

$$d_{ij} = 10^{\frac{s_{ij} - PL_0 - X_\sigma}{10\alpha}}$$  \hspace{1cm} (3.4)

The distances between these $A$ sensors and the $j^{th}$ target can be expressed as a $d$ vector. The weighting factor of the $i^{th}$ sensor with respect to the $j^{th}$ target is defined as:

$$w_{ij} = \frac{1}{d_{ij}}$$  \hspace{1cm} (3.5)

The unknown location coordinate $(u_j, v_j)$ of the $j^{th}$ target is obtained by

$$(u_j, v_j) = \sum_{i=1}^{A} w_{ij}(x_i, y_i)$$  \hspace{1cm} (3.6)

3.1.3 Experimental results and performance evaluation

In order to evaluate the performance of WPL, extensive experiments have been conducted on our RFID based IPS [17]. The test-bed is set up in the Internet of Things Laboratory in the School of Electrical and Electronic Engineering, Nanyang Technological University. The area of the test-bed is around 110 m$^2$ (6.4 m×17.1 m). As shown in Figure 3.1, there are 19 RFID sensors installed in the room. The positions of 9 tracking tags (targets) and the sensors are also shown in Figure 3.1.

Before the performance evaluation, we define the reasonable range of received signal strength the sensor can pick up from the tags firstly. We put one tag directly next to one sensor in order to estimate the maximum signal strength a sensor can receive from a tag. After collecting 3600 RSSI samples in one hour, we find that the average signal strength received by the sensor is around -42dBm with the standard deviation of 2.8dBm. We also put one tag at the right lower corner and one sensor at the left...
Figure 3.1: Placement of RFID reference tags, tracking tags, sensors and reader in Experiment I
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upper corner of the room (as shown in Figure 3.1) in order to estimate the minimum signal strength a sensor can pick up from a tag. The average signal strength received by the sensor is around -98dBm with the standard deviation of 5.6dBm. Therefore, we define the reasonable range of received signal strength to be from -40 to -100dBm for our system.

In order to evaluate the performance of the proposed localization algorithms, the distance error is used to measure the localization accuracy of the system. We define the location estimation error $e$ to be the distance between the real location coordinates $(x_0, y_0)$ and the estimated location coordinates $(x, y)$,

$$ e = \sqrt{(x - x_0)^2 + (y - y_0)^2} \quad (3.7) $$

3.1.3.1 Estimation of the path loss exponent $\alpha$ in WPL

The WPL approach largely depends on the path loss exponent $\alpha$. Therefore, an experiment is conducted to measure the RSSI values of different distances from a sensor in order to find out the relationship between RSSI and distance. As shown in Figure 3.1, 7 reference tags located on the left side and the sensor at the left upper corner of the test-bed are selected in this experiment since there are relatively clearer line-of-sight between the sensor and these tags. We measure the signal strength at 1.50m, 3.45m, 5.06m, 7.64m, 10.64m, 13.54m and 17.09m. At each location, 3000 RSSI samples are collected in 1 day. Figure 3.2 shows the average signal strength of the collected RSSI data at various locations. Based on the collected data and the path loss model as introduced in Equation 3.3, we use a curve fitting method to construct the relationship between RSSI and distance as:

$$ PL(d_i) = -52.40 - 10 \times 3.58 \times \log(d_i) \quad (3.8) $$

i.e., the path loss exponent $\alpha$ is taken as 3.58 and the reference path loss coefficient $PL_0$ as -52.40dBm. We assume that $\alpha$ and $PL_0$ remain unchanged during the entire testing period.
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3.1.3.2 Evaluation on localization accuracy of WPL

We keep collecting data of the signal strength of the 9 tracking tags from the 19 sensors for 7 days in Experiment I in order to evaluate the localization accuracy of the WPL approach. Since WPL is classified as a model-based approach, the performance of LANDMARC 54 and enhanced LANDMARC 58 are chosen for comparison. Furthermore, the LANDMARC and the enhanced LANDMARC use the weighted k-nearest neighbour algorithm to estimate the location of the tracking tags, and we choose $k$ as the maximum number of reference tags in order to optimize the localization accuracy of these methods.

Based on the RSSI samples of all the tracking tags we collected during Experiment I, the localization performance comparison between the LANDMARC, enhanced

<table>
<thead>
<tr>
<th>Approach</th>
<th>Average Localization Accuracy (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANDMARC</td>
<td>2.642</td>
</tr>
<tr>
<td>Enhanced LANDMARC</td>
<td>1.990</td>
</tr>
<tr>
<td>WPL</td>
<td>1.651</td>
</tr>
</tbody>
</table>

Figure 3.2: Relationship between RSSI and distance

Table 3.1: Localization accuracy statistics
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LANDMARC and WPL are presented in Table 3.1 and Figure 3.3. As shown in Table 3.1, the average localization accuracy by using LANDMARC, enhanced LANDMARC and WPL is respectively 2.642m, 1.990m and 1.651m. WPL enhances the precision of localization accuracy by 38% over LANDMARC and 17% over enhanced LANDMARC. To conclude, out of three approaches, WPL provides the highest localization accuracy.

The rationale of the outstanding performance of WPL is that it determines the weight of each sensor based on the distance estimated by a dedicated path loss model in that specific indoor environment instead of using the noisy RSS measurements. Before performing the WPL approach, two key parameters: the path loss exponent $\alpha$ and the path loss coefficient $PL_0$ are carefully estimated based on offline testing data, as elaborated in Section 3.1.3.1. Numbers of RSSI samples at multiple distances from the transmitter are collected through one day to fully characterize the relationship between the physical space and the signal space in that region. On the other hand, both LANDMARC and enhanced LANDMARC assign the weight based on the Euclidean distance between the instantaneous RSS vectors of each sensor and the target. These raw RSS readings are coarse and unstable due to various interference in complex indoor environment as elaborated in Chapter 2. Thus, the weight of WPL, which is determined based on reciprocal of the estimated distance, is more reliable for ranking the importance of each sensor than the raw RSS readings adopted LANDMARC and enhanced LANDMARC, resulting in better localization performance.

3.1.3.3 Evaluation on robustness of WPL

In order to evaluate the robustness of WPL when the number of sensors is reduced, we turn off 5 sensors in the test-bed during Experiment II. As shown in Figure 3.4, we keep collecting data of the signal strength of the 9 tracking tags from the 14 sensors for 7 days in this experiment. Then we compare the performance of LANDMARC, enhanced LANDMARC and WPL using 14 sensors with Experiment I database, where 19 sensors are used.
Figure 3.3: Cumulative percentile of error distance for different methods

Table 3.2: Comparison between WPL and other methods

<table>
<thead>
<tr>
<th>No. of Sensor</th>
<th>19</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach</td>
<td>Average</td>
<td>Variance</td>
</tr>
<tr>
<td>LANDMARC</td>
<td>2.642</td>
<td>0.108</td>
</tr>
<tr>
<td>Enhanced LANDMARC</td>
<td>1.990</td>
<td>0.192</td>
</tr>
<tr>
<td>WPL</td>
<td>1.651</td>
<td>0.290</td>
</tr>
</tbody>
</table>
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Figure 3.4: Placement of RFID reference tags, tracking tags, sensors and reader in Experiment II and Experiment III

Figure 3.5: Comparison of distance error distribution for different methods

(a) LANDMARC
(b) Enhanced LANDMARC
(c) WPL

Figure 3.5: Comparison of distance error distribution for different methods
The mean and variance of the location estimation error of the three approaches with different numbers of sensors are presented in Table 3.2. Figure 3.5 demonstrates the distance error distribution of the three approaches. As shown in Table 3.2, the localization performances of all the three approaches become worse with lower density of sensors. However, it can be observed that the localization accuracy of WPL still remains the best among the three approaches when 5 sensors are removed from the test-bed. Under this circumstance, WPL still enhances the precision of localization accuracy by 40% over LANDMARC and 19% over enhanced LANDMARC. Compared with the results when 19 sensors are used, the localization accuracy of LANDMARC, enhanced LANDMARC and WPL decreased by 13%, 11% and 8%, respectively. The performance decay of WPL is the smallest. As shown in Figure 3.5, the distance error distribution of LANDMARC in Figure 3.5(a) and enhanced LANDMARC in Figure 3.5(b) are much more scattered, while that of WPL is mainly limited within 2.7 m as shown in Figure 3.5(c).

Thus we can conclude that WPL remains more reliable and robust when the number of sensors is reduced.

3.2 Extreme Learning Machine (ELM) based Localization Algorithm

3.2.1 Motivations

A large body of existing IPSs apply the fingerprinting-based approaches, which usually involve two phases: an offline training phase and an online localization phase. During the offline training phase, a site survey dedicated to collecting the RSS fingerprints from different APs at some known locations is performed in the indoor environment and consequently, a RSS fingerprint database is built up. During the online localization phase, when a user sends a location query containing his or her current RSS fingerprint, the location of the user will be estimated by matching the
measured fingerprint with the fingerprints stored in the database, and the location associated with the matching fingerprint will be returned as his or her location estimate.

Machine learning and neural network techniques have been leveraged in fingerprinting-based approaches. However, those techniques face challenging issues such as slow learning speed, intensive human intervene, and poor computational scalability. Extreme Learning Machine (ELM) as emergent technology has attracted attention recently [127]. It has been proved to provide good generalization performance at an extremely fast learning speed [96].

WiFi based IPS [128] by adopting the ELM approach have been provided to give a better performance in terms of both the efficiency and the localization accuracy.

3.2.2 Preliminaries on ELM

ELM is a kind of machine learning algorithm based on a Single-hidden Layer Feedforward neural Network (SLFN) architecture. The output with $L$ hidden nodes of a SLFN can be represented as:

$$y_N(x) = \sum_{i=1}^{L} \beta_i g_i(x) = \sum_{i=1}^{L} \beta_i G(a_i, b_i, x) \quad (3.9)$$

where $a_i, b_i$ are the weights and bias connecting the input nodes and the $ith$ hidden node, $\beta_i$ are the output weights connecting the $ith$ hidden node and the output nodes, and $G(a_i, b_i, x)$ is the activation function which gives the output of the $ith$ hidden node with respect to the input vector $x$.

It is shown in [129] that a SLFN with at most $N$ hidden nodes and with almost any nonlinear activation function can exactly learn $N$ distinct observations. Given $N$ arbitrary distinct training samples $(x_j, t_j), j = 1, 2, \ldots, N$, by substituting $x$ with $x_j$ in (3) we obtain

$$H\beta = T \quad (3.10)$$
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where

\[
H = \begin{bmatrix}
G(a_1, b_1, x_1) & \ldots & G(a_L, b_L, x_1) \\
\vdots & \ddots & \vdots \\
G(a_1, b_1, x_N) & \ldots & G(a_L, b_L, x_N)
\end{bmatrix}_{N \times L},
\]  

(3.11)

\[
\beta = \begin{bmatrix}
\beta_1^T \\
\vdots \\
\beta_L^T
\end{bmatrix}_{L \times m} \quad \text{and} \quad T = \begin{bmatrix}
t_1^T \\
\vdots \\
t_N^T
\end{bmatrix}_{N \times m}.
\]  

(3.12)

In the above, \(H\) is the hidden layer output matrix of ELM; the \(i\)th column of \(H\) is the \(i\)th hidden node’s output vector with respect to inputs \(x_1, x_2, \ldots, x_N\), and the \(j\)th row of \(H\) is the output vector of the hidden layer with respect to the input vector of \(x_j\).

Unlike the traditional training algorithms for neural networks which need to adjust the input weights and hidden layer biases, [96] has proved that the parameters of SLFN can be randomly assigned provided that the activation function is infinitely differentiable. Therefore, the hidden layer output matrix \(H\) remains unchanged once these parameters are randomly initialized. To train a SLFN is simply equivalent to finding an optimal solution \(\beta_{LS}\) of (4) as:

\[
||\beta_{LS} - T|| = \min_{\beta} ||H\beta - T||.
\]  

(3.13)

The optimal solution of the above equation can be found as \(\beta_{LS} = H^\dagger T\), where \(H^\dagger\) is the Moor-Penrose generalized inverse of \(H\).

3.2.3 Methodology of ELM

The ELM approach considers the localization problem as a regression problem. It consists of an offline phase and an online phase. During the offline phase, suppose that \(P\) reference points will be selected and \(Q\) RSSI samples will be collected for each point. Each RSSI sample is denoted as \(((X_{pq}, Y_{pq}), RSS_{pq}), p \in [1, 2, \ldots, P], q \in [1, 2, \ldots, Q] \). The RSSI readings are the training inputs and the corresponding
location vectors \((X_pq, Y_pq)\) are the training targets of ELM. The hard-limit transfer function is usually adopted as the activation function. The training process of ELM can be conducted in the following three main steps:

Step 1: Randomly assign values to hidden node parameters.

Step 2: Calculate the hidden layer output matrix \(H\).

Step 3: Calculate the output weight \(\beta\) by \(\beta = H^\dagger T\), where \(H^\dagger\) is the Moore-Penrose generalized inverse of \(H\).

During the online phase, the only thing we need to do is to feed the RSS vector into the ELM model. The output given by ELM is the estimated location of the target.

### 3.2.4 Experimental results and performance evaluation

Since ELM is a fingerprinting-based localization algorithm, we build up a historical RSSI fingerprints database for ELM offline training during Experiment II in the first place. As shown in Figure 3.4, we keep collecting data of the signal strength of the 19 reference tags and the 9 testing tags from the 14 RFID sensors for 5 days during the offline phase. 318500 RSSI samples for each tags are obtained in this experiment.

For each of 19 reference tags, 5000 RSSI samples are randomly chosen as training fingerprints from Experiment II database. Here we choose 5000 RSSI samples of each reference tag for the ELM offline training process, considering the limitation of the number of input samples in ELM. When the number of input samples is too large, unnecessary hidden nodes parameters will be introduced and cause ELM to be unstable and overfitted easily. In our system, we found that 5000 input variables (RSSI samples in our case) is appropriate for ELM training.

Besides the number of input variables, another parameter that could affect the localization accuracy of ELM is the number of hidden nodes in the ELM hidden layer. The localization accuracy of ELM can be improved with the increase of the
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Figure 3.6: Cumulative percentile of error distance for different methods

<table>
<thead>
<tr>
<th>Approach</th>
<th>Training Time (s)</th>
<th>Testing Time (s)</th>
<th>Accuracy (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>97200</td>
<td>0.007</td>
<td>2.084</td>
</tr>
<tr>
<td>SVR</td>
<td>1402.887</td>
<td>0.013</td>
<td>1.769</td>
</tr>
<tr>
<td>ELM</td>
<td><strong>248.026</strong></td>
<td>1.825</td>
<td><strong>1.198</strong></td>
</tr>
</tbody>
</table>

Table 3.3: Comparison between ELM and other methods

number of hidden nodes in the ELM hidden layer. However, both training time and testing time also increase. For instance, the ELM approach with 2500 hidden nodes enhances the precision of localization accuracy by 33% over WPL but the testing time is as long as 1.937s, which is too long for real-time localization. Thus, there is a tradeoff between the localization accuracy and the testing time when applying the ELM approach. Based on our evaluation, we choose 2000 hidden nodes in the ELM hidden layer in our system.

Another two machine learning algorithms, Back-propagation (BP) algorithm and support vector machine for regression (SVR) algorithm, will be chosen in comparison with ELM. After building up the ELM model, we evaluate the performance of these three approaches based on the RSSI samples of the 9 tracking tags from
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Figure 3.7: Comparison of distance error distribution for different methods

(a) BP

(b) SVR

(c) ELM

(d) WPL-ELM
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Experiment II database. The cumulative percentile of error distance for the three approaches is shown in Figure 3.6. Table 3.3 demonstrates the performance comparison between the three approaches in terms of the training time, testing time and average localization accuracy of the samples.

As observed from Table 3.3, ELM has an enormous advantage in training time and learning speed. It learns up to 391.94 times and 5.66 times faster than BP and SVR respectively. On the other hand, BP and SVR require shorter testing time than ELM. The testing time of 1.825s is really a drawback of ELM because it will introduce certain delay in real-time localization of the tracking tags. It can be seen in Table 3.3, the average localization accuracy of all 9 tracking tags by using BP, SVR and ELM is 2.084m, 1.769m and 1.198m. ELM enhances the precision of localization accuracy by 43% over BP and 32% over SVR respectively. Figure 3.7 demonstrates the distance error distribution of the three different approaches. The distance errors of ELM as shown in Figure 3.7(c) are mostly within 3m. In contrast, the distance error distribution of BP in Figure 3.7(a) and SVR in Figure 3.7(b) are much more scattered. ELM has tremendous advantages in offline training time and online localization accuracy due to its faster learning speed and better generalization performance compared with BP and SVR. The most critical issue of BP is the time-consuming learning process since it is a gradient-based learning algorithm. Moreover, when its learning rate is large, BP becomes unstable and may stop at a local minima during learning process that will definitely impact its localization performance [96]. The major difference between SVR and ELM is the computational complexity. For SVR, the approximation bias still requires in the optimization constraints to absorb the system errors because it may not have universal approximation capability [130]. On the other hand, all the parameters of the ELM mapping are randomly generated and the bias may not be required in its output nodes. Since ELM has less decision variables to be determined, it has computational superiority compared with SVR. This is the main reason why the training process of ELM is faster than SVR. Researcher in [130] also indicates that the feasible solution space of SVR is a subset of ELM feasible solution space if same kernels are leveraged,
which may cause the lower localization accuracy of SVR.

It is worth noting that the requirement of large number of RSSI samples and high density of reference tags for offline training is a limitation for RFID fingerprinting-based localization algorithms. According to the experimental results, the localization accuracy decreases 26% when 75% of the reference tags are used for training. The mean localization error reaches to 2.137 m (43.9% worse) when only half of the reference tags are leveraged. One feasible solution to reduce the high density deployment of reference tags is to upgrade the software of RFID sensors to enable them to collect the RSS emitted from other sensors. In this manner, all the sensors are becoming online reference points therefore no reference tags are required. On the other hand, we found that the influence of number of RSSI samples collected at each reference tag on localization accuracy is much smaller. The localization accuracy decreases only 5.6% when the numbers of collected samples reduced by half.

3.3 Integrated WPL-ELM

3.3.1 Motivations

Since the model-based approaches can provide a location estimation of a target in a short time and fingerprinting-based approaches can provide a higher localization accuracy in general, we propose another localization algorithm: WPL-ELM in [19], which integrates the fast estimation of WPL and the high localization accuracy of ELM. During the offline phase, the indoor environment is divided into small zones firstly and an ELM model is developed for each zone. During the online phase, the WPL approach is used to determine the zone of the target primarily, then the ELM model of that zone is deployed to provide a location estimate of the target.
3.3.2 Methodology of integrated WPL-ELM

Model-based approaches can provide a location estimate of a target in a short time since they do not require any site survey during the offline phase \[7\]. On the other hand, fingerprinting-based approaches can provide a higher localization accuracy than the model-based approaches, with an extra offline calibration \[6,7\]. Since WPL and ELM can be classified as a signal propagation model based approach and a fingerprinting-based approach respectively, it is brilliant if we can make use of both the fast estimation of WPL and the high localization accuracy of ELM together for indoor localization. Following this thought, another localization algorithm: WPL-ELM integrating the advantages of both WPL and ELM is proposed. The methodology of the integrated WPL-ELM approach is presented in Algorithm 3.1 and Figure 3.8 demonstrates its flowchart.

**Algorithm 3.1: WPLELM**

**Offline calibration phase**
1. Divide the indoor environment into multiple small zones according to the distribution of the sensors
2. Construct an ELM localization model in each zone

**Online localization phase**
1. The zone of the target is estimated by using the WPL approach as introduced in section 3.1 primarily
2. After the zone is confirmed, the location of the target is determined by the ELM localization model of that zone

During the offline calibration phase, big indoor space is divided into multiple small zones according to the distribution of the sensors. Then, an ELM localization model for each zone is developed.

During the online localization phase, the WPL approach is used to determine the zone of the target primarily in the first step. After we know the zone the target is located at, the ELM localization model of that zone is deployed in the second step to provide a location estimate of the target.
3.3.3 Experimental results and performance evaluation

We conduct Experiment III on our RFID based IPS [17] to evaluate the performance of the integrated WPL-ELM approach. During the offline phase, As shown in Figure 3.4, the entire room is divided into three small zones firstly. Zone 1 contains 7 sensors, 8 reference tags and 4 tracking tags. Zone 2 contains 8 sensors, 9 reference tags and 3 tracking tags. There are 5 sensors, 5 reference tags and 2 tracking tags in Zone 3. We keep collecting data of the signal strength of the 19 reference tags and the 9 testing tags from the 14 RFID sensors for 5 days during the offline phase. 318500 RSSI samples for each tag are obtained in this experiment. After that, for each of 19 reference tags, 5000 RSSI samples are randomly chosen as training fingerprints from Experiment III database. These RSSI samples with their corresponding physical location coordinates are put into the ELM training process and are adopted to build up the ELM model in each zone for real-time localization.

Until all the ELM models for each zone are established, we evaluate the performance
of WPL-ELM based on the RSSI samples of 9 tracking tags from Experiment III database. Since WPL is adopted as the preliminary estimation of the tracking tag, we first analyze the reliability of WPL in classifying the tracking tags into the correct zone. By evaluating all the 318500 RSSI samples for each tracking tag in Experiment II, WPL can determine the zone of the tracking tag with a 97.8% accuracy. With fast estimation and 1.782m localization accuracy of the tracking tag, WPL is fully capable of providing the correct zone of the tracking tag, or equally an estimate of its location.

After we get the preliminary location estimation of the tracking tag (the zone the tracking tag is located at), ELM is adopted to provide a location estimate of the target by using the ELM model of that zone which is developed during the offline phase. The performance comparison between ELM and WPL-ELM is shown in Figure 3.9. The distance errors of WPL-ELM as shown in Figure 3.7 are mostly within 2.3m which is the best among the four approaches.

Table 3.4 demonstrates the performance comparison between ELM and WPL-ELM in terms of the training time, average testing time and average localization accuracy of the samples in each zone followed by the overall performance. As observed in Table 3.4, the overall average localization accuracy of WPL-ELM is 0.799m, which enhances the precision of localization accuracy by 62% over BP, 55% over SVR and 33% over ELM respectively. In addition, the more noteworthy point is that WPL-ELM largely reduces both training time during the offline phase and testing time during the online phase as compared with ELM. The overall training time of WPL-ELM is 147.089s, which is 41% less time than ELM. The overall testing time of WPL-ELM is 0.432s, 4.22 times faster than ELM. Therefore, WPL-ELM can overcome the drawback of ELM, namely the tedious testing time during the online phase.

In summary, WPL-ELM is a hybrid localization algorithm that inherits the merits of the high efficiency of propagation model-based approach and the high accuracy of fingerprinting-based approaches, and is able to address the challenges and achieve
### 3.4 Conclusion

In this chapter, we have proposed three localization algorithms: WPL, ELM and integrated WPL-ELM. WPL is a path loss model-based approach which does not require any reference tags and provides a reasonably accurate location estimate of the target effectively. ELM is a machine learning fingerprinting-based localization algorithm which can provide higher localization accuracy than other existing fingerprinting-based approaches. The integrated WPL-ELM approach combines the fast estimation of WPL and the high localization accuracy of ELM. Our experimental performance than each of them. It performs localization in two steps. In the first step, WPL is utilized to determine the zone of target. This step acts like a filter to narrow down the searching range for the location estimation using ELM. Since we train a dedicated ELM localization model for each zone using the fingerprints within it, the corresponding model is more fine-grained and able to fully describe the relationship between the physical space and the signal space in that region. On the other hand, the original ELM trains the model using all the fingerprints in the entire area with the same number of hidden nodes (to make a fair comparison). Its model is relatively coarse and may not characterize the links between the physical coordinates and RSS vectors in some regions. With the fine-grained localization model, WPL-ELM is able to outperform original ELM in terms of localization accuracy.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Training Time (s)</th>
<th>Testing Time (s)</th>
<th>Accuracy (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELM</td>
<td>248.026</td>
<td>1.825</td>
<td>1.198</td>
</tr>
<tr>
<td>WPL-ELM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zone 1</td>
<td>59.338</td>
<td>0.524</td>
<td>0.763</td>
</tr>
<tr>
<td>Zone 2</td>
<td>62.057</td>
<td>0.428</td>
<td>0.901</td>
</tr>
<tr>
<td>Zone 3</td>
<td>25.694</td>
<td>0.252</td>
<td>0.719</td>
</tr>
<tr>
<td>Overall</td>
<td>147.089</td>
<td>0.432</td>
<td>0.799</td>
</tr>
<tr>
<td>Improvement</td>
<td>41%</td>
<td>76%</td>
<td>33%</td>
</tr>
</tbody>
</table>
results demonstrate that the WPL approach enhances the precision of localization accuracy by 38% over LANDMARC and 17% over enhanced LANDMARC. In addition, WPL is more robust when the number of RFID sensors is reduced than existing approaches. The ELM approach has tremendous advantages in offline training time and online localization accuracy compared with other approaches. It improves the precision of indoor localization by 43% over BP and 32% over SVR respectively.

Considering the fast estimation by WPL and the high localization accuracy by ELM, another localization algorithm, integrated WPL-ELM, which integrates the advantages of both approaches, was further proposed. Based on our experimental results, the training time and testing time of WPL-ELM are 1.69 times and 4.22 times faster than ELM. Furthermore, it improves the precision of indoor localization by 62% over the BP approach, 55% over the SVR approach and 33% over the ELM approach respectively. In conclusion, WPL-ELM can provide a higher localization accuracy of the target in a more efficient way than existing approaches.
Chapter 4

Robustness of IPS Against Device Heterogeneity

In Chapter 3, three localization algorithms have been proposed. As stated in Section 2.1.9, WiFi has been recognized as a promising wireless technique to provide LBS in large scale indoor environments due to the availability of existing WiFi network infrastructures in buildings. However, there are still several drawbacks that restrain WiFi based IPS from large-scale implementation. In this chapter, we aim to tackle the device heterogeneity issue for WiFi based IPS.

Though RSS is related to the distance of a transmitter-receiver pair, it is hard to characterize the relationship by using explicit formulas. Hence, the WiFi fingerprinting approach [65–68] is proposed by leveraging RSS as location fingerprints. As illustrated in Section 2.3.2, the fingerprinting-based approach consists of two phases: an offline training phase and an online localization phase. During the offline training phase, WiFi RSSs from various WiFi APs received by a mobile device at known locations are recorded. During the online localization phase, the RSS fingerprint measured by each mobile device is compared with the RSSs stored in the database, and its location is estimated by examining the difference between them.

It is acknowledged that the fingerprinting approach results in high localization accuracy provided that the testing device is the same as the reference device and under...
the same environment, but its localization performance can be severely degenerated for heterogeneous devices [15]. Due to the proliferation of various types and brands of mobile devices, it is indispensable and urgent to develop a robust location fingerprinting technique so as to provide accurate, reliable and fast indoor positioning services for heterogeneous devices. In addition, indoor environments often change over time, and consequently, the fingerprint database built in the offline phase can deviate from the truth during the online phase, and thus, the robustness of the fingerprinting-based IPS is inevitably affected.

In the literature, certain methods have been developed for the treatment of device heterogeneity [15, 94, 103, 105–110] as well as for mitigating the influences of indoor environmental changes. For example, the crowdsourcing based IPSs (e.g. [117, 131–133]) are able to partially adapt to indoor environmental changes for the sake of fingerprints crowdsourced at different times, but such fingerprints suffer from low accuracy.

In order to address robustness issue with respect to the device heterogeneity, in this chapter, we propose to standardize WiFi fingerprints based on a statistical shape analysis method (i.e. Procrustes analysis) [134], and define Signal Tendency Index (STI) to measure the similarity between such standardized location fingerprints. A theoretical analysis indicates that STI, which is convenient to be derived in an online fashion, displays outstanding tolerance of device heterogeneity and indoor environmental changes. More importantly, STI can be straightforwardly integrated with existing WiFi localization schemes, such as propagation model based schemes [17, 18], KNN based schemes [54, 65, 66], ELM based schemes [14, 135] and so on, to improve their robustness. Furthermore, considering the fact that ELM [96, 97] provides good generalization performance at an extremely fast learning speed, we integrate the weighted version of ELM, termed WELM [136], and STI to develop an efficient and robust IPS, termed STI-WELM. To be specific, STI-WELM employs STI to standardize RSS values measured by online testing devices and collected by the reference device during the offline site survey. By leveraging our proposed weighting scheme,
4.1 Standardizing WiFi Fingerprints based on the Procrustes Analysis Method

In this section, we shall introduce a technique to standardize WiFi fingerprints to improve the robustness of the fingerprinting-based IPS.

During the offline site survey phase, only one mobile device (MD) is required as a reference device (RD), and the RSS fingerprints from all the APs at each reference point (RP) are collected and stored in the fingerprint database. Suppose that there are \( m \) RPs and \( n \) APs in total, and at each RP, \( p \) RSS fingerprints are collected by the RD from \( n \) APs. The mean RSS vector at the \( i \)-th RP (denoted by \( R_{RD_i} \)) is defined as \( R_{DS_i} \in \mathbb{R}^n \), in which the \( j \)-th element is the mean RSS value collected at \( R_{Pi} \) from the \( j \)-th AP (denoted \( AP_j \)) during a period of time. In the case when the location of \( R_{Pi} \) is out of the detectable range of \( AP_j \), we let the corresponding mean RSS be the minimum detectable RSS value, i.e. \(-100 \text{ dBm}\).

During the online phase, the RSS values measured by a testing device (TD) from all the APs are denoted by a vector \( T_{DS} = [P_1, \ldots, P_j, \ldots, P_n] \), in which \( P_j \) is the...
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mean RSS value collected over a period of time from $AP_j$. Likewise, the minimum detectable RSS value of any TD is $-100dBm$.

4.1.1 Experimental analysis

In order to better understand device heterogeneity and grasp the key features of RSS values from heterogeneous devices, we conduct an experiment using five different mobile devices, including two mobile phones (iPhone 5S and Nokia E71), two tablets (iPad Air and Samsung GT-P1000 Galaxy Tab) and one laptop (Fujitsu LifeBook T4220). In the IoT testbed as introduced in Section 4.3.1, 60 RSS samples are measured within one minute for each of the five mobile devices at the same location with respect to 8 WiFi APs installed at different locations. As can be seen in Figure 4.1, each curve connects the average RSS values between one device and 8 APs. The RSS values associated with different mobile devices are significantly different, which verifies the effect of device heterogeneity. It is also conceivable that, if one device (say Nokia E71) is employed as a reference device in the offline site survey to create the WiFi fingerprint database and another device (say iPad Air) is considered to be positioned in the online phase, then the fingerprint matching result (say using Euclidean distance) will return the true location or any nearby location at an extremely low probability due to the obvious gap between any pair of the curves. Hence, the indoor localization accuracy will be remarkably degraded.

It is notable that, although the differences exist between any pair of curves from different devices, the shapes of the curves display certain similarities, as shown in Figure 4.1. In other words, one curve can be roughly recovered from another one via translation and scale operations. This observation motivates us that, instead of matching RSS fingerprints directly, a better performance may be obtainable by comparing the shapes of the curves associated with different devices. Intuitively, since shape comparison is immune to rotation, translation and scale, the negative effect of device heterogeneity can be mitigated.
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Figure 4.1: WiFi RSS values measured by different mobile devices at the same location.

4.1.2 Standardizing RSS fingerprints

Based on the analysis in the previous section, we adopt the most well-known and popular ordinary Procrustes analysis (PA) method [134] in the field of statistical shape analysis for the purpose of shape comparison. To compare the shapes of two or more objects, the PA method ”superimposes” all the given objects by optimally translating, uniformly scaling and rotating them. In our case, a fingerprint (which is represented by a RSS vector, e.g. $TDS$) denotes an object, but due to the fact that such a fingerprint can be regarded as a one-dimensional object, only the translation and uniformly scaling operations of the ordinary PA method are involved.

Given a RSS vector of a TD, namely $TDS$, the translation step of the ordinary PA method will produce

$$P_1 - TDS, P_2 - TDS, ..., P_n - TDS$$ (4.1)

where

$$TDS = \frac{1}{n} \sum_{j=1}^{n} P_j.$$
4.1. STANDARDIZING WIFI FINGERPRINTS BASED ON THE PROCRUSTES ANALYSIS METHOD

Then, in the uniformly scaling step, we have

$$\hat{TDS} = [P_1 - TDS, P_2 - TDS, \ldots, P_n - TDS]/\hat{\sigma},$$

(4.2)

where

$$\hat{\sigma} = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (P_j - TDS)^2}.$$ 

The vector $\hat{TDS}$ is thus the transformed object for superimposition, namely the standardized RSS fingerprint. Similarly, the transformed objects of all the RSS vectors collected by the reference device are derived and stored in the database. Suppose that one of the standardized RSS vector stored in the database, namely $\hat{RDS}$, is chosen for matching with the RSS vector $\hat{TDS}$ from the TD. To evaluate the similarity between the two original curves in terms of their shapes, the Procrustes distance between the two vectors $\hat{TDS}$ and $\hat{RDS}$, termed signal tendency index (STI), is computed as follows

$$s = \|\hat{TDS} - \hat{RDS}\|$$

(4.3)

where $\| \cdot \|$ denotes the Euclidean norm.

After elementary mathematical operations we can obtain

$$s = \sqrt{2n(1 - \rho)},$$

(4.4)

where $\rho$ denotes the sample Pearson product-moment correlation coefficient (PPM-CC)\textsuperscript{[137]} between the vectors $TDS$ and $RDS$. Regarding $\hat{RDS}$, we define

$$\hat{RDS} = [P_1^R - RDS, P_2^R - RDS, \ldots, P_n^R - RDS]/\hat{\sigma},$$

(4.5)

where $P_j^R$ is mean RSS value collected by RD from $AP_j$ and

$$RDS = \sum_{i=1}^{n} P_i^R,$$

(4.6)
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\[ \hat{\sigma}^R = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i^R - RDS)^2}. \]

Then, we can have

\[
\|\hat{TDS} - \hat{RDS}\|^2 = \sum_{j=1}^{n} \left( \frac{P_j - \hat{TDS}}{\hat{\sigma}} - \frac{P_j^R - \hat{RDS}}{\hat{\sigma}^R} \right)^2
\]

\[
= \sum_{j=1}^{n} \left( \frac{P_j - \hat{TDS}}{\sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i - \hat{TDS})^2}} - \frac{P_j^R - \hat{RDS}}{\sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i^R - \hat{RDS})^2}} \right)^2
\]

\[
= \sum_{j=1}^{n} \left( \frac{(P_j - \hat{TDS})^2}{\frac{1}{n} \sum_{i=1}^{n} (P_i - \hat{TDS})^2} + \frac{(P_j^R - \hat{RDS})^2}{\frac{1}{n} \sum_{i=1}^{n} (P_i^R - \hat{RDS})^2} - \frac{2(P_j - \hat{TDS})(P_j^R - \hat{RDS})}{\sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i - \hat{TDS})^2} \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i^R - \hat{RDS})^2}} \right)
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} (P_i - \hat{TDS})^2 - \frac{1}{n} \sum_{i=1}^{n} (P_i^R - \hat{RDS})^2 + \frac{n}{2} \sum_{j=1}^{n} (P_j - \hat{TDS})(P_j^R - \hat{RDS})
\]

\[
= 2n(1 - \rho)
\]

Although (4.4) establishes an equivalence relation between the STI and sample PPMCC, it does not imply that the proposed STI method can be replaced by the simple PPMCC. To be specific, due to the ability of standardizing RSS fingerprints from heterogeneous and anonymous devices in an online fashion, the STI method can be applied to preprocess RSS fingerprints, so as to alleviate the effect of device heterogeneity on any RSS fingerprints based treatment that follows, whereas the simple PPMCC cannot be used in this way. For example, the STI method can be integrated with existing WiFi fingerprinting localization schemes, such as KNN based schemes [17, 18, 54] ELM based schemes [14, 19], and so on, to improve
their robustness to heterogeneous devices; moreover, in any practical crowdsourcing based IPS (e.g. [117][131][133]), RSS fingerprints, which are normally collected at different times and from heterogeneous devices, can be firstly standardized by the STI method and then used for building the fingerprint database, which is helpful in mitigating the negative impact of device heterogeneity.

4.1.3 Theoretical analysis

In the first place, we investigate the reason why the STI method is robust to heterogeneous MDs from a theoretical perspective.

Without loss of generality, let the APs be transmitters and MDs be receivers. Suppose that $P(d_j)$ denotes the RSS by a MD at an arbitrary distance $d_j$ from the transmitter of the $j$-th AP. According to the LDPL model [138], we have

$$P(d_j)(\text{dBm}) = 10 \log \left( \frac{\tau^2_j G_j G_{MD} T_j}{4\pi^2} \right) - 10\alpha \log d_j + Z_j$$

(4.7)

where $\tau_j$ is the wavelength of the propagating signal in meter, $G_j$ and $G_{MD}$ are the transmitter and receiver antenna gains at the AP and MD, respectively, $T_j$ is the signal transmission power, $\alpha$ is the path loss exponent, and $Z_j$ is a random variable representing the shadowing effect in dBm which is assumed to be normally distributed with mean zero and variance $\sigma^2_j$. It is acknowledged that (4.7) holds only if $d_j$ is beyond a closed-in reference distance. Accordingly, the mean RSS value can be expressed as follows:

$$\overline{P}(d_j)(\text{dBm}) = 10 \log \left( \frac{\tau^2_j G_j G_{MD} T_j}{16\pi^2} \right) - 10\alpha \log d_j$$

(4.8)

Since the values of parameters $G_j$, $T_j$ and $G_{MD}$ depend on the hardware of the AP and MD, if the same pair of AP and MD is considered, the relationship between the mean RSS value and the distance from the AP to the MD is one-to-one. However,
if APs or MDs with different hardware are adopted, the corresponding relationship
becomes many-to-one; that is to say, given one mean RSS value, there are multi-
ple possible distances. Hence, with the WiFi fingerprinting technique, there exist
certain discrepancies between a location and its fingerprint (i.e. the corresponding
RSS values) if heterogeneous APs or MDs are used, which will degrade the IPS
performance. This explains why device heterogeneity degrades the performance of
the fingerprinting-based IPS.

Signal strength difference (SSD) is a location signature which leverages the differ-
ences of signals perceived at APs from a MD \cite{15}. With the SSD method, if the first
AP is used as reference AP, then the SSD associated with the \( j \)-th AP is produced
as new fingerprints as follows

\[
P(d_j)(\text{dBm}) - P(d_1)(\text{dBm}) = 10 \log \frac{\tau_j^2 G_j T_j}{\tau_1^2 G_1 T_1} - 10\alpha \log \frac{d_j}{d_1} + Z_j - Z_1
\]  

(4.9)

with \( j = 2, \cdots, n \). As suggested in \cite{15}, since the parameter \( G_{MD} \) depending on
the MD hardware does not exist in (4.9), the SSD is entirely free from the influence
of the device heterogeneity caused by using different MDs. It is noticeable that the
SSD variance is \( \sigma_j^2 + \sigma_1^2 \).

Using the STI method, the average RSS from all the APs, which is denoted by \( \overline{TDS} \)
can be formulated as follows:

\[
\overline{TDS}(\text{dBm}) = \frac{10}{n} \sum_{p=1}^{n} \log(\tau_p^2 G_p T_p) + 10 \log \frac{G_{MD}}{16\pi^2} - \frac{10\alpha}{n} \sum_{p=1}^{n} \log d_p + \frac{1}{n} \sum_{p=1}^{n} Z_p
\]  

(4.10)

and the translating RSS associated with the \( j \)-th AP is

\[
P(d_j)(\text{dBm}) - \overline{TDS}(\text{dBm}) = 10 \log(\tau_j^2 G_j T_j) - \frac{10}{n} \sum_{p=1}^{n} \log(\tau_p^2 G_p T_p) - 10\alpha \log d_j
\]
It follows from (4.11) that the translating RSS in the STI method is uncorrelated with $G_{MD}$ (i.e., the parameter depending on the MD hardware). In addition, according to (4.3) the scaling parameter $s$ is uncorrelated with $G_{MD}$ as well. Hence, it can be concluded that location fingerprints standardized by the STI method are immune to the device heterogeneity induced by MDs like the SSD method.

Furthermore, the variance of the translating RSS is equal to $\sigma^2_j - 2\sigma_j/n + \sum_p \sigma^2_p/n^2$, which is generally small in comparison with the SSD method; e.g., if $\sigma_1 = \cdots = \sigma_n$ and $n \gg 1$, the variance in the STI method is much smaller than that in the SSD method. Since a small variance indicates a narrow range of fingerprints (e.g., translating RSS and SSD) associated with each physical location, it is accordingly easy to discriminate these locations through fingerprints. Therefore, it reveals that STI is superior to SSD, which is further verified by the experimental study in Section 4.3.

Next, we analyze how the STI method improves the robustness to indoor environmental changes under certain conditions.

As pointed out in [138], in some environments, such as buildings, stadiums and other indoor environments, the path loss exponent (PLE) can take values in the range of 4 to 6. In a given indoor environment, if the number and distribution of objects (e.g., people, furniture, and so on) change over time, one constant PLE cannot accurately characterize the path attenuation at all times; that is to say, the fingerprint collected at one location during the site survey procedure will most likely deviate from its counterparts in the online phase due to indoor environmental changes, which inevitably impairs the robustness of the fingerprinting-based IPS.

On these grounds, define $\alpha + \Delta\alpha$ to be the real PLE in the online phase, where $\Delta\alpha$ reflects indoor environmental changes. Provided that the $n$ APs are homogeneous.
or have similar hardware parameters (i.e. \( G_1, \cdots, G_n \) and \( T_1, \cdots, T_n \)), (4.11) can be simplified as

\[
P(d_j)(\text{dBm}) - TDS(\text{dBm}) = Z_j - \frac{1}{n} \sum_{p=1}^{n} Z_p \\
+ (\alpha + \Delta \alpha) \left( -10 \log d_j + \frac{10}{n} \sum_{p=1}^{n} \log d_p \right). \tag{4.12}
\]

Equation (4.12) indicates that, given \( G_1 = \cdots = G_n \) and \( T_1 = \cdots = T_n \), the translating RSS \( P(d_j)(\text{dBm}) - TDS(\text{dBm}) \) is just scaled by \( \alpha + \Delta \alpha \) if ignoring the noise terms, and as a result, the shape of the fingerprint at this location is scaled in the same way as well. Considering the fact that the PA method is able to compare the shapes of objects under different scales, the scaling issue caused by the indoor environmental changes is thus mitigated when using the standardized fingerprint. However, when using the original fingerprinting technique and SSD, the scaling issue cannot be addressed, and the IPS performance will be degraded.

To sum up, the theoretical analysis reveals that the translating and scaling operations adopted in the STI method are able to alleviate the effect of device heterogeneity and indoor environmental changes. Moreover, it is also convenient to deduce similar conclusions as above if we let the MD be the transmitter and APs be receivers.

## 4.2 Proposed STI-WELM Algorithm

In this section, we first introduce preliminaries on WELM, and then describe the structure of the proposed algorithm combining STI and WELM.

### 4.2.1 Preliminaries on WELM for indoor localization

Data in real applications such as RSS from different APs usually have imbalanced class distribution, which means that some data are more important than others in...
the database. WELM proposed in [136] is to tackle the regression or classification tasks with imbalanced class distribution. It inherits the advantages from the original ELM [96] and is able to deal with data of imbalanced distributions by incorporating the information of imbalance dataset. For the scenario of IPS, assume that there are \( M \) WiFi RSS fingerprints in total collected at RPs. These WiFi RSS fingerprints and their physical coordinates are adopted as training inputs and training targets respectively to build up the WELM model. As demonstrated in Table 4.1, each training sample can be represented as \((x_i, t_i)\) \(\in\mathbb{R}^n \times \mathbb{R}^2\), where the training input \(x_i = [RSS_1, RSS_2, \ldots, RSS_n]\) is a vector of RSS received from \(n\) APs in the environment, and training target \(t_i = (t_{1i}, t_{2i})\) is the 2-D physical coordinates of the RP. Assume that a SLFN with \(L\) hidden nodes can approximate these \(M\) samples with zero error, then there exist \(\beta_u\), \(a_u\) and \(b_u\) such that

\[
t_i = \sum_{u=1}^{L} \beta_u G(a_u, b_u, x_i), \quad i = 1, 2, \ldots, M, \tag{4.13}
\]

where \(a_u\) and \(b_u\) are the learning parameters of the hidden nodes, \(\beta_u\) is the output weight, and \(G(a_u, b_u, x_i)\) is the activation function which gives the output of the \(u\)th hidden node with respect to the input \(x_i\). Given \(M\) arbitrary distinct training samples \((x_i, t_i), i = 1, 2, \ldots, M\), by substituting \(x\) with \(x_i\) in \((4.13)\) we obtain \(H\beta = T\) where \(H = [h(x_1)^T, h(x_2)^T, \ldots, h(x_M)^T]_M^{T \times L}\), \(\beta = [\beta_1, \ldots, \beta_L]^T_{L \times 2}\) and \(T = [t_1, \ldots, t_M]^T_{M \times 2}\). \(H\) is the hidden layer output matrix, \(\beta\) is the output weight matrix.
and \( T \) is the training target matrix of WELM. The hidden layer output matrix \( H \) remains unchanged once the input weights and hidden layer biases are randomly given \([136]\). After that, an \( M \times M \) diagonal matrix \( W \) is defined which is associated with every training sample \( x_i \).

Regarding the IPS, we apply WELM to solve the localization problem by regression, namely minimizing the weighted cumulative localization error with respect to each training sample \((x_i, t_i)\), which can be mathematically written as:

\[
\min_{\xi, \beta \in \mathbb{R}^{L \times 2}} L_P = \frac{1}{2} \| \beta \|^2 + W \sum_{i=1}^{M} \xi_i^2 \quad \text{s.t.} \quad h(x_i)\beta = t_i^T - \xi_i^T \quad i = 1, 2, \ldots, M
\] (4.14)

where \( \xi_i \) is the training error of \( x_i \), which is caused by the difference of the output \( h(x_i)\beta \) and desired output \( t_i \), and \( C \) is a hyper-parameter for better generalization performance \([139]\). The solution of the output weight vector \( \beta \) is analytically determined using the Moore-Penrose generalized inverse \( \hat{H} \). Dependent on the size of training samples, there are two versions of solutions of \( \beta \):

\[
\beta = \begin{cases} 
H^T(\frac{1}{C} + WHH^T)^{-1}WT, & M < L \\
(\frac{1}{C} + H^TWH)^{-1}H^TWT, & M > L 
\end{cases}
\] (4.15)

It can be seen from the above two formulas that a positive definite matrix \( I/C \) is added to the diagonal of \( WHH^T \) or \( H^TWH \). Since the weight matrix \( W = diag(W_{ii}), i = 1, \ldots, M \) is significant in WELM, two weighting schemes are proposed in \([136]\). One weighting scheme assigns a unified \( W_{ii} \) to each sample, the other adopts the value of golden standard that represents the perfection in nature. However, both of these weighting schemes are static and have not considered the importance of each training sample. We shall propose a new weight scheme in Section \([4.2.2]\), which assigns different weight to each sample according to its significance.

In summary, the training process of WELM is conducted in the following three main steps:
Step 1: Randomly assign the hidden neuron parameters: input weights $a_u$ and hidden layer biases $b_u, u = 1, \ldots, L$.

Step 2: Calculate the hidden layer output matrix $H$ and the weight matrix $W$.

Step 3: Calculate the output weight $\beta$.

### 4.2.2 STI-WELM

The proposed STI-WELM algorithm inherits the merits of both STI and WELM, and consists of two main phases: online construction phase and online localization phase.

#### 4.2.2.1 Online construction phase

The skeleton of the online construction procedure is depicted in Algorithm 3.2.

**Algorithm 4.1: STI-WELM**

1. Construct $TDS_{new}$ based on STI measurements
2. Build up the WiFi RSS fingerprint database for STI-WELM training
3. Construct the weight matrix $W$ of STI-WELM
4. Establish the trained STI-WELM model for online localization

First of all, we calculate the STI value $s_i$ between $TDS$ and each $RDS_i$. Since a smaller $s_i$ indicates that $RDS_i$ is more similar with $TDS$, we further define a weight value $w_i$ for each $RDS_i$, which is calculated as follows:

$$w_i = \frac{1}{\frac{1}{s_i} \sum_{i=1}^{m} \frac{1}{s_i}}$$

(4.16)

Then, the $m$ RPs are sorted according to their $w_i$ in a descending order. For the next step, we reconstruct the $TDS$ according to the RSS values $RDS_i$ collected by the RD at the $Q$ RPs, with their corresponding $w_i$ weight values being larger than a threshold $w_{th}$ (setting $w_{th} = 0.01$ in general), to alleviate the negative effect of device heterogeneity between TD and RD. For those RPs whose corresponding $w_i$
weight values are smaller than \( w_{th} \), their RSS values are discarded since they are not critical for localization anymore.

The \( TDS_{\text{new}} \) is calculated based on the following formula?

\[
TDS_{\text{new}} = \frac{1}{\sum_{q=1}^{Q} \frac{1}{s_q}} \sum_{q=1}^{Q} RDS_q \cdot \frac{1}{s_q}
\] (4.17)

It can be seen from the above equation that \( TDS_{\text{new}} \) is constructed from \( RDS_q, q = 1, \ldots, Q \) at the \( Q \) RPs, which means that it is more relevant to the RSS vectors in the database than the raw \( TDS \).

The next step is to build up a WiFi RSS fingerprint database for the STI-WELM training process. Unlike conventional fingerprinting-based IPS which requires to put the RSS fingerprints collected at all \( m \) RPs into a database for training, STI-WELM only requires to leverage the RSS fingerprints from the \( Q \) RPs whose corresponding \( w \) weight values are larger than \( w_{th} \) to build up the database. It largely reduces the computational burden for the training process. Suppose that \( f \) RSS fingerprints are collected at each RP. Therefore, the training set of STI-WELM becomes a \( fQ \times n \) matrix, where the order of the \( f \) RSS fingerprints collected at each RP is based on its \( w_i \) weight values from the largest to the smallest.

After that, construct the weight matrix \( W \) for the STI-WELM training process. Note that the two weighting schemes proposed in [136] are generated regardless of the special property of training samples. On the contrary, in our scheme, the weight vector for each RSS fingerprint is designed elaborately based on its corresponding STI value \( s_q \), namely

\[
W = \frac{1}{\sum_{q=1}^{Q} \frac{1}{s_q}} \text{diag}(\frac{1}{s_1}, \ldots, \frac{1}{s_Q}) \otimes I_f,
\] (4.18)

where \( I_f \) is the identity matrix of order \( f \) and \( \otimes \) denotes the Kronecker product. Then, these \( fQ \) RSS fingerprints and their corresponding physical locations are...
adopted as the training inputs $\mathbf{x}$ and the training targets $\mathbf{t}$ respectively for STI-WELM offline training. Similarly to WELM, the STI-WELM model will be trained as mentioned in Section 4.2.1. The detailed steps are illustrated below:

Step 1: Randomly assign the hidden neuron parameters: input weights $\mathbf{a}_u$ and biases $b_u$, $u = 1, \ldots, L$.

Step 2: Calculate the hidden layer output matrix $\mathbf{H}$ and the weight matrix $\mathbf{W}$.

Step 3: Calculate the output weight $\beta$.

Additionally, the activation function $G$ and the number of hidden nodes $L$ will be selected carefully in order to guarantee the performance of STI-WELM. A guideline for these parameter selections is presented in Section 4.3. The STI-WELM model can be obtained quickly due to the fast training speed of WELM.

4.2.2.2 Online localization phase

When a user sends a location query with the real-time TDS measurement, by feeding the TDS to the trained STI-WELM model, the output of the model is the estimated location of the user.

4.3 Experimental Study

4.3.1 Testbed

In order to validate the performance of our developed WiFi based IPS and proposed localization algorithms, we deployed our system in the Internet of Things (IoT) Laboratory of the School of Electrical and Electronic Engineering, Nanyang Technological University, named as IoT testbed for all the experiments mentioned throughout Chapters 4–7. The layout of the testbed is depicted in Figure 4.2. It is a 600 m² (35 m × 17 m) multi-functional lab, which includes two workspaces for 50 undergraduates, two cubical offices for 40 graduates, a personal office for lab manager, an open space for Unmanned Aerial Vehicle (UAV) testing and a conference room.
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4.3.2 System setup and data collection procedure

Extensive experiments were conducted to evaluate the performance of the proposed STI-WELM localization scheme in the IoT testbed as introduced in Section 4.3.1. In this experiment, as illustrated in Figure 4.2, 8 Linksys WRT54GS WiFi routers were installed as APs for our experiments. All the APs were fixed on 1.9-meter-high tripods to keep them on the same height level.

To examine the influence of device heterogeneity, we employed 5 different mobile devices in our experiments, including iPhone 5S (Phone), iPad Air (Tablet), Nokia E71 (Phone), Samsung Galaxy Tab (Tablet) and Fujitsu LifeBook T4220 (Laptop). Table 4.2 summarizes the detailed information of these devices. A script program was developed and ran on all the APs in order to collect RSS fingerprints associated with each mobile device from multiple APs. By leveraging this program, the APs were able to scan the 802.11 packets transmitted between mobile devices and APs so as to retrieve the RSS information of each packet, and then send the RSS value and the MAC address of the corresponding mobile device to a master AP which is connected to a central server. The server will store the RSS fingerprints and further apply our proposed STI-WELM algorithm to estimate the location of each device.
Table 4.2: Mobile devices used for data collection

<table>
<thead>
<tr>
<th>Device</th>
<th>WiFi Module</th>
<th>OS</th>
</tr>
</thead>
<tbody>
<tr>
<td>iPhone 5S</td>
<td>Broadcom BCM4334</td>
<td>iOS 8</td>
</tr>
<tr>
<td>iPad Air</td>
<td>Broadcom BCM43241</td>
<td>iOS 8</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>Wi-Fi 802.11 b/g</td>
<td>Symbian 9.2</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>TI OMAP4430</td>
<td>Android 4.2</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>Intel Wireless WiFi Link 4965AGN</td>
<td>Windows 7</td>
</tr>
</tbody>
</table>

Specifically, we collected RSS fingerprints of the five mobile devices at 54 different points, including 40 offline calibration points and 14 online testing points, as shown in Figure 4.2. For each mobile device, 500 RSS fingerprints were collected at each point. The grid spacing between two adjacent locations of the calibration points was chosen to be larger than 1.25 m based on the analysis in [140]. At each point, the mobile device was put on a 1.65-meter-high plastic cart for collecting WiFi RSS fingerprints.

4.3.3 Comparison between RSS, SSD and STI as location fingerprints

First of all, we evaluate the performance of the location fingerprints coming from the RSS, SSD and STI. Take the RSS for example. We first include all the RSS fingerprints of five mobile devices at each point into a fingerprint set of size 2500, calculate the sample standard deviation associated with each AP, and evaluate the average standard deviation from the 8 APs to measure the stability of the location fingerprints at this point. Likewise, we can calculate the average standard deviations for the location fingerprints used in SSD and STI. Note that, to make a fair comparison, the location fingerprints in the STI method only involve the translating operation.

Figure 4.3 demonstrates the distribution histograms of the average standard deviations at the given 54 points with respect to the RSS, SSD and STI. As can be seen, the average standard deviation of STI is basically within 6 dBm while those of the
RSS and SSD are large and much widely scattered, which means that STI results is more stable and reliable location fingerprints than the others.

### 4.3.4 Experimental results and evaluation

Two well-known localization algorithms, namely KNN [65] and ELM [96], are chosen in order to further compare their performance when RSS, SSD and STI are applied as the location fingerprint. We include KNN into the comparison because of its wide usage as one of the classical localization algorithms. Furthermore, it has been shown in [110] that KNN-based approaches are superior to Bayesian Inference (BI) based approaches [107] when the reference device and the testing devices are different. Therefore, we include KNN instead of BI into our performance comparison and evaluation. For KNN, the value of $K$ is determined empirically case-by-case according to the related WiFi RSS fingerprints database of the reference device. During the online phase, by matching the measured WiFi RSS fingerprints with the $K$ closest WiFi RSS fingerprints in the database, the location of the target will be calculated. The algorithm is the same as in [65].
It has been shown in [19] that the performance of ELM in terms of the offline training time, the online testing time and the average localization accuracy are better than classical machine learning algorithms such as back-propagation (BP) algorithm and support vector machine for regression (SVR) algorithm. Therefore we also choose ELM as the localization algorithm when RSS, SSD and STI are applied as the localization fingerprint respectively. This methodology is introduced in [19].

In practice, it is more likely for the users to carry different devices from the reference device. Therefore, we only analyze the situations that the testing device and reference device are distinct in our experiments.

By leveraging the $500 \times 40$ WiFi RSS fingerprints at the 40 offline calibration points of each device, the offline RSS, SSD and STI location fingerprint databases are established. The $500 \times 14$ WiFi RSS fingerprints at the online testing points of each device are utilized for the performance evaluation of each localization algorithm. The distance error is used to measure the localization accuracy of each approach. We define the location estimation error $e$ to be the distance between the real location coordinates $(x_0, y_0)$ and the system estimated location coordinates $(x, y)$, i.e.:

$$e = \sqrt{(x - x_0)^2 + (y - y_0)^2}$$

(4.19)

Since we utilize 5 mobile devices in our experiments, there are 20 different combinations of reference device and testing device.

4.3.4.1 Comparison between STI-KNN without scaling and STI-KNN

In order to evaluate the influence of the uniform scaling step of STI on the localization accuracy, we compare the performance of STI-KNN with and without scaling step in the first place. The value of $K$ is chosen to be 13 by five-fold cross-validation for this experiment.

The specific average localization errors given different combinations of reference devices and testing devices are demonstrated in Table 4.3. As can be seen, STI-KNN
Table 4.3: Detailed average localization errors (in meter) of STI-KNN without scaling and STI-KNN

<table>
<thead>
<tr>
<th>Testing Dataset</th>
<th>STI-KNN without scaling</th>
<th>STI-KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training Dataset: iPhone 5S</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPad Air</td>
<td>3.107</td>
<td>2.959</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>3.717</td>
<td>3.716</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>3.836</td>
<td>3.777</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>2.983</td>
<td>2.927</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>3.411</td>
<td>3.345</td>
</tr>
<tr>
<td><strong>iPhone 5S</strong></td>
<td>2.424</td>
<td>2.398</td>
</tr>
<tr>
<td><strong>Training Dataset: iPad Air</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>3.445</td>
<td>3.339</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>3.653</td>
<td>3.639</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>3.706</td>
<td>3.612</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>2.877</td>
<td>2.875</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>3.420</td>
<td>3.366</td>
</tr>
<tr>
<td><strong>iPad Air</strong></td>
<td>2.849</td>
<td>2.813</td>
</tr>
<tr>
<td><strong>Training Dataset: Nokia E71</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>3.630</td>
<td>3.552</td>
</tr>
<tr>
<td>iPad Air</td>
<td>3.093</td>
<td>3.029</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>3.850</td>
<td>3.746</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>3.132</td>
<td>3.126</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>3.426</td>
<td>3.363</td>
</tr>
<tr>
<td><strong>Nokia E71</strong></td>
<td>2.798</td>
<td>2.736</td>
</tr>
<tr>
<td><strong>Training Dataset: Samsung Tablet</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>3.555</td>
<td>3.483</td>
</tr>
<tr>
<td>iPad Air</td>
<td>3.050</td>
<td>2.989</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>3.728</td>
<td>3.673</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>3.079</td>
<td>3.019</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>3.353</td>
<td>3.291</td>
</tr>
<tr>
<td><strong>Samsung Tablet</strong></td>
<td>2.761</td>
<td>2.743</td>
</tr>
<tr>
<td><strong>Training Dataset: Fujitsu Laptop</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>3.758</td>
<td>3.385</td>
</tr>
<tr>
<td>iPad Air</td>
<td>3.268</td>
<td>2.950</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>3.844</td>
<td>3.611</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>4.056</td>
<td>3.653</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>3.731</td>
<td>3.400</td>
</tr>
<tr>
<td><strong>Fujitsu Laptop</strong></td>
<td>2.832</td>
<td>2.734</td>
</tr>
</tbody>
</table>
can provide higher localization accuracy in every situation when the uniform scaling step is involved in the procedure. In general, the uniform scaling step enhances the precision of indoor positioning of STI-KNN by 3.09%. Therefore, we can conclude that the uniform scaling step could facilitate STI to mitigate the effect of indoor environmental dynamics.

4.3.4.2 Comparison among RSS-KNN, SSD-KNN and STI-KNN

Two location fingerprints: RSS and SSD are leveraged and integrated with the KNN localization algorithm to compare with STI-KNN. Since the value of $K$ is critical for the performance of KNN approaches when the reference device is altered, we analyze the performance of RSS-KNN, SSD-KNN and STI-KNN with all the possible values of $K$, and compare their best performance in each scenario (20 different combinations of reference device and testing device). Table 4.4 demonstrates the specific average localization errors of each combination of reference device and testing device of these three approaches with their best performances given the optimal $K$ value.

It is evident from Table 4.4 that STI-KNN provides higher localization accuracy than RSS-KNN and SSD-KNN in every situation. Figure 4.4 depicts the distance error distribution of the three approaches when each mobile device is leveraged as the reference device. Similar to the results shown in Table 4.4, STI-KNN has the best performance among the three approaches in terms of localization accuracy.

To summarize, as shown in Table 4.5, STI-KNN can enhance the precision of indoor positioning by 26.71% over RSS-KNN and 22.46% over SSD-KNN respectively. Thus, when KNN is employed as the localization algorithm, the proposed STI method can largely alleviate the effect of device heterogeneity and provide robust and high indoor positioning service consistently even the testing devices are different from the reference device.
Table 4.4: Detailed average localization errors (in meter) under various situations (KNN)

<table>
<thead>
<tr>
<th>Testing Dataset</th>
<th>RSS-KNN</th>
<th>SSD-KNN</th>
<th>STI-KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training Dataset: iPhone 5S</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Best K for KNN</strong></td>
<td>13</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>iPad Air</td>
<td>4.738</td>
<td>3.778</td>
<td>2.959</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>4.263</td>
<td>4.326</td>
<td>3.716</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>4.447</td>
<td>4.723</td>
<td>3.777</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>4.892</td>
<td>3.344</td>
<td>2.927</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>4.585</td>
<td>4.043</td>
<td>3.345</td>
</tr>
<tr>
<td><strong>Training Dataset: iPad Air</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Best K for KNN</strong></td>
<td>13</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>4.154</td>
<td>4.388</td>
<td>3.339</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>4.698</td>
<td>4.404</td>
<td>3.639</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>4.651</td>
<td>4.549</td>
<td>3.612</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>3.576</td>
<td>3.235</td>
<td>2.875</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>4.270</td>
<td>4.144</td>
<td>3.366</td>
</tr>
<tr>
<td><strong>Training Dataset: Nokia E71</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Best K for KNN</strong></td>
<td>14</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>3.914</td>
<td>4.576</td>
<td>3.552</td>
</tr>
<tr>
<td>iPad Air</td>
<td>4.434</td>
<td>4.287</td>
<td>3.029</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>4.001</td>
<td>4.909</td>
<td>3.746</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>4.586</td>
<td>3.810</td>
<td>3.126</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>4.234</td>
<td>4.395</td>
<td>3.363</td>
</tr>
<tr>
<td><strong>Training Dataset: Samsung Tablet</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Best K for KNN</strong></td>
<td>15</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>4.074</td>
<td>4.450</td>
<td>3.483</td>
</tr>
<tr>
<td>iPad Air</td>
<td>4.957</td>
<td>4.197</td>
<td>2.989</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>4.152</td>
<td>4.545</td>
<td>3.673</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>5.154</td>
<td>3.705</td>
<td>3.019</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>4.584</td>
<td>4.224</td>
<td>3.291</td>
</tr>
<tr>
<td><strong>Training Dataset: Fujitsu Laptop</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Best K for KNN</strong></td>
<td>13</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>5.209</td>
<td>4.856</td>
<td>3.385</td>
</tr>
<tr>
<td>iPad Air</td>
<td>3.972</td>
<td>4.277</td>
<td>2.950</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>5.986</td>
<td>4.946</td>
<td>3.611</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>5.644</td>
<td>5.187</td>
<td>3.653</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>5.203</td>
<td>4.816</td>
<td>3.400</td>
</tr>
</tbody>
</table>
4.3. EXPERIMENTAL STUDY

Figure 4.4: Comparison of distance error distributions for different methods (KNN)
Figure 4.5: Comparison of distance error distributions for different methods (ELM and WELM)
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Table 4.5: Summary of average localization errors (in meter) (KNN)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>RSS-KNN</th>
<th>SSD-KNN</th>
<th>STI-KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>iPhone 5S</td>
<td>4.585</td>
<td>4.043</td>
<td>3.345</td>
</tr>
<tr>
<td>iPad Air</td>
<td>4.270</td>
<td>4.144</td>
<td>3.366</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>4.234</td>
<td>4.395</td>
<td>3.363</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>4.584</td>
<td>4.224</td>
<td>3.291</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>5.203</td>
<td>4.816</td>
<td>3.400</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>4.575</strong></td>
<td><strong>4.324</strong></td>
<td><strong>3.353</strong></td>
</tr>
</tbody>
</table>

### 4.3.4.3 Comparison between RSS-ELM, SSD-ELM, STI-ELM and STI-WELM

As a fingerprinting-based IPS, the relevant ELM models for online localization are required to be built up during the online construction phase. For RSS-ELM, the RSS-ELM model is built up by adopting the $500 \times 40$ WiFi RSS fingerprints collected at the 40 offline calibration points. These WiFi RSS fingerprints and their physical locations are adopted as training inputs and training targets respectively to build up the model. For the construction of SSD-ELM model, the $500 \times 40$ WiFi RSS fingerprints collected at the offline calibration points are transferred into SSD format first. Then the model is built up in a similar process as RSS-ELM. During the online testing phase, the raw RSS vectors measured by TD are reconfigured into the SSD format and put into the trained SSD-ELM model, then the estimated location of the TD will be calculated.

For STI-ELM and STI-WELM, as mentioned in Section 4.2.2, only WiFi RSS fingerprints collected by the RD at the $Q$ RPs are adopted for building up the STI-ELM model and STI-WELM model. Therefore, the training process of these two approaches are much faster than RSS-ELM and SSD-ELM, which require to train the WiFi RSS fingerprints at all the 40 offline calibration points. In our experiments, we select $Q$ to be 13 because the $w$ weight values of these $Q$ RPs are larger than $w_{th} = 0.01$. Therefore, the size of training database is largely reduced from $500 \times 40$ to $500 \times 13$. The performance of three activation functions: radial basis function (RBF) $G(a, b, x) = e^{-b||x-a||^2}$, sine function $G(a, b, x) = \sin(ax + b)$ and hard-limit
Table 4.6: Detailed average localization errors (in meter) under various situations (ELM)

<table>
<thead>
<tr>
<th>Testing Dataset</th>
<th>RSS-ELM</th>
<th>SSD-ELM</th>
<th>STI-ELM</th>
<th>STI-WELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Dataset: iPhone 5S</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPad Air</td>
<td>4.368</td>
<td>2.927</td>
<td>2.494</td>
<td>2.084</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>4.240</td>
<td>4.529</td>
<td>3.825</td>
<td>3.543</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>5.221</td>
<td>4.372</td>
<td>3.689</td>
<td>3.474</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>3.374</td>
<td>2.616</td>
<td>2.476</td>
<td>2.070</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>4.301</td>
<td>3.611</td>
<td>3.121</td>
<td>2.793</td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>4.260</td>
<td>3.367</td>
<td>2.507</td>
<td>2.237</td>
</tr>
<tr>
<td>Training Dataset: iPad Air</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>4.378</td>
<td>3.909</td>
<td>3.039</td>
<td>2.732</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>5.567</td>
<td>4.808</td>
<td>3.689</td>
<td>3.344</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>5.146</td>
<td>3.874</td>
<td>3.331</td>
<td>3.136</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>3.669</td>
<td>2.718</td>
<td>2.295</td>
<td>1.953</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>4.690</td>
<td>3.827</td>
<td>3.089</td>
<td>2.791</td>
</tr>
<tr>
<td>iPad Air</td>
<td>3.684</td>
<td>3.552</td>
<td>2.176</td>
<td>1.842</td>
</tr>
<tr>
<td>Training Dataset: Nokia E71</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>4.181</td>
<td>4.328</td>
<td>3.410</td>
<td>3.090</td>
</tr>
<tr>
<td>iPad Air</td>
<td>4.148</td>
<td>3.849</td>
<td>2.497</td>
<td>1.988</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>4.336</td>
<td>5.180</td>
<td>3.569</td>
<td>3.293</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>3.414</td>
<td>3.793</td>
<td>2.542</td>
<td>2.025</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>4.020</td>
<td>4.288</td>
<td>3.005</td>
<td>2.599</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>3.965</td>
<td>4.113</td>
<td>2.761</td>
<td>2.334</td>
</tr>
<tr>
<td>Training Dataset: Samsung Tablet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>4.140</td>
<td>3.775</td>
<td>3.207</td>
<td>2.933</td>
</tr>
<tr>
<td>iPad Air</td>
<td>4.718</td>
<td>3.097</td>
<td>2.392</td>
<td>2.001</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>5.390</td>
<td>4.158</td>
<td>3.651</td>
<td>3.267</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>3.603</td>
<td>2.960</td>
<td>2.534</td>
<td>2.160</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>4.463</td>
<td>3.498</td>
<td>2.946</td>
<td>2.590</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>4.126</td>
<td>2.238</td>
<td>2.592</td>
<td>2.439</td>
</tr>
<tr>
<td>Training Dataset: Fujitsu Laptop</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 5S</td>
<td>6.770</td>
<td>5.473</td>
<td>3.128</td>
<td>2.687</td>
</tr>
<tr>
<td>iPad Air</td>
<td>3.365</td>
<td>4.090</td>
<td>2.459</td>
<td>2.087</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>5.811</td>
<td>5.931</td>
<td>3.726</td>
<td>3.362</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>4.504</td>
<td>5.309</td>
<td>3.375</td>
<td>3.076</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>5.113</td>
<td>5.201</td>
<td>3.172</td>
<td>2.803</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>3.816</td>
<td>4.449</td>
<td>2.242</td>
<td>2.081</td>
</tr>
</tbody>
</table>
Table 4.7: Summary of average localization errors (in Meter) (ELM)

<table>
<thead>
<tr>
<th>Training Dataset</th>
<th>RSS-ELM</th>
<th>SSD-ELM</th>
<th>STI-ELM</th>
<th>STI-WELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>iPhone 5S</td>
<td>4.301</td>
<td>3.611</td>
<td>3.121</td>
<td>2.793</td>
</tr>
<tr>
<td>iPad Air</td>
<td>4.690</td>
<td>3.827</td>
<td>3.088</td>
<td>2.791</td>
</tr>
<tr>
<td>Nokia E71</td>
<td>4.020</td>
<td>4.288</td>
<td>3.005</td>
<td>2.599</td>
</tr>
<tr>
<td>Samsung Tablet</td>
<td>4.463</td>
<td>3.498</td>
<td>2.946</td>
<td>2.590</td>
</tr>
<tr>
<td>Fujitsu Laptop</td>
<td>5.113</td>
<td>5.201</td>
<td>3.172</td>
<td>2.803</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>4.517</strong></td>
<td><strong>4.085</strong></td>
<td><strong>3.066</strong></td>
<td><strong>2.715</strong></td>
</tr>
</tbody>
</table>

The transfer (hardlim) function $G(a, b, x) = \text{hardlim}(ax + b)$ are analyzed by leveraging the offline WiFi RSS fingerprints database. The hardlim function is chosen since it provides the best performance among the three activation functions. Another critical parameter for the performance of the ELM based approaches is the number of hidden nodes $L$. The five-fold cross-validation method is employed with a range from 1 to 100 and a step size of 2 in order to determine the optimal $L$. After comprehensive evaluations on both localization accuracy and repeatability, $L$ is selected to be 23 for both STI-ELM and STI-WELM. Based on our experimental results, these two approaches only spend 0.056s on average to calculate the output weights $\beta$ for the $(500 \times 13 = 6500)$ WiFi RSS fingerprints during the training process.

A guideline for selecting the type of activation function and the number of hidden nodes in the STI-WELM hidden layer, both of which are the critical parameters for the performance of the STI-WELM approach, is listed as follows: the suggested default activation function for the STI-WELM approach is the hardlim function, whose performance is better than others in general; as for the optimal number of hidden nodes, the five-fold cross-validation method is employed with a range from 0 to 100 and a step size of 2 based on the empirical tuning.

The weight matrix $W$ of STI-WELM is calculated according to our proposed weighting scheme as introduced in Section 4.2.2. Similar to the KNN experiments, there are 20 different combinations of reference device and testing device because 5 mobile devices are employed in the ELM experiments.
testing device when RSS-ELM, SSD-ELM, STI-ELM and STI-WELM are adopted are demonstrated in Table 4.6 respectively. It can be seen from Table 4.6 that its localization performance trumps other three approaches significantly in every combination. It is also noteworthy that the performance of STI-ELM is better than RSS-ELM and SSD-ELM. The mean localization accuracies of RSS-ELM and SSD-ELM are almost the same. The distance error distributions of the four approaches when each mobile device is leveraged as the reference device are presented in Figure 4.5. As observed in Figure 4.5, STI-WELM provides the most accurate indoor positioning service among the four approaches, which is consistent with the results demonstrated in Table 4.6.

In summary, STI-WELM enhances the precision of indoor positioning by 39.89% over RSS-ELM, 33.53% over SSD-ELM and 11.46% over STI-ELM respectively. Table 4.7 summarizes the performance of each approach. Therefore, the proposed STI-WELM can provide more robust, fast and accurate indoor positioning service than other approaches consistently, and alleviate the effect of heterogeneous issue among different devices remarkably. Furthermore, another noteworthy point is that the performance of both ELM and WELM is better than KNN provided that the same type of the location fingerprint is adopted. This claim is supported by Figure 4.4 and Figure 4.5, in which the curves produced by ELM and WELM based algorithms are smoother than KNN based ones, i.e., the ELM and WELM based approaches are more robust to outliers.

In addition, iPad Air and Fujitsu Laptop obtain the best overall localization accuracy among all the devices considered, which is due to their relative high transmission powers; see the resulting RSS values in relation to different devices in Figure 4.1.

4.3.4.4 Performance of STI-WELM vs the number of APs

The aforementioned section has demonstrated the superiority of STI-WELM to alleviate the effect of heterogeneous devices for indoor localization when all the APs
Table 4.8: Average localization errors (m) under the influence of the No. of APs

<table>
<thead>
<tr>
<th>Number of APs</th>
<th>RSS-ELM</th>
<th>STI-ELM</th>
<th>STI-WELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>5.615</td>
<td>4.711</td>
<td>4.636</td>
</tr>
<tr>
<td>4</td>
<td>5.307</td>
<td>4.337</td>
<td>4.157</td>
</tr>
<tr>
<td>5</td>
<td>5.254</td>
<td>4.289</td>
<td>3.562</td>
</tr>
<tr>
<td>6</td>
<td>5.149</td>
<td>4.107</td>
<td>3.092</td>
</tr>
<tr>
<td>7</td>
<td>4.883</td>
<td>3.518</td>
<td>2.756</td>
</tr>
<tr>
<td>8 (All)</td>
<td>4.517</td>
<td>3.066</td>
<td>2.715</td>
</tr>
</tbody>
</table>

Figure 4.6: Comparison of mean localization error between different approaches under the influence of the number of APs.

in the testbed were leveraged. In this subsection, we further analyze the performance of STI-WELM with respect to the number of APs.

We compare the performance of STI-WELM with RSS-ELM and STI-ELM when the number of APs is altered. The training processes of these approaches are the same as in Section 4.2. We consider all the 20 different combinations of reference devices and testing devices for this experiment as well, since 5 different mobile devices are utilized in total. The overall performance comparison in terms of mean localization error for these approaches under different numbers of APs is demonstrated in Figure 4.6 and Table 4.8.

As shown in Table 4.8, the mean localization errors of all the three approaches
decrease as the number of APs in-use increases. It can be easily observed that STI-WELM outperforms RSS-ELM and STI-ELM in every situation. The performance of RSS-ELM is the worst in all situations since it leverages the raw RSS data of the testing device and the large localization error is caused by device heterogeneity. On the contrary, after the operations of translation and uniformly scaling in STI, the newly constructed $TDS_{new}$ is more relevant to the RSS fingerprints stored in the reference device database. This is the main reason why both STI-ELM and STI-WELM are superior to RSS-ELM. By considering the relative importance of each RSS sample according to its corresponding STI value in the reference device database and leveraging our proposed weighting scheme, the localization accuracy of STI-WELM is higher than that of STI-ELM in general. To be specific, the mean localization error of STI-WELM is at the same level with STI-ELM when only three APs are leveraged. However, as shown in Figure 4.6 it reduces significantly when the required number of APs is between 4 and 6, and keeps the mean localization error at a low level when the number of APs is more than 7.

In summary, as long as no less than three APs are available in indoor environments, the STI-based localization approaches outperform RSS-based localization approaches. Furthermore, STI-WELM, which integrates the advantages of both STI and WELM, can overcome the heterogeneity issue of mobile devices for indoor localization and provide high localization accuracy consistently even only a few APs are available in indoor environments.

4.3.5 Implementation of the proposed approach for real location-based service

Since both the theoretical and experimental analysis have verified the superiority of the proposed IPS in terms of accuracy and robustness, we have implemented our IPS in the following four different indoor environments: Internet of Things Lab ($600m^2$) in Nanyang Technological University (NTU), Lecture Theater 22 ($500m^2$) in NTU, the Center for Berkeley Education Alliance for Research in Singapore (BEARS)
headquarter (1500m²), and the Center for Research in Energy Systems Transformation (CREST) Lab (400m²) in University of California, Berkeley. It turns out that our system is able to provide satisfactory LBS across heterogeneous devices in these places, including indoor positioning, indoor navigation, real-time occupancy distribution monitoring and indoor geo-fencing, and has been fully operational for more than one year. For instance, [141] provides a video demo about our indoor navigation service on Google Glass, which is the mobile device (distinct from the reference device: iPad) to be localized. As shown in the video, by leveraging the proposed STI-WELM localization algorithm, our IPS offers high localization accuracy and seamless indoor navigation across heterogeneous devices.

4.4 Conclusion

In this chapter, we presented a robust and precise IPS by introducing STI, which is a new type of fingerprints and embodies more reliable and robust location signatures compared to traditional location fingerprints in the presence of heterogeneous devices and changing indoor environments. We also proposed a novel weighting scheme by taking into consideration of the relative importance of each RSS sample according to its corresponding STI value, for the WELM training process. On these grounds, we proposed the STI-WELM scheme which inherits the advantages of both STI and WELM. According to our experimental results, the STI-WELM scheme enhances the precision of indoor positioning by 39.89% over RSS-ELM, 33.53% over SSD-ELM and 11.46% over STI-ELM, respectively, which confirms the superiority of the STI approach to the traditional RSS fingerprints as well as the recently developed SSD approach. On the other hand, one potential limitation of STI is that when the number of available APs is limited (less than two), it may not able to precisely determine the importance of each samples because its similarity metric depends on the shape of RSS vectors. However, this situation rarely happens since majority of indoor environments are covered by multiple APs now.
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Chapter 5

Robustness of IPS Against Environmental Dynamics

In Chapter 4, a new type of fingerprints which embodies more reliable and robust location signatures compared to traditional location fingerprints in the presence of heterogeneous devices has been proposed. In this chapter, we further explore how to enable the WiFi based IPS to be more robust to various environmental dynamics.

Since the WiFi RSS fingerprint database is usually built up during the offline phase, it is unable to reflect the real-time radio map of the WiFi signals well once the environment is altered during the online localization phase. Environmental factors, such as presence of humans, opening and closing of doors and variations of humidity, can interfere with the propagation of WiFi signals severely [142]. This will lead to serious localization errors if the same WiFi RSS fingerprint database is adopted.

In this chapter, we propose an indoor localization algorithm based on an online sequential extreme learning machine (OS-ELM) to address the above two problems accordingly. Originating from the batch ELM, OS-ELM inherits the advantage of ELM, which can provide good generalization performance at an extremely fast learning speed [96]. In addition, OS-ELM has an online sequential learning ability that does not require retraining when new data are received [143]. Another noteworthy
point of OS-ELM is that, different from other online sequential learning algorithms, such as stochastic gradient descent back-propagation (SGBP) \cite{144} and growing and pruning RBF network (GAP-RBF) \cite{145}, which require specific types of hidden nodes and can only handle data one-by-one (learning only one training sample at each time), OS-ELM is able to adapt to various types of hidden nodes and can learn data one-by-one or chunk-by-chunk with a varying chunk size. Therefore, WiFi RSS fingerprints can be collected and updated more flexibly for OS-ELM online sequential learning. In addition, the fast learning speed of OS-ELM greatly reduces time consumption and manpower costs for the offline site survey. More importantly, the online sequential learning ability of OS-ELM permits the entire system to provide reliable indoor LBS under various environmental dynamics. Comprehensive simulations and experiments have been conducted to validate the performance of OS-ELM. Furthermore, experiments under specific environmental changes such as variations of occupancy distribution and events of opening or closing of doors are also conducted.

The rest of the chapter is organized as follows. Section 5.1 provides the proposed localization algorithm. The simulation results and evaluation of OS-ELM are presented in Section 5.2. In Section 5.3, a system overview of our WiFi based IPS is provided firstly, followed by the experimental results and performance evaluation of the proposed localization algorithm. We conclude the work in Section 5.4.

5.1 An OS-ELM based Indoor Localization Algorithm

5.1.1 Preliminary on OS-ELM

The OS-ELM algorithm contains two phases: an initialization phase and a sequential learning phase. One special property of OS-ELM is that it can learn data one-by-one or chunk-by-chunk (a block of data) with a fixed or varying chunk size \cite{143}. Suppose
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that the network has \( L \) hidden nodes and the data \( \mathcal{N} = \{(x_i, t_i) | x_i \in \mathbb{R}^n, t_i \in \mathbb{R}^m, i = 1, \ldots, N\} \) are presented to the network sequentially. In the initialization phase, \( \text{rank}(H_0) = L \) is required to ensure that OS-ELM can achieve the same learning performance as ELM, where \( H_0 \) denotes the hidden output matrix for the initialization phase.

The number of training data required in the initialization phase, \( N_0 \), has to be equal to or greater than \( L \), i.e., \( N_0 \geq L \). If \( N_0 = N \), the performance of OS-ELM is the same as batch ELM. Therefore, batch ELM is a special case of OS-ELM when all of the data are used in the initialization phase.

Initialization phase: a small chunk of training data \( \mathcal{N}_0 \) is used to initialize the learning, where \( \mathcal{N}_0 = \{x_i, t_i\}_{i=1}^{N_0} \subseteq \mathcal{N} \) and \( N_0 \geq L \).

Step 1: Randomly assign the hidden neuron parameters: e.g. input weights \( a_i \) and bias \( b_i \), \( i = 1, \ldots, L \).

Step 2: Calculate the initial hidden layer output matrix \( H_0 = \begin{bmatrix} G(a_1, b_1, x_1) & \ldots & G(a_L, b_L, x_1) \\ \vdots & \ddots & \vdots \\ G(a_1, b_1, x_{N_0}) & \ldots & G(a_L, b_L, x_{N_0}) \end{bmatrix}_{N_0 \times L} \) \( (5.1) \)

Step 3: Estimate the initial output weight \( \beta^{(0)} \). Since \( T_0 = [t_1, \ldots, t_{N_0}]^T \in \mathbb{R}^{m \times N_0} \), the problem is equivalent to minimizing \( \|H_0 \beta - T_0\| \). Noticing that \( H_0^T = (H_0^T H_0)^{-1} H_0^T \) \( [96] \), the optimal solution is given by \( \beta^{(0)} = P_0 H_0^T T_0 \), where \( P_0 = (H_0^T H_0)^{-1} \) and \( K_0 = P_0^{-1} = H_0^T H_0 \).

Step 4: Set \( k = 0 \), where \( k \) is a parameter indicating the number of chunks of data that are presented to the network.

Sequential learning phase: present the \((k+1)\)-th chunk of new observations

\[ \mathcal{N}_{k+1} = \{(x_i, t_i)\}_{i=\sum_{j=0}^{k} N_j + 1}^{\sum_{j=0}^{k+1} N_j} \]

where \( N_{k+1} \) denotes the number of observations in the \((k+1)\)-th chunk.
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Step 1: Compute the partial hidden layer output matrix $H_{k+1} = \begin{bmatrix} G(a_1, b_1, x_{(\sum_j=0}^N_j)+1) \ldots G(a_L, b_L, x_{(\sum_j=0}^N_j)+1) \\
\vdots \quad \ldots \quad \vdots \\
G(a_1, b_1, x_{\sum_{j=0}^{k+1} N_j}) \ldots G(a_L, b_L, x_{\sum_{j=0}^{k+1} N_j}) \end{bmatrix}_{N_{k+1} \times L}$ (5.2)

Step 2: Calculate the output weight $\beta^{(k+1)}$. We have $T_{k+1} = [t_{(\sum_j=0}^N_j)+1, \ldots, t_{\sum_{j=0}^{k+1} N_j}]^T_{N_{k+1} \times m}$.

Moreover,

$$K_{k+1} = K_k + H^T_{k+1} H_{k+1}$$ (5.3)

$$\beta^{(k+1)} = \beta^{(k)} + K_{k+1}^{-1} H^T_{k+1} (T_{k+1} - H_{k+1} \beta^{(k)})$$ (5.4)

In order to avoid inverting matrices, such as $K_{k+1}^{-1}$ in Equation (5) in the recursive process, the Woodbury formula \[146\] is applied to transform the equations as follows:

$$K_{k+1}^{-1} = K_k^{-1} - K_k^{-1} H^T_{k+1} (I + H_{k+1} K_k^{-1} H^T_{k+1})^{-1} H_{k+1} K_k^{-1}$$ (5.5)

Since $P_{k+1} = K_{k+1}^{-1}$,

$$P_{k+1} = P_k - P_k H^T_{k+1} (I + H_{k+1} P_k H^T_{k+1})^{-1} H_{k+1} P_k$$ (5.6)

$$\beta^{(k+1)} = \beta^{(k)} + P_{k+1} H^T_{k+1} (T_{k+1} - H_{k+1} \beta^{(k)})$$ (5.7)

Step 3: Set $k = k + 1$. Go to Step 2 in this online sequential learning phase.

5.1.2 OS-ELM based indoor localization algorithm

The proposed OS-ELM approach considers the localization problem as a regression problem. For the WiFi RSS fingerprint calibration process, OS-ELM only requires a relative sparse radio map of WiFi RSS during the offline phase, which trumps
the traditional fingerprinting-based localization algorithms. These WiFi RSS fingerprints and their physical locations are adopted as training inputs and training targets, respectively, to build up an initial OS-ELM model for online localization.

Furthermore, by leveraging the online learning ability of OS-ELM, WiFi RSS fingerprints can also be collected at some known locations during the online phase to reflect the environmental dynamics. Once new WiFi RSS fingerprints have been collected, they will be integrated into the initial OS-ELM model to update and generate a revised OS-ELM model. During the online phase, when a user sends a location request with his or her current WiFi RSS fingerprint, the fingerprint will be fed into the latest revised OS-ELM model, and then the estimated location will be calculated.

The methodology and framework of the proposed OS-ELM approach are demonstrated in Figure 5.1. The processes of the three main phases of the OS-ELM approach are presented as follows:
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5.1.2.1 Offline calibration phase

Suppose that $\aleph_0$ WiFi RSS fingerprints are collected at some known locations during the offline calibration phase. These WiFi RSS fingerprints and their corresponding physical locations are adopted as the training inputs $\mathbf{x}$ and the training targets $\mathbf{t}$, respectively, for OS-ELM offline training. Similar to the initialization phase of OS-ELM, the initial OS-ELM model will be trained as mentioned in Section 5.1. The detailed steps are illustrated below:

Step 1: Randomly assign the hidden neuron parameters: input weights $\mathbf{a}_i$ and input bias $b_i$.

Step 2: Calculate the initial hidden layer output matrix $\mathbf{H}_0$.

Step 3: Estimate the initial output weight $\beta^{(0)}$.

Step 4: Set $k = 0$, where $k$ indicates the number of updating times of WiFi RSS fingerprints that are collected during the online calibration phase.

Additionally, the activation function $G$ and the number of hidden nodes $L$ need to be carefully tuned in order to guarantee that the initial OS-ELM model can provide sufficient localization accuracy for the users before any WiFi RSS fingerprints are collected at any online calibration points during the online phase. The five-fold cross-validation method with a range from zero to 1000 and a step size of 50 is employed to select the optimal number of hidden nodes $L$. A guideline for selecting the type of activation functions and the number of hidden nodes was presented in Section 5.3.2.

5.1.2.2 Online sequential learning phase

The main purpose of the online sequential learning phase of OS-ELM is to make the localization algorithm more robust and adapt to various environmental changes.
Unlike other online sequential learning algorithms, which can only handle data one-by-one, OS-ELM can learn data one-by-one or chunk-by-chunk with a varying chunk size.

Therefore, WiFi RSS fingerprints can be collected and updated more flexibly for OS-ELM online sequential learning. These newly collected WiFi RSS fingerprints and their corresponding physical locations will be adopted as training samples, and they will be updated chunk-by-chunk to revise the initial OS-ELM model during the online sequential learning phase. Suppose that $\mathcal{X}_{k+1}$ WiFi RSS fingerprints have been collected during the $(k+1)$-th online calibration; the revised OS-ELM model will be obtained by the following steps:

Step 1: Calculate the partial hidden layer output matrix $H_{k+1}$.

Step 2: Calculate the output weight $\beta^{(k+1)}$.

Step 3: Set $k = k + 1$ for the next online calibration.

5.1.2.3 Online localization phase

Before any WiFi RSS fingerprints are collected at any known locations during the online phase, the initial OS-ELM model will be used to provide estimated locations of users when they send location queries with their real-time WiFi RSS fingerprints.

When more WiFi RSS fingerprints are collected at some known locations during the online calibration phase, the OS-ELM model is updated and revised. It will be used to provide the estimated location of the user.

5.2 Simulation Results and Evaluation

We develop a simulation environment using MATLAB R2013a in order to evaluate the performance of the proposed OS-ELM approach before any experiment is conducted. The simulation is running on a PC, which has an Intel Core i5-2400
5.2. SIMULATION RESULTS AND EVALUATION

Figure 5.2: Positions of the WiFi APs, offline calibration points, online calibration points and online testing points in the simulated field.

3.10-GHz CPU and 8 GB RAM. As shown in Figure 5.2, we assume a 20 m × 20 m room, where four WiFi APs are installed at the four corners of the room. The most commonly-used path loss model for indoor environment is the International Telecommunication Union (ITU) indoor propagation model [126]. Since it provides a relation between the total path loss \( PL(d) \) (dBm) and distance \( d \) (m), it is adopted to simulate the WiFi signals generated from each WiFi AP. The indoor path loss model can be expressed as:

\[
PL(d) = PL_0 - 10\alpha \log(d) + X_\sigma \tag{5.8}
\]

where \( PL_0 \) is the pass loss coefficient, and it is set to be \(-40 \text{ dBm}\) in our simulation. \( X_\sigma \) represents a zero-mean normal random noise with standard deviation \( \sigma = 0.5 \), and \( \alpha \) is the path loss exponent.

During the offline calibration phase, \( \alpha \) is set to be two in Scenario I, and simulated WiFi RSS fingerprints from the four WiFi routers are collected at 10 randomly selected offline calibration points for OS-ELM offline training, with 200 WiFi RSS...
fingerprints collected at each point. The hardlim function \( G(a, b, x) = \text{hardlim}(ax + b) \) is chosen as the activation function, and 380 hidden nodes are selected and put in the hidden layer during the offline training. The initial OS-ELM model is obtained after a 0.219-s training process. In order to imitate the environmental dynamics in the room, we set \( \alpha \) to be 2.5 in Scenario II and 3.5 in Scenario III, respectively. WiFi RSS fingerprints are collected at five online calibration points and five online testing points under each scenario. Two hundred WiFi RSS fingerprints are collected at each point, and the positions of these points are distinct. The positions of the offline calibration points, the online calibration points and the online testing points are demonstrated in Figure 5.2. The updated WiFi RSS fingerprints at the online calibration points are adopted as online training samples and leveraged to revise the initial OS-ELM model.

We evaluate the performance of OS-ELM with each online sequential learning updated based on the WiFi RSS fingerprints collected at the 10 online testing points. The distance error is used to measure the localization accuracy of the proposed OS-ELM approach. We define the location estimation error \( e \) to be the distance between the real location coordinates \((x_0, y_0)\) and the system estimated location coordinates \((x, y)\), i.e.,

\[
e = \sqrt{(x - x_0)^2 + (y - y_0)^2}
\]

Table 5.1 illustrates the performance of OS-ELM with each online sequential learning update in terms of training time, testing time and average localization accuracy. The comparison of the cumulative percentile of error distances between the initial OS-ELM and the two updated OS-ELM is presented in Figure 5.3. It can be easily spotted from Table 5.1 that the average localization accuracy of OS-ELM becomes better when more WiFi RSS fingerprints at various online calibration points have been learned online. The latest updated OS-ELM can provide 1.794 m, which enhances the precision of indoor localization by 42.18% over the performance of the initial OS-ELM. Furthermore, the online sequential learning of OS-ELM is very efficient. It only spends 0.014 s on average to calculate the output weights \( \beta \) for 1000
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Table 5.1: Simulation results of OS-ELM.

<table>
<thead>
<tr>
<th>Number of Calibration Points (Offline + Online)</th>
<th>Training Time (s)</th>
<th>Testing Time (s)</th>
<th>Accuracy (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 + 0</td>
<td>0.219</td>
<td>0.015</td>
<td>3.103</td>
</tr>
<tr>
<td>10 + 5</td>
<td>0.148</td>
<td>0.014</td>
<td>2.563</td>
</tr>
<tr>
<td>15 + 5</td>
<td>0.139</td>
<td>0.014</td>
<td>1.794</td>
</tr>
</tbody>
</table>

Figure 5.3: Cumulative percentile of error distance.

Based on the simulation results and evaluation, we can conclude that OS-ELM can provide higher localization accuracy due to its efficient online sequential learning ability when the indoor environment is altered during the online phase.

5.3 Experimental Results and Performance Evaluation

5.3.1 System overview

We conducted extensive experiments to evaluate the performance of the proposed OS-ELM approach in the IoT testbed as introduced in Section 4.3.1. As shown...
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Figure 5.4: Positions of the WiFi APs, offline calibration points, online calibration points and online testing points in the test-bed.

In Figure 5.4, 8 D-Link DIR-605L WiFi Cloud Routers are utilized as WiFi APs in the experiments. In order to collect WiFi RSS fingerprints from multiple APs simultaneously, an Android application that can collect data once per second is developed. As shown in Figure 5.5, this Android app is installed on a Samsung I929 Galaxy SII mobile phone. We leveraged this mobile phone to collect the WiFi RSS fingerprints at the offline calibration points, online calibration points and online testing points. After that, all of this information was sent to a process server running on a PC. The performance evaluation was conducted on the server side.

The initial OS-ELM model was built by the following steps. During the offline phase, 30 offline calibration points were selected, and 1000 WiFi RSS fingerprints were collected at each point. The positions of these 30 offline calibration points are demonstrated in Figure 5.4. The grid spacing between two adjacent locations of the calibration points was chosen to be larger than 1.25 m based on the analysis in [140]. By leveraging these WiFi RSS fingerprints and their physical positions as training inputs and training targets accordingly, the initial OS-ELM model was constructed. During the online phase, we continued to collect WiFi RSS fingerprints at several online calibration points and online testing points for five days. In each
Figure 5.5: The test mobile device Samsung I929 and developed Android apps.

day, two distinct online calibration points and two distinct online testing points were selected in order to reflect the environmental dynamics. The positions of these total 10 online calibration points and 10 online testing points are also presented in Figure 5.4. One thousand WiFi RSS fingerprints are collected at each point. Unlike [22], which only tested the performance of OS-ELM in the corridors in the IoT testbed, as shown in Figure 5.4, the positions of the online calibration points and online testing points were selected on the tables and cubicles, as well as in the testbed to acquire a more comprehensive performance evaluation of the proposed OS-ELM approach. In order to obtain the online RSS measurements to update the OS-ELM localization model without introducing any extra infrastructure, we upgrade the software of COTS WiFi APs so they could capture data packets in the existing WiFi traffic, and retrieve RSS readings and MAC address from the packets for RSS data acquisition. Since the upgraded AP can obtain the real-time RSS readings of other APs as well, all the APs are becoming natural online reference points. The detailed methodology is illustrated in Chapter 7.

5.3.2 Selection of parameters for the initial OS-ELM model

Based on the analysis in Section 5.1, the type of activation function and the number of hidden nodes in the OS-ELM hidden layer are two key parameters affecting the
performance of OS-ELM during the initialization phase, which is accordingly the offline calibration phase in our case.

5.3.2.1 Selection of the type of activation function $G$ for the initial OS-ELM model

By using the 30,000 WiFi RSS fingerprints we collected during the offline calibration phase, we evaluate the performance of three different activation functions: radial basis function (RBF) $G(a, b, x) = e^{-b||x-a||^2}$, sine function $G(a, b, x) = \sin(ax+b)$ and hard-limit transfer (hardlim) function $G(a, b, x) = \text{hardlim}(ax + b)$, with different numbers of hidden nodes.

It can be seen from Figure 5.6 that as the number of hidden nodes increases, the performances in terms of the mean localization accuracy of the sine function and hardlim function become better. On the contrary, the performance of RBF is the worst and appears to be irrelevant with respect to the number of hidden nodes. Since the performance of the hardlim function is the best among the three activation functions, it is chosen as the activation function for the initial OS-ELM model and also for the online sequential learning of OS-ELM.

5.3.2.2 Selection of the number of hidden nodes $L$ for the initial OS-ELM model

Another critical parameter for the performance of the OS-ELM approach is the number of hidden nodes $L$ in the initial OS-ELM hidden layer, after the hardlim function is chosen as the activation function. The five-fold cross-validation method is employed with a range from 0 to 1000 and a step size of 50 in order to determine the optimal $L$. As observed in Figure 5.6, the performances in terms of the localization accuracy of the hardlim function become relatively stable when $L$ is increased to 600.

In addition to the evaluation of the localization accuracy, the repeatability (REP) of the initial OS-ELM with a different number of hidden nodes is also evaluated.
Figure 5.6: Localization accuracy regarding different activation functions and different numbers of hidden nodes.

by leveraging the 30,000 WiFi RSS fingerprints that we collected during the offline calibration phase. REP is measured by the standard deviation of localization errors over the \( r \) repeated realizations, and this measure is proposed based on the fact that ELM with the same parameters and in the same training dataset may draw quite different results. A smaller value of REP is desired in general. The mean localization error \( \bar{e} \) and REP is calculated based on the following equations:

\[
\bar{e} = \frac{1}{r} \sum_{m=1}^{r} e_m
\]

(5.10)

\[
REP = \sqrt{\frac{1}{r} \sum_{m=1}^{r} (e_m - \bar{e})}
\]

(5.11)

where \( r \) in our experiment is selected as 50 by using fivefold cross-validation. Figure 5.7 demonstrates the repeatability of the initial OS-ELM, which is measured by the standard deviation of localization error with a range of hidden nodes from zero to 1000 and a step size of 50. As observed from Figure 5.7, the standard deviation
of localization errors decreases when the number of hidden nodes is increased. After comprehensive evaluations on both localization accuracy and repeatability, $L$ is selected to be 950.

A guideline for selecting the type of activation function and the number of hidden nodes in the OS-ELM hidden layer, both of which are the critical parameters for the performance of the OS-ELM approach, is listed as follows: the suggested default activation function for the OS-ELM approach is the hardlim function, whose performance is better than others generally in terms of simulation and experimental results. As for the optimal number of hidden nodes, the five-fold cross-validation method is employed with a range from 0 to 1000 and a step size of 50 based on the empirical tuning.

### 5.3.3 Comparison between OS-ELM and other methods

Three well-known algorithms, KNN [65], Fuzzy KNN [147] and batch ELM [96], are chosen to compare with the proposed OS-ELM approach. It has been shown
in [17,19] that the performance of batch ELM in terms of the offline training time, the online testing time and the average localization accuracy is better than classical machine learning algorithms such as the back-propagation (BP) algorithm and the support vector machine for regression (SVR) algorithm. Therefore, we choose batch ELM to be compared with the proposed OS-ELM. Considering the wide usage of KNN and fuzzy KNN as classical localization algorithms, we also include them in the comparison.

Unlike OS-ELM, which can update and revise the initial OS-ELM model sequentially during the online phase, KNN, fuzzy KNN and batch ELM can only utilize the data collected during the offline phase. In order to make a fair comparison, we collected WiFi RSS fingerprints, not only at the 30 offline calibration points, but also at the 10 online calibration points, to build up the WiFi RSS fingerprints offline database during the offline calibration phase. One thousand WiFi RSS fingerprints were collected at each point. The hardlim function and 950 hidden nodes in the hidden layer were chosen for batch ELM offline training, which are the same as for the initial OS-ELM offline training. The batch ELM model was obtained by leveraging the WiFi RSS fingerprints and their corresponding locations stored in the database. During the online phase, after feeding the WiFi RSS fingerprints into the batch ELM model, this model will output the estimated location of the target. For KNN and fuzzy KNN, the value of $K$ was chosen empirically based on the data stored in the database. During the online phase, by matching the measured WiFi RSS fingerprints with the $K$ closest WiFi RSS fingerprints in the database, the location of the target will be calculated. The detailed methodologies of these are presented in [65, 147].

The comparison of performance will be conducted as follows. First of all, we evaluate the performance of KNN, fuzzy KNN, batch ELM and OS-ELM without online sequential learning based on the WiFi RSS fingerprints we collected at the 10 online testing points during the online localization phase. Table 5.2 demonstrates the performance comparison among KNN, fuzzy KNN, batch ELM and OS-ELM in terms of the training time, the testing time and the average localization accuracy.
### Table 5.2: Comparison between OS-ELM and other methods.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Number of Calibration Points (Offline + Online)</th>
<th>Training Time (s)</th>
<th>Testing Time (s)</th>
<th>Accuracy (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>40 + 0</td>
<td>-</td>
<td>0.108</td>
<td>3.098</td>
</tr>
<tr>
<td>Fuzzy KNN</td>
<td>40 + 0</td>
<td>-</td>
<td>0.117</td>
<td>2.728</td>
</tr>
<tr>
<td>Batch ELM</td>
<td>40 + 0</td>
<td>11.574</td>
<td>0.113</td>
<td>2.581</td>
</tr>
<tr>
<td>OS-ELM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 + 0</td>
<td>8.101</td>
<td>0.113</td>
<td>2.615</td>
</tr>
<tr>
<td></td>
<td>30 + 2</td>
<td>1.204</td>
<td>0.111</td>
<td>2.487</td>
</tr>
<tr>
<td></td>
<td>32 + 2</td>
<td>1.213</td>
<td>0.114</td>
<td>2.346</td>
</tr>
<tr>
<td></td>
<td>34 + 2</td>
<td>1.182</td>
<td>0.109</td>
<td>2.219</td>
</tr>
<tr>
<td></td>
<td>36 + 2</td>
<td>1.226</td>
<td>0.115</td>
<td>2.091</td>
</tr>
<tr>
<td></td>
<td>38 + 2</td>
<td>1.229</td>
<td>0.117</td>
<td><strong>1.973</strong></td>
</tr>
</tbody>
</table>

As shown in Table 5.2, although the localization accuracy of the initial OS-ELM is slightly worse than that of batch ELM, the offline training time of OS-ELM is less than that of batch ELM by 30.01%, which evidently reduces the time and manpower costs for the offline site survey. The testing times of KNN, fuzzy KNN, batch ELM and OS-ELM are almost the same.

During the online phase, since we collected WiFi RSS fingerprints at two different online calibration points at each time, the performance of OS-ELM with each online sequential learning update is also presented in Table 5.2. As observed from Table 5.2, the average localization accuracy of OS-ELM becomes better when more WiFi RSS fingerprints at different online calibration points have been learned online. In addition, another noteworthy point is that the online sequential learning time of OS-ELM is quite fast. It only takes 1.2108 s on average to calculate the output weights $\beta$ for 2000 newly-received WiFi RSS fingerprints in each online sequential learning update.

As observed from Table 5.2, the average localization accuracy by using KNN, fuzzy KNN and batch ELM is, respectively, 3.098 m, 2.728 m and 2.581 m. In contrast, with online sequential learning of WiFi RSS fingerprints at 10 different online calibration points, OS-ELM can provide a localization accuracy of 1.973 m, which enhances the precision of indoor localization by 36.31%, 27.68% and 23.56% over KNN, fuzzy KNN and batch ELM, respectively. The comparison of the cumulative...
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Figure 5.8: Cumulative percentile of error distance for different methods.

cumulative probability of error distances between KNN, fuzzy KNN, batch ELM and the latest updated OS-ELM is presented in Figure 5.8. Figure 5.9 demonstrates the distance error distribution of the four approaches. The distance error distribution of OS-ELM, as shown in Figure 5.9(d), ranges mainly within 2.5 m. On the contrary, the distance error distributions of KNN in Figure 5.9(a), fuzzy KNN in Figure 5.9(b) and batch ELM in Figure 5.9(c) are much more scattered.

In summary, based on our experimental results and analysis, we can conclude that OS-ELM can provide higher localization accuracy consistently with a fast online sequential learning speed to adjust to various environmental dynamics than existing approaches, such as KNN, fuzzy KNN and batch ELM.

5.3.4 Performance evaluation of OS-ELM under specific environmental dynamics

Variations of occupancy distribution and events of opening and closing of doors have been observed as two major environmental factors that could severely affec-
5.3. EXPERIMENTAL RESULTS AND PERFORMANCE EVALUATION

Figure 5.9: Comparison of the distance error distribution for different methods. (a) KNN; (b) fuzzy KNN; (c) batch ELM; (d) OS-ELM.
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The localization accuracy of WiFi based IPS, since they change frequently over time in the indoor environment [142]. Besides the general performance evaluation of the proposed OS-ELM approach, as shown in [22] and the above sections, we also conducted experiments to evaluate how well OS-ELM adapts to some specific environmental dynamics. During each experiment, we measured the localization accuracy of the system when only one environmental factor was altered, while others remained unvaried.

5.3.4.1 Impact of human presence and movements

This experiment aims to determine how well the proposed OS-ELM approach can adjust to the interferences of human presence and movements while other environmental factors are kept unchanged. The experiment was conducted in the conference room in the testbed, since it is easier to create and manage the variation of the occupancy distribution for performance evaluation in this relatively small space. As shown in Figure 5.4, the location of the conference room is the left upper corner of the testbed. The area of the conference room is around 22 m² (6.3 m × 3.5 m).

The experiment was conducted based on the following steps. First of all, we continued to collect WiFi RSS fingerprints at five offline calibration points for one day when nobody was in the conference room. After that, the batch ELM model and the initial OS-ELM model were built up based on the collected WiFi RSS fingerprints and their corresponding positions. We put the testing mobile device on the conference table to evaluate the performances of the batch ELM and the OS-ELM under the non-human interference condition in the first place. As shown in Table 5.3, the batch ELM and the OS-ELM provide similar localization accuracy under the non-human interference condition, which are 2.203 m and 2.183 m, respectively.

Then, we evaluate the performance of both batch ELM and OS-ELM with human interference. The position of the online testing point was unchanged. However, five people intentionally sat around the table for 6 h. The purpose is to use human bodies to disturb or block the WiFi signal transmission between the test mobile device and
the multiple WiFi APs. Meanwhile, WiFi RSS fingerprints were collected at three online calibration points to update and revise the OS-ELM model.

After conducting the experiment for 6 hours, the average localization accuracies of the two approaches are calculated and demonstrated in Table 5.3. It can be seen from Table 5.3 that the performance of batch ELM becomes worse with human interference. Its performance decay is 41.99% compared with non-human interference. The main reason is that the batch ELM model was constructed under non-human interference, which cannot reflect the variation of occupancy distribution adaptively during the online phase. On the contrary, by leveraging the information collected at the online calibration points, OS-ELM can nicely capture the event of human presence and movements and take this environmental change into the online localization process sequentially. As shown in Table 5.3, the average localization accuracy provided by OS-ELM under the human interference circumstance is 2.197 m, almost the same as the non-human interference scenario. It enhances the precision of indoor localization by 29.27% over batch ELM under the same condition.

To conclude, OS-ELM can provide high localization accuracy consistently when the occupancy distribution is altered due to its fast adaptation.

5.3.4.2 Impact of opening/closing of doors

Besides the variation of occupancy distribution, another environmental factor that affects the performance of WiFi based IPS badly is the events of opening and closing of doors. Therefore, we also conducted an experiment to evaluate how well the proposed OS-ELM approach can adjust to opening and closing of doors while other environmental factors were kept unchanged.
Table 5.4: Impact of opening/closing doors on localization accuracy.

<table>
<thead>
<tr>
<th>Localization Accuracy (m)</th>
<th>All Doors are Opened</th>
<th>All Doors are Closed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch ELM</td>
<td>2.214</td>
<td>4.203</td>
</tr>
<tr>
<td>OS-ELM</td>
<td>2.107</td>
<td><strong>2.085</strong></td>
</tr>
</tbody>
</table>

The experiment was conducted based on the following steps. We collected WiFi RSS fingerprints at 15 offline calibration points, which were near the four doors inside the testbed for one day under the all-door-open condition firstly. The batch ELM model and the initial OS-ELM model were built up by leveraging the collected WiFi RSS fingerprints and their corresponding positions. Then, we determined the performance of these two approaches near the door area. It can be seen from Table 5.4 that both batch ELM and OS-ELM can provide nearly 2.15-m localization accuracy on average when all doors are opened.

After that, we continued the experiment to assess the performance of these two approaches under the all-door-close condition. We closed the four doors within the testbed for 6 hours and collected WiFi RSS fingerprints at the same online testing points as under the all-door-open condition. WiFi RSS fingerprints were also collected at the 10 online calibration points in the testbed simultaneously for updating the OS-ELM model.

The average localization accuracy of batch ELM and OS-ELM under the all-door-close condition is presented in Table 5.4. As shown in Table 5.4, the average localization accuracy of batch ELM is 4.203 m when all doors are closed, which is 47.32% worse than the all-door-open condition. This reveals that batch ELM is not capable of providing a sufficient and satisfactory indoor positioning service when the status of doors is different from the offline calibration phase.

In contrast, the performance of OS-ELM is more stable and robust when the status of doors is altered. It can be seen in Table 5.4 that the average localization accuracy provided by OS-ELM under the all-door-close condition is 2.085 m, which is roughly the same as the all-door-open condition. Moreover, it enhances the precision of
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indoor localization by 50.39% over batch ELM. The main reason that OS-ELM can consistently provide the indoor positioning service under different status of doors is due to its online sequential learning ability. By leveraging the information collected at the online calibration points, OS-ELM can sequentially update its model to adjust the influence from opening or closing doors.

Thus, the experimental results leads to the same conclusion that OS-ELM can provide higher localization accuracy steadily under various environmental dynamics, regardless of the impact from human presence or movements or the influence from changing the status of doors.

5.4 Conclusion

In this chapter, we proposed an indoor localization algorithm based on OS-ELM to address the two challenging problems of the existing WiFi based IPS: the intensive costs of manpower and time for offline site survey and the robustness to environmental dynamics. Both our simulation analysis and experimental studies have shown that OS-ELM can tackle the problems satisfactorily. The fast learning speed of OS-ELM obviously reduced the time consumption and manpower costs for the site survey during the offline calibration phase. In addition, the online sequential learning ability of OS-ELM made it possible to reflect and adapt to the environmental changes in a timely manner. Furthermore, WiFi RSS fingerprints can be collected and updated more flexibly, since OS-ELM can learn data with a varying chunk size. Experiments under specific environmental dynamics such as variations of the occupancy distribution and events of opening or closing doors were also conducted. In summary, OS-ELM can provide high localization accuracy with a fast online sequential learning speed under various environmental changes and achieve superior performance to the existing approaches. Meanwhile, since OS-ELM requires online measurements to be collected for updating the localization model, mobile devices at known locations are needed. Feasible crowdsourcing methods are desired for online data acquisition.
Chapter 6

Access Point Selection Strategy

In Chapter 4 and Chapter 5, we have proposed effective solutions to overcome the device heterogeneity issue and the vulnerability to environmental dynamics for WiFi based IPS. Another issue that limits the performance of WiFi based IPS is the instability of WiFi RSS. In this chapter, a novel AP selection strategy that can select the optimal subset of APs that provides the most valuable information for improving the localization accuracy of WiFi based IPS is proposed.

The large variation of WiFi RSS is caused by multiple factors such as multi-path effect, reflection and interference of signal propagation, variations of humidity and even variations of occupancy distribution. One straightforward and common solution to address this issue is to leverage as many available APs as possible in indoor environments to improve the localization accuracy since the deployment of APs is dense in indoor environments and each AP may provide different location related information. However, in this case the localization algorithm needs to handle high computational burden due to the usage of large numbers of APs. One major challenge for existing WiFi based IPSs is how to reduce this computational burden while preserving or even improving the localization accuracy.

Some existing approaches to address this issue are leveraging feature extraction methods [99, 100], which aim to extract the most valuable feature components to
be used for localization. However, the larger variation of WiFi RSS limits the improvement of these approaches. Another category of approaches to handle this issue is the AP selection method. This method is to select a subset of APs out of all the available APs to reduce the computational cost [101,102]. Nevertheless, there are two main drawbacks in existing approaches. One is that the dependence between APs is not considered in the AP selection process. Assuming the independence between APs, the discriminate ability of APs is measured and sorted based on the individual importance. The lack of comprehensive analysis and consideration of the dependence among APs may lead to a biased solution. Another drawback is that all these traditional methods select APs during the offline phase and these selected APs cannot provide real-time information to ameliorate the localization accuracy during the online phase due to various environmental dynamics. Furthermore, the discriminate ability of each AP varies with locations. Therefore, the AP selection process should be conducted online and correlated with the real-time location of the mobile device adaptively.

In this chapter, we focus on how to reduce the computational burden for WiFi based IPS by selecting a subset of APs that provide the most useful information for localization. Existing approaches select and measure the discriminate ability of APs individually during the offline phase without the consideration of the dependence among them. We propose a novel online mutual information (OnlineMI) AP selection strategy that measures the collective discriminate ability among APs based on their mutual information. Furthermore, the proposed AP selection process is conducted online to adapt to various environmental dynamics. The weighted K nearest neighbor (WKNN) approach is further employed as the localization algorithm after the OnlineMI AP selection. Simulation and experiments are carried out, and performance evaluation and comparison with existing methods demonstrate the superiority of the proposed OnlineMI-WKNN approach.

The rest of the chapter is organized as follows. Section 6.1 presents the proposed OnlineMI AP selection strategy. The simulation results and evaluation are demonstrated in Section 6.2. In Section 6.3, our experimental setup and procedure are
elaborated first, and then the experimental results and performance evaluation of the proposed scheme are reported. We conclude the work in Section 6.4.

6.1 OnlineMI based AP Selection Strategy and Localization Algorithm

6.1.1 OnlineMI AP selection strategy

In contrast to the traditional approaches, in this section, we propose a novel AP selection strategy, namely OnlineMI, which selects the optimal subset of available APs according to the consideration of the dependence (e.g. mutual information $MI$) among them and conducts the selection process during the online phase based on the real-time location of the mobile device and other environmental dynamics.

The methodology of OnlineMI is introduced as follows: assume that $N_t$ APs have been deployed in the indoor environment. At some specific locations, certain APs may not detect the mobile device due to long distance between them. Therefore, we define the minimum detectable WiFi RSSI value to be -100dBm in the situation. Suppose that the mobile device can receive WiFi RSSI from $N_t$ APs and $q$ RSS samples have been collected and stored at each online point. Each online RSS sample can be represented as $R_{ol} = [RSS_{1ol}, RSS_{2ol}, \ldots, RSS_{N_tol}]$ from $N_t$ APs. Our objective is to select the $N_f$ APs with the best discriminate abilities from total $N_t$ APs to reduce the computational burden and preserve or even enhance the localization accuracy of the IPS.

The 1$^{st}$ step of OnlineMI AP selection strategy is to calculate the mutual information between each pair of available APs. There are $N_t(N_t - 1)/2$ combinations in total. For instance, the mutual information of $AP_a$ and $AP_b$ is obtained as follows:

$$MI(AP_a, AP_b) = H(AP_a) + H(AP_b) - H(AP_a, AP_b)$$
where $H(\text{AP}_a)$ and $H(\text{AP}_b)$ are the entropy of the RSS received from $\text{AP}_a$ and $\text{AP}_b$ respectively; $H(\text{AP}_a, \text{AP}_b)$ is the joint entropy of $\text{AP}_a$ and $\text{AP}_b$, which can be calculated as follows:

$$H(\text{AP}_a, \text{AP}_b) = \sum_{v_2} \sum_{v_1} [Pr(RSS^a_{ol} = v_1, RSS^b_{ol} = v_2) \times \log Pr(RSS^a_{ol} = v_1, RSS^b_{ol} = v_2)]$$

where $v_1$ and $v_2$ are the possible RSS values received from $\text{AP}_a$ and $\text{AP}_b$ respectively; $Pr(RSS^a_{ol} = v_1, RSS^b_{ol} = v_2)$ is the joint probability when $RSS^a_{ol} = v_1, RSS^b_{ol} = v_2$.

Since mutual information measures the information that is shared between random variables, smaller $MI(\text{AP}_a, \text{AP}_b)$ indicates less dependence between $\text{AP}_a$ and $\text{AP}_b$, and more distinct and valuable information than other pairs. The procedure to select the first two APs $s_1, s_2$ of OnlineMI is presented as follows:

$$(s_1, s_2) = \arg \min_{\{a,b\} \subseteq t} MI(\text{AP}_a, \text{AP}_b)$$

The 2\textsuperscript{nd} step of OnlineMI is to select one more AP $s_3$ based on the following criterion:

$$s_3 = \arg \min_{z \in t \setminus \{s_1, s_2\}} MI(\text{AP}_{s_1}, \text{AP}_{s_2}, \text{AP}_z)$$

$N_t - 2$ cases of $MI(\text{AP}_{s_1}, \text{AP}_{s_2}, \text{AP}_z)$ need to be considered. For each case, we can leverage the result of $H(\text{AP}_{s_1}, \text{AP}_{s_2})$ directly, which has been calculated in the 1\textsuperscript{st} step. The remaining two terms $H(\text{AP}_z)$ and $(\text{AP}_{s_1}, \text{AP}_{s_2}, \text{AP}_z)$ can be obtained as follows:

$$H(\text{AP}_z) = -\sum_{v_z} Pr(RSS^z_{ol} = v_z) \times \log Pr(RSS^z_{ol} = v_z)$$

$$MI(\text{AP}_{s_1}, \text{AP}_{s_2}, \text{AP}_z) = H(\text{AP}_{s_1}, \text{AP}_{s_2}) + H(\text{AP}_z) - H(\text{AP}_{s_1}, \text{AP}_{s_2}, \text{AP}_z)$$
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and

\[
H(AP_{s_1}, AP_{s_2}, AP_z) = \sum_{v_z} \sum_{v_2} \sum_{v_1} \left[ Pr(RSS_{ol}^{s_1} = v_1, \right.
\]
\[
RSS_{ol}^{s_2} = v_2, RSS_{ol}^z = v_z \left. \right) \times \log \{ Pr(RSS_{ol}^{s_1} = v_1, RSS_{ol}^{s_2} = v_2, \right.
\]
\[
RSS_{ol}^z = v_z \} \]

where \( v_1, v_2 \) and \( v_z \) are the possible RSS values received from \( AP_{s_1}, AP_{s_2} \) and \( AP_z \) respectively; \( Pr(RSS_{ol}^{s_1} = v_1, RSS_{ol}^{s_2} = v_2) \) is the joint probability when \( RSS_{ol}^{s_1} = v_1, RSS_{ol}^{s_2} = v_2, RSS_{ol}^z = v_z \).

The following steps of OnlineMI aim to select additional one more AP at each step. In general, the \( l \) step of OnlineMI can be conducted as follows:

\[
s_{l+1} = \arg \min_{z \in \{s_1, \ldots, s_l\}} MI(AP_{s_1}, \ldots, AP_{s_l}, AP_z)
\]

where

\[
MI(AP_{s_1}, \ldots, AP_{s_l}, AP_z) = H(AP_{s_1}, \ldots, AP_{s_l}) + H(AP_z)
\]

\[
- H(AP_{s_1}, \ldots, AP_{s_l}, AP_z)
\]

There are \((N_t - l)\) combinations of \( MI(AP_{s_1}, \ldots, AP_{s_l}, AP_z) \).

For each case, since \( H(AP_{s_1}, \ldots, AP_{s_l}) \) has been obtained in the \((l - 1)th\) step, the terms in \( MI(AP_{s_1}, \ldots, AP_{s_l}, AP_z) \) to be calculated in this step are only \( H(AP_z) \) and \( H(AP_{s_1}, \ldots, AP_{s_l}, AP_z) \). \( H(AP_{s_1}, \ldots, AP_{s_l}, AP_z) \) can be calculated as follows:

\[
H(AP_{s_1}, \ldots, AP_{s_l}, AP_z) = \sum_{v_z} \cdots \sum_{v_1} \left[ Pr(RSS_{ol}^{s_2} = v_1, \right.
\]
\[
\ldots, RSS_{ol}^{s_l} = v_l, RSS_{ol}^z = v_z \left. \right) \times \log \{ Pr(RSS_{ol}^{s_2} = v_1, \right.
\]
\[
\ldots, RSS_{ol}^{s_l} = v_l, RSS_{ol}^z = v_z \} \]
where \( v_1, \ldots, v_l, v_z \) are the possible RSS values received from \( AP_{s1}, \ldots, AP_{sl} \) and \( AP_z \); \( Pr(RSS_{ol}^{s1} = v_1, \ldots, RSS_{ol}^{sl} = v_l, RSS_{ol}^{z} = v_z) \) is the joint probability when \( RSS_{ol}^{s1} = v_1, \ldots, RSS_{ol}^{sl} = v_l, RSS_{ol}^{z} = v_z \).

By following the procedure introduced above, \( N_f \) APs with the best discriminate abilities from total \( N_t \) available APs will be selected online. The computational cost for localization process is reduced since the rest of \( (N_t - N_f) \) APs are discarded by the OnlineMI AP selection strategy.

### 6.1.2 OnlineMI-WKNN localization algorithm

One of the well-known and widely used classical fingerprinting localization algorithms is WKNN [65]. We further propose an indoor localization scheme, OnlineMI-WKNN that integrates the advantages of them.

After we select \( N_f \) APs with the best discriminate abilities based on OnlineMI AP selection strategy, only these \( N_f \) APs will be leveraged for the following localization process. Therefore, each online testing RSS sample can be reformatted as \( R_{ol}^{f} = [RSS_{ol}^{s1}, RSS_{ol}^{s2}, \ldots, RSS_{ol}^{Nf}] \) from the selected \( N_f \) APs. The dimension of the offline WiFi RSS database involved for localization process will be reduced and reformatted from \( p \times N_t \) to \( p \times N_f \), where \( p \) is the total number of offline calibration points.

The mean RSS vector obtained at calibration point \( C_j \) can be expressed as \( R_{Cj} = [RSS_{Cj}^{s1}, RSS_{Cj}^{s2}, \ldots, RSS_{Cj}^{Nf}] \).

By leveraging the reformatted online RSS sample and reconstructed offline WiFi RSS database, the real-time location of the mobile device can be estimated as follows:

The 1\(^{st}\) step is to calculate the Euclidean distance \( d_j \) between the online RSS sample \( R_{ol} \) and each mean offline RSS vector \( R_{Cj} \) stored in the offline WiFi RSS database. \( d_j \) is obtained as follows:

\[
    d_j = \|R_{ol} - R_{Cj}\|
\]

In the 2\(^{nd}\) step, the distances \( (d_j, 1 \leq j \leq p) \) are sorted in ascending order firstly. Then, \( k \) offline reference points and their corresponding physical coordinates with
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6.2.1 Simulation setup

We conducted simulations to evaluate the performance of the proposed OnlineMI AP selection strategy and OnlineMI-WKNN localization algorithm. The simulation was conducted on a PC, which has an Intel Core i5-2400 3.10-GHz CPU and 8 GB RAM. We used MATLAB R2014a to develop a simulated indoor environment.

Figure 6.1: Locations of the WiFi APs, offline calibration points and online testing points in the simulated field.

\[ (x, y) = \frac{1}{c} \sum_{j=1}^{k} \frac{1}{d_j}(x_j, y_j) \]

\[ c = \sum_{j=1}^{k} \frac{1}{d_j} \]

is the normalization constant and \((x_j, y_j)\) denote the physical coordinates of the \(jth\) calibration point.

6.2 Simulation Results and Evaluation

6.2.1 Simulation setup

We conducted simulations to evaluate the performance of the proposed OnlineMI AP selection strategy and OnlineMI-WKNN localization algorithm. The simulation was conducted on a PC, which has an Intel Core i5-2400 3.10-GHz CPU and 8 GB RAM. We used MATLAB R2014a to develop a simulated indoor environment.
The simulated indoor environment is a 30 m × 30 m room. As shown in Figure 6.1, 16 WiFi APs are placed in the room. The WiFi signals broadcast from these APs are simulated based on the International Telecommunication Union (ITU) indoor propagation model \cite{126}, the indoor path loss model which estimates the relation between the total path loss $PL$ (dBm) and distance $d$ (m) can be expressed as:

$$PL(d) = PL_0 - 10\alpha \log(d) + X_\sigma$$

where $PL_0$ is the pass loss coefficient which is set to be $-30$ dBm in our simulation; $\alpha$ is the path loss exponent which is set as 2.8 and $X_\sigma$ represents a zero-mean normal random noise with standard deviation $\sigma = 0.5$.

During the offline calibration phase, WiFi RSS fingerprints from the 16 WiFi APs were collected at 36 offline calibration points in order to construct the offline WiFi RSS database. 100 WiFi RSS fingerprints were collected at each point. Then, 36 online testing points were randomly selected during the online phase with 100 WiFi RSS samples collected at each point. The locations of the offline calibration points and the online testing points are shown in Figure 6.1.

### 6.2.2 Performance evaluation

Two traditional AP selection approaches, MaxMean and InfoGain, are chosen to compare with OnlineMI. MaxMean is a common AP selection approach that employs the absolute mean RSS value as the importance index and chooses those APs with the strongest mean RSS values \cite{101}. Apart from the RSS value, InfoGain utilizes the individual information gain of AP as the importance index to assess the discriminative ability of each AP \cite{102}. These existing approaches do not consider the dependence between APs in the AP selection process. The discriminative ability of APs is measured and sorted based on the individual importance. The key difference between OnlineMI and these approaches is that it measures the collective discriminative ability of each group of APs based on mutual information among
Figure 6.2: Comparison of mean error between different AP selection methods for different numbers of APs.

them instead of ranking the individual discriminative ability of each AP. After the AP selection process, the WKNN localization algorithm was adopted in conjunction with these two AP selection approaches in order to make a fair comparison with OnlineMI-WKNN. The value of $k$ was chosen as 9 empirically and was kept unique for all the three approaches.

Figure 6.2 presents the comparison of mean errors between different AP selection methods for different numbers of APs. It can be seen from Figure 6.2 that the localization accuracy in terms of mean error improves as the number of AP increases. OnlineMI outperforms MaxMean and InfoGain under the same number of APs in most of the situations. The mean error value of OnlineMI reduces significantly from one to three APs, then gradually reduces from four to ten APs, reduces slightly from ten to twelve APs, and saturated after thirteen. The smallest mean error of OnlineMI is 1.42m when twelve APs are selected. This indicates that some APs are redundant for localization purpose in the indoor environment. We further analyze the performance of OnlineMI under two cases: 50% of APs (8 APs) and 75% of APs (12 APs) selected respectively.
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We present the evaluation of OnlineMI when 50% of APs (8 APs) were selected first. Table 6.1 demonstrates the performance comparison among OnlineMI, InfoGain and MaxMean in terms of mean error, variance of error, accuracy within 2m and accuracy within 3m. As shown in Table 6.1, OnlineMI can provide 1.83m localization accuracy even by employing only half of total available APs. It enhances the precision of indoor positioning by 15.28% over InfoGain and 25% over MaxMean. OnlineMI can reach the accuracy within 3m for 91.58% by using only 8 APs while other two approaches require more APs. In addition, its error variance is the smallest among the three approaches, which indicates that the APs selected through OnlineMI provide more useful and reliable information for indoor positioning. The localization accuracy of OnlineMI with half of total APs is only 6% lower than All APs situation. Therefore, OnlineMI can reduce nearly 50% computational burden while providing acceptable localization accuracy by only employing half of total available APs.

We further compare the performance of three approaches when 75% of APs (12 APs) were selected. The performance comparison among OnlineMI, InfoGain, MaxMean and All APs in terms of mean error, variance of error, accuracy within 1m and accuracy within 2m is presented in Table 6.2. As observed from Table 6.2, OnlineMI can provide 1.42m localization accuracy, which improves the precision of indoor
Figure 6.3: Comparison of distance error distribution for different methods, where the number of APs is twelve.

Figure 6.4: Comparison of distance error distribution for different methods, where the number of APs is twelve.
positioning by 8.97% over InfoGain and 41.56% over MaxMean respectively. Other performance metrics, including variance of error, accuracy within 1m and accuracy within 2m, of OnlineMI outperform the two traditional AP selection approaches. Its error variance is the smallest among the three approaches. After the integration with WKNN algorithm, OnlineMI-WKNN can provide the localization accuracy of 82.75% within 2m by using only 75% of total available APs.

Figure 6.3 demonstrates the cumulative distribution of distance errors in this scenario. The distance error distributions of OnlineMI, InfoGain and MaxMean are demonstrated in Figure 6.4. We can obtain the same conclusion from Figure 6.3 and Figure 6.4. As shown in Figure 6.4, the distance errors of OnlineMI are mainly within 3.2 m. By contrast, the distance error distributions of the traditional two approaches are much more scattered.

The performance of OnlineMI in this scenario is also compared with the situation where all APs are leveraged for localization. Its localization accuracy is even 17.44% higher than that of all APs, which verifies that not all APs are useful for indoor positioning, proving the existence of redundancy among them. OnlineMI AP selection strategy can pick up the most discriminant group of APs to enhance the indoor localization and reduce the computational burden simultaneously. The simulation results strongly support that the proposed OnlineMI approach can select a subset of APs that provide non-redundant information for localization consistently.

6.3 Experimental Results and Performance Evaluation

6.3.1 Performance evaluation

Extensive experiments have been conducted in the IoT testbed as introduced in Section 4.3.1 to evaluate the performance of the proposed OnlineMI AP selection strategy and OnlineMI-WKNN localization algorithm. As shown in Figure 6.5, 16...
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Figure 6.5: Positions of the WiFi APs, offline calibration points and online testing points in the testbed.

TP-LINK TL-WDR4300 Wireless N750 Dual Band Routers are adopted as WiFi APs in the testbed. In order to collect WiFi RSS fingerprints from multiple APs simultaneously, an Android application that can collect data is developed. This application is installed on a Samsung Galaxy S4 mobile phone. All the WiFi RSS fingerprints at offline calibration points and online testing points are collected using this phone for performance evaluation. 40 offline calibration points are selected and 100 WiFi RSS fingerprints are collected at each point during the offline phase. Then, 25 online testing points were selected during the online phase, with 100 WiFi RSS samples collected at each point. The locations of the offline calibration points, and the online testing points are demonstrated in Figure 6.5.

Two traditional AP selection approaches, MaxMean and InfoGain, are chosen to compare with OnlineMI. After the AP selection process, the WKNN localization algorithm was adopted in conjunction with these two AP selection approaches in order to make a fair comparison with OnlineMI-WKNN. The value of $k$ was chosen as 11 empirically for all the three approaches.

The overall performance in terms of mean errors between these three AP selection methods under different numbers of APs is demonstrated in Figure 6.6. For all the three approaches, the mean errors decrease as the number of AP in-use increases. It
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Figure 6.6: Comparison of mean error between different AP selection methods for different numbers of APs.

Table 6.3: Performance comparison of different methods (No. of AP: 8)

<table>
<thead>
<tr>
<th>Methods</th>
<th>Mean Error (m)</th>
<th>Variance of Error</th>
<th>Accuracy within 2 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>MaxMean</td>
<td>3.07</td>
<td>1.84</td>
<td>38.52%</td>
</tr>
<tr>
<td>InfoGain</td>
<td>3.09</td>
<td>1.64</td>
<td>30.72%</td>
</tr>
<tr>
<td>OnlineMI</td>
<td><strong>2.52</strong></td>
<td><strong>1.43</strong></td>
<td><strong>46.56%</strong></td>
</tr>
</tbody>
</table>

can be easily observed that OnlineMI outperforms MaxMean and InfoGain under the same number of APs in nearly every situation. To be specific, the mean error value of OnlineMI reduces significantly from one to eight APs, then saturates and keeps in a low mean error level after eight APs. The smallest mean error of OnlineMI is 2.39m when twelve APs were selected. This indicates that some APs are redundant for localization purpose in the indoor environment. We further analyze the performance of OnlineMI under two cases: 50% of APs (8 APs) and 75% of APs (12 APs) were selected respectively.

The evaluation of OnlineMI when 50% of APs (8 APs) were selected is presented first. Table 6.3 demonstrates the performance comparison among OnlineMI, Info-
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Figure 6.7: Comparison of distance error distribution for different methods, where the number of APs is eight.

Gain and MaxMean in terms of mean error, variance of error and accuracy within 2m. Figure 6.7 demonstrates the cumulative distribution of distance errors in this scenario. As shown in Table 6.3, OnlineMI can provide 2.52m localization accuracy even by employing only half of the total available APs. It enhances the precision of indoor positioning by 18.60% over InfoGain and 17.93% over MaxMean. OnlineMI can reach the accuracy of 46.56% within 2m by using only 8 APs while other two approaches require more APs. In addition, its error variance is the smallest among the three approaches, which indicates that the APs selected through OnlineMI provide more reliable information for indoor positioning. The localization accuracy of OnlineMI with half of the total available APs is only 1.5% lower than All APs situation.

The performance of three approaches when 75% of APs (12 APs) were selected is also evaluated. Figure 6.8 demonstrates the cumulative distribution of distance errors in this scenario. The performance comparison among OnlineMI, InfoGain, MaxMean and All APs in terms of mean error, variance of error, accuracy within 2m and
Table 6.4: Performance comparison of different methods (No. of AP: 12)

<table>
<thead>
<tr>
<th>Methods</th>
<th>Mean Error (m)</th>
<th>Variance of Error</th>
<th>Accuracy within 2 m</th>
<th>Accuracy within 1 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>MaxMean</td>
<td>2.80</td>
<td>1.94</td>
<td>36.00%</td>
<td>9.80%</td>
</tr>
<tr>
<td>InfoGain</td>
<td>2.60</td>
<td>1.59</td>
<td>44.60%</td>
<td>3.96%</td>
</tr>
<tr>
<td>OnlineMI</td>
<td><strong>2.39</strong></td>
<td><strong>1.47</strong></td>
<td>47.04%</td>
<td><strong>16.64%</strong></td>
</tr>
<tr>
<td>All APs</td>
<td>2.48</td>
<td>1.54</td>
<td><strong>52.00%</strong></td>
<td>8.44%</td>
</tr>
</tbody>
</table>

Figure 6.8: Comparison of distance error distribution for different methods, where the number of APs is twelve.
accuracy within 1m is presented in Table 6.4. As observed from Table 6.4, OnlineMI can provide 2.39 m localization accuracy, which improves the precision of indoor positioning by 9.14% over InfoGain and 14.88% over MaxMean respectively. Other performance metrics including variance of error, accuracy within 2m and accuracy within 1m, of OnlineMI outperform the two traditional AP selection approaches. Its error variance is the smallest among the three approaches.

The performance of OnlineMI in this scenario is also compared with the situation where all APs are leveraged for localization. Its localization accuracy is even 3.6% higher than that of all APs. It can provide a smaller variance of error than that of all APs, which verifies that not all APs are useful for indoor positioning. The OnlineMI AP selection strategy can pick up the most discriminant group of APs to enhance the indoor localization and reduce the computational burden simultaneously.

In summary, the performance of OnlineMI when different portions of total APs were selected for indoor localization have been evaluated comprehensively. OnlineMI outperforms existing approaches such as InfoGain and MaxMean due to two reasons. Firstly, it takes the mutual correlations between APs into consideration and measures the collective discriminative ability of each group of APs. Conventional approaches only determine the discriminative ability of APs according to its individual importance. The lack of comprehensive analysis and consideration of the dependence among APs may lead to a biased solution. Secondly, the AP selection process of OnlineMI is conducted online, which selects the APs adaptively based on the real-time location of the mobile device and the environmental dynamics. On the other hand, the traditional approaches select APs during offline phase and keep using them online statically. These offline selected APs may not provide valuable information consistently for indoor localization.

6.4 Conclusion

In this chapter, we proposed a novel AP selection strategy, OnlineMI, which is able to select the optimal subset of APs to improve the indoor localization accuracy and
reduce the computational burden. Unlike traditional AP selection methods that consider the individual discriminate ability of all the APs only, OnlineMI measures the collective discriminate ability of groups of APs based on mutual information among them. Furthermore, since its AP selection process is conducted online associated with the real-time location of the mobile device, OnlineMI can select the subset of APs that provides non-redundant information for indoor positioning consistently and adaptively even under various environmental dynamics online. In addition, WKNN approach is employed as localization algorithm after the OnlineMI AP selection. According to our simulation and experimental results, the proposed OnlineMI-WKNN approach is able to select a subset of APs online that contain most critical information for localization, meanwhile preserve or even enhance the localization accuracy of the entire IPS. Its overall performance such as mean error and variance of error outperforms traditional AP selection methods. The proposed OnlineMI approach is based on mutual information which is the basic measurement of the dependence between tow variables. More advanced criteria that is able to quantify the dependence precisely can be explored for AP selection.
Chapter 7

Online Radio Map Construction

We proposed feasible solutions to address several key issues for WiFi-based IPS including the device heterogeneity issue in Chapter 4, the vulnerability to environmental dynamics in Chapter 5, and AP selection in Chapter 6. In this chapter, we further tackle another bottleneck which is the time-consuming and labor-intensive offline site survey process.

Some previous works tried to use indoor radio propagation model for online radio map construction to replace the laborious offline site survey process [77, 114]. However, the simple log-distance path loss model failed to capture the intangible RSS distribution in complex indoor environments. Some works deploy fixed reference anchors to obtain fresh RSS readings for radio map adaptation [54, 112]. Nevertheless, the requirement of extra hardware implementation is the bottleneck of these methods. Learning-based approaches are also introduced to reduce the number of reference anchors to be deployed [115, 116, 148, 149]. However, these methods still need to conduct offline initialization to collect RSS fingerprints as label data for learning purposes. Although certain crowdsourcing methods have been introduced in [72, 117] recently to tackle the mentioned issues, extra user intervention is still needed. Therefore, an efficient and non-intrusive, which is easily implemented scheme for online radio map construction and adaptation is urgently needed.
In this chapter, we propose WinIPS, a WiFi-based non-intrusive indoor positioning system, that enables automatic online radio map construction and adaptation for calibration-free indoor localization to overcome the aforementioned issues of WiFi fingerprinting-based IPS. For RSS data acquisition, we develop WinSMS, a novel intelligent wireless system that can capture data packets transmitted in the existing WiFi traffic and extract the RSS and MAC addresses of both APs and mobile devices (MDs) in a non-intrusive manner without introducing any extra hardware. Since we can obtain the real-time RSS measurements of APs, these APs are becoming natural online reference points for online radio map construction and adaptation. Therefore, we can completely avoid the tedious offline site survey process. Furthermore, in order to build up a more fine-grained radio map, we further propose Gaussian Process Regression (GPR) with Polynomial Surface Fitting Mean (PSFM-GPR), a reliable regression technique dedicated to predict RSS on virtual reference points (VRPs) which can capture the irregular RSS distribution over complex indoor environments precisely. Existing online RSS modeling techniques such as GPR with Log-Distance mean (LDM-GPR) \cite{114} and Geography Weighted Regression (GWR) \cite{113} assume that RSS values at the same distance from the AP are unique which is true in free space but unlikely so in real indoor environment. PSFM-GPR models RSS distribution in two dimensional surface which is closer to practical scenario. In addition, this online radio map is more adaptive and robust to environmental dynamics than traditional offline calibrated RSS database since it is up-to-date all the time. Since the online radio map is based on AP generated RSS values, it is not suitable to localize MDs directly due to the device heterogeneity issue. We leverage signal tendency index (STI) in Chapter 4 which compares the shapes of RSS vectors between RSS readings of MD and online RSS fingerprint database instead of raw RSS values. Then, we propose signal tendency index - weighted K nearest neighbor (STI-WKNN), that adopts the similarity index STI as a novel weighting scheme for WKNN, to improve the localization accuracy of WinIPS across heterogeneous devices. Extensive experiments are carried out for six months to validate the effectiveness of WinIPS in a real-world multi-functional office. The experimen-
tal results demonstrate that PSFM-GPR achieves 4.8 dBm average RSS estimation error, which enhances the accuracy of online RSS prediction by 74.24%, 28.60%, and 29.58% over ZeroM-GPR, LDM-GPR and GWR, respectively. By using the online radio map generated from PSFM-GPR, the localization accuracy of WinIPS is 1.718m on average, which improves the accuracy by 45.52% over ZeroM-GPR, 33.16% over LDM-GPR and 35.23% over GWR as well. Furthermore, STI-WKNN improves localization accuracy by 23.95% over traditional algorithm across heterogeneous MDs.

In summary, we make the following contributions:

- We develop a WiFi-based non-intrusive IPS, WinIPS, which is able to estimate locations of MDs without app-installation process on user's side.

- For online RSS data acquisition, we design WinSMS to overhear the WiFi traffic and extract RSS values and MAC address of MDs and APs from the data packets in non-intrusive manner. WinSMS can be directly implemented on COTS WiFi routers, and make these routers as natural reference points without introducing any extra hardware infrastructure.

- For online radio map construction and adaptation, we propose PSFM-GPR that is able to build up and update fine-grained radio map automatically over environmental dynamics and also discard the impractical laborious offline site survey process.

- We introduce STI-WKNN that allows WinIPS to provide high localization accuracy consistently across heterogeneous MDs.

- We prototype WinIPS and test it in real complex indoor environment. Promising results indicate that WinIPS makes a substantial progress towards fortifying WiFi fingerprint-based IPS for feasible large-scale commercialization.

The rest of the chapter is organized as follows. Section 7.1 introduces the detailed system design of WinIPS, as well as the methodologies of WinSMS, PSFM-GPR and
7.1 WiFi-based Non-Intrusive Indoor Positioning System (WinIPS)

7.1.1 System overview

We introduce a WiFi-based non-intrusive Indoor Positioning System (WinIPS), which enables automatic online radio map construction and adaptation for calibration-free indoor localization. The system architecture of WinIPS is illustrated in Fig. 7.1. It consists of three main parts: RSS data acquisition, online radio map construction and online localization. For RSS data acquisition, we develop a WiFi-based non-intrusive Sensing and Monitoring System (WinSMS), which enables COTS WiFi APs to overhear the 802.11 data packets transmitted in the existing WiFi traffic and extract RSS values in a non-intrusive manner without extra hardware infrastructure. All the data will be forwarded to a back-end server for radio map construction and localization. We propose Gaussian Process Regression with Polynomial Surface
Fitting Mean (PSFM-GPR), a reliable regression technique dedicated for RSS prediction on each VRP to construct and update a fine-grained online RSS radio map over various environmental dynamics. Moreover, signal tendency index-weighted K nearest neighbor (STI-WKNN) is adopted to estimate the locations of heterogeneous MDs with consistent high localization accuracy. The users can use any browser on their MDs to obtain the estimated location through WinIPS Web server without any troublesome App installation process. The following sections will introduce the methodologies of WinSMS, PSFM-GPR and STI-WKNN, respectively.

7.1.2 WinSMS for RSS data acquisition

Fingerprinting-based localization algorithms are widely used for existing WiFi-based IPSs since they are able to capture odd RSS distributions in complex indoor environments more accurately than model-based approaches. However, the RSS data acquisition process of traditional offline site survey is extremely tedious. A user is required to carry a MD to actively scan the RSS of nearby APs manually at numerous reference locations to obtain a fine-grained RSS radio map for online localization. The main drawbacks, the laborious offline site survey process and the vulnerability to environmental dynamics have been elaborated in Chapter 2. Unfortunately, the Apple Inc. has not provided any RSS API for third-party developers. Due to these reasons, active WiFi scanning via MD is not a practical method to establish radio map anymore. Therefore, it’s urgent and indispensable to design a scheme for online RSS radio map construction and adaptation in an accurate, reliable, efficient, practical and non-intrusive manner.

We develop, WinSMS, an intelligent wireless system that enables COTS WiFi APs to overhear the data packets transmitted in the existing WiFi traffic in real-time without any intrusiveness on the user side. It is based on wireless distribution system (WDS) and can be implemented on most of the COTS WiFi routers that support OpenWrt [150] operating system. As a WDS, WinSMS can create a WiFi LAN and provide the basic Internet services for users in its wireless network coverage.
More importantly, WinSMS has the ability to overhear the 802.11n data packets transmitted between each MD and WiFi routers, and precisely retrieve the RSS values and corresponding MAC addresses as identifiers. Then, all the information will be sent to a back-end server without requiring user to install any dedicated Apps for data acquisition.

Fig. 7.2 presents the system architecture of WinSMS. The main components of WinSMS includes COTS WiFi APs, a back-end server, as well as users and their MDs. All the APs in WinSMS perform the following major tasks: capture the 802.11n data packets in the network, extract relevant information from the packets, arrange them in a particular format and forward them to the back-end server. We upgrade the firmware of APs with OpenWrt and add a designed software based on Libpcap [151] to sniff the existing WiFi traffic, capture as well as analyze the data packets. Unlike traditional active RSS scanning via a MD which has a limited sampling rate, APs are able to overhear sustainable amount of data packets generated by various existing Apps on MDs, such as data stream from watching videos, push notification services and periodic email fetching, at the maximum rate around 100 packets per second in a non-intrusive manner. Furthermore, since WinSMS opportunistically captures the data packets from existing WiFi traffic, it poses no additional burden on the battery life of MD. Noticing that usually a person cannot move a significant distance in a second and the RSS value cannot change dramat-
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Table 7.1: Online RSS observation among APs captured by WinSMS

<table>
<thead>
<tr>
<th>AP_1</th>
<th>AP_2</th>
<th>\ldots</th>
<th>AP_n</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSS_{AP_1(1,1)}</td>
<td>RSS_{AP_1(1,2)}</td>
<td>\ldots</td>
<td>RSS_{AP_1(n,1)}</td>
</tr>
<tr>
<td>RSS_{AP_2(1,1)}</td>
<td>RSS_{AP_2(1,2)}</td>
<td>\ldots</td>
<td>RSS_{AP_2(n,1)}</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\ddots</td>
<td>\vdots</td>
</tr>
<tr>
<td>RSS_{AP_n(1,1)}</td>
<td>RSS_{AP_n(1,2)}</td>
<td>\ldots</td>
<td>RSS_{AP_n(n,1)}</td>
</tr>
</tbody>
</table>

ically in such a short time, the RSS values received within 1 second are averaged out in the first place as a pre-filtering step. In this way, the RSS values collected by WinSMS are smoother than active scanning method. The weakest signal strength is set to be $-95$ dBm. If a particular data packet is received by only one AP, we set the value received by the others as $-95$ dBm which effectively means that the device is outside the range of that AP. After that, the retrieved RSS values of MDs with their corresponding MAC addresses will be sent to the back-end server through UDP protocol. The server is responsible to parse the data and build up the online RSS fingerprint database for localization.

For each AP, in addition to capturing the data packets sent and received by each MD, it can overhear packets of other APs as well. Therefore, the RSS measurements at these APs can be viewed as the signal strength of nearby MDs, and these measurements are also affected by the same environmental dynamics and change over time. As summarized in Table 7.1, all the APs can be used as natural online reference points for RSS radio map construction and adaptation since we have their physical coordinates and real-time RSS readings. Fig. 7.3 demonstrates the visualized pairwise RSS of 8 APs. In principle, each AP cannot sense the signal strength of itself. Therefore, we calibrate the average RSS of two APs placed side-by-side and assign $-30$ dBm as the self-sensed RSS to complete the pairwise RSS matrix of APs as shown in Fig. 7.3.

As shown in Fig. 7.4, the RSS values on the limited numbers of APs may not be good enough to describe a fine-grained RSS distribution of each AP. In order to obtain a more fine-grained radio map, we introduce VRPs and propose PSFM-GPR, a suitable RSS modeling scheme that is able to precisely estimate the RSS values of
7.1. WIFI-BASED NON-INTRUSIVE INDOOR POSITIONING SYSTEM (WINIPS)

Figure 7.3: Visualization of pairwise RSS matrix of 8 APs (dBm)

each AP at predefined VRPs for fine-grained online radio map construction. The methodology of PSFM-GPR is introduced in the following section.

7.1.3 PSFM-GPR for online radio map construction and adaptation

7.1.3.1 Gaussian process regression model for RSS modeling

Admittedly, the RSS transmitted from a WiFi AP in a free space is a log linear delay function of the distance. Nevertheless, this property does not hold in practice due to the multipath effects caused by furniture, walls and moving occupants in complex indoor environments. Therefore, the ideal log-distance path loss model is not able to predict the RSS distribution precisely anymore. An efficient and powerful nonlinear approach is required to model the anomalous distribution of RSS values. As a nonparametric nonlinear regression approach, Gaussian process regression (GPR) is an appropriate method for capturing the noisy nature of RSS, and predicting RSS values for online dynamic radio map construction and adaptation. In fact, GPR has been widely employed in numerous areas, including geostatistics, spatial
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smoothing, robotic applications and machine learning for probabilistic modeling, inference and prediction \[152\]. Moreover, previous works \[153–155\] employed GPR for RSS interpolation to reduce the number of reference points during the offline calibration phase.

A Gaussian process (GP) generates data located throughout a finite set of random variables \(Z\) which follows a joint multivariate Gaussian distribution. It is characterized by its mean function \(m(z) = E[f(z)]\) and the covariance function \(k(z, z') = E[(f(z) - m(z))(f(z') - m(z'))]\), where \(z \in Z\) of a process \(f(z)\). The marginalization property of GP \[152\] allows us to predict the posterior probability with an unknown input \(z^*\) according to some given inputs \(z\) and their corresponding observations.

Since the online radio map construction process of each AP is similar, we will introduce how to use GPR to predict RSS values of \(AP_i\) as an example, where \(AP_i\) is one of the total \(n\) APs. WinSMS enables each AP to scan not only the RSS of MDs, but also RSS of other APs. Therefore, all the APs are natural online reference points (training points) for radio map construction and adaptation. The corresponding dataset for each AP consist of pairs of \((l_i, s_i)_{i=1}^n, l_i \in L, s_i \in S\), where \(l_i = (x_i, y_i)\) is the two-dimensional coordinates of an AP, and \(s_i\) is an RSS value of the AP at...
location $l_i$. The relationship between the two-dimensional space $L$ and RSS $S$ can be modeled as a GP:

$$s_i = f(l_i) + \epsilon_i$$

where $\epsilon_i$ is independent and identically distributed (i.i.d.) additive zero-mean Gaussian noise with variance $\sigma^2$. Assume the RSS observations at each AP can be drawn from the GP:

$$s \sim \mathcal{GP}(m(l), k(l, l'))$$

where $m(\cdot)$ and $k(\cdot, \cdot)$ represent the mean and covariance function of GP respectively. GP learns the covariance of training dataset through the kernel covariance function. In our case, the input data are the two-dimensional coordinates. The value of the kernel covariance function is higher where two points are near to each other and lower where two points are far way. We utilize the most popular squared exponential kernel covariance function:

$$k(l, l') = \sigma^2_f \exp \left[ -\frac{\|l - l'\|^2}{2r^2} \right] + \sigma^2_\epsilon \delta(l, l') \quad (7.1)$$

where $\sigma^2_f$ and $r$ are the hyperparameters of GP and $\delta(\cdot, \cdot)$ stands for the Kronecker delta function. Since we have $n$ APs in the space, we can calculate the covariance of each pair of APs according to Equation (7.1) and obtained the $n \times n$ covariance matrix $K(L, L)$ for all pairs of training data. Suppose that we would like to predict RSS values $\{s_j\}_{j=1}^m \in S^*$ of AP; at $m$ VRPs $\{l_j\}_{j=1}^m \in L^*$ to build up a fine-grained radio map. The multivariate Gaussian distribution of training data and predicted RSSs with a zero mean distribution can be described as follows:

$$\begin{bmatrix} S \\ S^* \end{bmatrix} \sim \mathcal{N} \left( 0, \begin{bmatrix} K(L, L) + \sigma^2_\epsilon I & K(L, L^*) \\ K(L^*, L) & K(L^*, L^*) \end{bmatrix} \right)$$

where $K(L, L^*)$ is $n \times m$ covariance matrix between $S$ and $S^*$, and $I$ is the iden-
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tical matrix. The RSS value of this AP at an interested point \( l_j \) can be predicted according to the posterior mean and variance of GP:

\[
\bar{s}_j = K(l_j, L)[K(L, L) + \sigma^2 I]^{-1} S
\]

\[
cov(s_j) = K(l_j, l_j) - K(l_j, L)[K(L, L) + \sigma^2 I]^{-1} K(L, l_j)
\]

where \( \bar{s}_j \) is the estimated mean RSS at this location, \( cov(s_j) \) denotes the posterior variance as an estimation confidence indicator, and \( K(l_j, L) \) and \( K(L, l_j) \) indicate \( 1 \times n \) and \( n \times 1 \) matrices of the covariance between this point and all training points.

As shown in Equation (7.2), GP model usually adopts the zero mean function (ZeroM-GPR) as the default settings, which means the estimated RSS values will tend to zero at locations that are far from any training points (APs) \[155\]. This is obviously impractical for RSS modeling. Previous works \[114\] used the Log-Distance path loss model to obtain a general mean of RSS and then make use of GPR to estimate the residual RSS errors. The estimated RSS at arbitrary location \( l_j \) is calculated by

\[
\bar{s}_j = m(l_j) + K(l_j, L)[K(L, L) + \sigma^2 I]^{-1}(S - m(L))
\]

\[
m(l_j) = PL_0 + 10\alpha \log(\|l_j - l_{AP}\|/d_0)
\]

where \( \|l_j - l_{AP}\| \) indicates the distance between AP\(_i\) and location \( l_j \), \( PL_0 \) is the path loss coefficient as the RSS value at initial distance \( d_0 \), and \( \alpha \) is the path loss exponent. These three parameters of Log-Distance path loss model in Equation (7.3) are calculated by curve fitting with the training points. The Log-Distance mean GPR (LDM-GPR) can be used to estimate RSS distribution in open space because it describes the relationship between RSS and distance. However, in practice, as shown in Fig. 7.5, the RSS distribution are much more complicated. The RSS values at the same distance from the AP are usually distinct due to the irregular layout in complex indoor environment. Therefore, the LDM-GPR is no longer suitable since it does not consider the orientation or the surrounding environmental property on
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7.1.3.2 Online radio map construction with PSFM-GPR

In order to address this issue, we propose PSFM-GPR, which utilizes a two dimensional polynomial surface fitting model to estimate the general mean of RSS rather than the Log-Distance path loss model, and then utilizes GP to estimate the residual RSS errors. First of all, we assume the RSS distribution of $AP_i$ to be a two dimensional polynomial function as follows:

$$m(l) = \beta_0 + \beta_1 x + \beta_2 y + \beta_3 x^2 + \beta_4 y^2 + \beta_5 xy$$ (7.4)

where $l = (x, y)$ denotes the coordinates of other APs. Since the WinSMS can obtain the RSS values of $AP_i$ at all other APs’ locations, all the parameters $\beta_0, \beta_1, \beta_2, \beta_3, \beta_4, \beta_5$ in Equation (7.4) can be estimated and updated online using two degree polynomial surface fitting. According to our data analysis regarding the fitting accuracy and the computational overhead, we found that two degree polynomial surface fitting is good enough to capture the odd RSS distribution instead of using any higher degree polynomial functions. With this proper mean of RSS, the predicted RSS by...
PSFM-GPR at any arbitrary location \( l_j \) is calculated by

\[
s_j = m(l_j) + K(l_j, L)[K(L, L) + \sigma^2 I]^{-1}(S - m(L)) \tag{7.5}
\]

\[
m(l_j) = \beta_0 + \beta_1 x_j + \beta_2 y_j + \beta_3 x_j^2 + \beta_4 y_j^2 + \beta_5 x_j y_j \tag{7.6}
\]

where \((x_j, y_j)\) is the coordinates of location \( l_j \).

After estimating the RSS values of all the \( n \) APs by PSFM-GPR at the \( m \) VRPs, we can obtain a RSS vector \( s_j = [s_1^j, s_2^j, ..., s_n^j] \), where \( 1 \leq j \leq m \) and \( s_i^j \) (\( 1 \leq i \leq n \)) denotes the RSS values from \( AP_i \) at each VRP \( l_j \). Therefore, a \( m \times n \) RSS fingerprint database can be built up effectively online to avoid cumbersome offline site survey process.

### 7.1.3.3 Online radio map adaptation with PSFM-GPR

In addition to the radio map construction process introduced in the previous section, the radio map adaptation is another crucial process of WinIPS system because it keeps the radio map up-to-date automatically over various contextual dynamics including time and space. Since the WinIPS system can obtain the RSS values of all APs in real time as presented in Table 7.1, each column in \( n \times n \) RSS matrix can be used as a trigger to determine whether the system should initiate the radio map adaptation process for each AP.

The detailed procedure of radio map adaptation is presented in Algorithm 7.1. First of all, we will compare the differences between the real-time RSS values \( s_i^t \) and the RSS profile \( s_i^{t-1} \) stored in the database for all the APs. If the RSS distance between these two RSS vectors \( ||s_i^t - s_i^{t-1}|| \) is larger than a RSS threshold \( \theta_{th} \), it implies that the RSS profile of \( AP_i \) is outdated due to some indoor environmental dynamics, and the radio map update procedure will be initiated for this AP. According to our empirical study, we set the threshold \( \theta_{th} \) to 10dBm. The RSS values from this AP at each VRP will be updated by the PSFM-GPR scheme as introduced in Section 7.1.3.2. In this way, the \( m \times n \) online RSS fingerprint database will be up-to-date.
Algorithm 7.1: Online radio map update algorithm

Initialization:

Input:
- $n$ - The total number of APs
- $m$ - The total number of VRPs
- $s_{t-1}$ - $n \times n$ RSS matrix of AP as shown in Table 1
- $s_{t-1}^i$ - The RSS vector of $AP_i$ stored in the fingerprint database
- $s_t^i$ - The RSS vector of $AP_i$ at the time $t$
- $\theta_{th}$ - The RSS threshold for AP RSSI differences

Output:
- $s_f^t$ - $m \times n$ Up-to-date RSS fingerprint database at time $t$

Check RSS profile of each AP:

\[ \text{for } i = 1, \cdots, n \text{ do} \]
\[ \quad \text{if } \| s_t^i - s_{t-1}^i \| > \theta_{th} \text{ then} \]
\[ \quad \quad \text{RSS profile of } AP_i \text{ is required to update} \]
\[ \quad \quad AP_i \in AP_Q \]
\[ \quad \text{else} \]
\[ \quad \quad \text{RSS profile of } AP_i \text{ is up-to-date} \]
\[ \text{end if} \]
\[ \text{end for} \]

Update RSS fingerprint database:

\[ \text{for } q = 1, \cdots, Q \text{ do} \]
\[ \quad AP_q \rightarrow PSFM \rightarrow GPR \text{ to predict RSS on all VRPs} \]
\[ \text{for } j = 1, \cdots, m \text{ do} \]
\[ \quad s_j^t = s_{AP_q}^j \]
\[ \text{end for} \]
\[ \text{end for} \]

return $s_f^t$
As always and more robust to various contextual dynamics than traditional offline fingerprint database.

### 7.1.4 STI-WKNN Localization algorithm for heterogeneous mobile device

As introduced in the aforementioned sections, an up-to-date and fine-grained online RSS fingerprint database is obtained using WinSMS and PSFM-GPR. However, the RSS values stored in this database are based on APs. This database cannot be applied directly for localization of MDs because the RSS signatures of AP and MDs are usually different due to various heterogeneous factors, including distinct WiFi chipsets, WiFi antennas, hardware driver, and even operating systems [15, 94]. To illustrate this issue, we conduct an experiment that collected 500 RSS samples of a portable AP, as well as two different MDs: iPhone 6 and Nexus 6 at two identical locations with respect to 14 commodity WiFi APs in a complex indoor environment. As observed in Figure 7.6, each curve connects the average RSSs between one device and 14 APs. The RSSs associated with AP and MDs are significantly different, which verifies the effect of device heterogeneity. Therefore, the localization accuracy will be severely jeopardized if we employ RSS fingerprint database of AP to estimate the location of MD directly.

To handle the device heterogeneity issue, we leverage signal tendency index (STI) [20], which compares the similarities of the RSS curve shapes by using ordinary Procrustes Analysis (PA) method [134] instead of using the raw RSS for fingerprint matching. As shown in Figure 7.6, the shape of the curves displays certain similarities. Hence, one curve can be roughly recovered from another one via translation and scaling operation in ordinary PA method. To be specific, given a real-time RSS vector from a MD, $s_{d}$, the translation step of the ordinary PA method will produce

$$s_{d}^{1} - \bar{s}_{d}, s_{d}^{2} - \bar{s}_{d}, \ldots, s_{d}^{n} - \bar{s}_{d}$$  \hspace{1cm} (7.7)
Figure 7.6: WiFi RSSs measured by different mobile devices at identical locations.
where

\[ \bar{s}_d = \frac{1}{n} \sum_{i=1}^{n} s_i. \]

Then, in the uniform scaling step, we have

\[ \hat{s}_d = \left[ s_1 - \bar{s}_d, s_2 - \bar{s}_d, ..., s_n - \bar{s}_d \right] / \hat{\sigma}, \quad (7.8) \]

where

\[ \hat{\sigma} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (s_i - \bar{s})^2}. \]

The \( \hat{s}_d \) is the transformed object of ordinary PA method. Similarly, all the AP-based RSS vectors stored in the fingerprint database will be transformed as well. All the transformed RSS fingerprints \( \{ \hat{s}_j \}_{j=1}^{m} \) will be compared with \( \hat{s}_d \) in terms of their shape similarity. We define the Procrustes distance between the two vectors \( \hat{s}_d \) and \( \hat{s}_j \), termed signal tendency index (STI), which is computed by

\[ STI^j = \| \hat{s}_d - \hat{s}_j \| \quad (7.9) \]

where \( \| \cdot \| \) denotes the Euclidean norm. After that, we introduce a new weighting scheme which involves STI and integrate it with the classical localization algorithm, weighted K nearest neighbor (WKNN), namely STI-WKNN, instead of using the distance of RSS vectors as the weights. Since we have calculated the STI value \( STI^j \) between \( s_d \) and each \( s^j \), a smaller \( STI^j \) indicates that \( s^j \) is similar to \( s_d \). We further define a weight value \( w^j \) for each \( s^j \), which is calculated as follows:

\[ w^j = \frac{STI^j}{\sum_{j=1}^{m} \frac{1}{STI^j}} \quad (7.10) \]

Then, the \( m \) VRPs are sorted according to their \( w^j \) in a descending order. Only top \( K \) VRPs and their corresponding physical coordinates are adopted to estimate the
location of MD \((x_d, y_d)\), which is calculated by:

\[
(x_d, y_d) = \frac{1}{c} \sum_{k=1}^{K} (x_k, y_k) \cdot w_k
\]  \hspace{1cm} (7.11)

where \((x_k, y_k)\) denotes the coordinates of \(i\)th VRP and \(c = \sum_{k=1}^{K} w_k\) is the normalization constant.

In summary, the STI-WKNN localization scheme first compares the similarities of the RSS curve shapes between real-time RSS vector of a MD and those stored in the fingerprint database by ordinary PA method. Then, the similarity index STI is adopted as a novel weighting scheme for WKNN to estimate the location of heterogeneous MDs.

### 7.2 Experimental Results and Discussions

#### 7.2.1 Experimental setup

The experiments were carried out in the IoT testbed as introduced in Section 4.3.1. The layout of the testbed at the beginning of the experiment (labeled as \(T_1\)) is depicted in Fig. 7.7 (a), while the layout after renovation six months later (labeled as \(T_2\)) is presented in Fig. 7.7 (b). As shown in Fig. 7.7, there are several obvious layout differences during the experiment which definitely affect the RSS distribution in the area. We leveraged these changes to verify the radio map adaptation and localization performance of WinIPS under environmental dynamics. Different from the traditional evaluation methods \[113, 114\] that usually adopt corridors or open spaces as testbeds, which are favorable for distance-related RSS modeling, as shown in Fig. 7.7 this complex indoor environment is much more suitable than an ideal environment for performance evaluation of WinIPS.

In our experiments, 10 COTS routers, TP-LINK TL-WR703N WiFi router, were adopted as APs of WinSMS in our experiment. TL-WR703N has a 400 MHz Atheros
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(a) Layout of the testbed at $T_1$.

(b) Layout of the testbed at $T_2$.

Figure 7.7: (a) Layout of the testbed at the beginning of the experiment ($T_1$). (b) Layout of the testbed six months later after renovation ($T_2$).
AR7240 CPU with 4 MB flash memory and 32 MB RAM. The Atheros AR9331 chipset is used in its platform working on 2.4 GHz. To implement WinSMS, we upgraded their firmware to OpenWrt and add our designed software. As shown in Fig. 7.7, TL-WR703N nano router is small size and extremely easy to be deployed. We choose this router to show that commercial routers are becoming portable and easy for installation nowadays. Moreover, with the booming development of Internet of Things (IoT), billions of IoT devices will be densely deployed in indoor environments for multiple purposes in the near future. Equipped with WiFi modules, they can be easily upgraded to serve as online reference points for dynamic radio map construction and adaptation. The locations of these 10 APs are depicted in Fig. 7.1 and they were fixed on 1.9-meter-high tripods to keep them on the same height level. One server is employed to process the RSS data sent by APs, construct and update the RSS radio map and fingerprint database by PSFM-GPR, and adopts STI-WKNN to estimate the location of each MD.

50 testing points (small red circles in Fig. 7.7) were randomly selected to evaluate the performance of WinIPS. To validate the RSS estimation accuracy of PSFM-GPR, we collected the real RSS values of a TL-WR703N router at these points as the ground truth. Furthermore, we also collected the RSS measurements of two MDs: Nexus 6 and iPhone 6, at all the testing points to evaluate the localization accuracy of STI-WKNN across heterogeneous devices.

7.2.2 RSS estimation accuracy

Firstly, we conducted an experiment to continuously monitor the distribution of RSS variations of an AP (AP10) to understand the fluctuations of RSS caused by various environmental dynamics in six months. Fig. 7.8 demonstrates the distribution of RSS variation of the AP through one week and six months respectively. As shown in Fig. 7.8, the RSS variation in six months (long-term) is much larger than in one week (short-term). Thus, it indicates that the static radio map calibrated at particular time is definitely unable to serve as the reference for consistent location estimation...
Figure 7.8: Comparison of RSS variation distribution between short-term and long-term time period.
Figure 7.9: RSS estimation accuracy using PSFM-GPR.
Table 7.2: Comparison of RSS estimation accuracy between different methods (dB-m)

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Improve (%)</th>
<th>Mean σ Improve (%)</th>
<th>σ Improve (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZeroM-GPR</td>
<td>18.16</td>
<td>74.24</td>
<td>49.16</td>
</tr>
<tr>
<td>LDM-GPR</td>
<td>6.55</td>
<td>28.60</td>
<td>31.29</td>
</tr>
<tr>
<td>GWR</td>
<td>6.64</td>
<td>29.58</td>
<td>64.23</td>
</tr>
<tr>
<td>PSFM-GPR</td>
<td>4.68</td>
<td>3.51</td>
<td></td>
</tr>
</tbody>
</table>

at all times, since the real time RSS values can vary significantly, especially in long-term deployments. Radio map adaptation strategy such as WinSMS is urgently desired to make the IPS resilient to environmental dynamics.

For WinSMS, the real-time RSS measurements among the 10 APs collected by it can be summarized as a $10 \times 10$ RSS matrix, which is similar to Table 7.1. By employing these data, we predicted RSS values from APs using PSFM-GPR at the 50 testing points and compared with the observed RSS (ground truth). The comparison results of all 10 APs are demonstrated in Fig. 7.9 which displays consistent matching between RSS predicted by PSFM-GPR and observed RSS in general. We further compared the RSS estimation of PSFM-GPR with ZeroM-GPR, LDM-GPR and GWR in terms of mean ($\bar{e}_{RSS}$) and standard deviation ($\sigma_{RSS}$) of the RSS estimation error as shown in Table 7.2. The average estimated RSS error of PSFM-GPR is 4.68 dBm which is the smallest among the four methods. It is able to reduce the average RSS error by 74.24%, 28.60%, 29.58% compared to ZeroM-GPR, LDM-GPR and GWR respectively. Moreover, the standard deviation of RSS error of PSFM-GPR is also the smallest among the four methods, indicating that RSS predicted by PSFM-GPR is more stable than existing approaches.

Furthermore, we evaluated the RSS estimation accuracy of PSFM-GPR in two-dimensional space. To illustrate, Fig. 7.10 describes the estimated RSS error distribution of AP8 from four different RSS modeling methods. As illustrated in Fig. 7.10(d), most of RSS errors of PSFM-GPR are smaller than 10 dBm and distributed evenly in a low RSS error level. The reason for such an outstanding
Figure 7.10: Comparison of estimated RSS error distribution of AP8 using different methods.
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Table 7.3: Comparison of localization accuracy (m) between online RSS prediction methods

<table>
<thead>
<tr>
<th>Method</th>
<th>$\tilde{e}_{LA}$ (m)</th>
<th>Improve (%)</th>
<th>$\sigma_{LA}$ (m)</th>
<th>Improve (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZeroM-GPR</td>
<td>3.153</td>
<td>45.52</td>
<td>2.514</td>
<td>68.06</td>
</tr>
<tr>
<td>LDM-GPR</td>
<td>2.570</td>
<td>33.16</td>
<td>1.405</td>
<td>42.87</td>
</tr>
<tr>
<td>GWR</td>
<td>2.652</td>
<td>35.23</td>
<td>1.390</td>
<td>42.25</td>
</tr>
<tr>
<td>PSFM-GPR</td>
<td>1.718</td>
<td></td>
<td>0.803</td>
<td></td>
</tr>
</tbody>
</table>

performance is that PSFM-GPR performs two dimensional surface fitting for RSS prediction which precisely captures odd RSS distribution in different orientation. In contrast, the RSS errors of ZeroM-GPR is highest especially at the locations far away from any AP (online reference points). For LDM-GPR and GWR, they failed to capture the intangible RSS distribution in complex indoor environments because only the relationship between RSS and distance in RSS modeling is considered.

7.2.3 Localization estimation Accuracy

The aforementioned section illustrates the RSS estimation evaluation of WinIPS. We present the localization accuracy evaluation of WinIPS in this section. To have a fine-grained online RSS fingerprint database, the back-end server virtually divided our testbed into a 1.5 × 1.5 m grid and adopted PSFM-GPR to predict RSS values from all APs on the 288 grid points (VRPs). The grid spacing between two adjacent VRPs was chosen to be 1.5m according to the analysis in [140]. For the evaluation purpose, we collected 500 RSS samples of iPhone 6 at each testing point, and use the average location estimation by STI-WKNN to compare with physical location of each testing point (ground truth).

7.2.3.1 Comparison between different online RSS prediction methods

First of all, we evaluate the impacts of different online RSS prediction methods on localization accuracy. In the back-end server, we established three online RSS fingerprint databases using ZeroM-GPR, LDM-GPR and GWR, respectively in a
similar process as PSFM-GPR. STI-WKNN was used as the localization algorithm for all the schemes in this evaluation to make a fair comparison. The statistical attributes (i.e., mean $\bar{e}_{LA}$ and standard deviation $\sigma_{LA}$) of localization accuracy via PSFM-GPR is compared with other three existing approaches. The overall performance is summarized in Table 7.3 and Fig. 7.12. It is evident from Table 7.3 that the localization accuracy of WinIPS is much higher when PSFM-GPR is adopted for RSS prediction on VRPs. Fig. 7.12 depicts the distance error distribution of the four approaches. Similar to the results shown in Table 7.3, PSFM-GPR has the best performance among the four approaches. PSFM-GPR + STI-WKNN can provide 1.718 m average localization accuracy with the smallest $\sigma_{LA} = 0.803$. It enhances the precision of indoor positioning by 45.52% over ZeroM-GPR, 33.16% over LDM-GPR and 35.23% over GWR respectively. Furthermore, the smallest $\sigma_{LA}$ indicates that online RSS fingerprint database generated by PSFM-GPR can provide more useful information for reliable localization service than the other approaches.

We also explored whether there is any potential correlation between RSS estimation accuracy and localization accuracy using PSFM-GPR. Fig. 7.11 demonstrates the RSS estimation error vs. the localization error when different number of APs are utilized. It can be seen from Fig. 7.11 smaller RSS estimation errors lead to smaller localization errors. Then, we can infer that there is a positive correlation between RSS estimation accuracy and localization accuracy for PSFM-GPR. Another noteworthy point is that the results in Table 7.3 are comparable to those reported in [66,153] which rely on cumbersome offline calibrated RSS fingerprint database.
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Figure 7.11: Plots of the RSS estimation error vs. the localization error, color coded by the number of APs in use.

Figure 7.12: Comparison of localization accuracy between different online RSS Prediction Methods.
7.2.3.2 Comparison between traditional offline site survey and PSFM-GPR

In this section, we compare the localization performance of PSFM-GPR with traditional offline site survey method. We collected real RSS measurements of the MD on the physical coordinates of each VRP to build up the offline RSS fingerprint database. Although WinSMS is able to collect RSS values at a fast speed (0.5 second/sample), we still spent 5 hours to complete the offline site survey process which is truly time-consuming and labor-intensive. We performed two offline site survey and constructed the corresponding fingerprint databases at the beginning of the experiment ($T_1$) and six months later ($T_2$). The testing data was collected on $T_2$. The overall performance is presented in Table 7.4. When up-to-date online RSS fingerprint database generated by PSFM-GPR is compared with offline database constructed at the same day ($T_2$), the average localization accuracy of it is only a little worse by 8.67% than offline calibrated RSS fingerprint database. However, it is impractical to build up an offline radio map every day for localization purposes. To illustrate the vulnerability of transitional offline site survey method to environmental dynamics, we compared the performance of out-of-date offline RSS fingerprint database ($T_1$) with PSFM-GPR as well. Under this situation, PSFM-GPR reduces the localization error by 26.17% than outdated offline RSS fingerprint database. In summary, PSFM-GPR can construct and update RSS fingerprint database automatically that enables WinIPS to provide consistent high localization accuracy over various environmental dynamics. Furthermore, it avoids the cumbersome offline site survey process which is the major bottleneck for large-scale commercialization of WiFi-based IPS.

7.2.3.3 Impact of device heterogeneity

To validate the effectiveness of WinIPS under the impact of device heterogeneity, we collected RSS measurements of one more device, Nexus 6, at the 50 testing points for this evaluation. The overall results are summarized in Table 7.5. As
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![Figure 7.13: Comparison of cumulative distribution of location error between WKNN and STI-WKNN.](image)

Table 7.5: Comparison of localization accuracy among different mobile devices (m)

<table>
<thead>
<tr>
<th>Mobile device</th>
<th>$\bar{e}_{LA}$ (m)</th>
<th>$\sigma_{LA}$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>iPhone 6</td>
<td>1.718</td>
<td>0.803</td>
</tr>
<tr>
<td>Nexus 6</td>
<td>1.963</td>
<td>0.912</td>
</tr>
</tbody>
</table>

Observed from Table 7.5, WinIPS can provide high localization accuracy (within 2m on average) consistently across heterogeneous MDs using STI-WKNN. Although the online RSS fingerprint database established by PSFM-GPR is based on data among APs, the device heterogeneity issue can be largely alleviated by comparing the similarities of RSS curve shapes (STI) rather than raw RSS values for WKNN fingerprint matching. Fig. 7.13 depicts the distance error distribution of original WKNN and STI-WKNN. STI-WKNN has much better performance in terms of localization accuracy than original WKNN. It improves localization accuracy by 23.95% over original WKNN across heterogeneous MDs. In summary, the merit of STI-WKNN enhances the robustness of WinIPS to device heterogeneity issue for indoor localization.
7.3 Conclusion

In this chapter, we proposed, WinIPS, a WiFi-based non-intrusive indoor positioning system that enables automatic online radio map construction and adaptation for calibration-free indoor localization to overcome the major drawbacks of WiFi fingerprinting-based IPS. For RSS data acquisition, we developed WinSMS, a novel wireless system that can capture data packets transmitted in the existing WiFi traffic and extract the RSS and MAC addresses of both APs and mobile devices in a non-intrusive manner without introducing any extra hardware infrastructure. Since we can obtain the real-time RSS measurements of APs, the APs are becoming natural online reference points for online radio map construction and adaptation. Therefore, we can completely get rid of the tedious offline site survey process. Furthermore, in order to construct a more fine-grained radio map, we further proposed PSFM-GPR, a reliable regression technique dedicated to predict RSS on VRPs which can precisely capture the irregular RSS distribution over complex indoor environment. The online radio map is more adaptive and robust with respect to environmental dynamics than traditional offline calibrated RSS database since it keeps updated with new measurements. The online radio map is generated based on AP generated RSS values so it’s not appropriate to employ directly for localization of mobile devices due to the device heterogeneity issue. We introduced STI-WKNN, which compares the shapes of RSS vectors between RSS readings of mobile device and online RSS fingerprint database rather than raw RSS values, to improve the localization accuracy of WinIPS across heterogeneous devices. Extensive experiments have been carried out to validate the effectiveness of WinIPS in a real-world multifunctional office. The experimental results show that PSFM-GPR achieves 4.8 dBm average RSS estimation error, which enhances the accuracy of online RSS prediction by 74.24%, 28.60%, 29.58% compared to ZeroM-GPR, LDM-GPR and GWR respectively. By leveraging the online radio map generated from PSFM-GPR, the localization accuracy of WinIPS is 1.718m on average, which improves the accuracy by 45.52% over ZeroM-GPR, 33.16% over LDM-GPR and 35.23% GWR as well.
Furthermore, STI-WKNN improves the localization accuracy by 23.95% over the original WKNN across heterogeneous mobile devices.

In summary, WinIPS overcomes the bottlenecks of current WiFi-based IPS, making it promising for large-scale practical implementation. One potential improvement for WinIPS is using more reliable and fine-grained localization signature such as Channel State Information (CSI) for radio map construction and adaptation because RSS is noisy, unstable and coarse.
Chapter 8

Seamless Integration of IPS and GPS

In Chapters 4–7, we have proposed systematic solutions to overcome the longstanding challenges for WiFi based IPS, including the device heterogeneity issue, the vulnerability to environmental dynamics, the large computational burden and the intensive costs of manpower and time for offline site survey. By solving these problems, our WiFi based IPS is able to outperform other state-of-the-art IPSs in terms of localization accuracy, reliability and efficiency. However, another noteworthy issue is how to integrate our IPS with GPS to provide seamless LBS while reducing the power consumption on the user side.

GPS is widely used and delivers outstanding outdoor LBS. Extensive research and studies have been conducted in IPS, and some feasible solutions have been proposed. However, the majority of existing research adopts the common assumption that the operating environment is either indoor or outdoor and is known, which does not necessarily hold in reality. Some areas adjacent to buildings (covered corridor, connections between buildings) or semi-open buildings (parking garage) have partial characteristics of both indoor and outdoor environments. In this case, a sole dependence on GPS or IPS is unable to deliver a precise indoor-outdoor (IO) detection. In the meanwhile, an accurate and effective IO detection scheme provides basic,
but critical information for upper-layer applications to serve individual users, e.g., mobile applications leveraging reliable IO status to give better services and alleviate battery consumption. Nonetheless, the research towards IO detection itself is severely lacking.

In this chapter, we propose BlueDetect as an accurate, fast response and energy-efficient scheme for IO detection and seamless LBS running on a mobile device based on the emerging low-power iBeacon technology. iBeacon is an advanced Bluetooth protocol proposed by Apple [61], which is built upon Bluetooth Low Energy (BLE). In our system, only a few small-sized, low-cost and battery-powered BLE beacons are required by BlueDetect, which are placed at landmarks, such as the boundary of covered corridors and entrances/exits of buildings, with a sparse density in intermediate regions between indoor and outdoor environments (classified as a semi-outdoor environment). The GPS module is turned on for LBS only in an outdoor environment. When it comes from outdoors to semi-outdoors, the decrease of the mean GPS signals is utilized as a trigger to turn off GPS and turn on Bluetooth, and the iBeacon mode of BlueDetect is responsible for providing LBS within semi-outdoor environments. Transitions between semi-outdoor and indoor environments are achieved seamlessly by comparing the signals of two BLE beacons placed on both sides of the entrance of the building.

We implement and evaluate BlueDetect on the Android platform using different mobile devices. We test it in a university campus where various environment scenes are included. The experimental results show that BlueDetect provides a higher context detection accuracy than GPS-IO and IODetector. Furthermore, it also delivers accurate and reliable positioning service in semi-outdoor environments. The power consumption of BlueDetect is evaluated as well. Owing to the energy-efficient property of iBeacon, BlueDetect consumes the minimum power among the three approaches. A video demo is presented to demonstrate the seamless navigation service using BlueDetect [156].

The rest of the chapter is organized as follows. We present the system design of BlueDetect in Section 8.1. A comprehensive evaluation of BlueDetect in terms of
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IO detection accuracy, localization accuracy and power consumption is reported in Section 8.2. We conclude this chapter in Section 8.3.

8.1 System Design

In this section, we present an overview of the BlueDetect system firstly. After that, we introduce the design details of transition methodologies between outdoors/semi-outdoors/indoors and the iBeacon mode of BlueDetect for semi-outdoor environments, respectively.

8.1.1 System overview

Figure 8.1 illustrates the representative scenes of outdoor, semi-outdoor and indoor environments, as well as the localization techniques employed by BlueDetect in these three environments. For pure outdoor environments, only the GPS module will be turned on when users query their location information. When it comes from outdoor to semi-outdoor, the decrease of mean GPS signals is utilized as a trigger to turn on Bluetooth. Once the semi-outdoor state is confirmed, GPS is turned off for energy saving, and then, the iBeacon mode of BlueDetect will provide localization service in semi-outdoor environments. Only a few of the BLE beacons are required to be deployed to facilitate context detection and LBS in this area. In the transition from semi-outdoors to outdoors, the signals of BLE beacons deployed at the boundary of semi-outdoor environments will be detected. GPS will be turned on, and Bluetooth will be switched off for energy saving when no beacon signal can be detected by users’ mobile devices. The transitions between semi-outdoor and indoor are achieved seamlessly and easily by deploying two BLE beacons at two sides of each entrance of indoor environments as landmarks. Whether the user is going into or out from an indoor environment can be inferred by comparing the RSSs of the two beacons. Since WiFi based IPS [14, 20] is the most practical system for indoor localization, which reuses existing WiFi infrastructures and can be applied
directly for most mobile devices, we leverage it to provide indoor LBS when the indoor status is confirmed. The detailed transition methodologies between outdoors and semi-outdoors, semi-outdoors and indoors, and the localization algorithm of BlueDetect in the semi-outdoor environment are introduced in the following sections.

8.1.2 Seamless transition between outdoors and semi-outdoors

For pure outdoor environments, GPS is capable of providing sufficient positioning accuracy. When it comes to semi-outdoor or indoor environments, the number of visible satellites is decreased, and a significant decrease of the GPS signals is expected due to the block of the line-of-sight between the satellites and mobile device. The performance of GPS is jeopardized dramatically while draining the battery at a high power rate under this circumstance. Therefore, BlueDetect will turn off the GPS module in both semi-outdoor and indoor environments.

We conducted experiments to analyze the variation of GPS signals when a client with a mobile device was moving from outdoor to indoor environments (three experiments were conducted in a covered corridor, a connection between buildings and a semi-open parking garage). Figure 8.2 illustrates the maximum, mean and minimum of GPS SNR readings from visible satellites in outdoor, semi-outdoor and indoor environments. As shown in Figure 8.2, the value of mean SNR dropped more than 20% when coming from the outdoor to the semi-outdoor environment. Clearly,
it is more suitable than the other two values to be used as a trigger indicating the switching of environments. Algorithm 8.1 shows the transition methodology between outdoors and semi-outdoors of BlueDetect.

Algorithm 8.1: Bluedetect IO detection and localization algorithm (outdoor ⇐ semi-outdoor)

Input:
- $B$ - Bluetooth signal (iBeacon), $G$ - GPS signal, $\sigma_s$ - switching threshold, $\sigma_t$ - duration threshold

Output:
- Location of the mobile device
- $Outdoor \Rightarrow Semi-outdoor$
- if $G_{current} < \sigma_s \times G_{previous}$ for $\sigma_t$ then
  - Turn on Bluetooth;
  - if No less than 2 beacons’ $B > B_{min}$ then
    - Turn off GPS;
    - Utilize $B$ for localization;
    - Environment Type $\leftarrow$ Semi-outdoor
  - else
    - Turn off Bluetooth;
    - Utilize $G$ for localization;
    - Environment Type $\leftarrow$ Outdoor
- end if
- end if

$Semi-outdoor \Rightarrow Outdoor$
- if $B \in B_{boundary}$ then
  - Turn off Bluetooth, Turn on GPS;
  - Utilize $G$ for localization;
  - Environment Type $\leftarrow$ Outdoor
- else
  - Utilize $B$ for localization;
  - Environment Type $\leftarrow$ Semi-outdoor
- end if

If the decline of mean GPS SNRs is detected and the value of the decrease is larger than the switching threshold $\sigma_s = 80\%$ for three consecutive samples (sampling rate: 645 ms/sample), the Bluetooth module will be turned on searching for BLE beacons. When fewer than two beacons are detected and their RSSs are larger than $B_{min} = -70$ dBm, it is confirmed that the mobile device is in the semi-outdoor environment, followed by turning off the GPS to save energy and activating the iBeacon mode of
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BlueDetect for positioning. Otherwise, Bluetooth will be turned off, and GPS will still be used for localization.

Conversely, when the RSSs of BLE beacons installed at the boundary of the semi-outdoor environment are detected ($B \in B_{\text{boundary}}$), the intention of going outdoors can be inferred, and then, the GPS module will be turned on for outdoor LBS in advance for a seamless transition. If no BLE beacon signal is detected for a period of longer than a threshold $\sigma_t$, which is four consecutive samples (sampling rate: 645 ms/sample) and a relatively stable GPS signal is maintained, the Bluetooth will be switched off.

8.1.3 Seamless transition between semi-outdoors and indoors

Algorithm 8.2 shows the transition methodologies between semi-outdoors and indoors of BlueDetect. In order to achieve seamless transition between semi-outdoors and indoors, one pair of BLE beacons is deployed at two sides of each door. For
each pair, the one placed outside the door is employed as a landmark of the entrances/exits, and the other one is installed 3–5 m away from the door inside the indoor environment. When the client’s mobile device detects the signals of these two beacons, the intention of going into or out of indoor environments can be determined by comparing the RSSs of the two beacons. To be specific, if $B_{\text{indoor}} > B_{\text{semi-outdoor}}$ maintains for $\sigma_t$, which is four consecutive samples (sampling rate: 645 ms/sample), it indicates that the user is entering into an indoor environment with high confidence. Therefore, BlueDetect will turn on the WiFi module of the mobile device to perform WiFi AP scanning for an Internet connection through the WiFi network and leverage WiFi based IPS for indoor positioning. Conversely, when $B_{\text{indoor}} < B_{\text{semi-outdoor}}$ for $\sigma_t$, we confirm that the client is going out of the indoor to the semi-outdoor environment, and the WiFi module will be turned off, which the iBeacon mode of BlueDetect is activated for localization.

Algorithm 8.2: Bluedetect IO detection and localization algorithm (semi-outdoor $\leftrightarrow$ indoor)

- **input:** $B$ - Bluetooth signal (iBeacon), $W$ - WiFi signal, $\sigma_t$ - duration threshold
- **output:** Location of the mobile device

```
if $B_{\text{indoor}} < B_{\text{semi-outdoor}}$ for $\sigma_t$ then
  Turn off WiFi;
  Utilize $B$ for localization;
  $\text{Environment Type} \leftarrow \text{Semi-outdoor}$
else
  Utilize $W$ for localization;
  $\text{Environment Type} \leftarrow \text{Indoor}$
end if
```

8.1.4 Semi-outdoors (iBeacon)

Reliable LBS in a semi-outdoor environment is not readily available since neither GPS nor IPS can perform satisfactorily in this scenario. We employ the emerging iBeacon technology to fill in this gap. iBeacons make use of BLE proximity sensing to broadcast their unique identifiers to nearby portable mobile devices and trigger a location-based action on these devices. Since the iBeacon protocol uses very
short duration messages and does not need a paired connection with mobile devices (broadcast only), it is much more power efficient than classical Bluetooth protocols and less power hungry on the user-side than GPS and WiFi \[59\]. With such a merit, a BLE beacon can run on a coin cell battery for months or even for years. According to a recent study on the battery life of 16 major iBeacon hardware devices \[62\], by setting the advertising interval as 645 ms, an iBeacon with a CR2450 620-mAh coin cell battery is able to provide 11.2 months of life, which increases to two years as the advertising interval is increased to 900 ms. Nowadays, the iBeacon protocol is becoming a built-in standard for mobile devices, and a high density deployment of BLE beacons in buildings for multiple purposes will be expected in the near future.

For the iBeacon mode of BlueDetect, only a few of the portable, low-cost and battery-powered BLE beacons are deployed as landmarks in semi-outdoor environments for context detection, as well as localization and navigation. From the energy saving perspective, both GPS and WiFi modules of mobile devices are turned off when the semi-outdoor status is confirmed, since they supply no valuable information for IO detection and LBS under this circumstance. The common geographical structure of a semi-outdoor environment such as a corridor or a sky bridge is elongated; thus, a sparse deployment of BLE beacons is adequate to cover the entire area. According to the iBeacon protocol, the unique identifying information of each beacon is proximity universally unique identifier (UUID), major value and minor value. These parameters can be used to identify the building, the floor and the exact location of each BLE beacon. With the RSSs and locations of these beacons, we leverage weighted path loss (WPL) \[17\], a log-distance path loss model-based localization algorithm, to estimate the real-time location of a client’s mobile device in semi-outdoor environments. The methodology of WPL is described as follows: Suppose a client’s mobile device receives RSS from \(n\) BLE beacons simultaneously. The RSS of \(i\)-th iBeacon \(B_i\) can be expressed as:

\[
B_i = P_0 - 10\alpha \log(d_i) + X_\sigma, 1 \leq i \leq n
\]

\[(8.1)\]
where the reference path loss coefficient $P_0$ and the path loss exponent $\alpha$ need to be calibrated, and $X_\sigma$ represents a zero Gaussian random noise with standard deviation $\sigma$. Then, based on Equation 8.1, the distance $d_i$ between the mobile device and the $i$-th iBeacon is calculated by:

$$d_i = 10^{\frac{P_0-P_i+X_\sigma}{10\alpha}}$$

(8.2)

The real-time estimated location of the mobile device, $(x, y)$, is computed by:

$$(x, y) = \frac{1}{c} \sum_{i=1}^{n} \frac{1}{d_i} (x_i, y_i)$$

(8.3)

where $c = \sum_{i=1}^{n} \frac{1}{d_i}$ is the normalization constant and $(x_i, y_i)$ indicates the physical coordinates of the $i$-th iBeacon.

In an effort to make the log-distance path loss model robust in a semi-outdoor environment, we first conducted experiments to analyze the effects of Non-line-of-sight (NLOS) and the orientation of mobile device on the RSS from BLE beacons.

We performed an experiment in a covered corridor (typical semi-outdoor environment) to analyze the effects of NLOS firstly. The signal strengths were measured at several different distances away from a beacon, which was attached at the ceiling of the corridor. At each location, one user carried a mobile device (Nexus 6) facing toward the beacon, and 100 RSS samples were collected under the line-of-sight (LOS) condition. In addition, another 100 RSS samples were collected when another occupant was standing between the user and the beacon to block the LOS as an NLOS condition. Table 8.1 compares the mean RSS values under both LOS and NLOS conditions at 1–9 meters away from the beacon. As shown in Table 8.1, the NLOS RSS value is 4–5 dBm smaller than the LOS RSS value at each location, because the obstacle (occupant) attenuated the signal strengths. Therefore, we further consider the NLOS effects in the process of log-distance path loss modeling for localization in a semi-outdoor environment.
Table 8.1: Analysis of BLE beacon’s RSS variations under LOS and NLOS conditions.

<table>
<thead>
<tr>
<th>Distance from the Beacon (m)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line of Sight (LOS) (dBm)</td>
<td>-59</td>
<td>-62</td>
<td>-64</td>
<td>-66</td>
<td>-68</td>
<td>-70</td>
<td>-72</td>
<td>-75</td>
<td>-79</td>
</tr>
<tr>
<td>None Line of Sight (NLOS) (dBm)</td>
<td>-63</td>
<td>-66</td>
<td>-68</td>
<td>-69</td>
<td>-72</td>
<td>-75</td>
<td>-77</td>
<td>-80</td>
<td>-83</td>
</tr>
</tbody>
</table>

In addition, we conducted an experiment in the covered corridor to evaluate the influence of different orientations of mobile devices on the RSS emitted from Beacons. Similar to previous experiment, we recorded the signal strengths at several different distances away from a beacon placed at the ceiling of corridor. At each location, one user carried a mobile device (Nexus 6) facing four different orientations (0°, 90°, 180°, 270°) to measure the RSS values. 100 RSS samples were recorded at each orientation. Table 8.2 compares the mean RSS values of four orientations at nine distinct locations from a beacon. It can be observed from Table 8.2 that the RSS values of the 0° holding orientation at all locations are largest among the four directions because the LOS condition is satisfied. On the other hand, the RSS values of 180° are smallest, since the user blocked the LOS. The RSS values recorded at the orientations of 90° and 270° are usually similar to each other because their signal transmission conditions are similar. In summary, the average RSS variation caused by different holding orientations of the mobile device is 1.929 dBm, which should not be ignored for log-distance path loss modeling.

Therefore, we include the effects of NLOS and different holding orientations of the mobile device to precisely estimate the parameters $P_0$ and $\alpha$ in the log-distance path loss model for semi-outdoor localization. To be specific, we measured RSSs at 14 different distances away from a BLE beacon placed at the ceiling of the corridor. At each location, one user carried a mobile device facing four different orientations with distinct LOS conditions (e.g. 0°, total LOS; 180°, total NLOS; 90° and 270°, partial LOS) to measure the RSS values. 100 RSS samples were recorded at each orientation. $P_0$ is determined as the mean RSS value at a 0.5-m distance, and $\alpha$
Table 8.2: Analysis of BLE beacon’s RSS variations with the influence of different holding orientations of the mobile device.

<table>
<thead>
<tr>
<th>Distance from the Beacon (m)</th>
<th>Orientation 0° (dBm)</th>
<th>Orientation 90° (dBm)</th>
<th>Orientation 180° (dBm)</th>
<th>Orientation 270° (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-59</td>
<td>-60</td>
<td>-63</td>
<td>-59</td>
</tr>
<tr>
<td>2</td>
<td>-62</td>
<td>-63</td>
<td>-66</td>
<td>-61</td>
</tr>
<tr>
<td>3</td>
<td>-64</td>
<td>-66</td>
<td>-68</td>
<td>-63</td>
</tr>
<tr>
<td>4</td>
<td>-66</td>
<td>-68</td>
<td>-69</td>
<td>-67</td>
</tr>
<tr>
<td>5</td>
<td>-68</td>
<td>-71</td>
<td>-72</td>
<td>-70</td>
</tr>
<tr>
<td>6</td>
<td>-70</td>
<td>-72</td>
<td>-75</td>
<td>-72</td>
</tr>
<tr>
<td>7</td>
<td>-72</td>
<td>-73</td>
<td>-77</td>
<td>-74</td>
</tr>
<tr>
<td>8</td>
<td>-75</td>
<td>-77</td>
<td>-80</td>
<td>-76</td>
</tr>
<tr>
<td>9</td>
<td>-79</td>
<td>-81</td>
<td>-83</td>
<td>-80</td>
</tr>
</tbody>
</table>

is estimated by the least-squares method. Based on our experimental results, the estimated values of $P_0$ is $-56.75$ dBm and $\alpha$ is $1.577$. The raw RSS measurements and mean RSS values at each reference point are demonstrated in Figure 8.3 with the curve fitting by the least-squares method. As shown in Figure 8.3, the RSS value decreases to $-70$ dBm and remains at this level after 6.5 m. Therefore, we define the minimum effective RSS broadcast from each iBeacon to be $B_{\text{min}} = -70$ dBm. Accordingly, BLE beacons only need to be placed with 7–10-m intervals for localization in a semi-outdoor environment.

8.2 Evaluation

We implemented a prototype of BlueDetect on the Android platform and tested its performance using two different mobile devices (Nexus 6 and Samsung Galaxy S4). These devices support the BLE protocol and operate with Android 5.0 OS. The experiments were conducted in the campus of Nanyang Technological University. As shown in Figure 8.4, the test walking route includes all three types of environment scenes: indoors (green section), semi-outdoors (red section), outdoors (blue section), with the total route length around 450 meters. The test walking route was specifically designed to include all transition scenarios. Figure 8.5 demonstrates the
screenshots of BlueDetect in different environment scenes and the corresponding localization techniques adopted.

In the semi-outdoor environment, only 12 low-cost and power-efficient Estimote BLE beacons \[157\] were placed to cover the total 350 m\(^2\) semi-outdoor area (including covered corridors and connections between buildings). The Estimote BLE beacon is equipped with Nordic Semiconductor’s NF51822 chipset, by setting these beacons to a transmission power of \(-12 \text{ dBmW}\) and an advertising interval of 645 ms \[157\]. Each beacon can provide 21.4 months of life with a CR2477 1000 mAh coin cell battery. As shown in Figure 8.6, the small-sized and battery-powered Estimote BLE beacons can be placed at the ceiling of corridors or attached to walls without cumbersome deployment process. As mentioned in Section 8.1, two pairs of beacons were installed at both sides of the two entrances for detecting seamless transition between semi-outdoor and indoor environments. Our WiFi based IPS \[14,20\] is adopted to provide indoor LBS when the indoor environment is con-
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Figure 8.4: The test walking route in the university campus and indoor-outdoor (IO) detection accuracy comparison.

confirmed by BlueDetect. During the experiments, the user was walking along the route 10 times at different periods of the day under different weather conditions for a comprehensive evaluation of our system. The following sections will present the performance evaluation of BlueDetect in terms of IO detection accuracy, localization accuracy in a semi-outdoor environment and power consumption, respectively.

8.2.1 IO detection accuracy of BlueDetect

To validate the contextual detection accuracy of BlueDetect, we used a camera to record the entire walking process. In this way, we obtained the real contextual information (outdoors, semi-outdoors or indoors) as the ground truth with timestamps. The IO detection error is introduced when the environmental type identified by the system is different from the ground truth. We defined the IO detection accuracy...
Figure 8.5: Screenshots of BlueDetect in the three environment types.

Figure 8.6: Estimote BLE Beacon.
as the percentile when the system identifies the environmental type to be matched with the ground truth. The IO detection accuracy of BlueDetect is compared to GPS-IO [121] and IODetector [124]. The detection results of the three approaches are illustrated at the bottom of Figure 8.4 compared to the ground truth of the test walking route. It can be observed from Figure 8.4 that the IO detection accuracy of BlueDetect is the best among the three approaches. According to our experimental data, the overall IO detection accuracy of BlueDetect is 96.2%, which is much higher than GPS-IO (56.1%) and IODetector (78.8%). It is clear that BlueDetect can capture each transition between different environments precisely and effectively from outdoors to semi-outdoors, semi-outdoors to indoors, indoors to semi-outdoors or semi-outdoors to outdoors.

In comparison, IODetector suffers from the misdetection of certain semi-outdoor and indoor contexts. The performance of GPS-IO is worst among the three approaches because the GPS signals are still high in some rooms with large windows; these indoor environments are easily misclassified as outdoor environments when the availability of GPS signals is the sole indicator for IO detection. Moreover, the performance of GPS-IO further degrades on rainy or cloudy days, because the LOS paths between the mobile device and satellites are blocked by thick cloud. It is noted that the influence of weather conditions on RSS of BLE beacons is negligible based on our experimental statistics.

8.2.2 Localization accuracy of BlueDetect in semi-outdoor environments

In addition to the IO detection accuracy analysis of BlueDetect, we also evaluate the localization accuracy of BlueDetect in semi-outdoor environments. Existing research works usually assume that GPS or WiFi based IPS can deliver LBS in semi-outdoor environments [76, 122, 123]. However, this assumption hardly holds in reality. In semi-outdoor environments, the localization accuracy of GPS degrades severely since some LOS paths to satellites are blocked by buildings and WiFi based
IPS has a bottleneck due to the sparse deployment of WiFi APs in this scenario. Thus, the localization accuracy of sole GPS, WiFi or the integration of both is not precise and robust in semi-outdoor environments. On the contrary, by only employing a sparse density of BLE beacons, BlueDetect is able to provide accurate and reliable positioning and navigation service in semi-outdoor areas. We recorded the estimated locations of the mobile device by BlueDetect and GPS, and compared these to the measured ground truth. The ground truth was obtained as follows: we first marked the ground with a 1-m grid along the test walking route and measured the physical coordinates of all grid points. Then, we used a camera to record the entire walking process. With the timestamps of grid points, the estimated locations of each grid point by BlueDetect and GPS are compared to its physical location. We define the location estimation error $e$ to be the distance between the real location coordinates $(x_0, y_0)$ and the system estimated location coordinates $(x, y)$, i.e., $e = \sqrt{(x - x_0)^2 + (y - y_0)^2}$.

According to our experimental results, BlueDetect provides 2.18 m on average in semi-outdoor areas with an enhancement of accuracy around 89.87%, compared to GPS (21.53 m). Figure 8.7 depicts the cumulative distribution of the localization error of these two approaches. The distance error distribution of BlueDetect is mainly within 10 m with the 90th percentile of 7.94 m. On the contrary, the error distribution of GPS is much more scattered, where the 90th percentile is up to 37.33 m.

### 8.2.3 Power consumption of BlueDetect

Nowadays, the battery consumption of an app is a critical metric to evaluate its feasibility. In this section, we analyze the energy consumption of BlueDetect and compared it to other approaches. BlueDetect performs IO detection by employing the Bluetooth module on mobile device; GPS-IO leverages the GPS module; and IODetector [124] utilizes the on-board light sensor and inertial measurement unit (IMU) sensors (including the accelerometer, magnetometer and proximity sensors). In
order to calculate how much power the mobile device needs for each approach, we develop a power-monitoring app that allows us to measure the battery consumption of certain on-board sensors precisely. The methodology is that after we select the sensors to be used for IO detection, the power-monitoring app records the battery readings when we start and finish the test walking route. The difference of these two readings is the power consumption of the IO detection scheme. The screen brightness is set at the minimum level during this process. This power consumption evaluation is conducted on a Nexus 6. Figure 8.8 is a screenshot of the power-monitoring app. The sensors adopted for each approach (GPS-IO, IODetector and BlueDetect) were turned on for 30 min and repeated five times. The average experimental data are adopted for evaluation. Figure 8.9 demonstrates how much power is consumed for the three IO detection methods.

As shown in Figure 8.9, the power consumption of BlueDetect is only 119 mAh in 30 min, which is the minimum among the three methods. On the contrary, the GPS module is the most power-hungry sensor, which consumed 213 mAh during
Figure 8.8: Screenshot of the power-monitoring app.

Figure 8.9: Power consumption of various sensors on a mobile device (Nexus 6) for different IO detection methods.
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one test walking route. GPS should be turned off in both semi-outdoor and indoor environments since it provides useless information while drawing a huge amount of energy at the same time. The total energy consumption of IODetector is 162 mAh, which is distributed on light, cellular, magnetic field and accelerator and proximity sensors. Although its power consumption is less than GPS-IO, it consumes 26.54% more power than BlueDetect. Moreover, its detection accuracy is restricted by many factors. For instance, the light detector is useless if the mobile device is inside one’s pocket while BlueDetect is immune to such a case.

In summary, the high detection accuracy and low energy consumption of BlueDetect makes it affordable for users and upper-layer applications.

8.3 Conclusion

In this chapter, we proposed BlueDetect as an accurate, fast response and energy-efficient scheme for IO detection and seamless LBS running on the mobile device based on the emerging low-power iBeacon technology. By leveraging the portable BLE beacons and Bluetooth module on mobile devices, BlueDetect provides precise IO detection results to turn on/off on-board sensors (such as WiFi and GPS) smartly, improve their performances and reduce the power consumption of mobile devices simultaneously. Furthermore, seamless LBS such as positioning and navigation service can be realized by BlueDetect, especially in semi-outdoor environments, which cannot be achieved by GPS or IPS easily. We prototyped BlueDetect on multiple Android mobile devices and analyzed its performance comprehensively. It provides higher IO detection accuracy, higher localization accuracy in semi-outdoor environments and consumes less battery than existing schemes. It is a feasible solution for IO detection and can be extended for other services such as geo-fencing and floor identification, in the future. One potential issue for BlueDetect is the battery management of BLE beacons. The default broadcast message of iBeacon does not contain its real-time battery level. One possible solution is to add another wireless
communication module such as ZigBee with each beacon so its battery life can be sent out and received by the backend server.
Chapter 9

Conclusions and Future Works

9.1 Conclusions

The explosive proliferation of mobile devices and the popularity of social networks have spurred extensive demands on both outdoor and indoor LBSs in the past decades. Great efforts have been devoted to developing IPSs to enable reliable and precise indoor positioning and navigation, as well as indoor human activity sensing and inference in the past two decades [5–8]. In this thesis, we first analyzed and identified the most longstanding challenges of existing IPS, and then proposed 5 localization algorithms and designed 3 novel IPSs to overcome those challenges and improve the performance of the existing IPSs in terms of localization accuracy, reliability and efficiency. We have implemented and validated our IPSs in 11 distinct indoor environments including lab, office space, lecture theater and lobby, with total 8200 m² across four different regions of Singapore, U.S.A., Taiwan and Germany. Furthermore, various indoor LBSs such as indoor navigation on Google Glass and indoor geofencing for smart lighting control system, have been developed successfully with video demos available on our YouTube Channel [16]. The main contributions of the thesis can be summarized in the following aspects:

1. In Chapter 3 we proposed three localization algorithms: WPL, ELM and integrated WPL-ELM for RF based IPS. WPL is a centralized model-based
approach which does not require any offline site survey procedure and provides accurate location estimation of the target effectively. ELM is a machine learning fingerprinting-based localization algorithm which can provide higher localization accuracy than other existing fingerprinting-based approaches. The integrated WPL-ELM approach combines the fast estimation of WPL and the high localization accuracy of ELM.

2. In Chapter 4 we proposed STI, a new type of fingerprints which embodies more reliable and robust location signatures compared with traditional location fingerprints in the presence of heterogeneous devices and changing indoor environments. We also proposed a novel weighting scheme by taking into consideration the relative importance of each RSS sample according to its corresponding STI value, for the WELM training process. On these grounds, we proposed the STI-WELM scheme which inherits the advantages of both STI and WELM. As can be inferred from experiment results, the STI-WELM scheme enhances the precision of indoor positioning by 39.89% over RSS-ELM, 33.53% over SSD-ELM and 11.46% over STI-ELM, respectively, which confirms the superiority of the STI approach to the traditional RSS fingerprints as well as the recently developed SSD approach.

3. In Chapter 5 we proposed an indoor localization algorithm based on OS-ELM to address the two challenging problems of the existing WiFi-based IPS: the intensive cost of manpower and time for offline site survey, as well as the inflexibility to environmental dynamics. Both simulation analysis and experimental studies have shown that OS-ELM can tackle the problems satisfactorily. The fast learning speed of OS-ELM obviously reduces the time consumption and manpower costs for the site survey during the offline calibration phase. In addition, the online sequential learning ability of OS-ELM makes it possible to reflect and adapt to the environmental changes in a timely manner. Furthermore, it allows a more flexible collection and update of WiFi RSS fingerprints since OS-ELM can learn data with a varying chunk size. Experiments under
specific environmental dynamics such as variations of the occupancy distribution and events of opening or closing doors were also conducted. In summary, OS-ELM can provide high localization accuracy with a fast online sequential learning speed under various environmental changes and achieve superior performance to the existing approaches.

4. In order to reduce the computational burden of the WiFi-based IPS, we have proposed a novel AP selection strategy, OnlineMI, that is able to select the optimal subset of APs to improve the indoor localization accuracy as well in Chapter 6. In comparison with traditional methods, OnlineMI measures the collective discriminate ability of different groups of APs by the mutual information within the group. Furthermore, since its AP selection process is conducted online associated with the real-time location of the mobile device, OnlineMI can select the subset of APs that provide non-redundant information for indoor positioning consistently. The simulation and experimental results have demonstrated that the proposed OnlineMI-WKNN approach is able to relieve the computational burden by selecting a subset of APs online that contains the most critical information for localization, and in the meanwhile preserve or even enhance the localization accuracy of the entire IPS. The overall performance in terms of mean error and variance of error outperforms traditional AP selection methods.

5. In Chapter 7, we proposed, WinIPS, a WiFi-based non-intrusive indoor positioning system that enables automatic online radio map construction and adaptation for calibration-free indoor localization to overcome the major drawbacks of WiFi fingerprinting-based IPS. For RSS data acquisition, we developed WinSMS, a novel intelligent wireless system that can capture data packets transmitted in the existing WiFi traffic and extract the RSS and MAC addresses of both APs and mobile devices in a non-intrusive manner without introducing any extra hardware infrastructure. With the real-time RSS measurements of APs, the APs are becoming natural online reference points for
online radio map construction and adaptation, and hence the tedious offlinesite survey process can be completely discarded. Furthermore, in order to
construct a more fine-grained radio map, we further proposed PSFM-GPR, a
reliable regression technique dedicated to predict RSS on VRPs which can pre-
cisely capture the irregular RSS distribution over complex indoor environment.
The online radio map is more adaptive and robust to environmental dynamics
than traditional offline calibrated RSS database since it keeps updated with
new measurements. We further proposed STI-WKNN, which determines the
similarity between the RSS readings of mobile device and fingerprints stored
in AP generated database according to the shapes of RSS vectors rather than
raw RSS values to overcome the device heterogeneity issue. Extensive ex-
periments have been carried out to validate the effectiveness of WinIPS in a
real-world multi-functional office. The experimental results show that PSFM-
GPR achieves 4.8 dBm average RSS estimation error. By leveraging the online
radio map generated from PSFM-GPR, the localization accuracy of WinIPS
is 1.718m on average. Furthermore, STI-WKNN improves the localization ac-
curacy by 23.95% over the original KNN across heterogeneous mobile devices.
In summary, WinIPS overcomes the bottlenecks of current WiFi-based IPS,
making it promising for large-scale practical implementation.

6. In Chapter 8, we proposed BlueDetect as an accurate, fast response and
energy-efficient scheme for indoor-outdoor (IO) detection and seamless LB-
S running on the mobile device based on the emerging low-power iBeacon
technology. By leveraging the portable BLE beacons and Bluetooth module
on mobile devices, BlueDetect provides a precise IO detection to turn on/off
on-board sensors (such as WiFi and GPS) smartly, and hence improves their
performances and reduces the power consumption of mobile devices simultane-
ously. Furthermore, seamless LBS such as positioning and navigation service
can be realized by BlueDetect especially in semi-outdoor environments, which
cannot be achieved by GPS or IPS easily. We prototyped BlueDetect on mul-
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Multiple Android mobile devices and analyzed its performance through various experiments. As revealed from the experiment result, it provides a higher IO detection accuracy, higher localization accuracy in semi-outdoor environments while consumes less battery than existing schemes. Besides serving as a feasible solution for IO detection, it can also be extended for other services such as geo-fencing and floor identification, in the near future.

9.2 Future works

In this thesis, the longstanding challenges of existing IPSs are identified firstly. Novel IPSs and localization algorithms are designed and proposed to address those challenges and they outperform existing approach in terms of localization accuracy, reliability and efficiency. Based on the research work conducted in the thesis, there are still some possible directions for future studies:

- The performance of our proposed localization algorithms are currently evaluated based on the Root Mean Squared Error (RMSE). However, the performance limitation of these algorithms can be further analyzed theoretically. For instance, the Cramer-Rao Lower Bound (CRLB) sets a lower limit for the covariance matrix of any unbiased estimate of unknown parameters [158]. The study of CRLB on localization using TOA [159], TDOA [160], AOA [161] and RSS fingerprint [162, 163] techniques have been investigated in the literature before. Based on the CRLB estimate, more efficient localization algorithms can be designed by tuning some specific parameters. For example, we may find the optimal parameters such as the number of hidden nodes in hidden layer and the chunk size for OS-ELM algorithms proposed in Chapter 5.

- We have designed, developed and implemented our RFID-based IPS (chapter 3), WiFi-based IPS (Chapters 4–7) and iBeacon-based IPS (chapter 8) successfully, which are operated according to single type of RF signal. Therefore, a potential research topic is to integrate the positioning information from
multiple IPSs in order to realize more accurate and robust indoor LBS. Each IPS has its unique advantages. For instance, WiFi-based IPS performs well in complex indoor environment by adopting fingerprinting based localization algorithms; iBeacon-based IPS is suitable for semi-outdoor environment since it is extremely easy to deploy; PDR-based IPS is able to track the location of mobile devices, as well as their users precisely in short time by leveraging various equipped on-board sensors. Thus, an appropriate fusion framework should be designed to integrate the advantages of these IPSs while compensating their drawbacks simultaneously.

- In Chapters 4–7, our proposed WiFi-based IPS leveraged RSSI values for fingerprinting based indoor localization. The experimental results have demonstrated that our IPS is able to provide around 2 m localization accuracy on average. However, this performance may not satisfy the requirements of some indoor LBSs which require higher localization accuracy. Notice that the localization error may be mainly attributed to the use of RSS measurements, which has two major drawbacks. Firstly, RSS readings suffer from a large variation due to the multipath effects including the diffusion, reflection and diffraction in complex indoor environment. Secondly, RSS is a coarse measurement of the receiver power, which is unable to precisely describe the signal characteristics and introduces undesirable localization error. In comparison, Channel State Information (CSI), which is becoming available on commercial WiFi infrastructures, has a great potential to serve as an alternative to RSS. It is able to provide the RF channel properties (both amplitude and phase) over each Orthogonal Frequency DivisionMultiplexing (OFDM) subcarrier across the physical layer [164]. Unlike the RSS values, CSI values are more stable and fine-grained. Signal propagation model based algorithms such as TOA, TDOA and AOA can be utilized with CSI measurements due to its ability to extract the LOS path for localization purpose [165]. Therefore, the CSI readings or its combination with RSS and other sensor measurements can be used together...
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to realize indoor LBS with a much higher localization accuracy.

- Our WiFi-based IPSs proposed in Chapters 4–7 utilized 2.4 GHz and 5 GHz according to IEEE 802.11n standards. The total available bandwidth is limited by 40 MHz, which is a natural limitation on the performance of existing IPSs. Fortunately, the latest released IEEE 802.11ac standards is able to support 160 MHz channel bandwidth, which is four times the bandwidth of 802.11n. Therefore, the exploration of this wider bandwidth for a more precise indoor localization is an attractive research topic. Furthermore, by leveraging the high frequency band (60 GHz) of IEEE 802.11ad and wide bandwidth of IEEE 802.11ac, WiFi imaging will become possible to capture small human body movement or gesture. In this way, the location and activity of each occupant will be obtained accurately.

- The IPSs developed in this thesis are able to provide accurate 2D location information of the occupants. We will focus on the 3D indoor localization in the future since 2D location information are not sufficient for indoor environments such as shopping malls, hospitals and museums. Other sensors such as barometers and iBeacons will be fused with our IPSs for floor identification and 3D indoor tracking.
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