DISTRIBUTED CONTROL OF ENERGY SYSTEMS

GUO FANGHONG

INTERDISCIPLINARY GRADUATE SCHOOL
ENERGY RESEARCH INSTITUTE @ NTU (ERI@N)

2016
Distributed Control of Energy Systems

Guo Fanghong

Interdisciplinary Graduate School
Energy Research Institute @ NTU (ERI@N)

A thesis submitted to the Nanyang Technological University
in partial fulfillment of the requirement for degree of
Doctor of Philosophy

2016
Statement of Originality

I hereby certify that the work embodied in this thesis is the result of original research and has not been submitted for a higher degree to any other University or Institution.

............................. .............................
Date                        Guo Fanghong
Acknowledgements

This is a great opportunity to express my sincere gratitude to all who have helped me during my Ph.D. study.

First and foremost, I would like to express my most sincere appreciation and heartiest respect to my supervisor, Prof. Wen Changyun, Professor of School of Electrical and Electronic Engineering (EEE), Nanyang Technological University (NTU) and my co-supervisor, Prof. Mao Jianfeng, Assistant Professor of School of Mechanical and Aerospace Engineering, NTU, for their constant guidance and invaluable advice on my research. Prof. Wen gave me enormous guidance and encouragements when I faced with some problems during my research. I have also learned a lot from him both in academic research and attitude towards life, which will definitely benefit me in all my life. Prof. Mao offered me lots of chances and spaces to think critically and independently. I am also grateful to them for their genuine concern about my well-being and future plans. Deepest appreciation goes to my mentor Prof. Wang Peng, Professor of School of EEE, NTU.

I would like to thank the Energy Research Institute @ NTU (ERI@N), Inter-disciplinary Graduate School, NTU, for the financial support for my Ph.D. study. I also thank the School of EEE for providing me the research space and facilities.

I would like to thank Dr. Chen Jiawei, Dr. Huang Jiangshuai, Dr. Li Guoqi, Dr. Li Zhengguo, Dr. Wang Wei, Dr. Tan Kuan Tak, Dr. Zhang Chuanlin, Dr. Yang Jun, Dr. Wang Lei, Dr. Xu Jinming, Mr. Zhang Yicheng, Mr. Li Chaojie, Mr. Wang Yu, Mr. Guan Zheming, Mr. Wei Zhe, Mr. Xing Lantao, Mr. Kou Fei, Miss Ding Jie, Mr. Guan Mingyang, Miss Zou Ying, Miss Xu Qianwen. They have spent a lot of time discussing the research questions with me and gave me much guidance and help. My thanks also go to my friends and fellows in Robotics.
I lab. They are Mr. Wang Yuanzhe, Mr. Jiang Wentao, Mr. Yue Yufeng, Mr. Yang Chule, Mr. Wu Songwei, Mr. Zhao Wei, Mr. Yang Shuai, Miss Jiang Xiaoyue, Mr. Mo Wei, Mr. Mo Xiaozheng, Dr. Zhou Lubing. They made my study and life in NTU so vivid and memorable.

Last but not the least, special thanks must go to my beloved parents, Guo Zengfa and Gao Yueying and my wife, Li Hui, for their unconditional support and encouragement throughout all these years.

Guo Fanghong,
September, 2016
Abstract

As the main building block of the smart grid, microgrid (MG) integrates a number of local distributed generation units, energy storage systems and local load together to form a small-scale low- and medium- voltage level power system. In general, an MG can operate in two modes, i.e., the grid-connected and islanded mode. Recently, in order to standardize its operation and functionality, hierarchical control for islanded MG systems has been proposed. It divides the control structure into three layers, namely, primary, secondary, and tertiary control. The primary control is based on each local distributed generation (DG) controller and is realized in a decentralized way. In the secondary layer, the frequency and voltage restoration control as well as the power quality enhancement is usually carried out. In the tertiary control, economic dispatch and power flow optimization issues are considered. However, conventionally both the secondary and tertiary control are realized in a centralized way. There are certain drawbacks of such centralized control, such as high computation and communication cost, poor fault tolerance ability, lack of plug-and-play properties and so on. In order to overcome the above drawbacks, distributed control is proposed in the secondary and tertiary control in this thesis.

In the secondary control, restorations for both voltage and frequency in the droop-controlled inverter-based islanded MG are addressed. A distributed finite-time control approach is used in the voltage restoration which enables the voltages at all the DGs to converge to the reference value in finite time, and thus, the voltage and frequency control design can be separated. Then, a consensus-based distributed frequency control is proposed for frequency restoration, subject to certain control input constraints. The proposed control strategy can restore both
voltage and frequency to their respective reference values while having accurate real power sharing, under a sufficient local stability condition established.

Then the distributed control strategy is also employed in the secondary voltage unbalance compensation to replace the conventional centralized controller. The concept of contribution level (CL) for compensation is first proposed for each local DG to indicate its compensation ability. A two-layer secondary compensation architecture consisting of a communication layer and a compensation layer is designed for each local DG. A totally distributed strategy involving information sharing and exchange is proposed, which is based on finite-time average consensus and newly developed graph discovery algorithm.

In the tertiary layer, a distributed economic dispatch (ED) strategy based on projected gradient and finite-time average consensus algorithms is proposed. By decomposing the centralized optimization into optimizations at local agents, a scheme is proposed for each agent to iteratively estimate a solution of the optimization problem in a distributed manner with limited communication among neighbors. It is shown that the estimated solutions of all the agents reach consensus of the optimal solution asymptotically. Besides, two distributed multi-cluster optimization methods are proposed for a large-scale multi-area power system. We first propose to divide all the generator agents into clusters (groups) and each cluster has a leader to communicate with the leaders of its neighboring clusters. Then two different schemes are proposed for each agent to iteratively estimate a solution of the optimization problem in a distributed manner. It is theoretically proved that the estimated solutions of all the agents reach consensus of the optimal solution asymptotically.

A distributed optimal energy scheduling strategy is also proposed in the tertiary layer, which is based on a newly proposed pricing strategy named PD pricing. Conventional real-time pricing strategies only depend on the current total energy consumption. In contrast to this, our proposed pricing strategy also takes the incremental energy consumption into consideration, which aims to further fill the valley load and shave the peak load. An optimal energy scheduling problem is then formulated by minimizing the total social cost of the overall power system.
Two different distributed optimization algorithms with different communication strategies are proposed to solve the problem.
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Chapter 1

Introduction

In this chapter, we first present the background, motivation and the objectives of the research work in this thesis. Then some detailed literature reviews on microgrid as well as its state-of-art control and optimization strategies are conducted. At last, the major contributions and organization of this thesis are summarized.

1.1 Background & Motivation

The demand for electrical energy is increasing rapidly in recent years. It is estimated that electricity demand will be increased to double between 2000 and 2030, with an annual growing rate of 2.4%, faster than the increase of any nonrenewable energy source [1]. Hence more renewable energy sources are needed in future energy systems. The Renewables Portfolio Standards in the United States (US) tries to achieve a goal of increasing the percentage of renewable energy sources to 20% by 2017 and 33% by 2020 [2]. In Europe, the target is to raise the renewable energy penetration percentage from current level of 20% to 50% by 2050 [3].

The renewable energy sources are usually located in a distributed manner, e.g., photovoltaic (PV) and wind, as opposed to the conventional large centralized power plants. This leads to a larger and more complex networked energy system. It is a large nonlinear highly structured system consisting of a number of interconnected distributed generators (DGs) or subsystems. It is difficult to
employ a centralized controller to control such a large-scale system for many reasons such as owing to limited communication capability among the subsystems as well as limited computation ability in one single controller. In order to handle this issue, a decentralized control method has been proposed to design a local controller for each subsystem. For simplicity and familiarity as its advantages, each local controller is usually designed and implemented by ignoring the interactions from other subsystems and only using its locally available information. This is essentially equivalent to imposing structural constraints to the centralized controller. Thus controllability is restricted by the decentralized approach and system control performances are deteriorated. One typical example of the consequences of the drawbacks of such control strategy is the widespread blackout of August 2003 in North America [4]. In that accident, each subsystem only focus on maintaining its own subsystem stability and transferred the extra load to other subsystems, which made the overload more severe and eventually caused a cascading corruption [5].

Note that communication techniques have advanced significantly and highly efficient communication networks are easily available in recent industrial infrastructures. It is natural to raise a question that will the system control performance be improved by letting the local decentralized controllers communicate with their neighboring controllers? The answer should be positive. In fact, such control strategy is referred as distributed control, which has been already widely studied and implemented successfully in many other fields such as process control [6], traffic control [7] and so on. In this thesis, we propose to apply distributed control strategies to energy systems, which allow information exchange among local controllers by establishing a communication network topology among them. In fact, distributed control strategies can be considered as tradeoff between the centralized control and the decentralized control by combining their advantages. The comparison among centralized, decentralized and distributed control scheme is illustrated in Fig. 1.1.

There are also other factors that motivate distributed control [8], such as the deregulation of the electrical market. The electricity market is open for new
suppliers and consumers can choose their own suppliers. The limitation that the current control methods imposes (low flexibility, low resilience to faults) also require that the control algorithm for the power system should be reconsidered.

### 1.2 Objectives and Scope

Recently, the integration of the distributed renewable energy resources is evolving as an emerging and promising power scenario for the energy system. Smart grid, as a modernized electrical grid, uses information and communication technology to improve the efficiency, reliability and economics of the production and distribution of electricity [9–11]. As the main building block of the smart grid, microgrid (MG) integrates a number of local DG units, energy storage systems and local loads together to form a small-scale power system. In this thesis, we will propose some distributed control schemes for the MG control. Recently, in order to standardize its operation and functionality, hierarchical control for islanded MG systems has been proposed. It divides the control structure into three layers,
namely, primary, secondary, and tertiary control. Conventionally both the sec-
dondary and tertiary control are realized in a centralized way. However, with the
size of the MG growing, it brings some disadvantages such as poor dynamics and
high computational cost. Instead of using a centralized controller, we decompose
the centralized controller into decentralized ones and allow them to communicate
with their neighboring controllers. In this way, we can make the control system
more flexible and also reliable.

The research objectives and scopes are detailed as follows:

1). Based on the MG primary control model, develop distributed secondary
control schemes for the islanded MG. This control structure allows each local con-
troller to communicate with its neighboring local controllers. The main function
of the secondary control is to restore the frequency and voltage values to their
nominal values while keeping the real power sharing accuracy no matter how the
loads vary.

2). Develop a distributed secondary control scheme for the voltage quality
enhancement problem such as voltage unbalance compensation. The proposed
control scheme should be flexible and make the controller have the “plug and
play” property.

3). Develop a distributed tertiary control structure to solve the economic
dispatch and optimal energy scheduling problems in the smart grid system. Be-
sides, as the energy system has become a interconnected large-scale system, a
more proper multi-cluster optimization method should be developed.

In the following, we will give some overview of recent research on MG as well
as its control strategies.

1.3 Microgrid

As the main building block of the smart grid, MG integrates a large amount of
renewable energy sources, energy storage systems, and local loads to form small-
scale low- and medium-voltage level power systems [12, 13]. Different from the
conventional synchronous generator (SG), the DG in the MG is inverter-interfaced
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with sustainable prime energy sources such as fuel-cells (FC), photo-voltaic (PV) and wind power generators [14,15]. Compared to the traditional fossil-fuel-based power grid, benefits brought by MG include less carbon consumption, faster demand response, and so on.

There are different types of MGs reported in the literature. According to the bus type, the MG can be classified into three types, namely, alternating current (AC) MG, direct current (DC) MG and hybrid AC/DC MG [16]. More detailed information can be found in [16–18]. In this thesis, we mainly focus on the research of AC MG.

There are several reported MG-related research and development projects around the world. In Singapore, Energy Research Institute @ NTU (ERI@N), Nanyang Technological University, is setting up Southeast Asia’s first and largest microgrid located at Semakau island. It will demonstrate how to generate electricity from multiple sources including solar, wind, tidal, diesel, as well as integrate energy storage and power-to-gas technologies [19]. It is also reported that Energy Market Authority (EMA) in Singapore is piloting a micro-grid test-bed at the jetty area of Pulau Ubin, an island north-east of Singapore [20]. This test-bed aims to assess the reliability of electricity supply within a micro-grid infrastructure using intermittent renewable energy sources such as PV technology, as shown in Fig. 1.2.

In the Europe Union (EU), the MG research has been conducted extensively since 1998. One recent project titled More Microgrids: Advanced Architectures and Control Concepts for More Microgrids aims to investigate alternative MG control strategies and alternative network designs, and develop new tools for MG management operation and standardization of technical and commercial protocols [21]. This is a follow-up project of the Project Microgrids: Large Scale Integration of Micro-Generation to Low Voltage Grids, which is the first activity at EU level dealing in-depth with MG [22].

In the US, one well-known MG project is conducted by Consortium for Electric Reliability Technology Solutions (CERTS). This project explores the implications for power system reliability of emerging technological and environmental
influences. It is reported that this CERTS MG concept has been fully developed and a laboratory-scale test system has been built [23].

Compared to the traditional power system, MG has the following advantages [24]:

1. It integrates the distributed renewable energy resources, thus it leads to less carbon consumption and also reduce the energy cost.

2. It is more energy efficient. Since the DGs are usually close to the loads, the power transmission loss will be greatly reduced. Also it has faster demand response than the traditional power system.

3. It can provide high power quality. As the DGs are usually interfaced with inverters, it not only provides the regulated AC voltage, but also has the ability to compensate for unbalanced and harmonic voltage.

4. It has improved utilization of conventional energy sources because there is less real, reactive, unbalance and distortion power flowing through the distribution line.

However, there also exist some challenging problems that need to be solved in order to achieve and ensure the above advantages [24]:

1. As the prime renewable energy sources are intermittent and uncertain, they have irregular power injection, so power flow regulation and peak power shaving strategies are needed. Also it requires the MG equipped with the energy...
2. The MG distribution network is a weak and inertial-less grid. Each DG has non-negligible internal impedance; also the inverter has negligible physical inertial, which makes the system potentially susceptible to disturbances, so it has poor frequency and voltage stability.

3. As the power flow in the MG is bidirectional, the conventional voltage stabilization techniques are not applicable, new control and protection strategies are needed.

Generally, the MG can operate in two modes, i.e., the grid-connected and the islanded mode [25]. In the grid-connected mode, the MG is connected to the main power grid by closing the isolation switch (IS) in the point of common coupling (PCC), shown in Fig. 1.3. Due to larger capacity of the main grid, the frequency of the MG is dominated by the main grid. Also, the power mismatch of the MG system can be immediately covered by the main grid. In this mode, the MG system dynamics is fixed to a large extent by the main grid because of the smaller size of the DG units [26]. The DGs in this mode act like current sources, aiming to deliver scheduled constant real and reactive power to the grid. However, when a fault occurs in the main grid, the MG needs to open the IS...
to protect itself and then operates in the islanded mode. In this mode, the MG should be able to handle the following issues [27]:

1. Voltage and frequency management. The MG should maintain its frequency and voltage to certain nominal values with acceptable errors.

2. Supply and demand balancing. The MG should re-dispatch the real and reactive power among the DGs and loads while keeping the supply and demand balanced.

3. Power quality. It contains two levels. The first is reactive power and harmonic voltage compensation at each DG’s output terminal, and the second level is reactive power compensation, unbalanced and harmonic voltage compensation at the PCC.

1.4 Control Strategies of MGs

According to the afore-mentioned operating modes of MGs, the control strategies of the MGs can be classified into two different types.

In the grid-connected mode, DG acts like a current source, and it is also called PQ control strategy [26]. As shown in Fig. 1.4, the current components in
Figure 1.5: Hierarchical structure for the islanded MG control [28–30]

phase ($i_{act}$) is responsible for the control of real power $P$; while the quadrature component of the current ($i_{react}$) is for the control of reactive power $Q$. This control strategy is quite straightforward. The real and reactive power output is regulated to the pre-determined reference values.

While in the islanded mode, the control of the MGs becomes much more complicated and challenging. Recently, in order to standardize their operation and functionalities, hierarchical control for islanded MGs has been proposed [28–30]. As shown in Fig. 1.5, it divides the control structure into three layers, namely, primary, secondary and tertiary control. The primary control is based on each local DG controller, which mainly consists of voltage loop, current loop and droop control function [31]. As there is no information exchange between them and they are totally decentralized, the DGs share the real and reactive power autonomously by using the well-known droop method. The droop method emulates the droop characteristics of the traditional synchronous generators and regulates the frequency and voltage output based on local real and reactive power generation. However, there are some drawbacks in the primary control layer [32,33]. Firstly, as the droop control function may cause the frequency and voltage deviation, it cannot guarantee zero frequency and/or voltage regulation errors. Secondly, the real and reactive power sharing accuracy is deteriorated in the case that the ratio of line resistance to line reactance is high. Then a secondary control is proposed and applied to solve such problems. Its main function is to
Figure 1.6: Voltage and current control loop in the primary control [36]

restore the frequency and voltage to their nominal values. Additionally in [34,35], appropriate methods are also proposed to enhance the voltage quality including compensating for the voltage unbalance and harmonic distortion in the secondary control. In the tertiary control, economic dispatch, power flow optimization and optimal energy scheduling issues are usually considered.

In this thesis, we mainly focus on the MG control in islanded mode. Hence, in the following, we will give a detailed literature review of this hierarchical control strategy.

1.4.1 Primary control

In this layer, the primary control is implemented on each local DG. Its main function is to regulate the frequency and voltage output of the inverter. In most existing literature [26]- [36], the inverter operates analogous to an uninterruptible power supply (UPS) and it has inner current control loop and outer voltage control loop, seen in Fig. 1.6.

Besides, the power sharing controller (droop controller) is always applied in the primary control to determine the reference voltage $v^*_o$. It mimics the property of the conventional SG and behaves as “the virtual inertial”. The diagram of the droop controller is shown in Fig. 1.7. The frequency (voltage amplitude) decreases when the real (reactive) power increases respectively. In order to improve the performance of the conventional droop controller, several other modified droop controllers have been proposed in the literature [37–39]. More detailed introduc-
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It should be noted that, such kind droop controller is based on the fact that the output and transmission impedance are inductive. However, the $R/X$ ratio in the current MG, especially for the low voltage or middle voltage level MG, is not small enough. This leads to a poor decoupling between the real and reactive power control [40]. Recently, in order to solve this problem, the concept of “virtual impedance” has been proposed in [41–43]. As seen in Fig. 1.8, the output current $i_o$ “goes through” the virtual impedance and feedbacks to the reference voltage $v_o^*$. In this case, by properly choosing the value of the virtual impedance, we can make the inverter output impedance be our expected value. In contrast to physical impedance, this virtual impedance has no power losses.

The above introduction forms the main structure of the primary control. Roughly speaking, the primary controllers can be implemented in three frames,
i.e., $dq$ frame (the rotating frame), $\alpha\beta$ frame (the stationary frame) and the $abc$ frame (the natural frame). How to choose a proper control frame is another research topic, and it will not be discussed in details in this thesis. Besides, to improve the transient response of the primary control, proportional-integral-derivative (PID) [29], proportional resonant (PR) controllers [35] are utilized in both the current and voltage control loop. Generally speaking, PID controller is used in the $dq$ frame while the PR controller is implemented in the $\alpha\beta$ frame.

In spite of the aforementioned analogous UPS control method, there also exists another inverter primary control method, which is based on the concept of synchronverter [44]. This concept is to make the inverter behaves like a SG. Its model is derived from the conventional SG model, so that it can be easily embedded in a MG or a power system with many conventional SGs. Also it offers some advantages over the conventional control strategy as it introduces controlled frequency dynamics as well as the emulated inertia. Some conventional SG control strategies can be directly applied to this model. In [45], a nonlinear MG stabilizer for the synchronverter is designed via the adaptive backstepping technique.

Further, it is reported that there also exist many other advanced control methods in the primary control. These methods include the sliding mode control [46], Lyapunov function-based control [47], model predictive control [48], robust control [49,50] and deadbeat control [51]. The main objective of all these methods is to regulate the voltage and current to track their desired values.

### 1.4.2 Secondary control

In this subsection, we will mainly review two control issues in the secondary control layer. The first one is frequency and voltage restoration problem; the other is voltage quality enhancement problem.

As discussed before, the implementation of the droop control function in the primary control may cause frequency and voltage deviations, especially when the heavy loads are connected to or disconnected from MGs. In order to compensate for these deviations, secondary control is introduced. The dynamics response in this control hierarchy is designed to be much slower than the primary control. In
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Figure 1.9: The diagram of the secondary and tertiary control [29]

In fact, this control layer is much similar to the load frequency control (also called automatic generation control) in the traditional power systems.

Conventionally, a centralized secondary controller called MG central controller (MGCC) is designed in this layer [29]. As shown in Fig. 1.9, the frequency of the MG and voltage of each DG are sampled and then compared with the corresponding reference values $\omega^{ref}$, $E^{ref}$ respectively. Then the output control signals of the secondary control are generated by PI controllers respectively. The control laws in [29] are listed below:

$$\delta \omega = K_{P_\omega}(\omega^{ref} - \omega) + K_{I_\omega}\int(\omega^{ref} - \omega)dt + \Delta \omega_s$$ (1.1)

$$\delta E = K_{P_E}(E^{ref} - E) + K_{I_E}\int(E^{ref} - E)dt$$ (1.2)

where $K_{P_\omega}$, $K_{I_\omega}$, $K_{P_E}$ and $K_{I_E}$ are the PI gains. $\Delta \omega_s$ is an additional term to compensate for the frequency deviation between the MG and the main grid. If the MG is disconnected from the main grid, this additional term disappears, i.e., $\Delta \omega_s = 0$.

However, this method has certain intrinsic disadvantages such as poor control dynamics, high communication burden and lack of robustness to communication failure. A distributed control structure can be applied in the secondary control,
namely each local DG controller can communicate with its neighbouring DGs. In this way, even if communication failure occurs in some DGs, it will not affect other DGs [52, 53]. This kind of distributed control strategies has been reported in some literatures [54]- [59]. In [54], a distributed cooperative secondary control of MG is proposed using feedback linearization. It is assumed that not every DG in the system can directly access the reference frequency and voltage values. By allowing controllers to communicate with their neighbors, they can ensure frequency and voltage finally reach their reference values. However, the inherently existing coupling between frequency and voltage is not considered. Similarly in [55], the approach is employed to convert the secondary voltage control to a linear second-order tracker synchronization problem.

A general distributed approach has also been proposed in [56] to regulate the frequency, voltage as well as the reactive power. Each DG controller collects all the measurements including frequency, voltage amplitude and reactive power of other DG units by using a large communication system, then averages them and produces a control signal based on a proportional integral (PI) control scheme. The distributed secondary frequency control laws in [56] are

$$\delta f_{DG_k} = k_{P_f} (f_{MG}^* - \bar{f}_{DG_k}) + k_{i_f} \int (f_{MG}^* - \bar{f}_{DG_k}) dt$$ (1.3)

$$\bar{f}_{DG_k} = \frac{\sum_{i=1}^{N} f_{DG_i}}{N}$$ (1.4)

where $\delta f_{DG_k}$ is the frequency control output, $k_{P_f}$ and $k_{i_f}$ are the PI controller parameters, $f_{MG}^*$ is the MG frequency reference and $\bar{f}_{DG_k}$ is the frequency average for all DGs.

Similarly, the distributed secondary voltage control laws in [56] are

$$\delta E_{DG_k} = k_{P_E} (E_{MG}^* - \bar{E}_{DG_k}) + k_{i_E} \int (E_{MG}^* - \bar{E}_{DG_k}) dt$$ (1.5)
where \( \delta E_{DG_k} \) is the voltage control output, \( k_{pe} \) and \( k_{ie} \) are the PI controller parameters, \( E^*_{MG} \) is the MG voltage reference and \( \bar{E}_{DG} \) is the voltage average for all DGs. However, the distributed control scheme used here requires that each local controller communicates with all the other controllers in whole system, which almost has the same communication cost as the centralized controller and is quite different from distributed control in multi-agent systems. In addition, no analysis on the dynamics and stability of the whole system is provided.

A distributed averaging PI controller is proposed in [57] to remove the frequency deviation while the power sharing property still holds. A first-order inverter model is derived by applying the results in the theory of coupled oscillators. This is achieved under the assumption that the node voltage remains constant. Also voltage restoration is not considered.

Considering the above mentioned problems, in Chapter 3, we will consider to restore the frequency to the nominal value while improving the real power sharing accuracy in the secondary control layer.

Voltage quality enhancement issue is another considered topic in the secondary control hierarchy. In conventional power systems, this issue is usually realized by utilizing the passive voltage compensator which is connected to the transmission line or the voltage transformer [60]. However, in the inverter interfaced MG system, the voltage quality can be directly enhanced by the active compensation method in the DG inverters. Recently, some control approaches have been proposed to control the DG inverter in the islanded MG system to solve the harmonic compensation and unbalanced voltage compensation problem [61]- [65]. The fundamental principle of the harmonic compensation is to make the DG emulate a resistance at harmonic frequencies. While compensating for the voltage unbalance, the approach in the existing literatures is to control the DG in the MG as a negative sequence conductance. The conductance reference is determined by applying a droop function which uses negative sequence reactive power to provide the compensation effort sharing.
In [61], a negative sequence conductance based compensation method is proposed. The proposed method allows even sharing of imbalance current among the DGs and can be integrated with the existing droop control function. A three-phase balancing method using surplus capacity is proposed in [62]. This method controls the inverters to output negative sequence current to compensate for the voltage unbalance within DGs’ surplus capacities. In [63], a stationary-frame control method for voltage unbalance compensation in an islanded MG is proposed. This method can make the DGs share the compensation effort autonomously. However, the above methods only deal with the voltage unbalance in the local terminal buses.

To consider the voltage unbalance compensation at some particular bus, e.g., sensitive load bus (SLB), where the loads connected are very sensitive to the unbalanced voltage, a hierarchical control structure for voltage quality enhancement in MG is proposed in [64, 65]. A centralized secondary controller is designed to send proper compensation signals to the primary controllers, as shown in Fig. 1.10. However, as pointed out in [66]-[68], there are mainly three limitations with this approach: 1) such a centralized secondary controller is usually costly both in computation and communication when the number of DGs becomes large.
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There are several disadvantages associated with the centralized control strategy: 1) it is designed for larger and larger; 2) it may suffer from single-point-failures. When a fault occurs in the centralized controller, the whole system may collapse; 3) it is unable to meet the plug-and-play requirement of recent MG system. When some DGs are newly installed or uninstalled, the centralized controller may need to be redesigned [68]. Furthermore, it is worthy to point out that only the unbalanced voltage compensation at a particular location, e.g. SLB, is considered in [64, 65]. This is achieved at the expense of unbalanced voltage outputs of all DGs. To the best of our knowledge, few available results explicitly consider the problem that the terminal outputs of some local buses (LB) are also required to have balanced voltage outputs while ensuring balanced voltage output in SLB.

Similar to aforemention discussion, this control strategy has the same disadvantages as the centralized frequency controller. It will be analyzed and modified to a distributed control strategy in Chapter 4.

1.4.3 Tertiary control

The tertiary control is on the top layer of the MG control diagram, and its dynamics response is the slowest one among the three layers. It usually considers the optimal power flow (OPF), economic dispatch (ED) and optimal energy scheduling problem in the MG.

Optimal power flow

In the MG control, one of the tough tasks is to carefully control the voltage and prevent abrupt voltage fluctuations, which stem from the well-known sensitivity of voltages to variations of power injections [69]. Hence, the optimal power flow problem becomes more essential in the MG control. Its main objective is to minimize either the power distribution losses or the cost of power drawn from the DGs while effecting voltage regulation.

From the point view of mathematics, the OPF problem in the MG is deemed challenging because it requires solving nonconvex problem. Conventionally, this problem is solved by applying the methods including Newton-Raphson method, sequential quadratic optimization, particle swarm optimization, steepest descent-
based method and fuzzy dynamic programming \cite{70}-\cite{73} to obtain a possibly suboptimal solution of the nonconvex problem. However, these methods are computationally cumbersome. Recently, in order to alleviate these drawbacks, a relaxed semidefinite programming (SDP) reformulation of this problem is proposed in \cite{74}, which can convert the nonconvex problem to the convex one and achieve a global optimal solution. A balanced distribution system in \cite{75} and an unbalanced distribution system in \cite{76} are modeled to solve the OPF problem respectively.

**Economic dispatch**

Economic dispatch (ED) is considered as one of well-studied and key problems in the power system research. It deals with the power allocation among the generators in an economic efficient way while meeting the constraints of total load demand as well as the generator constraints \cite{77}. Some algorithms have been proposed to solve the ED problem, such as quadratic programming \cite{78}, \(\lambda\)-iteration \cite{79}, Lagrangian relaxation technique \cite{80} and so on. However, all these methods are realized in a centralized way, \textit{i.e.}, collect the global information of all the generators and conduct the optimization in a central node. As pointed out in \cite{81}, such a centralized optimization is usually costly both in computation and communication when the power system becomes larger and larger. Moreover, they are unable to meet the plug-and-play requirement of recent smart grid systems. When some generators are newly installed or uninstalled, such centralized optimization may need to be redesigned \cite{82,83}.

Recently in order to overcome the drawbacks mentioned above, distributed algorithms have been proposed \cite{84}-\cite{91}. Their main idea is to decompose the central optimization into several local optimizations. By letting each local optimization agent communicate with their neighbors, the global objective cost function can be minimized. Compared to centralized algorithms, a distributed one has the following major advantages: 1) less computational and communication cost; 2) plug-and-play property required by smart grid systems, which makes algorithm design more flexible; 3) robust to single-point-failures; 4) easy and simple to design and implement as it only handles local information. In \cite{85}, ED
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Problem is formulated as the incremental cost $\lambda$-consensus problem. The incremental cost of the $i^{th}$ generator $\lambda_i$ is updated by combining $\lambda_j$ from its neighbors with the global power mismatch. However, the calculation of power mismatch term requires the global information of each generator output and the total load demand. A similar $\lambda$-consensus algorithm is proposed in [86]. Both incremental cost and power mismatch are obtained in a distributed way through two consensus algorithms. In [87], a distributed ED algorithm with transmission losses is proposed, which is based on two parallel consensus algorithms. An auction-based consensus protocol is proposed in [88].

In addition to $\lambda$-consensus, a distributed gradient method has also been applied in the ED problem. In [89], an improved distributed gradient method is proposed to handle both equality and inequality constraints. However, the step-size should be carefully chosen when the variables reach their constraint bounds. In [90], a fast distributed gradient method consisting of $\theta$-logarithmic barrier function is proposed to solve ED problem. Note that the distributed gradient method requires that the initial values should be carefully allocated to meet the equality constraint.

In Chapter 5, a distributed economic ED strategy based on projected gradient and finite-time average consensus algorithms for smart grid systems. Besides, two multi-cluster optimization algorithms will be proposed in Chapter 6 to solve the ED problem in a multi-area power system.

**Optimal energy scheduling**

Optimal energy scheduling is a key problem in the electricity market for maintaining the balance between supply and demand [92]. Recently, with the advent of smart grid technologies, a number of information and communication infrastructures have been intergraded into existing power systems, which enables real-time communication between the energy provider (supply side) and consumer (demand side) [93,94]. Thus it offers an additional degree of freedom to do optimal energy management in the demand side. Demand side management (DSM) is envisioned as a key mechanism in the smart grid to effectively reduce the total energy costs.
and peak to average ratio (PAR) of the total energy demand [95]. The main target of DSM is to alternate the consumer’s demand profile in time and/or shape, to make it match the supply [96].

One intuitive method of DSM is called direct load control [97], which requires the utility to acquire free access to the customers. An alternative approach is called smart pricing or real-time pricing (RTP). It uses the electricity price as a measure to manage energy consumption in the demand side. Different from the flat pricing strategy, where a fixed price is announced by the utility for all periods, the price under the RTP strategy is effected by the energy consumption [98]. Numerous DSM researches have been carried out by applying the RTP strategy [99]- [101]. In [99], a peak load pricing was proposed, where a pre-determined distinct price for each period was announced at the beginning. In [100], the RTP was formulated as an optimization problem to maximize the aggregate utility of all the consumers while minimizing the imposed energy cost. A linear and rotational symmetric pricing was proposed in [101], where the price was linearly changed with the variation of the total load demand.

With consideration of RTP, the optimal energy scheduling could be formulated as optimization problems [102]. Such problems are often modeled and analyzed by applying game theory and convex optimization methods [103]- [105]. In [103], a power system consisting of one single utility and several consumers was discussed by using non-cooperative game theory. It is shown that the Nash equilibrium (NE) of this game is the optimal solution of energy cost minimization problem. A multi utilities and multi consumers model was considered in [104], where a Stackelberg game approach was utilized. However, it is noted that the existence of NE point in non-cooperative game always highly relys on the game structure as well as the billing policy [105]. Also the NE point is not always a social optimum solution [105]. In other words, if users are behaving in a cooperative way, less cost will be achieved both in individual and global aspects compared to the non-cooperative way. It is thus desired to develop a social optimum solution to the smart grid.

In Chapter 7, a novel real-time pricing strategy will be proposed. An optimal
1.5. Major Contributions of the Thesis

The main results of this thesis are summarized as follows.

1. In Chapter 3, restorations for both voltage and frequency in the droop-controlled inverter-based islanded MG are addressed. A distributed finite-time control approach is used in the voltage restoration which enables the voltages at all the DGs to converge to the reference value in finite time and thus the voltage and frequency control design can be separated. Then a consensus-based distributed frequency control is proposed for frequency restoration, subject to certain control input constraints. Our control strategies are implemented on the local DGs and thus no central controller is required in contrast to existing control schemes proposed so far. By allowing these controllers to communicate with their neighboring controllers, the proposed control strategy can restore both voltage and frequency to their respective reference values while having accurate real power sharing, under a sufficient local stability condition established. An islanded MG test system consisting of 4 DGs is built in MATLAB to illustrate our design approach and the results validate our proposed control strategy.

2. In Chapter 4, a distributed cooperative control scheme for voltage unbalance compensation in an islanded MG is presented. By letting each DG share the compensation effort cooperatively, unbalanced voltage in sensitive load bus (SLB) can be compensated. The concept of contribution level for compensation is first proposed for each local DG to indicate its compensation ability. A two-layer secondary compensation architecture consisting of communication layer and compensation layer is designed for each local DG. A totally distributed strategy involving information sharing and exchange is proposed, which is based on finite-time average consensus and newly developed graph discovery algorithm. This strategy does not require the whole system structure as a prior and can detect
the structure automatically. The proposed scheme not only achieves similar voltage unbalance compensation performance to the centralized one, but also brings some advantages, such as communication fault tolerance and plug-and-play property. Case studies including communication failure, contribution level variation and DG plug-and-play are discussed and tested to validate the proposed method.

3. In Chapter 5, we present a distributed economic dispatch strategy based on projected gradient and finite-time average consensus algorithms for smart grid systems. Both conventional thermal generators and wind turbines are taken into account in the economic dispatch model. By decomposing the centralized optimization into optimizations at local agents, a scheme is proposed for each agent to iteratively estimate a solution of the optimization problem in a distributed manner with limited communication among neighbors. It is theoretically shown that the estimated solutions of all the agents reach consensus of the optimal solution asymptotically. This scheme also brings some advantages, such as plug-and-play property. Different from most existing distributed methods, the private confidential information such as gradient or incremental cost of each generator is not required for the information exchange, which makes more sense in real applications. Besides, the proposed method not only handles quadratic but also non-quadratic convex cost functions with arbitrary initial values. Several case studies implemented on 6-bus power system as well as IEEE 30-bus power system are discussed and tested to validate the proposed method.

4. In Chapter 6, we consider an optimization problem which minimizes a global objective function being the sum of local agents’ cost functions subject to certain global and local constraints. Besides, both the local cost function and local constraints are only known by the local agent itself. To solve this problem, a novel distributed algorithm based on projected gradient method is proposed by using synchronous and sequential communication strategies. Due to large number of agents, the agents are sorted into several groups and each group has a leader to communicate with the leaders of its neighboring groups. A scheme is proposed for each agent to iteratively estimate a solution of the optimization problem in a distributed manner. It is theoretically proved that
the estimated solutions of all the agents reach consensus of the optimal solution asymptotically. Furthermore, this distributed algorithm is applied to solve economic dispatch problem in a multi-area power system. Several case studies implemented on IEEE 30-bus power system are discussed and tested to validate the proposed method.

5. In Chapter 7, we propose a novel real-time pricing strategy named proportional and derivative (PD) pricing. Conventional real-time pricing strategies only depend on the current total energy consumption. In contrast to it, our proposed pricing strategy also takes the incremental energy consumption into consideration, which aims to further fill the valley load and shave the peak load. An optimal energy scheduling problem is then formulated by minimizing the total social cost of the overall power system. Two different distributed optimization algorithms with different communication strategies are proposed to solve the problem. Several case studies implemented on a heating ventilation and air conditioning (HVAC) system are tested and discussed to show the effectiveness of both the proposed pricing function and distributed optimization algorithms.

1.6 Organization of the Thesis

The thesis is mainly organized based on the hierarchical control structure, involving the distributed control and distributed optimization. In Chapters 3-4, distributed control scheme is applied to the secondary layer, where a distributed voltage and frequency restoration control method and a distributed voltage unbalance compensation method are proposed respectively. In Chapters 5-7, we develop several distributed optimization algorithms in the tertiary control layer, which includes single-area, multi-area economic dispatch, distributed optimal energy scheduling.

Chapter 1 first introduces the motivation and some background, as well as the objectives. Literature review of recent microgrid control strategy is also conducted in Chapter 1, where some control methods based on the hierarchical control strategy are introduced. In Chapter 2, some preliminary knowledge including graph
theory, distributed finite-time average consensus (FACA) algorithm, finite-time control theory and distributed optimization is introduced. In Chapter 3, we propose a distributed secondary control method which aims to restore the voltage and frequency to their nominal values while keeping the real power sharing accuracy. A distributed secondary control scheme for the voltage unbalance compensation is developed in Chapter 4. In Chapter 5, a distributed single-area economic dispatch method is proposed, where both conventional thermal generators and wind turbines are taken into account. Two multi-cluster distributed optimization algorithms are proposed in Chapter 6, where applications to economic dispatch in a multi-area power system are conducted. In Chapter 7, a distributed optimal energy scheduling problem is considered, where a novel real-time pricing strategy named proportional and derivative (PD) pricing is proposed. Finally conclusions and suggestions for future research are given in Chapter 8.
Chapter 2

Preliminaries

In this chapter, some basic concepts, definitions and lemmas are introduced including graph theory, distributed finite-time average consensus (FACA) algorithm, finite-time control theory and distributed optimization. A new algorithm called graph discovery is also proposed in this chapter to make FACA be realized in a totally distributed way.

2.1 Graph Theory

A graph is defined as $\mathcal{G} = (\mathcal{V}, \xi)$, where $\mathcal{V} = \{1, \cdots, N\}$ denotes the set of vertices, $\xi \subseteq \mathcal{V} \times \mathcal{V}$ is the set of edges between two distinct vertices. If for all $(i, j) \subseteq \xi$, then $(j, i) \subseteq \xi$, we call $\mathcal{G}$ is undirected; otherwise it is called directed graph. The set of neighbors of the $i^{th}$ vertex is denoted as $\mathcal{N}_i \triangleq \{ j \subseteq \mathcal{V} : (i, j) \subseteq \xi \}$. The graph $\mathcal{G}$ is connected means that there exists at least one path between any two distinct vertices. The elements of the adjacency matrix $A$ are defined as $a_{ij} = a_{ji} = 1$ if $j \subseteq \mathcal{N}_i$; otherwise $a_{ij} = a_{ji} = 0$. In this thesis, no self communication is allowed, hence $(i, i) \not\subseteq \xi, \forall i$, which implies that $a_{ii} = 0$. The Laplacian matrix of $\mathcal{G}$ is defined as $\mathcal{L} = \Delta - A$, where $\Delta$ is called in-degree matrix and is defined as $\Delta = diag(\Delta_i) \subseteq \mathbb{R}^{N \times N}$ with $\Delta_i = \sum_{j \in \mathcal{N}_i} a_{ij}$. It is well known that the Laplacian matrix $\mathcal{L}$ of a undirected graph has one distinct zero eigenvalue and all the others are positive [106].
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2.2 Distributed Finite-time Average Consensus Algorithm

In distributed multi-agent system, the average consensus theorem has been widely studied [107]- [109]. It ensures that each agent approaches a consistent understanding of their shared information in a distributed manner. In order to have convergence with finite number of iteration steps, an FACA has been proposed in [110]. Compared to the conventional average consensus algorithms, this algorithm has the following advantages: 1) It can realize consensus in a finite time; 2) It can ensure all the agents to reach consensus at the same time.

The general average consensus can be represented as

\[ x_i^{l+1} = w_{ii}(l)x_i^l + \sum_{j \in N_i} w_{ij}(l)x_j^l \quad (2.1) \]

where \( x_i^l \) denotes the information shared by the \( i^{th} \) agent at iteration \( l \), \( w_{ii}, w_{ij} \) are the update gains of its own states and neighboring states respectively, \( N_i \) is the set of neighbor agents of the \( i^{th} \) agent.

Lemma 2.1 [110] Let \( \lambda_2 \neq \lambda_3 \neq \cdots \neq \lambda_K \neq 0 \) be the \( K \) distinct nonzero eigenvalues of the graph Laplacian matrix \( \mathcal{L} \), \( y_i, i = 1, \cdots, n \) in (2.1) can reach consensus in finite \( K \) steps, if the updating gains for agent \( i \) are chosen as

\[
w_{ij}(m) = \begin{cases} 
1 - \frac{m_i}{\lambda_{m+1}}, & j = i \\
\frac{1}{\lambda_{m+1}}, & j \in N_i, m = 1, \cdots, K \\
0, & \text{otherwise}
\end{cases} \quad (2.2)
\]

where \( n_i = |N_i| \), which is the number of the neighboring agents of agent \( i \).

2.2.1 Distributed FACA

The FACA can achieve consensus in finite steps, which is necessary for our proposed method developed in the next section. However, from (2.2) we know that the main limitation of the FACA is the assumption that each agent needs to
know the nonzero eigenvalues of Laplacian matrix $L$ of the whole communication
graph, \textit{i.e.}, the whole graph topology, as \textit{a prior}. This is very restrictive, as in
practice each agent does not have the global information of whole graph topology
such as the total number of agents $N$, and the corresponding Laplacian matrix
$L$ at the beginning. In addition, these global information may change due to the
addition and removal of certain agents. Clearly this requirement results in the
implementation of FACA non-distributed.

To relax this requirement, a new algorithm named \textit{graph discovery} is pro-
posed, which is based on well-known “network flooding method” proposed in [111].
By applying proposed algorithm, each agent can determine $N$ and $L$ by itself au-
tomatically. Similar to [112], we only impose the assumption that each agent $i$
has been assigned a unique identifier $ID(i)$, \textit{e.g.}, its IP address.

\textbf{Algorithm 2.1 (Graph Discovery)} Let $N_i(k)$ denote the neighbor table set
obtained by agent $i$, $i \in \mathcal{V}$ at time step $k$, which will be determined by the following
steps.

1. At $k = 0$, each agent $i \in \mathcal{V}$ initializes the table as

   \[ N_i(0) = \{ ID(i)|ID(j), j \in N_i \} \]

   and sends this data to all its neighbors in $N_i$.

2. At each step $k \geq 1$, agent $i$ updates its table set $N_i(k)$ as

   \[ N_i(k + 1) = \bigcup_{j \in N_i \cup \{i\}} N_j(k) \]

3. If $N_i(k) = N_i(k - 1)$, then agent $i$ stops exchanging information with its
   neighbors. Otherwise, go to Step 2).

4. Let $k_f$ be the first instant at which $N_i(k) = N_i(k - 1)$, \textit{i.e.},

   \[ k_f = \min\{k|N_i(k) = N_i(k - 1)\} \]
Table 2.1: Illustration example of Algorithm 2.1

<table>
<thead>
<tr>
<th>Step</th>
<th>Content</th>
<th>Communication Graph</th>
</tr>
</thead>
</table>
| $k = 0$ | $G_1(0) = \{ID(1)[ID(2)]\}$  
          | $G_2(0) = \{ID(2)[ID(1), ID(3)]\}$  
          | $G_3(0) = \{ID(3)[ID(2), ID(4)]\}$  
          | $G_4(0) = \{ID(4)[ID(3)]\}$  |
| $k = 1$ | $G_1(1) = \{G_1(0), G_2(0)\}$  
          | $G_2(1) = \{G_1(0), G_2(0), G_3(0)\}$  
          | $G_3(1) = \{G_2(0), G_3(0), G_4(0)\}$  
          | $G_4(1) = \{G_3(0), G_4(0)\}$  |
| $k = 2$ | $G_1(2) = \{G_1(0), G_2(0), G_3(0)\}$  
          | $G_2(2) = \{G_1(0), G_2(0), G_3(0), G_4(0)\}$  
          | $G_3(2) = \{G_1(0), G_2(0), G_3(0), G_4(0)\}$  
          | $G_4(2) = \{G_2(0), G_3(0), G_4(0)\}$  |
| $k = 3$ | $G_1(3) = \{G_1(0), G_2(0), G_3(0), G_4(0)\}$  
          | $G_2(3) = \{G_1(0), G_2(0), G_3(0), G_4(0)\}$  
          | $G_3(3) = \{G_1(0), G_2(0), G_3(0), G_4(0)\}$  
          | $G_4(3) = \{G_1(0), G_2(0), G_3(0), G_4(0)\}$  |

then the total number of agents $N = |N_i(k_f)|$, where $|.|$ denotes the number of elements in the table set.

5. Finally the $N \times N$ Laplacian matrix $\mathcal{L}$ can be extracted from $N_i(k_f)$ according to the definition introduced in Section II-A, e.g., $\mathcal{L}$ can be extracted with the $i^{th}$ row being determined by $N_i(0)$ in $N_i(k_f)$.

An example with 4 agents to illustrate this algorithm is shown in Table 2.1. For vertices 2 and 3, it takes $k_f = 2$ steps while for vertices 1 and 4, it takes $k_f = 3$ to discover the whole graph.

Note that this algorithm not only discovers the number of the agents but also the whole graph topology. By applying Algorithm 2.1 in the initial of the FACA, it can be realized in a totally distributed way.
2.3 Finite-time Control

The idea of finite-time stabilization is to steer system states to arrive at their equilibrium in finite time. Furthermore, finite-time stable closed-loop systems might have better robustness and disturbance rejection properties [113]. This idea will be used in the voltage restoration control in Chapter 3. To investigate the finite-time stability, some basic concepts and definitions are introduced. For convenience, we denote $\text{sig}(x)^\alpha = \text{sgn}(x)|x|^\alpha$.

**Definition 2.1** [114] Consider the system

$$\dot{x} = f(x, t), \quad f(0, t) = 0, \quad x \in U_0 \subset \mathbb{R}^n \quad (2.3)$$

where $f : U_0 \times \mathbb{R}^+ \to \mathbb{R}^n$ is continuous on an open neighborhood $U_0$ of the origin $x = 0$. The equilibrium $x = 0$ of the system is locally finite-time stable if it is Lyapunov stable and for any initial condition $x(t_0) = x_0 \in U$ where $U \subset U_0$, if there is a setting time $T > t_0$, such that every solution $x(t; t_0, x_0)$ of system (16) satisfies $x(t; t_0, x_0) \in U \setminus \{0\}$ for $t \in [t_0, T)$, and

$$\lim_{t \to T} x(t; t_0, x_0) = 0, \quad x(t; t_0, x_0) = 0, \quad \forall t > T$$

If $U = \mathbb{R}^n$, then the origin $x = 0$ is a globally finite-time stable equilibrium.

**Definition 2.2** [114], [115] Suppose $(r_1, \cdots, r_n) \in \mathbb{R}^n$ where $r_i > 0$, $i = 1, \cdots, n$, and $V(x_1, \cdots, x_n) : \mathbb{R}^n \to \mathbb{R}$ is a continuous function. Then $V(x_1, \cdots, x_n)$ is homogeneous of degree $\sigma > 0$ with respect to $(r_1, \cdots, r_n)$, if for any given $\epsilon$,

$$V(\epsilon r_1 x_1, \cdots, \epsilon r_n x_n) = \epsilon^\sigma V(x_1, \cdots, x_n)$$

Let $x = (x_1, \cdots, x_n)^T$ and $f(x) = (f_1(x), \cdots, f_n(x))^T$ be a continuous vector field. $f(x)$ is said to be homogeneous of degree $\kappa \in \mathbb{R}$ with respect to $(r_1, \cdots, r_n)$ if for any $\epsilon > 0$,

$$f_i(\epsilon r_1 x_1, \cdots, \epsilon r_n x_n) = \epsilon^{\kappa + r_i} f_i(x), \quad i = 1, \cdots, n, \quad x \in \mathbb{R}^n$$
A given system \( \dot{x} = f(x) \) is said to be homogeneous if \( f(x) \) is homogeneous.

For a homogeneous system, we have the following lemmas.

**Lemma 2.2 [115]** Suppose \( \dot{x} = f(x) \) is homogeneous of degree \( \kappa \). Then the origin of the system is finite-time stable if the origin is asymptotically stable and \( \kappa < 0 \).

**Lemma 2.3 [116]** For the following system

\[
\begin{align*}
\dot{x} &= y \\
\dot{y} &= Mu 
\end{align*}
\]  

with feedback control input

\[
u = -k_1 \text{sig}(x)^{\alpha_1} - k_2 \text{sig}(y)^{\alpha_2}
\]  

where \( x = \begin{bmatrix} x_1 & \cdots & x_N \end{bmatrix}^T, y = \begin{bmatrix} y_1 & \cdots & y_N \end{bmatrix}^T, k_1, k_2 > 0, \alpha_1 \) and \( \alpha_2 \) are two positive constants satisfying \( 0 < \alpha_1 < 1, \alpha_2 = \frac{2\alpha_1}{1+\alpha_1}, M \in \mathbb{R}^{N \times N} \) is a symmetric positive definite matrix, \( \text{sig}(\cdot) \) is defined element-wisely, it is globally finite-time stable.

### 2.4 Multi-agent Optimization

In this section, some general distributed multi-agent optimization methods are introduced.

Due to potential applications in power system \([117, 118]\), wireless network system \([119]\) and sensor network systems \([120]\), there has been growing research interests in distributed optimization, where local agents cooperatively minimize a global objective cost function which is the sum of local objective functions \([121]-[133]\). Different from the conventional centralized optimization where information of all the agents is available and collected in one central node, distributed optimization decomposes the central node into several sub-nodes (agents) for reasons including privacy concern, computational and communication burden. In dis-
distributed optimization, each agent only accesses to its local cost function and local constraint set. By letting each local agent communicate with its neighboring agents, the global objective cost function can be minimized. Generally speaking, according to the form of formulated problems, there are mainly two kinds of algorithms to solve distributed optimization, i.e., continuous-time algorithm [121]-[125] and discrete-time algorithm [126]-[133].

The continuous-time algorithm is mainly developed on the basis of well-developed control theory [121]. In [122], a continuous-time proportional-integral distributed optimization method is proposed, where dual decomposition and consensus based method are used. The convergence of continuous-time distributed optimization over directed networks is analyzed in [123]. An event-triggered based continuous-time distributed coordination algorithm is proposed in [124]. However, very few continuous-time algorithms have addressed constrained optimization problems except for [125], where the Karush-Kuhn-Tucker (KKT) condition and Lagrangian multiplier methods are cooperatively used.

Apart from continuous-time algorithms, discrete-time algorithms have also been well studied in distributed optimization. Among them, gradient or subgradient based methods are most popular due to their simplicity and ease of implementation. In [126], two distributed primal-dual subgradient algorithms are developed under inequality and equality constraints respectively. The convergence rate of distributed dual subgradient averaging method is analyzed in [127]. A stochastic gradient algorithm is proposed in [128] to solve a distributed non-convex optimization problem. Constrained consensus and constrained optimization problems are considered in [129], where a distributed projected consensus algorithm and a projected gradient method are proposed to solve such problems respectively.

Besides, recently an interesting distributed optimization algorithm called Alternating Direction Method of Multipliers (ADMM) has been proposed and developed [134]. Its main key idea is to decompose the original problem into two local subproblems, and then solve them in an alternating fashion [135,136].

In this thesis, we develop and implement distributed optimization algorithms mainly based on two general distributed multi-agent optimization methods.
According to different communication strategies, we briefly name them as synchronous optimization [130] and sequential optimization [132].

### 2.4.1 Synchronous optimization

A synchronous multi-agent optimization method is proposed in [130], which mainly consists of two steps. Firstly, all agents update their own estimate based on local information given by the agent’s objective function and constraint set. Then, they exchange their estimates by combining the estimates received from its neighbors. This algorithm can be summarized as [130]

\[
v^i(k) = \sum_{j=0}^{m} a^i_j(k)x^j(k) \quad \text{(2.6)}
\]

\[
x^i(k + 1) = P_{X_i}[v^i(k) - \alpha_k d_i(k)] \quad \text{(2.7)}
\]

where \(a^i_j(k)\) are nonnegative weights, \(\alpha_k > 0\) is a stepsize, \(d_i(k)\) is a subgradient of local objective function \(f_i(x)\) at \(x = v^i(k)\), \(P_{X_i}[]\) is a projection operator, which will be introduced later.

The convergence of the algorithm (2.6)-(2.7) with the weight vectors \(a^i_j(k) = \ldots\)
(1/m, · · · , 1/m)T is proved. This indicates that v(k) = vi(k) = vj(k), ∀i, j, which is in fact the average of the estimates from all the agents. The illustration example of this algorithm consisting of 2 agents is shown in Fig. 2.1.

2.4.2 Sequential optimization

Different from synchronous optimization, in sequential optimization the agents sequentially update an iterate sequence in a cyclic or a random order. One of well-known sequential optimization algorithm is proposed in [132], which is also known as incremental subgradient method. Suppose there are m agents in the system, in one iteration, each agent updates its estimate once. Let xk be the vector obtained after k iterations, then the vector xk+1 is

\[ x_{k+1} = \psi_{m,k}, \]

(2.8)

where \( \psi_{m,k} \) is obtained after m steps

\[ \psi_{i,k} = P_{X_i}[\psi_{i-1,k} - \alpha_k g_{i,k}], \quad g_{i,k} \in \partial f_i(\psi_{i-1,k}), \quad i = 1, \ldots, m \]

(2.9)

starting with

\[ \psi_{0,k} = x_k, \]

(2.10)

where \( \partial f_i(\psi_{i-1,k}) \) denotes the subgradient of \( f_i \) at the point \( \psi_{i-1,k} \). The illustration example of this algorithm consisting of 2 agents is shown in Fig. 2.2.

2.4.3 Projection

The projection of a vector \( \bar{x} \) onto a closed convex set X is defined as

\[ P_X[\bar{x}] = \text{arg min}_{x \in X} \| \bar{x} - x \| \]

(2.11)

where \( \| x \| \) denotes the Euclidean norm, i.e., \( \| x \| = \sqrt{x^T x} \), \( x^T \) denotes the transpose of vector x.
Two important properties of the projection operation are summarized as follows [131].

(a) **Projection inequality**  For any $x \in \mathbb{R}^n$ and all $y \in X$

\[(x - P_X[x])^T (y - P_X[x]) \leq 0 \quad (2.12)\]

(b) **Projection non-expansiveness**  For any $x, y \in \mathbb{R}^n$

\[\|P_X[x] - P_X[y]\| \leq \|x - y\| \quad (2.13)\]

Based on the projection inequality, we have the following lemma.

**Lemma 2.4**  Let $X$ be a nonempty closed convex set in $\mathbb{R}^n$, then for any $x \in \mathbb{R}^n$ and all $y \in X$,

\[\|x - y\|^2 \geq \|P_X[x] - y\|^2 + \|P_X[x] - x\|^2. \quad (2.14)\]

**Proof:** From (2.12), we have $(x - P_X[x])^T (y - P_X[x]) = \|x - P_X[x]\| \|y - P_X[x]\| \cos(\gamma) \leq 0$, where $\gamma$ is the angle between the vectors $x - P_X[x]$ and $y - P_X[x]$ as.

---

**Figure 2.2:** Illustration of sequential optimization.
shown in Fig. 2.3. Thus \( \cos(\gamma) \leq 0 \), i.e.,

\[
\cos(\gamma) = \frac{\| P_X[x] - y \|^2 + \| P_X[x] - x \|^2 - \| x - y \|^2}{2 \| P_X[x] - y \| \| P_X[x] - x \|} \leq 0
\]

This indicates (2.14) holds.

In the following, two basic projection operations are introduced, which will be used in Chapters 5 - 7 later.

**Projection Operator (Case 1)**

In the formulated economic dispatch problem in Chapters 5 and 6, the constraint set for each agent is convex and is usually appeared in the following form

\[
X_i = \left\{ \sum_{i=1}^{N} x_i = C, \quad x_i \leq x_i \leq \bar{x}_i \right\}
\]

(2.15)

where \( C \) is some constant, \( x_i \) and \( \bar{x}_i \) are the lower bound and upper bound of \( x_i \).

The projection illustration with 2-dimension example is shown in Fig. 2.4.

If the inequality constraint is ignored, the constraint set for each agent \( X_i' \)
Figure 2.4: Illustration of projection in Case 1 with 2-dimension example

is identical, e.g., \( \sum_{i=1}^{N} x_i = C \). This can be treated as a “N-dimension” plane in the Hilbert space with the normal vector \( \vec{n} = \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T \in \mathbb{R}^{N \times 1} \). The projection operation for a given point \( p_0 = [x_1, \cdots, x_N]^T \in \mathbb{R}^{N \times 1} \) to this plane can be easily obtained as

\[
P_{X_i'}[p_0] = p_0 - \frac{\vec{n}^T p_0 - P_d \vec{n}}{N} \cdot \vec{n}, \quad i = 1, \cdots, N
\]  

(2.16)

Obviously, if \( p_0 \in X_i' \), then \( P_{X_i'}[p_0] = p_0 \).

If the inequality constraint, i.e., \( \underline{x}_i \leq x_i \leq \bar{x}_i \) is imposed, then the projection operation should consider the boundary constraint. Let \( p_1 = P_{X_i'}[p_0] \), if \( [p_1]_i > \bar{x}_i \) or \( [p_1]_i < \underline{x}_i \), then set \( [p_1]_i = \bar{x}_i \) or \( [p_1]_i = \underline{x}_i \) respectively, where \([\cdot]_i\) denotes the \( i \)th component of the vector. Let \( p_2 \in \mathbb{R}^{(N-1) \times 1} \) be the remaining vector by removing \( (p_1)_k \), i.e., \( p_2 = [x_1, \cdots, x_{i-1}, x_{i+1}, \cdots, x_N]^T \). Then project \( p_2 \) onto the new constrain set \( X_i'' \), i.e., \( \sum_{k=1}^{N} x_k - x_i = C - \bar{x}_i \) or \( \sum_{k=1}^{N} x_k - x_i = C - \underline{x}_i \) using the...
Figure 2.5: Illustration of projection in Case 2 with 2-dimension example

following operations

\[
P_{X_{k}''}[p_2] = \begin{cases} 
  p_2 - \frac{\mathbf{r}^T p_2 - C + \bar{x}_i \bar{n}'}{N-1} \bar{n}' , & [p_1]_i > \bar{x}_i \\
  p_2 - \frac{\mathbf{r}^T p_2 - C + x_i \bar{n}'}{N-1} \bar{n}' , & [p_1]_i < x_i 
\end{cases} \quad (2.17)
\]

where \(\bar{n}' = \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T \in \mathbb{R}^{(N-1)\times 1}\). Let \(p_3 = P_{X_{k}''}[p_2]\), the final projection result of \(p_0\) with consideration of boundary constraint can be obtained by inserting \((p_1)_i\) into \(p_3\) in the \(i^{th}\) place, \(i.e.,\)

\[
P_{X_k}[p_0] = [(p_3)_1, \cdots, (p_3)_{i-1}, (p_1)_i, (p_3)_i, (p_3)_{N-1}]^T \quad (2.18)
\]

**Projection Operator (Case 2)**

The general form of the constraint set appeared in Chapter 7 is shown as follows

\[
M_i = \begin{cases} 
  \bar{x}_i \leq [x]_i \leq \bar{x}_i \\
  \mathbf{1}_N^T \cdot \mathbf{x} \leq 0 , & i = 1, \cdots, N
\end{cases} \quad (2.19)
\]
Then the projection operation for a given point \( p_0 = [x_1, x_2, \ldots, x_N]^T \) can be easily divided into 6 cases, which is shown in Fig. 2.5 with a 2-dimension example \((N=2)\).

1) Case 1: \( p_0 \in M_i \), then the projection is \( P_{M_i}[p_0] = p_0 \).

2) Case 2: \( p_0 \in \{ x \in \mathbb{R}^{(N) \times 1} | x_i > \bar{x}_i, \sum_{k=1}^{N} x_k - x_i < -\bar{x}_i \} \), then the projection is to project \( p_0 \) into the plane \( x_i = \bar{x}_i \), i.e.,

\[
P_{M_i}[p_0] = \begin{bmatrix} x_1 & \cdots & x_{i-1} & \bar{x}_i & x_{i+1} & \cdots & x_N \end{bmatrix}^T
\]

3) Case 3: \( p_0 \in \{ x \in \mathbb{R}^{(N) \times 1} | -\bar{x}_i \leq \sum_{k=1}^{N} x_k - x_i \leq x_i - 2\bar{x}_i \} \), then the projection is to project \( p_0 \) into the edge, which can be summarized as follows: Let \( p_1 \in \mathbb{R}^{N-1 \times 1} \) be the resulting vector after removing \([p_0]_i\), where \([\cdot]_i\) denotes the \(i^{th}\) component of the vector, i.e., \( p_1 = [x_1, \cdots, x_{i-1}, x_{i+1}, \cdots, x_N]^T \). Then project \( p_1 \) onto a new constrain set \( M'_i \), i.e., \( \sum_{k=1}^{N} x_k - x_i = -\bar{x}_i \) using the following operation

\[
P_{M'_i}[p_1] = p_1 - \frac{\vec{n}'^T p_1 + \bar{x}_i}{N} \vec{n}'
\]

(2.20)

where \( \vec{n}' = \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T \in \mathbb{R}^{N-1 \times 1} \). Letting \( p_2 = P_{M'_i}[p_1] \), the final projection result of \( p_0 \) with consideration of boundary constraint can be obtained by inserting \( \bar{x}_i \) into \( p_2 \) in the \(i^{th}\) place, i.e.,

\[
P_{M_i}[p_0] = [[p_2]_1, \cdots, [p_2]_{i-1}, \bar{x}_i, [p_2]_{i+1}, \cdots, [p_2]_N]^T
\]

(2.21)

4) Case 4: \( p_0 \in \{ x \in \mathbb{R}^{N \times 1} | \sum_{k=1}^{N} x_k - x_i > x_i - 2\bar{x}_i, \sum_{k=1}^{N+1} x_k - x_i < x_i - 2\bar{x}_i, \sum_{k=1}^{N} x_k - x_i > -\bar{x}_i \} \), then the projection is to project \( p_0 \) onto the \(N\)-dimension plane \( \sum_{i=1}^{N} x_i = 0 \), i.e.,

\[
P_{M_i}[p_0] = p_0 - \frac{\vec{n}^T p_0}{N} \vec{n}
\]

(2.22)

where \( \vec{n} = \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T \in \mathbb{R}^{(N) \times 1} \).
5) Case 5: \( p_0 \in \{ x \in \mathbb{R}^{(N) \times 1} \mid \sum_{j=1}^{N} x_j - x_i > x_i - 2x_i, \sum_{k=1}^{N} x_k - x_i \geq -x_i \} \), the projection in this case is similar to Case 3 except replacing \( \bar{x}_i \) in (2.20), (2.21) by \( x_i \).

6) Case 6: \( p_0 \in \{ x \in \mathbb{R}^{(N) \times 1} \mid x_i < x_i, \sum_{k=1}^{N} x_k - x_i < -x_i \} \), the projection in this case is similar to Case 2, which is to project \( p_0 \) onto the plane \( x_i = \bar{x}_i \), i.e.,

\[
P_{M_i}[p_0] = \begin{bmatrix} x_1 & \cdots & x_{i-1} & x_i & x_{i+1} & \cdots & x_N \end{bmatrix}^T
\]
Chapter 3

Distributed Voltage and Frequency Restoration Control

In this chapter, we start to present the main results of this thesis by designing distributed controllers for voltage and frequency restoration in the secondary layer of the droop-controlled inverter-based islanded MG.

A distributed finite-time control approach is used in the voltage restoration which enables the voltages at all the DGs to converge to the reference value in finite time and thus the voltage and frequency control design can be separated. Then a consensus-based distributed frequency control is proposed for frequency restoration, subject to certain control input constraints. Our control strategies are implemented on the local DGs and thus no central controller is required in contrast to existing control schemes proposed so far. By allowing these controllers to communicate with their neighboring controllers, the proposed control strategy can restore both voltage and frequency to their respective reference values while having accurate real power sharing, under a sufficient local stability condition established. An islanded MG test system consisting of 4 DGs is built in MATLAB to illustrate our design approach and the results validate our proposed control strategy.
3.1 Introduction

In this chapter, we focus on the secondary control layer, where a distributed control structure for an islanded MG system is to be proposed.

We start with analyzing the dynamics of the DG units and the power network. Under the assumption of purely inductive transmission line, a simplified dynamic model of the islanded MG is derived. We next design distributed voltage controllers to restore the voltage magnitudes to their reference values for all DGs within finite time. Then a consensus-based distributed frequency control is designed. In the case of frequency restoration, there also exists a challenge that the control inputs should be equal to each other in their steady state in order to meet the power sharing property. A distributed proportional and integral method is proposed to handle such a constraint. A sufficient condition for frequency restoration is also established.

In summary, the main contributions of this chapter are in three-folds.

1. Both frequency and voltage restoration are addressed. A finite-time voltage control is first proposed in islanded MG control to ensure that the voltage magnitudes are restored to their reference values for all DGs within finite time, regardless frequency control. This enables the frequency and voltage control to be designed separately.

2. Distributed consensus-based frequency control method is derived to restore the frequency to its reference value while maintaining the real power sharing accuracy.

3. In contrast to existing schemes that require a central computing and communication controller, the proposed distributed secondary control strategy is implemented on local DG controllers, which can avoid single-point failure thus is more reliable and economic efficient.

3.2 Modeling of MG

A schematic diagram of a generic islanded MG with a total of \(N\) DGs is shown in Fig. 3.1. Each DG has been connected with respective local loads. They are
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integrated through an MG network. Hence the model of islanded MG mainly consists of two parts, i.e., DG model and MG network model.

3.2.1 DG model

In a general AC MG system, each DG consists of a prime DC source, a DC/AC inverter, an LCL filter and an RL output connector [29], as shown in Fig. 3.2. These inverters operate in the voltage control mode when the MG is islanded [26]. Generally, there are three control loops, namely, voltage control loop, current
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control loop and droop control loop, in the primary DG controller. Its detailed mathematical model is introduced in [137]. It is also analyzed in [137] that there is a wide frequency range for this primary controller. The dynamics of the LCL filter, RL output connector and the voltage and current control loop are much faster than that of the droop control function. Hence we can re-model the primary controller by only considering the dynamics of the droop control function and neglecting the dynamics of the other four fast-dynamic blocks.

The droop control is to regulate the phase angle $\delta_i$ and voltage amplitude $V_i$ by using the locally measured real power and reactive power information respectively. According to the CERTS droop control function [10], the phase angle and voltage droop of the $i^{th}$ DG are

$$\dot{\delta}_i = \omega^d - k_{P_i}(P_i^m - P_i^d)$$ (3.1)

$$k_{V_i}\dot{V}_i = (V^d - V_i) - k_{Q_i}(Q_i^m - Q_i^d)$$ (3.2)

where $\omega^d$, $V^d$ are the desired frequency and voltage amplitude respectively, $k_{V_i}$ is voltage control gain, $k_{P_i}$ and $k_{Q_i}$ are the frequency and voltage droop gain respectively, $P_i^m$ and $Q_i^m$ are the measured real and reactive powers, $P_i^d$ and $Q_i^d$ are the desired real and reactive powers respectively.

The measured $P_i^m$ and $Q_i^m$ can be obtained through the following first-order low-pass filters as

$$\tau_{P_i}\dot{P}_i^m = -P_i^m + P_i$$ (3.3)

$$\tau_{Q_i}\dot{Q}_i^m = -Q_i^m + Q_i$$ (3.4)

where $\tau_{P_i}$ and $\tau_{Q_i}$ denote the respective time constants of the two filters, $P_i$ and $Q_i$ are the real and reactive power output of the $i^{th}$ DG.
The derivative of the phase angle can be represented in terms of $\omega_i$ as follows:

$$\dot{\delta}_i = \omega_i$$  \hspace{1cm} (3.5)

Substituting (3.3)-(3.4) to (3.1), (3.2) and (3.5) yields

$$\tau_P \dot{\omega}_i + \omega_i - \omega^d + k_P (P_i - P_i^d) = 0 \hspace{1cm} (3.6)$$

$$\tau_Q k_V \ddot{V}_i + (\tau_Q + k_V) \dot{V}_i + V_i - V^d + k_Q (Q_i - Q_i^d) = 0 \hspace{1cm} (3.7)$$

Equations (3.6)-(3.7) denote a simplified model of the $i^{th}$ DG.

### 3.2.2 Network model

An MG distribution network is considered as a connected and complex-weighted graph $\mathcal{G} = (\mathcal{V}, \xi)$ with nodes $\mathcal{V}$ being the DGs (buses) and edges $\xi$ being the line impedances. Consider a network with $N$ DGs and let $Y_{ik}$ be the admittance between the $i^{th}$ and $k^{th}$ DG, which is defined as $Y_{ik} = G_{ik} + j B_{ik} \in \mathbb{C}$, where $G_{ik} \in \mathbb{R}$ and $B_{ik} \in \mathbb{R}$ are the conductance and susceptance respectively. If there is no connection between the $i^{th}$ and $k^{th}$ DG, we define $Y_{ik} = 0$. The set of neighboring DGs of the $i^{th}$ DG is defined as $\mathcal{N}_i = \{k|k \in \mathcal{N}, k \neq i, Y_{ik} \neq 0\}$.

We also define $G_{ii} = \sum_{k \in \mathcal{N}_i} G_{ik}$, $B_{ii} = \sum_{k \in \mathcal{N}_i} B_{ik}$. We assume that local loads are connected to each DGs, i.e., $S_{Li} = P_{Li} + Q_{Li}$. To incorporate various types of loads, the ZIP load model is applied here [138], which is expressed as

$$P_{Li} = P_{1i} V_i^2 + P_{2i} V_i + P_{3i}$$  \hspace{1cm} (3.8)

$$Q_{Li} = Q_{1i} V_i^2 + Q_{2i} V_i + Q_{3i}$$  \hspace{1cm} (3.9)

where $P_{1i}, Q_{1i}$ are nominal constant impedance loads, $P_{2i}, Q_{2i}$ are nominal constant current loads, $P_{3i}, Q_{3i}$ are nominal constant power loads.
Based on power balance relations [139], the injected real power $\hat{P}_i$ and reactive power $\hat{Q}_i$ are obtained as

$$\hat{P}_i = V_i^2 G_{ii} - \sum_{k \in \mathcal{N}_i} V_i V_k |Y_{ik}| \cos(\delta_i - \delta_k - \phi_{ik}) \quad (3.10)$$

$$\hat{Q}_i = -V_i^2 B_{ii} - \sum_{k \in \mathcal{N}_i} V_i V_k |Y_{ik}| \sin(\delta_i - \delta_k - \phi_{ik}) \quad (3.11)$$

where $V_i$ and $\delta_i$ are the voltage magnitude and the phase angle of the $i^{th}$ DG, $|Y_{ik}|$ is the magnitude of the admittance $Y_{ik}$, i.e., $|Y_{ik}| = \sqrt{G_{ik}^2 + B_{ik}^2}$, $\phi_{ik}$ is the admittance angle of $Y_{ik}$, i.e., $\phi_{ik} = \phi_{ki} = \arctan(B_{ik}/G_{ik})$. The real and reactive power outputs of the $i^{th}$ DG are given as

$$P_i = P_{Li} + \hat{P}_i \quad (3.12)$$

$$Q_i = Q_{Li} + \hat{Q}_i \quad (3.13)$$

Combining (3.6)-(3.13), we can get the whole system dynamics.

In order to formulate the voltage and frequency restoration control proposed in the next section, we make the following assumption.

**Assumption 3.1** The power transmission lines of the MG network are lossless, that is, $G_{ik} = 0$, $Y_{ik} = jB_{ik}$, $\phi_{ik} = \phi_{ki} = -\frac{\pi}{2}$, $\forall i \in \mathcal{N}, k \in \mathcal{N}_i$.

Under Assumption 3.1, (3.12)-(3.13) can be reduced to

$$P_i = P_{Li} + \sum_{k \in \mathcal{N}_i} V_i V_k |B_{ik}| \sin(\delta_i - \delta_k) \quad (3.14)$$

$$Q_i = Q_{Li} + V_i^2 \sum_{k \in \mathcal{N}_i} |B_{ik}| - \sum_{k \in \mathcal{N}_i} V_i V_k |B_{ik}| \cos(\delta_i - \delta_k) \quad (3.15)$$

**Remark 3.1** The assumption made above are common and reasonable in power
system analysis. The purely inductive transmission lines can be achieved by making the inverter output admittance be inductive and dominate over any resistive effects in the network. More detailed justification can be seen in [139], [140].

**Remark 3.2** Combining (3.6)-(3.15), we conclude that the voltage dynamic (3.7) and (3.15) and the frequency dynamic (3.6) and (3.14) are affected each other. In order to design the voltage and frequency control separately, we firstly control the voltage to its reference value within finite time and then design the frequency restoration control law with constant voltage amplitudes, which will be introduced in the next section.

### 3.3 Distributed Secondary Controller Design

In this section, we first analyze some properties of the primary control by studying the behaviors of the node states including both voltage and frequency. Based on these, we propose our secondary control objectives and at last design a distributed secondary control law for the MG to achieve these objectives.

#### 3.3.1 Control objective

From related work in [57] and [141], we conclude that the frequency of the MG under the primary controller with the droop function will be synchronized. According to [142], the synchronized steady state frequency is

$$\omega_{ss} = \omega^d + \frac{\sum_{i=1}^{N} (P_i^d - P_i)}{\sum_{i=1}^{N} \frac{1}{r_i}}.$$ 

Clearly this shows that as long as the total nominal power output \( \sum_{i=1}^{N} P_i^d \) is different from the total consumption real power \( \sum_{i=1}^{N} P_i \), the synchronized frequency will deviate from the nominal frequency \( \omega^d \). As the frequency is a global state, the droop control function can share real power precisely with the inverse of the droop gain, i.e.,

$$k_P (P_i - P_i^d) = k_P (P_k - P_k^d), \forall i, k \in N.$$ 

Similarly, the voltage will deviate from its nominal value if the reactive power \( Q_i \) is different from its desired value \( Q_i^d \). Thus, secondary control laws need to be designed for both frequency and voltage restoration.
In this chapter, our control objectives for islanded MG are

1. Restore the network frequency and voltage to their respective reference values, \( i.e., \)

\[
\lim_{t \to \infty} \omega_i(t) = \omega_{i}^{ref}, \forall i \in N
\]
\[
\lim_{t \to T} V_i(t) = V_{i}^{ref}, V_i(t) = V_{i}^{ref}, \forall t > T, \forall i \in N
\]

for some finite-time \( T \).

2. Guarantee real power sharing accuracy, \( i.e., \)

\[
\frac{P_i}{P_k} = \frac{m_i}{m_k}, \forall i, k \in N
\] (3.16)

where \( m_i, m_k \in \mathbb{R}^+ \) are the real power sharing gains and are chosen according to the power rating of the DGs [57]. Conventionally, in the primary control the frequency droop gain \( k_P \) are usually chosen as the inverse proportion of the power rating. Hence we also have (3.16) as

\[
\frac{P_i}{P_k} = \frac{m_i}{m_k} = \frac{k_{P_k}}{k_{P_i}}, \forall i, k \in N
\] (3.17)

### 3.3.2 Distributed secondary controller design

A distributed control strategy is proposed in the secondary control layer, as shown in Fig. 3.3. Different from the MGCC control strategy, our secondary controller is applied locally with communication with its neighboring controllers. We add the secondary control inputs \( u_i = \begin{bmatrix} u_i^\omega & u_i^V \end{bmatrix}^T \) into the primary control model (3.6)-(3.7) in the following form:

\[
\tau_P i \dot{\omega}_i + \omega_i - \omega^d + k_P (P_i - P_i^d) + u_i^\omega = 0
\] (3.18)

\[
\tau_Q i \dot{V}_i + (\tau_Q + k_V) \dot{V}_i + V_i - V^d + k_Q (Q_i - Q_i^d) + u_i^V = 0
\] (3.19)
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Figure 3.3: Distributed secondary control diagram of an islanded MG

where \( u_i^{\omega} \) and \( u_i^{V} \) are the secondary frequency and voltage control input respectively.

**Finite-time voltage restoration**

The voltage dynamic (3.19) can be rewritten as the following second-order nonlinear system

\[
\dot{x}_i = f_i(x_i, x_k) + g_i(x_i)u_i, \ i \in N, k \in N_i
\]

where \( x_i = \begin{bmatrix} V_i & \dot{V}_i \end{bmatrix}^T \), \( f_i(x_i, x_k) = \begin{bmatrix} \dot{V}_i & f_{1i}(x_i, x_k) \end{bmatrix}^T \), \( g_i(x_i) = \begin{bmatrix} 0 & \frac{1}{\tau Q_i k V_i} \end{bmatrix}^T \), \( u_i = u_i^V \), with

\[
f_{1i}(x_i, x_k) = -\frac{\tau Q_i}{\tau Q_i k V_i} \dot{V}_i - \frac{k Q_i (Q_{1i} + \sum_{k \in N_i} |B_{ik}|)}{\tau Q_i k V_i} V_i^2
\]

\[
+ \frac{k Q_i}{\tau Q_i k V_i} \sum_{k \in N_i} |B_{ik}| V_i V_k \cos(\delta_i - \delta_k)
\]

\[
- \frac{1 + k Q_i Q_{2i}}{\tau Q_i k V_i} V_i - \frac{k Q_i (Q_{3i} - Q_{4i})}{\tau Q_i k V_i} V^d
\]

Similar to [54], it is assumed that only one DG is access to the reference
voltage value, hence we define the voltage local neighborhood tracking error as 

\[ e^V_i = \sum_{k \in N_C_i} (V_i - V_k) + g^V_i (V_i - V_{\text{ref}}) \]  

(3.21)

\[ e^{dV}_i = \sum_{k \in N_C_i} (\dot{V}_i - \dot{V}_k) + g^V_i (\dot{V}_i - 0) \]  

(3.22)

where \( g^V_i \) is the voltage pinning gain, which is nonzero for the DG that has direct access to the reference voltage value \( V_{\text{ref}} \). \( N_{C_i} \) indicates the communication neighborhood set of the \( i^{th} \) controller.

We select

\[ y = h_i(x_i) = V_i - V_{\text{ref}} \]  

(3.23)

Then by using the following coordinate transformation [143]

\[
\begin{align*}
    z_1 &= h_i(x_i) = V_i - V_{\text{ref}} \\
    z_2 &= L_{f_i} h_i(x_i) = \dot{V}_i
\end{align*}
\]

(3.24)

system (3.20) is rewritten as

\[
\begin{align*}
    \dot{z}_1 &= z_2 \\
    \dot{z}_2 &= v_i
\end{align*}
\]

(3.25)

where

\[ v_i = L^2_{f_i} h_i(x_i) + L_{g_i} L_{f_i} h_i(x_i) u_i. \]  

(3.26)

\( L_{f_i} h(x) \) is the Lie derivative of \( h(x) \) with respect to \( f_i \), which is defined as \( L_{f_i} h(x) = \nabla h(x) \cdot f_i \). Also \( L^2_{f_i} h(x) \) is defined as \( L^2_{f_i} h(x) = L_{f_i}(L_{f_i} h(x)) \). Note that as both \( h(x) \) and \( f_i \) are continuous and differentiable in their domain. Hence Lie derivative \( L_{f_i} h(x) \) and \( L^2_{f_i} h(x) \) always exist [144].

For the system (3.25), we can construct a distributed finite-time controller
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\[ v_i = -k_1 \text{sig}(e_i^V)^{\alpha_1} - k_2 \text{sig}(e_i^dV)^{\alpha_2} \]  \hspace{1cm} (3.27)

where \( k_1, k_2 > 0, \) \( 0 < \alpha_1 < 1, \) \( \alpha_2 = \frac{2\alpha_1}{1+\alpha_1}. \)

From (3.24), (3.26) and (3.27), we can obtain a finite-time voltage controller for (3.19) as

\[ u_i^V = u_i = -\frac{k_1 \text{sig}(e_i^V)^{\alpha_1} + k_2 \text{sig}(e_i^dV)^{\alpha_2} + L_i^2 h_i(x_i)}{L_i L_i^T h_i(x_i)} \]  \hspace{1cm} (3.28)

where \( L_i^2 h_i(x_i) = f_1(x_i), \) \( L_i L_i^T h_i(x_i) = \frac{1}{\tau_i Q_i V_i}. \)

**Theorem 3.1** The voltage dynamics system (3.19) with the distributed voltage control (3.28) is globally finite-time stable and can restore the voltages at all the DGs to the reference value in finite time.

**Proof:** The proof of this theorem is equivalent to show that system (3.25) with the distributed control input (3.26) is globally finite-time stable. The overall system of (3.25) and (3.26) can be written as

\[
\begin{cases}
\dot{z}_1 = z_2 \\
\dot{z}_2 = -k_1 \text{sig}((\mathcal{L}_c + G^V)z_1)^{\alpha_1} - k_2 \text{sig}((\mathcal{L}_c + G^V)z_2)^{\alpha_2}
\end{cases}
\]  \hspace{1cm} (3.29)

where \( z_1 = \begin{bmatrix} z_{11} & \cdots & z_{1N} \end{bmatrix}^T, \) \( z_2 = \begin{bmatrix} z_{21} & \cdots & z_{2N} \end{bmatrix}^T, \) \( \mathcal{L}_c \) is the Laplacian matrix of the designed communication graph, \( G^V = \text{diag}(g_1^V, g_2^V, \cdots, g_N^V). \)

Let \( M = \mathcal{L}_c + G^V, \) and clearly it is a symmetric positive definite matrix [145]. Let \( x = Mz_1, \) \( y = Mz_2, \) then (3.29) becomes (2.4) with (2.5). According to Lemma 2.3, system (3.29) is globally finite-time stable, so Theorem 3.1 holds.

**Remark 3.3** The proposed finite-time voltage controller (3.28) can steer the voltage amplitudes to their reference values within finite time \( T. \) This is achieved independent of the frequency variable which means Theorem 3.1 is valid no matter what frequency control law is used. This enables the voltage and frequency design to be separated.
Frequency restoration

In order to restore the frequency to the nominal value while guaranteeing the real power sharing accuracy (3.17), from (3.17) and (3.18) we can easily conclude that there are constraints on the control inputs $u_i\omega$, i.e.,

$$(u_i\omega)_s/(u_k\omega)_s = 1, \quad \forall i, k \in N$$ (3.30)

where $(u_i\omega)_s$ indicates the $i^{th}$ frequency control input value in the steady state. Thus (3.30) requires the control inputs in the steady state should be equal to each other.

In order to achieve the control objectives subject to input constraints in (3.30), a distributed proportional and integral method is proposed here. Motivated by the work in [146], the frequency control input is designed as

$$u_i\omega = \alpha_i(\hat{\omega}_i - \omega_i)$$ (3.31)

$$\hat{\omega}_i = \beta_i e_i\omega + \gamma_i \left( \sum_{k \in N_{C_i}} (u_k\omega - u_i\omega) \right)$$ (3.32)

$$e_i\omega = \sum_{k \in N_{C_i}} (\omega_i - \omega_k) + g_i\omega (\omega_i - \omega^{ref})$$ (3.33)

where $\alpha_i, \beta_i, \gamma_i \in \mathbb{R}^+$ are the proportional gains, $e_i\omega$ is defined as frequency local neighborhood tracking error, $g_i\omega$ is the frequency pinning gain, which is nonzero for the DG that has direct access to the reference frequency value $\omega^{ref}$.

A block diagram of proposed secondary controller is shown in Fig. 3.4. From (3.31)-(3.33) and Fig. 3.4, we can see that the secondary frequency control input $u_i\omega$ contains two parts. The first one, namely a local tracking error, is to make the steady state frequency track the reference frequency, i.e., $\lim_{t \to \infty} \omega_i(t) = \omega^{ref}, \forall i \in N$. The second part is to ensure that the steady state control input constraints in (3.30) are satisfied.
Figure 3.4: The diagram of the proposed secondary controller

Note that some interesting results on consensus of multi-agent systems constrained by nonlinear transmissions have been established in [147]. In our case, it is sufficient to allow linear transmission, because in a practical microgrid communication system, the accuracy of data transmission can always be guaranteed by linear transmission. In the sense that the nonlinear function $f_{ij}$ in [147] is set to be $f_{ij}(x) = x$, our designed consensus protocol (3.31)-(3.33) is consistent with that in [147].

We now analyze the proposed distributed frequency restoration controller (3.31)-(3.33) and establish a sufficient condition for system stability. For the resulting closed loop system, finite time escape will not occur. So in the time duration $[t_0, t_0 + T]$, no signal of the frequency control system will go to infinity. Thus we only need to check the stability of the proposed frequency control after $t > t_0 + T$.

Note that without loss of generality, here we set $P_i^d = 0$, which will not affect the stability analysis.

The proposed distributed secondary controller (3.31)-(3.33) of the whole MG
system can be written in the following compact form:

\[ U^\omega = \alpha (\hat{\omega} - \omega) \]  

(3.34)

\[ \dot{\hat{\omega}} = \beta e^\omega - \gamma \mathcal{L}_c U^\omega \]  

(3.35)

\[ e^\omega = (\mathcal{L}_c + G^\omega)(\omega - \omega^{\text{ref}}1_{N \times 1}) \]  

(3.36)

where \( U^\omega = \begin{bmatrix} u_1^\omega & u_2^\omega & \cdots & u_N^\omega \end{bmatrix}^T \), \( \hat{\omega} = \begin{bmatrix} \hat{\omega}_1 & \hat{\omega}_2 & \cdots & \hat{\omega}_N \end{bmatrix}^T \), \( \omega = \begin{bmatrix} \omega_1 & \omega_2 & \cdots & \omega_N \end{bmatrix}^T \), \( \alpha = \text{diag}(\alpha_1, \alpha_2, \cdots, \alpha_N) \), \( \beta = \text{diag}(\beta_1, \beta_2, \cdots, \beta_N) \), \( e^\omega = \begin{bmatrix} e_1^\omega & e_2^\omega & \cdots & e_N^\omega \end{bmatrix}^T \), \( \gamma = \text{diag}(\gamma_1, \gamma_2, \cdots, \gamma_N) \), \( G^\omega = \text{diag}(g_1^\omega, g_2^\omega, \cdots, g_N^\omega) \), \( \mathcal{L}_c \) is the Laplacian matrix of the communication graph, \( 1_{N \times 1} \) denotes the \( N \)-dimension vector with the elements all equal to 1.

Similarly, a compact form of (3.18) is as follows:

\[ \tau_p^{-1} \dot{\omega} = -\omega + \omega^d 1_{N \times 1} - K_p P(\delta) - U^\omega \]  

(3.37)

where \( \tau_p = \text{diag}(\tau_{p_1}^{-1}, \tau_{p_2}^{-1}, \cdots, \tau_{p_N}^{-1}) \), \( K_p = \text{diag}(K_{p_1}, K_{p_2}, \cdots, K_{p_N}) \), \( P(\delta) = \text{diag}(P_1(\delta), P_2(\delta), \cdots, P_N(\delta)) \) with \( V_i \) being replaced by their reference value \( V_i^{\text{ref}} \).

Combining (3.34)-(3.37), we can obtain the state-space equation as

\[
\begin{cases}
\dot{\hat{\omega}} = (\beta W + \gamma \mathcal{L}_c \alpha)\hat{\omega} - \gamma \mathcal{L}_c \alpha \hat{\omega} - \beta W \omega^{\text{ref}} 1_{N \times 1}, \\
\dot{\delta} = \omega,
\end{cases}
\]  

(3.38)

where \( W = \mathcal{L}_c + G^\omega \).

**Theorem 3.2** Consider the closed-loop frequency control system (3.38). The proposed distributed controller (3.31)-(3.33) ensures that i) system (3.38) is locally exponentially stable; ii) the frequency converges to its reference value, i.e., \( \lim_{t \to \infty} \omega_i(t) = \omega^{\text{ref}}, \forall i \in N \) while the input constraints in (3.30) are satisfied; iii) The power sharing accuracy in (3.17) is guaranteed if matrix A has exactly
one zero eigenvalue and all its other eigenvalues are in the open left half complex plane, where

\[
A = \begin{bmatrix}
-\gamma L_c \alpha & 0_{N \times N} & \gamma L_c \alpha + \beta W \\
0_{N \times N} & 0_{N \times N} & I_N \\
-\tau_p \alpha & -\tau_p K_p L_w & \tau_p (\alpha - I_N)
\end{bmatrix}
\] (3.39)

with \(L_w\) being a weighted Laplacian matrix which is defined as

\[
L_w = B \text{diag}(V_{\text{ref}} | V_{\text{ref}} B_{ik} | \cos(\delta^*_i - \delta^*_j)) B^T,
\]

where \(B\) is the incidence matrix of the communication graph, \(\delta^*_i\) is the voltage angle of the \(i^{th}\) DG at the equilibrium point.

**Proof :** Define the frequency error as \(\dot{\omega} = \omega - \omega^\text{ref}1_{N \times 1}\), then \(\ddot{\delta}(t) = \delta(0) + \int_0^t \dot{\omega}(\tau) d\tau\). Note that the dynamics (3.38) is not dependent on the value of the angles \(\delta_i\), but only on their differences \(\delta_i - \delta_j\). Thus, we can arbitrarily choose one node, say node \(N\), as a reference node and express \(\delta_i, i = 1, 2, \ldots, N - 1\) relative to \(\delta_N\) via the state transformation

\[
\theta = \mathcal{R} \tilde{\delta}, \quad \mathcal{R} = \begin{bmatrix}
I_{N-1} & -1_{(N-1) \times 1}
\end{bmatrix}
\] (3.40)

where \(\theta = \begin{bmatrix}
\theta_1 & \theta_2 & \cdots & \theta_{N-1}
\end{bmatrix}^T\) is a \((N - 1) \times 1\) vector. Then we can express the system in a new coordinate as

\[
\begin{aligned}
\dot{\omega} &= (\beta W + \gamma L_c \alpha) \omega - \gamma L_c \alpha \omega + \gamma L_c \alpha \omega^\text{ref}1_{N \times 1} \\
\dot{\theta} &= \mathcal{R} \tilde{\omega} \\
\dot{\omega} &= \tau_p (\alpha - I_N) \omega - \tau_p \alpha \omega - \tau_p K_p P(\theta) + \tau_p (\omega^d + (\alpha - I_N) \omega^\text{ref})1_{N \times 1}
\end{aligned}
\] (3.41)
Let \((\hat{\omega}^*, \theta^*, \tilde{\omega}^*)\) be the equilibrium of (3.41), which satisfies

\[
\begin{align*}
(\beta W + \gamma L_c \alpha) \hat{\omega}^* - \gamma L_c \alpha \omega^* + \gamma L_c \alpha \omega_{ref} 1_{N \times 1} &= 0_{N \times 1} \\
\mathcal{R} \hat{\omega}^* &= 0_{(N-1) \times 1} \\
\tau_P (\alpha - I_N) \hat{\omega}^* - \tau_P \alpha \hat{\omega}^* - \tau_P K_P (\theta^*) + \tau_P (\omega_d + (\alpha - I_N) \omega_{ref}) 1_{N \times 1} &= 0_{N \times 1}
\end{align*}
\] (3.42)

The second equation in (3.42) implies that \(\tilde{\omega}^* = c 1_{N \times 1}\), where \(c\) is an arbitrary number. Then the first equation in (3.42) becomes \(c (\beta W + \gamma L_c \alpha) 1_{N \times 1} = \gamma L_c \alpha (\hat{\omega}^* - \omega_{ref} 1_{N \times 1})\). Since \(1_{N \times 1}\) does not lie in the range of \(L_c\), thus \(c = 0\) and then \(\tilde{\omega}^* = 0_{N \times 1}\), which implies that \(\omega^* = \omega_{ref} 1_{N \times 1}\). This means that \(\lim_{t \to \infty} \omega_i(t) = \omega_{ref}, \forall i \in N\). Furthermore, we have \(\gamma L_c (\hat{\omega}^* - \omega_{ref} 1_{N \times 1}) = \gamma L_c (\hat{\omega}^* - \omega^*) = 0_{N \times 1}\). Note that \(U_{\omega^*} = \alpha (\hat{\omega}^* - \omega^*)\), then \(\gamma L_c U_{\omega^*} = 0_{N \times 1}\), which means that \(\lim_{t \to \infty} (u_k \omega - u_i \omega) = 0, \forall i, k \in N\). This satisfies the input constraints (3.30) also implies the accurate real power sharing (3.17). Referring to Theorem 3.2 in [57], (3.42) is solvable and has a unique solution \((\hat{\omega}^*, \theta^*, 0)\) if and only if \(\max_{i,k} |\theta_i - \theta_k| < \frac{\pi}{2}, \forall i \in N, k \in N_i\), which is typically satisfied in real applications as pointed out in [57]. Thus ii) and iii) are proved.

We now show (3.38) is locally exponentially stable. Similar to [57], by linearizing (3.38) around the equilibrium \((\hat{\omega}^*, \delta^*, \omega^*)\) we obtain

\[
\begin{bmatrix}
\Delta \dot{\omega} \\
\Delta \dot{\theta} \\
\Delta \dot{\omega}
\end{bmatrix} = A 
\begin{bmatrix}
\Delta \omega \\
\Delta \theta \\
\Delta \omega
\end{bmatrix}
\] (3.43)

where \(A\) is given in (3.39), \(\Delta \dot{\omega} = \hat{\omega} - \hat{\omega}^*\), \(\Delta \delta = \delta - \delta^*\) and \(\Delta \omega = \omega - \omega^*\).

By calculation we obtain that \(A e_1 = 0\), where \(e_1 = [0_{1 \times N} 1_{1 \times N} 0_{1 \times N}]^T\) is an eigenvector of \(A\) corresponding to the eigenvalue 0, which indicates that \(A\) has at least one eigenvalue equals to 0. Next we will show that it has exactly one
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zero eigenvalue. Considering the linear state transformation (3.40), we obtain

\[
\begin{bmatrix}
    \Delta \dot{\omega} \\
    \Delta \dot{\theta} \\
    \Delta \omega
\end{bmatrix} = A' \begin{bmatrix}
    \Delta \dot{\omega} \\
    \Delta \theta \\
    \Delta \omega
\end{bmatrix}
\]

(3.44)

where

\[
A' = \begin{bmatrix}
    -\gamma \mathcal{L}_c \alpha & 0_{N \times (N-1)} & \gamma \mathcal{L}_c \alpha + \beta W \\
    0_{(N-1) \times N} & 0_{(N-1) \times (N-1)} & \mathcal{R} \\
    -\tau_p \alpha & -\tau_p K_p \mathcal{L}_w' & \tau_p (\alpha - I_N)
\end{bmatrix}
\]

with \( \mathcal{L}_w' \in \mathbb{R}^{N \times (N-1)} \) being the weighted Laplacian matrix after state transformation, and \( \Delta \theta = \theta - \theta^* \).

Now we show that \( A' \) is a full-rank matrix. Consider

\[
A' \begin{bmatrix}
    \Delta \dot{\omega} \\
    \Delta \theta \\
    \Delta \omega
\end{bmatrix} = 0_{(3N-1) \times 1}
\]

(3.45)

we have

\[
\begin{cases}
    -\gamma \mathcal{L}_c \alpha \Delta \dot{\omega} + (\gamma \mathcal{L}_c \alpha + \beta W) \Delta \omega = 0_{N \times 1} \\
    \mathcal{R} \Delta \omega = 0_{(N-1) \times 1} \\
    -\tau_p \alpha \Delta \dot{\omega} - \tau_p K_p \mathcal{L}_w' \Delta \theta + \tau_p (\alpha - I_N) \Delta \omega = 0_{N \times 1}
\end{cases}
\]

(3.46)

The second equation in (3.46) implies that \( \Delta \omega = k1_{N \times 1} \), where \( k \) is an arbitrary number. Then the first equation in (3.46) becomes \( \gamma \mathcal{L}_c \alpha \Delta \dot{\omega} = k(\gamma \mathcal{L}_c \alpha + \beta W)1_{N \times 1} \). Since \( 1_{N \times 1} \) does not lie in the range of \( \mathcal{L}_c \), thus \( k = 0 \) and then \( \Delta \dot{\omega} = \Delta \omega = 0_{N \times 1} \). Finally, consider the third equation in (3.46), we have \( \tau_p K_p \mathcal{L}_w' \Delta \theta = 0_{N \times 1} \). As \( rank(\mathcal{L}_w') = N - 1 \), which implies \( \Delta \theta = 0_{(N-1) \times 1} \). As \( \begin{bmatrix} \Delta \dot{\omega} & \Delta \theta & \Delta \omega \end{bmatrix}^T = 0_{(3N-1) \times 1} \) is the only solution of Eqn. (3.44), thus we conclude that \( A' \) is of full rank. Since the linear transform does not change the eigenvalues, hence \( A \) and \( A' \) have the same eigenvalues except that \( A \) has an extra
zero eigenvalue. This indicates that $A'$ is Hurwitz if and only if $A$ has exactly one zero eigenvalue and all other eigenvalues are in the open left half complex plane. Thus the closed-loop system (3.38) is locally exponentially stable [148]. This completes the proof of Theorem 3.2.

### 3.4 Simulation Results

In order to test the designed secondary controller, a 220V (per phase RMS), 50 Hz islanded MG shown in Fig. 3.5 is considered as the test system. The simulation is
conducted in MATLAB Simulink environment. This islanded MG consists of four DGs, four respective local loads and three transmission lines. The parameters of the whole test system are summarized in Table 3.1 and Table 3.2. To facilitate the illustration, in this example we choose the same communication graph as the physical connection graph. The communication graph for the distributed secondary controllers is also shown in Fig. 3.5. The reference voltage and frequency values are only known to DG1, i.e., $g_1 V = g_1 \omega = 1$, $g_k V = g_k \omega = 0, k = 2, 3, 4$. All the parameters satisfy the conditions in Theorems 3.1 and 3.2.

This simulation can be divided into 4 stages:

**Stage1 (0 - 5s):** Only primary control is activated

**Stage2 (5 - 10s):** Secondary control is activated

**Stage3 (10 - 30s):** Constant load $L_c = 1 \times 10^4 + j1 \times 10^4 W$ is added to Load 4

**Stage4 (30 - 40s):** Load $L_c$ is removed from Load 4

The simulation results are shown in Figs. 3.6 - 3.9. As seen from Fig. 3.6 and 3.8, during stage 1, due to the droop function in the primary control, the voltage amplitudes of 4 DGs fall down to different values while the frequency can synchronize to a common value (49.72Hz). Unfortunately, both voltage and frequency deviate from their reference values, hence they need to be restored in the secondary control layer. When our distributed secondary control is activated at $t = 5s$, both voltage and frequency can quickly restore to their reference values respectively ($V_{ref} = 310V, \omega_{ref} = 50Hz$). The steady state frequencies of the
Figure 3.6: The voltage output of the test islanded MG

Figure 3.7: The real power output of the test islanded MG
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Figure 3.8: The frequency output of the test islanded MG

four DGs remain at 50Hz no matter new constant load $L_c$ is connected to or disconnected from DG4, even though there are transient deviations. This result shows that the designed distributed secondary controller can eliminate the voltage and frequency deviation caused by the primary control.

The real power outputs of these tested four DGs are shown in Fig. 3.7. Before the secondary control is activated (Stage 1), the real power sharing is well achieved by the primary control, i.e., $P_1 : P_2 : P_3 : P_4 = \frac{1}{k_{P_1}} : \frac{1}{k_{P_2}} : \frac{1}{k_{P_3}} : \frac{1}{k_{P_4}} = 1 : 2 : 3 : 4$. When the secondary control is activated (from 5s), real power are still well shared according to the designed droop gains regardless of load increasing at stage 3 or decreasing at stage 4. The secondary frequency control inputs are shown in Fig. 3.9. Clearly these simulation results validate
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Figure 3.9: The secondary frequency control input of the test islanded MG

Figure 3.10: Comparison between the proposed method and the approach in [54]

that secondary frequency control inputs are equal to each other in the steady state, i.e., \( (u_1\omega)_s = (u_2\omega)_s = (u_3\omega)_s = (u_4\omega)_s \).

As mentioned in the introduction, there are limited approaches to solve voltage and frequency restoration problems in a distributed way. As far as we know, relevant results are only available in [54]- [59]. Among these approaches, only [54] and [55] consider similar problems to that of this paper. However in [54], frequency restoration is not considered. So here we just make comparison with the method proposed in [54] in voltage restoration by also applying it to the above MG system. The control gains are set as \( k_1 = 100, k_2 = 40 \) in both our proposed
method and the controller in [54]. The simulation results of Stage 2 for the period [4.8s, 7.5s] are shown in Fig. 3.10. It is clear from Fig. 3.10 that our proposed method has settling time of about 1.5 seconds, while the method in [54] requires 2.5 seconds for the responses to settle down, which is about 166% of our settling time. This actually makes sense as our scheme ensures the convergence within finite time.
Chapter 4

Distributed Voltage Unbalance Compensation

In the last chapter, distributed voltage and frequency restoration control is addressed. In this chapter, we continue to employ the distributed control strategy in the secondary control layer but to another research topic, i.e., voltage unbalance compensation.

Conventionally, such problem is usually solved in a centralized way. In this chapter, we try to re-solve it in a distributed manner. By letting each DG share the compensation effort cooperatively, unbalanced voltage in sensitive load bus (SLB) can be compensated. The concept of contribution level for compensation is first proposed for each local DG to indicate its compensation ability. A two-layer secondary compensation architecture consisting of communication layer and compensation layer is designed for each local DG. A totally distributed strategy involving information sharing and exchange is proposed, which is based on finite-time average consensus and newly developed graph discovery algorithm. This strategy does not require the whole system structure as a prior and can detect the structure automatically. The proposed scheme not only achieves similar voltage unbalance compensation performance to the centralized one, but also brings some advantages, such as communication fault tolerance and plug-and-play property. Case studies including communication failure, contribution level variation and DG plug-and-play are discussed and tested to validate the proposed method.
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4.1 Introduction

Voltage unbalance is considered as one of power quality problems, which is mainly caused by the unbalanced loads, incomplete transposition of transmission line and open delta transformer connections and so on [149]. By definition, any difference that exists in the three voltage magnitudes and/or a shift in the phase separation from 120 degrees is said to have unbalanced voltage [150]. The unbalanced voltage output can be harmful to its connected loads, especially for the induction motors.

A distributed cooperative secondary control architecture for voltage unbalance compensation is proposed in this chapter. In this architecture, we decompose the centralized secondary controller into distributed ones. Each controller is located at a local DG unit with an architecture of two layers, namely, communication layer and secondary compensation layer. By communicating with its neighboring controllers, each local controller can share the compensation efforts cooperatively to compensate for the unbalanced voltage in SLB. To consider the compensation ability of each DG, contribution level is assigned based on its operational conditions. With this, it is not necessary that all the DGs need to participate in the compensation.

In our approach, we first propose a totally distributed finite-time average consensus algorithm, which does not require to know the whole system structure as a prior and is able to detect the structure by each agent automatically. Then we employ the algorithm for the voltage unbalance compensation, which can discover and share the global information within finite steps. Furthermore, considering possible communication failure of some local controllers as well as plug-and-play of certain DGs, a distributed cooperative secondary control scheme is proposed. Several case studies are conducted to validate our proposed method. It is further illustrated that system stability and acceptable performance are ensured as long as the consensus time is within certain bound, which also shows that finite-time consensus is necessary for distributed VUC.
4.2 Distributed Cooperative Secondary Control Scheme for Voltage Unbalance Compensation

In this section, a distributed cooperative secondary control scheme for voltage unbalance compensation (VUC) will be presented. For completeness and comparison, the centralized VUC approach is briefly introduced first.

4.2.1 A centralized VUC approach

One key factor called voltage unbalance factor (VUF) is usually employed to describe the unbalanced voltage, which is defined as $VUF = V_2/V_1$, where $V_1$ and $V_2$ are the voltage magnitudes of the positive and negative sequence respectively [64]. The higher the VUF, the more the unbalanced voltage output.

In this chapter, the VUC in the SLB is considered. One typical solution to this problem can be found in [64] and [65]. Its main idea can be summarized as follows: the SLB voltage $V_{abc}$ is sampled and transformed to the $dq$ frame through the $abc/dq$ transform. By applying the symmetrical decomposition and the utilization of two second-order low pass filters, the positive and negative sequence components are extracted, which are used to calculate the VUF. Then the error between the calculated VUF and reference VUF is fed to a PI controller. Afterwards, the unbalance compensation reference (UCR) $UCR_{dq}$ is generated by multiplying the PI controller output with the negative sequence component. Lastly the UCR is shared by the DGs in the MG equally, i.e.,

$$UCR_{dq_i} = \frac{1}{N} UCR_{dq}, \quad i = 1, \ldots, N \quad (4.1)$$

where $UCR_{dq}$, $N$ are the compensation reference of the $i^{th}$ DG and the total number of DGs in the MG respectively.

Note that the above compensation effort is shared equally by all the DGs and it is realized in a centralized controller. The communication burden and cost
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In this subsection, we present an FACA based distributed secondary control scheme for VUC in an islanded MG system. The block diagram of the proposed control structure is shown in Fig. 4.1. In our design, we first treat the local secondary controller as an “agent”, and each agent is assigned a unique ID. The voltage in SLB is monitored and extracted by a particular agent (e.g., agent $N+1$ is assigned in Fig. 4.1). Then we divide the agent into two layers, i.e., communication layer and compensation layer. The compensation layer sends secondary compensation reference signal $UCR_{dq_i}$ (illustrated with solid lines) to the primary control and returns its contribution level $CL_i$ (which will be introduced below) to the communication layer, while the communication layer is mainly responsi-
ble for exchanging information with neighbors to obtain the global information cooperatively and then sends it to the compensation layer.

**Preliminary setup**

In contrast to the average UCR sharing strategy proposed for the centralized approach in [65], we allow each DG to have different levels of contributions in compensating for unbalanced voltage, depending on its operating conditions. To do this, we first assign a contribution level (CL) for each DG as one of the following levels: zero contribution, small contribution, medium and high contributions represented by numerical numbers 0, 1, 2, 3 respectively. For example, during certain period, if the $i^{th}$ DG is short of power or operates abnormally, then it is not able to participate in the secondary compensation, then its CL can be assigned as $CL_i = 0$; if the loads connected to local bus of the $i^{th}$ DG are not critical to having unbalanced voltage, which means that the $i^{th}$ DG can share more unbalanced compensation effort, then its CL can be assigned as $CL_i = 3$, otherwise $CL_i = 1$ or $CL_i = 2$. Note that the CL of a DG can change according to its local operating situations. With this assignment, each DG compensates for the unbalanced voltage in the SLB cooperatively.

Besides, in this paper, the communication fault (CF) in certain DGs is also considered. To facilitate the illustration, the communication fault considered occurs at the communication node, i.e., controller fault or failure, rather than in the communication line. Such a fault is one type of communication fault based on the definition in [151]. If the neighboring agents receive no communication response from agent $i$, then we claim a CF occurs in agent $i$, and set $CF_i = 1$, otherwise $CF_i = 0$.

We also allow new agents to be added in and existing agents to be removed out at any time. For example, some DGs are newly installed in the MG system; some old DGs are temporarily or permanently uninstalled from MG. This requires the scheme should be adaptive to dynamic MG structure.
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The communicated information among the $N + 1$ agents in the secondary communication layer include the unbalance compensation reference $(UCR_{dq})$ for the SLB and the contribution level $(CL_i, i = 1, \cdots, N)$. Different from the centralized “one-to-all” communication structure, in the distributed scheme, the communication is among the agents [24]-[25]. Each agent only has access to the local information, instead of the entire global information. That is, initially $UCR_{dq}$ and $CL_i$ are only known by agents $N + 1$ and $i, i = 1, \cdots, N$ respectively. Besides, each agent can only communicate with its immediate neighboring agents, which can be chosen as the same as the physically connected neighbors.

The secondary compensation in time domain is illustrated in Fig. 4.2. Each agent samples its local information and sets them as the communication initial value at $t_m, m = 1, 2, \cdots$ (which will be presented in details later). Based on the FACA in (2.2), it is ensured that information exchange can be finished within finite-time steps and each communication period is a constant $\Delta t$ in a given communication graph. Once the average consensus is reached, each agent starts the next round communication.

Let $x_{it_m}^l$ be the communication information state of agent $i$ at iteration $l$ during the communication period $[t_m, t_m + \Delta t]$. Its initial value $x_{it_m}^0$ is set as

$$x_{it_m}^0 = \begin{bmatrix} a_i UCR_{dq}(t_m) & CL_i(t_m) \end{bmatrix}^T$$

(4.2)

where $UCR_{dq}(t_m), CL_i(t_m)$ are the sampled local information by agent $N + 1$ and agent $i$ at $t_m$ respectively, $a_i$ indicates whether agent $i$ is assigned to monitor unbalance voltage information from SLB. If assigned, then $a_i = 1$, otherwise $a_i = 0$. In Fig. 4.1, agent $N + 1$ is assigned, thus $a_{N+1} = 1, a_i = 0, i = 1, \cdots, N$. Also we define $CL_{N+1} = 0$. 
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According to Lemma 2.1, after finite $K$ steps, the communicated information of each agent $\forall i, j = 1, \cdots, N$ reach consensus as

$$x_{itm}^K = x_{jtm}^K = \left[ a_n + \sum_{k=1}^{N+1} CL_k(t_m) \right]^T$$  \hspace{1cm} (4.3)

Then the communication layer sends the consensus information to the secondary compensation layer. Motivated by (4.1), the distributed secondary compensator for the voltage compensation is designed as follows:

$$UCR_{dq_i} = \frac{CL_i}{\hat{S}_i} \overrightarrow{UCR_{dq_i}}$$  \hspace{1cm} (4.4)

where $\hat{S}_i = \{x_{itm}^K\}_2$, $\overrightarrow{UCR_{dq_i}} = \{x_{itm}^K\}_1$ denoting consensus information obtained by agent $i$. Here $\{y\}_k$ denotes the $k^{th}$ element of vector $y$.

Note that once the average consensus is reached, each agent updates $UCR_{dq_i}$ according to Eqn. (4.4) and starts the next round communication. During the period $[t_m, t_m + \Delta t]$, $UCR_{dq_i}$ is hold to be the previously updated value. Then the obtained unbalance compensation reference $UCR_{dq_i}$ is sent to the primary control layer to realize the voltage unbalance compensation. The detailed information about the primary control layer can be found in [64] and [65].

Now we summarize our distributed cooperative secondary control scheme design.
Distributed cooperative secondary control scheme (DCSCS) design

The flowchart of our proposed distributed cooperative secondary control scheme is shown in Fig. 4.3, with each corresponding step described as follows:

**Step 0: Initialization & Graph Discovery:** As a starting point, the communication graph of all agents is pre-designed as connected.\(^1\) Using Algorithm 1, each agent can get the information of the whole communication graph including the number of agents \(N + 1\) and the Laplacian matrix \(L\), in less than \(N\) steps. Then certain available numerical methods can be used to calculate the nonzero eigenvalues of \(L\).

**Step 1: Information Sharing & Compensation:** At this step, each agent first uses the obtained eigenvalues to calculate the update gains according to (2.2) and then apply FACA protocol (2.1) for information sharing and discovery. Then each agent calculates the compensation reference according to (4.4) and sends it to its primary control layer.

**Step 2: CF Monitoring:** At this step, agent \(j, j = 1, \cdots, N + 1\) needs to check whether any CF occurs between itself and its neighbors \(i, j \in N_i\) in the communication layer. If yes, agent \(j\) should delete \(i\) from its neighbor table and then go to Step 4. If no, go to Step 3.

**Step 3: Plug-in & Plug-out Reconfiguration:** At this step, each agent needs to check whether there is any agent added in or removed from the grid. If yes, execute the Graph Reconfiguration rule described below, and then go to Step 4 to update the communication graph; otherwise go to Step 1.

**Step 4: Graph Updating:** At this step, all agents need to update the communication graph using Algorithm 2.1 and then go to Step 1.

**Graph Reconfiguration:** If an agent (agent \(n\)) is newly added in, it tries to find its nearest neighbors, gets permission from them and then adds them in

\(^1\)This is easily implementable, as each agent can choose the same communication graph as their physical connection graph at the initial step.
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its neighbor list. If an agent (say agent $i$) is removed, its neighboring agent $j$, $j \in N_i$ will delete agent $i$ from its neighborhood list $N_j$ and also tries to setup communication with other agent $k$, $k \in N_i \setminus j$, which is also the neighbor of agent $i$. If $k \in \emptyset$, i.e., no other neighbor of agent $i$ exists, then nothing is needed to be done but just deleting agent $i$.

**Remark 4.1** With the use of limited communication among the neighboring DGs, we can still achieve similar compensation performance to those in [61]-[63]. Compared to existing results [61]-[65], [152], this scheme has the following advantages: 1) The proposed DCSCS is totally distributed, with no preliminary knowledge of the system such as the number of agents which is assumed to be known in [152]; 2) The communication fault can be detected by each agent individually, which improves the reliability of the whole system; 3) It also brings some other advantages such as plug-and-play property, i.e., it allows new agents to be added in and existing agents to be removed out.

**Stability analysis of distributed VUC**

In our designed distributed communication protocol, the distributed FACA is employed. Compared to other distributed protocols in [153], [152], [154]-[156], the average consensus in our scheme can be reached in a finite-time $\Delta t$, which is much shorter than that in conventional average consensus algorithm in [152]. In practice, the distributed communication can be applied to wireless networks, such as ZigBee, WiFi and cellular communication networks [152]. For the long-range low-delay network such as cellular communication network, the communication time delay of each iteration, $\Delta T$, is usually negligible as pointed out in [152]. However, note that the convergence time $\Delta t$ can be simply estimated as $\Delta t = K \times \Delta T$, where $K$ is determined by the communication graph. When the number of DGs becomes larger, or there exists larger communication delay between each agent, the convergence time $\Delta t$ becomes non-negligible. During the period $[t_m, t_m + \Delta t]$, $UCR_{dq_i}$ is hold to be previously updated value according to Eqn. (4.4). Such a $\Delta t$ then has an impact on the stability and performance of secondary VUC. Following [63] and [65], we will study the stability and performance of the whole system.
in the Case Studies of next section by considering different consensus time $\Delta t$. It is illustrated that system stability and acceptable performance are ensured as long as the consensus time $\Delta t$ is within certain bound. Such studies also show that finite-time consensus is necessary for distributed VUC.

### 4.3 Case Studies

In order to validate the proposed distributed control scheme, a simulation test model is built in Matlab Simulink environment. The islanded MG system with unbalanced load in the SLB is considered as the test system, which is shown in Fig. 4.4. This MG system consists of three regular DGs (DG1, DG2 and DG3) and one backup DG (DG4) with different pre-assigned contribution levels ($CL_1 = 1, CL_2 = 2, CL_3 = 3, CL_4 = 1$) and different power ratings ($S_1 : S_2 : S_3 : S_4 = \frac{1}{m_{P_1}} : \frac{1}{m_{P_2}} : \frac{1}{m_{P_3}} : \frac{1}{m_{P_4}} = 1 : 2 : 3 : 4$), where each $m_{P_i}, i = 1, \cdots, 4$ is the frequency droop gain and usually chosen as the inverse proportion of the power rating. A balanced load (Load 1 $Z_B$) and an unbalanced load (Load 2 $Z_{UB}$) are connected to the SLB. The primary control layer design is adopted from [65] and its key design parameters are listed in Table 4.1. The parameters of the secondary controller as well as MG system are summarized in Table 4.2. Note that the reference VUF is set as $VUF^{ref} = 0.5\%$ here by considering the standard ANSI C84.1-1995 [157] and the measurement errors existing in practical industrial environment.

#### 4.3.1 Testing of the overall distributed control system under various cases

The overall system consists of the DGs, loads, transmission lines as well as primary controllers and proposed secondary controllers. In order to consider various cases, the whole simulation is divided into 9 stages:

- **Stage 1 (0-2s):** System operates in a balanced steady state during which Load 1 is connected to the SLB
- **Stage 2 (2-5s):** Load 2 is connected to the SLB
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Figure 4.4: Simulation test system

Table 4.1: Parameters of DG and its primary controller

<table>
<thead>
<tr>
<th>DG</th>
<th>DG1 / DG2</th>
<th>DG3 / DG4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{DC} )</td>
<td>700V</td>
<td>700V</td>
</tr>
<tr>
<td>( f_s )</td>
<td>10kHz</td>
<td>10kHz</td>
</tr>
<tr>
<td>Primary Controller</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_{pv} )</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( K_{rv} )</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>( \omega_{cv} )</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>( K_{pi} )</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>( K_{ri} )</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>( m_p )</td>
<td>6e-4 / 3e-4</td>
<td>2e-4 / 1.5e-4</td>
</tr>
<tr>
<td>( n_Q )</td>
<td>1.3e-3</td>
<td>1.3e-3</td>
</tr>
<tr>
<td>( R_v )</td>
<td>2 / 1</td>
<td>( \frac{2}{3} ) / ( \frac{1}{2} )</td>
</tr>
<tr>
<td>( L_v )</td>
<td>8e-3 / 4e-3</td>
<td>( \frac{5}{3} )e-3 / 2e-3</td>
</tr>
</tbody>
</table>

Stage 3 (5-7s): Communication fault occurs in DG2
Stage 4 (7-9s): Communication fault is cleared in DG2
Stage 5 (9-11s): Contribution level changes in DG3
Stage 6 (11-13s): Contribution level changes in DG1
Stage 7 (13-15s): DG4 is plugged in
Stage 8 (15-17s): DG4 is removed
Stage 9 (17-18s): Load 2 is disconnected from the SLB
Our proposed scheme is applied to the system experiencing the above stages. After Step 0 (Initialization) in Fig. 4.3, each agent obtains the graph information such as the Laplacian matrix $\mathbf{L}$ as

$$
\mathbf{L} = \begin{bmatrix}
1 & -1 & 0 & 0 \\
-1 & 2 & -1 & 0 \\
0 & -1 & 2 & -1 \\
0 & 0 & -1 & 1
\end{bmatrix}
$$

Then each agent calculates the nonzero eigenvalues of $\mathbf{L}$ as $\lambda_2 = 0.5858$, $\lambda_3 = 2$, $\lambda_4 = 3.4142$, which also indicates that only 3 steps are needed for each agent to reach consensus. The corresponding updating gains of FACA for agent $i$ can be immediately determined according to (2.2). Taking the first element of the state $x_{it_m}$ as an example, it actually indicates the unbalance compensation reference of the SLB $UCR_{dq}$, which is monitored and extracted by agent 5 in this test system.

To illustrate this process clearly, the iteration result of this state is shown in Fig. 4.5. As seen from this figure, the initial values of this state for the 4 agents are 0, 0, 0, 1 p.u. respectively. After 3 steps of communication, the state values of the 4 agents reach to a consensus value 1/4 p.u., which validates the effectiveness of the applied finite time average consensus algorithm.
After each time consensus, agent $i$ calculates the $i^{th}$ compensation effort according to (4.4), and then sends it to the primary control layer.

It is worthy to point out that as pointed out in [152], the communication time delay is usually negligible with in a long-range low-delay network such as cellular communication network. Thus, $\Delta T \approx 0$, which leads to $\Delta t \approx 0$. Because of high computational speed in the simulation example, an ideal communication case can be treated and marked as $\Delta t = 0$. In this section, such an ideal situation $\Delta t = 0$ is considered in all the case studies except for the case of studying system stability and performance.

The simulation results for the 9 stages are shown in Fig. 4.6-4.9. As seen from stages 2-9 in Fig. 4.6, the voltage in the SLB is guaranteed to be balanced with the VUF being less than 1% after the compensation at the sacrifice of the unbalanced voltage output in DG1, DG2 and DG3.

The real and reactive power outputs of the MG system is shown in Fig. 4.7. The frequency outputs of the MG system is shown in Fig. 4.8. During stage 1, the frequency outputs of DG1, 2 and 3 are synchronized to 49.9 Hz when Load 1 is connected. When Load 2 is connected, the frequency drops to 49.7 Hz.

Figure 4.5: The average consensus process of UCR
due to the droop function property. Also observed from Fig. 4.8, the frequency increases a bit due to the plug-in of DG4. It is observed that the steady state frequency deviates from the nominal 50Hz. To maintain at 50 Hz, one possible solution is to apply the approach of frequency restoration such as the method presented in Chapter 3, which is another topic and can be addressed separately.

The unbalanced compensation references $UCR_{di}$ and $UCR_{qi}$ produced by the secondary compensation controller are also shown in Fig. 4.9.

The amplitudes of negative sequence current of each bus are demonstrated, as shown in Fig. 4.10. It is observed that during stage 2-8, the negative sequence current in SLB is shared by each DG in different proportions according to the pre-designed compensation effort. Such phenomenon can be explained as follows. As the voltage amplitude at SLB can be treated as constant, then constant unbalanced load can result in constant negative sequence current. If this current flows through SLB, it will result in unbalanced voltage output. Under our compensation principle, this negative sequence current can flow to the local buses of participating DGs. According to the well-known Kirchhoff’s Current Law, the sum of negative sequence current in each local bus is equal to that in SLB.
### Case A: Communication failure

During stage 3, a communication fault occurs in DG2 at $t = 5s$. By applying the designed DCSCS, each agent can autonomously reconfigure a communication graph, which is shown in Table 4.3. In the graph DG2 is excluded. Also observed from Fig. 4.9, its UCR is $UCR_2 = 0$, which means only DG1 and DG3 participate in the compensation. The updating gains of FACA are updated according to the new graph. Note that each agent only needs 2 steps to reach consensus when exchanging the information. From the simulation results of stage 3 in Fig. 4.6, we can see that although a CF occurs in DG2, the VUC in SLB is still achieved by our proposed DCSCS. It is also noted that because of the absence of DG2, the VUFs of DG1 and DG3 increase to almost 10% and 4% respectively.

At stage 4, the communication fault is cleared from DG2. As seen from Figs. 4.6-4.9, the whole system operates normally, the same as that at stage 2.
Case B: Contribution level variation

During stages 5 and 6, the contribution levels of certain DGs vary during some time periods. From $t = 9s$ to $t = 11s$, DG3 changes its contribution level to...
$CL_3 = 1$, which means its local bus may have sensitive load connected and cannot share more effort in the SLB compensation. During this period, the VUF of DG3 decreases from 6% to 3% while those of DG1 and DG2 increase to 4% and 7% respectively. From $t = 11s$, DG1 does not participate in the compensation and sets its CL as $CL_1 = 0$. Therefore during this period, only DG2 and DG3 contribute the compensation effort cooperatively. At this stage, DG1 almost has the balanced voltage output at its local bus while DG2 and DG3 have more unbalanced voltage outputs with VUFs being 9% and 4.5% respectively. The simulation results at stages 5 and 6 of Fig. 4.6 show that each DG can share the compensation effort dynamically with different contribution levels.

**Case C: Backup DG Plug-and-play**

During stages 7 and 8, the plug-and-play property of the proposed method is tested. The backup DG (DG4) is assumed to be connected to the PCC from $t = 13s$ to $t = 15s$ with a contribution level $CL_4 = 1$. The communication topology can be reconfigured by each agent autonomously according to the Graph...
Reconfiguration, which is shown in Table 4.4. Similar to Case A, the updating gains of FACA are updated according to the new graph and each agent needs 4 steps to reach consensus in FACA algorithm (as the new Laplacian matrix $L$ has 4 distinct nonzero eigenvalues). During the period $[13s, 15s]$, the VUFs of DG1, DG2 and DG3 decrease to 2%, 4% and 5.5% respectively at the expense of unbalanced output of DG4. DG4 is disconnected from the islanded MG system from $t = 15s$. As can be seen from Fig. 4.6, the VUFs of DG1, DG2 and DG3 return to the values during stage 4. Note that stage 8 is equivalent to the case that DG4 is unavailable, which can be handled by our proposed scheme.

Also observed from Fig. 4.8, the frequency increases a bit due to the plug-in of DG4. However, there exits a transient response in frequency (also in real and reactive power outputs in Fig. 4.7) when DG4 is connected. The reason can be interpreted as follows. As the frequency and the voltage angle of DG4 are different from those of the islanded MG system when it is suddenly connected, there will be a transient process before reaching synchronization. These transient power fluctuations may be reduced by the well-known grid synchronization phase-locked loop (PLL) method before DG4 is connected [158]. Although it is out of the scope of this chapter, we feel that such an issue is an interesting topic worthy of consideration as a future work.

4.3.2 System stability and performance

In this subsection, the stability and performance of the overall nonlinear system is investigated through simulation studies by considering different consensus time, namely 0ms, 1ms, 5ms and 7ms. The zero-order hold (ZOH) block is used to implement the holding of $UCR_{dq}$ over period $[t_m, t_m + \Delta t]$ with consensus time $\Delta t$ as the sampling period of the ZOH block. The VUF outputs of all the DGs and SLB under various $\Delta t$ are shown in the figures given in Table 4.5. Obviously the communication consensus time affects the voltage unbalance compensation. It is observed from the simulation results that the system remains stable for $\Delta t \leq 5$ ms. However, it becomes unstable when $\Delta t \geq 7$ ms. As pointed out in [152], the communication time delay is usually negligible for a cellular communication.
4.3. Case Studies

Table 4.4: Communication graph reconfiguration in case C

<table>
<thead>
<tr>
<th>Graph</th>
<th>Laplacian Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>$L = \begin{bmatrix} 1 &amp; -1 &amp; 0 &amp; 0 \ -1 &amp; 2 &amp; -1 &amp; 0 \ 0 &amp; -1 &amp; 2 &amp; -1 \ 0 &amp; 0 &amp; -1 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td>After</td>
<td>$L = \begin{bmatrix} 1 &amp; -1 &amp; 0 &amp; 0 &amp; 0 \ -1 &amp; 2 &amp; -1 &amp; 0 &amp; 0 \ 0 &amp; -1 &amp; 3 &amp; -1 &amp; -1 \ 0 &amp; 0 &amp; -1 &amp; 1 &amp; 0 \ 0 &amp; 0 &amp; -1 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

Figure 4.9: The unbalanced compensation references of each DG

networks. Thus the convergence time is very small, compared to the stability margin of 7 ms. So this system is surely in stable operation.

From these results, it can be concluded that our proposed scheme ensures
system stability as long as the consensus time is within certain bound that can be determined when the scheme is applied to a particular system. These results also show that finite-time consensus is necessary for distributed VUC in order to have $\Delta t$ meet the bound.

It is also noted that the performance of VUC deteriorates when the consensus time becomes larger and larger. The case that $\Delta t = 0$ is an ideal case which is used as a basis for comparisons. By comparing the case that $\Delta t = 1 ms$ to such an ideal case, little difference is observed in their performances. Thus we can conclude that acceptable compensation performances can be achieved with consensus time $\Delta t$ less than $1 ms$ for this application example. Such studies and the observed results provide us design guidelines on the choice of $\Delta t$ in designing distributed VUC.
4.3.3 Comparisons with centralized secondary control in [65]

For comparison, the centralized secondary UCR sharing strategy (4.1) proposed in [65] is also applied in our simulation test system. The simulation results are shown in Fig. 4.11. We now compare Fig. 4.11 with Fig. 4.6 in the time period from 2s to 5s. Clearly the two responses of VUFs in the SLB almost have the same transient and steady state performances. In addition, from Fig. 4.7, we also conclude that our proposed distributed secondary VUC almost has no impact on power sharing even with the plug-and-play of certain DG in Case C. Thus it has achieved a similar performance to that in [65]. These results illustrate that
our proposed distributed secondary compensation strategy performs as well as the centralized controller in the compensation. On the other hand, it can dynamically share the compensation effort among the DGs and have the property of plug-and-play, which is not possible to be realized in the conventional centralized controller.

We now consider the failure situation of secondary communication layer. In this case study, as mentioned before, the communication fault is supposed to happen in the communication node, i.e., controller fault. As shown in Case A above, our proposed distributed control strategy guarantees balanced voltage output in the SLB if some secondary communication layers fail to work. Unfortunately, when communication failure occurs in the centralized compensation sharing controller, Fig. 4.11 shows that it is unable to compensate for the unbalanced voltage from 5s to 9s.

4.3.4 Distributed voltage unbalance compensation using negative sequence current feedback

Note that in (4.4), the compensation is realized in an open-loop fashion. In this subsection, the negative sequence current feedback is utilized to realize the
unbalance compensation reference sharing in a closed-loop way. A distributed proportion integral (PI) negative sequence current controller is designed in each local DG to let them share the negative sequence current according to their own power rating and compensation ability.

The proposed compensation method mainly consists of two parts, i.e., SLB voltage unbalance compensation and negative sequence current feedback, as shown in Fig. 4.12.

As illustrated in Fig. 4.12, the negative sequence current components $I_{id}$ and $I_{iq}$ at each local bus are extracted by using a similar symmetrical decomposition method. Afterwards, motivated by the distributed PI controller design idea in Chapter 3, a distributed PI negative sequence current sharing controller is designed in each local secondary compensation layer as follows,

$$UCR_i^l = K_{Pi} e_i^{Neg} + K_{Ii} \int e_i^{Neg}$$

(4.5)
\[ e_{i}^{Neg} = \sum_{j \in \mathcal{N}_i} (w_i I_{i}^{Neg} - w_j I_{j}^{Neg}) \] (4.6)

where \( K_{Pi}, K_{Ii} \) are the proportional and integral gains respectively, \( w_i \) is the negative current sharing gain, which can be chosen according to the DG power rating inverse ratios, i.e., \( \frac{w_i}{w_j} = \frac{\text{Prating}_i}{\text{Prating}_j} \), \( I_{i}^{Neg} \) is the amplitude of the negative sequence current of the \( i^{th} \) DG, satisfying \( I_{i}^{Neg} = \sqrt{I_{id}^{-2} + I_{iq}^{-2}} \), \( \mathcal{N}_i \) is the neighboring set of the \( i^{th} \) DG.

At last, summing up the generated two compensation signals \( UCR^{SLB}, UCR^{I}_i \), and multiplying the sum signal with the negative sequence voltage at SLB \( V_d^{-}, V_q^{-} \) produce the unbalance compensation reference signal \( UCR_{id}, UCR_{iq} \) respectively. The obtained reference signal is sent to the primary control layer to realize the VUC.

The whole simulation can be divided into 5 stages:

Stage 1 (0-1s): Black start stage during which Load 1 is connected to the SLB

Stage 2 (1-2s): System operates in a balanced steady state

Stage 3 (2-8s): Load 2 is connected to the SLB

Stage 4 (8-15s): Distributed secondary compensation with negative sequence current sharing is activated

Stage 5 (15-16s): Load 2 is disconnected from the SLB

The parameters of distributed controller are chosen and listed as follows. \( K_{P1} = K_{P2} = K_{P3} = K_{P4} = 1, K_{F1} = K_{F4} = 10, K_{F2} = K_{F3} = 5, w_1 : w_2 : w_3 : w_4 = 12 : 6 : 4 : 3 \). The simulation results for the 6 stages are shown in Fig. 4.13 and 4.14. As seen from stages 3-5 in Fig. 4.13, the voltage in the SLB is guaranteed to be balanced with the VUF being less than 1% after the compensation at the sacrifice of the unbalanced voltage output in DG1, DG2, DG3 and DG4.

The amplitudes of negative sequence current of each bus are demonstrated, as shown in Fig. 4.14. It is observed that during stage 3, when only SLB compensation is activated, the negative sequence current in SLB is shared by all
DGs almost equally. However, during stage 4, when the negative sequence current sharing is activated, each DG shares the negative sequence current according to the designed sharing ratios respectively. This result validates our proposed
method.
Chapter 5

Distributed Single-Area Economic Dispatch

In the last two chapters, distributed control strategies have been successfully applied to solve two key problems in the secondary control layer of MG, i.e., voltage and frequency restoration control, voltage unbalance compensation. In this chapter, we move to the tertiary control layer, and present a distributed economic dispatch (ED) strategy for smart grid systems. Different from the secondary control problems considered in Chapter 3 and 4, in the tertiary layer, we mainly focus on the optimization problem.

Economic dispatch (ED) is considered as one of well-studied and key problems in the power system research. It deals with the power allocation among the generators in an economic efficient way while meeting the constraints of total load demand as well as the generator constraints. In this chapter, both conventional thermal generators and wind turbines are taken into account in the economic dispatch model. By decomposing the centralized optimization into optimizations at local agents, a scheme is proposed for each agent to iteratively estimate a solution of the optimization problem in a distributed manner with limited communication among neighbors. It is theoretically shown that the estimated solutions of all the agents reach consensus of the optimal solution asymptotically. This scheme also brings some advantages, such as plug-and-play property. Different from most existing distributed methods, the private confidential information such as gra-
dient or incremental cost of each generator is not required for the information exchange, which makes more sense in real applications. Besides, the proposed method not only handles quadratic but also non-quadratic convex cost functions with arbitrary initial values. Several case studies implemented on 6-bus power system as well as IEEE 30-bus power system are discussed and tested to validate the proposed method.

5.1 Introduction

Recently, renewable energy generators have been integrated to power systems to deal with the energy and environmental challenges. Among various kinds of renewable energy generators, wind turbine is widely developed for the advantages such as free availability and environmental friendliness of wind energy as well as maturity of turbine techniques [159], [160]. Hence the ED problem needs to be reformulated not only considering the conventional thermal generators but also the renewable energy generators such as wind turbines. There are mainly two problem formulations and approaches to handle the economic dispatch with random wind power. One is based on the stochastic programming strategies, where only TG cost function is minimized and the wind power is considered as the stochastic constraint appearing in the equality constraint [161], [162]. The other is based on a deterministic model, where the overestimation and underestimation cost of the wind power is proposed [163]- [165].

In this chapter, we consider and follow the latter one, where ED for a smart
grid system (shown in Fig. 5.1) consisting of conventional thermal generators (TGs), wind turbines (WTs) as well as loads is considered. To ensure high utilization of the intermittent wind power, energy storage systems (ESSs) are always cooperatively integrated with WTs [166]. Note that the quadratic cost function is assumed in most existing ED problem formulations. However, when an WT and ESSs are included, their cost functions are not quadratic any more [163]. Hence some methods mentioned above may fail to work. In this chapter, a distributed ED strategy based on projected gradient and finite-time average consensus algorithm is proposed to solve this new ED problem. Our idea is to let each local agent iteratively estimate a solution of the optimization problem in a distributed manner by using its own and also available information from its neighbors. It is theoretically ensured that the estimated solutions of all the agents converge to the optimal solution of the problem. Several case studies implemented on a 6-bus power system as well as an IEEE 30-bus power system are discussed and tested to validate the proposed method.

Besides the main advantages mentioned earlier in comparing with centralized approaches, our proposed method has some additional advantages over existing distributed schemes, as summarized below:

1. With the proposed method, private confidential information such as gradient or incremental cost is only known by each individual agent and is not used as communication information, which makes more sense in real applications.

2. Compared to λ-consensus algorithm, the cost function is not restricted to be quadratic. Our method can handle ED problem with non-quadratic convex cost function, such as that of wind turbine. Compared to distributed gradient method, the initial values of our proposed method can be arbitrary, thus are not required to meet the stringent equality constraint.

5.2 Problem Formulation

Mathematically speaking, the objective of traditional ED problem is to minimize the total generation cost subject to the demand supply constraint as well as
the generator constraints [167]. In this paper, we consider a ED model which involves random wind power. The main goal of ED is to minimize the system cost consisting of both TGs and WTs, which is given by [163]

\[ C(P_i, W_j) = \sum_{i \in S_G} f_i(P_i) + \sum_{j \in S_W} g_j(W_j) \] (5.1)

where \( S_G \) and \( S_W \) are the sets of TGs and WTs respectively, \( P_i, W_j \) are the power output of the \( i^{th} \) TG, \( i \in S_G \) and the \( j^{th} \) WT, \( j \in S_W \).

The cost of conventional TG is usually approximated by a quadratic function [167]:

\[ f_i(P_i) = \alpha_i P_i^2 + \beta_i P_i + \gamma_i \] (5.2)

where \( \alpha_i, \beta_i \) and \( \gamma_i \) are the cost coefficients of the \( i^{th} \) TG.

In TG, the scheduled and generated power outputs are always the same. However, due to the random nature of wind speed, the available generated power \( W_{j,av} \) at the \( j^{th} \) WT is a random variable, which may be different from the scheduled power \( W_j \). Thanks to the integration of ESSs into the WTs, the total output of WT unit can be guaranteed to be equal to the scheduled one. For example, if the scheduled power output \( W_j \) is greater than \( W_{j,av} \), then the ESS can compensate the mismatch; if the scheduled power output \( W_j \) is less than \( W_{j,av} \), then the WT should clamp its output to \( W_j \) and the ESSs can be charged by the surplus wind power. In order to characterize the cost of the WT, the overestimation and underestimation cost has been proposed [163], [164].

Referring to [164], the overall cost for \( j^{th} \) WT can be expressed as

\[ g_j(W_j) = d_j W_j + C_{pwj} E(Y_{ue,j}) + C_{rwj} E(Y_{oe,j}) \] (5.3)

where \( d_j W_j \) is a linear cost function for wind power generation with \( d_j \) being the cost coefficient or the “price” of the \( j^{th} \) WT, the terms \( C_{pwj} E(Y_{ue,j}) \) and \( C_{rwj} E(Y_{oe,j}) \) are the underestimation and overestimation costs with \( C_{pwj}, C_{rwj} \) being the cost coefficients respectively, which are explained in details in the fol-
5.2. Problem Formulation

The underestimation cost can be expressed as the penalty cost for not using all the available wind power, which is linear to the mean of random variable $Y_{ue}(= W_{j,av} - W_j)$. The expression of $E(Y_{ue,j})$ is derived in [164] as

$$
E(Y_{ue,j}) = (W_r - W_j) \left[ \exp \left( -\frac{v_r^\kappa}{c^\kappa} \right) - \exp \left( -\frac{v_{out}^\kappa}{c^\kappa} \right) \right] \\
+ \left( \frac{W_r v_{in}}{v_r - v_{in}} + W_j \right) \left[ \exp \left( -\frac{v_r^\kappa}{c^\kappa} \right) - \exp \left( -\frac{v_{in}^\kappa}{c^\kappa} \right) \right] \\
+ \frac{W_r c}{v_r - v_{in}} \left\{ \Gamma \left[ 1 + \frac{1}{\kappa}, \left( \frac{v_{in}}{c} \right)^\kappa \right] - \Gamma \left[ 1 + \frac{1}{\kappa}, \left( \frac{v_{in}}{c} \right)^\kappa \right] \right\}
$$

where $W_r$ is the rated wind power, $v_r$, $v_{in}$, $v_{out}$ are the rated, cut-in and cut-out wind speeds, $\kappa$, $c$ are the scale factor and shape factor of the Weibull distribution of wind, $\Gamma(a, x)$ is a standard incomplete gamma function, $v_j$ is a intermediary variable, which is given as

$$
v_j = v_{in} + \frac{(v_r - v_{in}) W_j}{W_r}
$$

Note that in order to simplify the notation, we have dropped the subscript $j$ in the above parameters.

Similarly, the overestimation cost is due to the available wind power being less than the scheduled wind power so needs to get some power from other source, e.g., ESS, which is expressed as $C_{rwj} E(Y_{oe,j})$, where $E(Y_{oe,j})$ is given as

$$
E(Y_{oe,j}) = W_j \left[ 1 - \exp \left( -\frac{v_r^\kappa}{c^\kappa} \right) + \exp \left( -\frac{v_{out}^\kappa}{c^\kappa} \right) \right] \\
+ \left( \frac{W_r v_{in}}{v_r - v_{in}} + W_j \right) \left[ \exp \left( -\frac{v_r^\kappa}{c^\kappa} \right) - \exp \left( -\frac{v_{in}^\kappa}{c^\kappa} \right) \right] \\
+ \frac{W_r c}{v_r - v_{in}} \left\{ \Gamma \left[ 1 + \frac{1}{\kappa}, \left( \frac{v_{in}}{c} \right)^\kappa \right] - \Gamma \left[ 1 + \frac{1}{\kappa}, \left( \frac{v_{in}}{c} \right)^\kappa \right] \right\}
$$

Then considering both generator constraints and demand supply constraint,
the ED problem with random wind power can be formulated as

\[
\begin{align*}
\min_{P_i, W_j} & \quad C(P_i, W_j) \\
\text{s.t.} & \quad \sum_{i \in S_G} P_i + \sum_{j \in S_W} W_j = P_d \\
& \quad P_i^{\min} \leq P_i \leq P_i^{\max}, i \in S_G \\
& \quad 0 \leq W_j \leq W_{r,j}, j \in S_W 
\end{align*}
\] (5.7)

where \( P_i^{\min}, P_i^{\max} \) are the lower and upper bounds of the \( i^{th} \) TG, \( W_{r,j} \) is the rated wind power of the \( j^{th} \) WT, \( P_d \) is the total load demand satisfying \( \sum_{i \in S_G} P_i^{\min} \leq P_d \leq \sum_{i \in S_G} P_i^{\max} + \sum_{j \in S_W} W_{r,j} \).

Note that the cost coefficient \( \alpha_i \) of the TG is usually positive, which implies that Eqn.(5.2) is a convex function. Meanwhile, it is also proved in [164] that Eqn.(5.4) and (5.6) are also convex with respect to \( W_j \), which yields the convexity of the WT cost function (5.1). Also the constraints are convex, thus the ED problem described in (5.7) can be considered as a convex optimization problem.

**Remark 5.1** Compared to the ED problem formulated in [85]-[91], the cost function in (5.7) is not quadratic any more, which implies that the designed distributed methods in [85]-[88] may fail to work. In this chapter, a new distributed optimization method will be introduced to solve the ED problem formulated in (5.7).

Suppose there are \( N = n_G + n_W \) generators, consisting of \( n_G = |S_G| \) TGs and \( n_W = |S_W| \) WTs, and \( M \) loads in a smart grid system, shown in Fig. 5.1. We first treat every generator and load as an “agent”, and each agent is assigned a unique ID. Without the loss of generality, we assign the first \( N \) agents as the TGs and WTs and denote their estimated generated power in a global vector as \( x = \begin{bmatrix} x_1 & \cdots & x_{n_G} & \cdots & x_N \end{bmatrix}^T \). The cost function \( c_k \) and constraint set \( X_k \) of agent \( k, k \in S_G \cup S_W \) are denoted as follows respectively.

\[
\begin{align*}
c_k(x) = \begin{cases} 
f_k(x_k), k \in S_G, k = 1, \cdots, n_G \\
g_k(x_k), k \in S_W, k = n_G + 1, \cdots, N
\end{cases}
\end{align*}
\] (5.8)
5.3. Total Load Demand Discovery

In this section, a distributed load demand discovery method is introduced to determine $P_d$ in the constraint (5.9) by applying the modified FACA algorithm.

Note that the total load demand $P_d$ appears in the constraint set (5.9) of each agent. How to determine $P_d$ in a distributed way is another problem to be
handled in this section. Here we propose to apply distributed FACA to find \( P_d \) for each agent. Let \( y^i \) be the communication state for the \( i^{th} \) agent, and its initial value is defined as

\[
y^i(0) = \begin{cases} 
0, i \in S_G \cup S_W, & i = 1, \cdots, N \\
P_i^d, i \in S_L, & i = N + 1, \cdots, N + M 
\end{cases}
\] (5.11)

**Lemma 5.2** The total load demand \( P_d \) can be determined by each agent \( i, i \in S_G \cup S_W \) in finite \( K \) steps when using the FACA updating law (2.1) and (2.2), where \( K \) is defined in Lemma 2.1 in Chapter 2.

**Proof :** According to Lemma 2.1, \( y^i(m), i = 1, \cdots, N + M \) will reach an average consensus in \( K \) steps, namely, \( y^i(K) = y^j(K) = \frac{1}{N + M} \sum_{i=1}^{N+M} y^i(0), \forall i, j = 1, \cdots, N + M \). Then the total load demand \( P_d \) can be obtained by each agent \( i, i \in S_G \cup S_W \), i.e.,

\[
P_d = (N + M)y^i(K), \ i = 1, \cdots, N.
\] (5.12)

An illustration example is shown in Table 5.1. In this example, agents 1 and 2 are the generators while agents 3 and 4 are loads with the demand of 3 and 5 respectively. At \( k = 0 \), each agent sets their initial value according to (5.11) as \( y^1(0) = 0, y^2(0) = 0, y^3(0) = 3, y^4(0) = 5 \) respectively. By applying distributed FACA, they can reach a consensus \( y^1(3) = y^2(3) = y^3(3) = y^4(3) = 2 \) in 3 steps and the total load demand \( P_d \) is obtained as \( P_d = 4 \times 2 = 8 \).

### 5.4 Distributed Economic Dispatch

#### 5.4.1 Distributed projected gradient method (DPGM)

Motivated by the projection idea in [168] and constrained optimization in [130], we now propose a distributed projected gradient method to solve the ED problem formulated in (5.10). Different from existing distributed methods in [85]- [88],
the communication information required here is the estimates of the scheduled generated power $x^k_l$, i.e., the estimated optimal solutions, of the local agent and its neighbors rather than the more private and confidential gradient or incremental gain. Recall that $x^k(l), k = 1, \cdots, N + M,$ denotes the estimate of the agent $k$ at iteration $l$, which is an $N \times 1$ vector. As only generator agents estimate the power output, we define $x^k(l) = \begin{bmatrix} 0 & \cdots & 0 \end{bmatrix}^T$, $k = N + 1, \cdots, N + M$ for all load agents for any $l$. Unlike the distributed gradient method in [89]- [91], the initial value $x^k(0), k = 1, \cdots, N$ is allowed to be arbitrary.

The $k^{th}$ agent updates its estimate by using the average information produced by distributed FACA, then taking a gradient step to minimize its own cost function $c_k$, and at last projecting the result on its constraint set $X_k$. This updating
rule can be summarized as

\[
\begin{align*}
  z_k^1(l) &= w_{kk}(1) x_k^1(l) + \sum_{j \in N_k} w_{kj}(1) x_j^1(l) \\
  z_k^2(l) &= w_{kk}(2) z_k^1(l) + \sum_{j \in N_k} w_{kj}(2) z_j^1(l) \\
  &\vdots \\
  z_k^K(l) &= w_{kk}(K) z_{K-1}^l(l) + \sum_{j \in N_k} w_{kj}(K) z_{K-1}^j(l) \\
  z_k^i(l) &= \frac{N+M}{N} z_k^i(l)
\end{align*}
\]

(5.13)

where \( w_{kk}(m), w_{kj}(m), m = 1, \cdots, K \) are the FACA updating gains determined in (2.1), \( P_{X_k}[.] \) is the projection operator described in Section 2.4.3, \( \zeta_l \) is a stepsize at iteration \( l \), \( \nabla c_k \) denotes the gradient of the cost function \( c_k \).

**Theorem 5.1** Let \( \{x^k(l)\}, k = 1, \cdots, N \) be the estimates generated by the algorithm (5.13)-(5.14) and \( X = \cap_{k=1}^N X_k \) be the intersection set. Then the sequence \( \{x^k(l)\}, k = 1, \cdots, N \) converges to the optimal solution \( x^* \) with \( x^* \in X \), i.e.,

\[
\lim_{l \to \infty} x^k(l) = x^*, \ k = 1, \cdots, N
\]

if the stepsize \( \zeta_l \) satisfies that \( \zeta_l > 0, \sum_l \zeta_l = \infty \) and \( \sum_l \zeta_l^2 < \infty \).

**Proof :** According to Lemma 2.1, the average consensus process (5.13) can be reached in finite \( K \) steps if the update gains \( w_{ii}(m) \) and \( w_{ij}(m), m = 1, \cdots, K \) are chosen as (2.2). This process is equal to \( z^k(l) = \frac{1}{N} \sum_{j=1}^N x^j(l) \). Then result follows from the proof of Proposition 5 in [130]. Due to the page limit, we omit the details here. \( \blacksquare \)

**Remark 5.2** Compared to the projected subgradient algorithm in [130], our proposed DPGM is a fully distributed one. The average step (5.13) in [130] requires that each agent communicates with all the others in the entire system, which almost has the same communication cost as a centralized one. By applying the
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distributed FACA algorithm, the proposed DPGM can realize the same function with limited communication.

Remark 5.3 Compared to the existing methods for ED problem, the proposed DPGM has the following advantages: 1) No private information such as gradient or the incremental cost is required to exchange with other generators; 2) It can solve any convex objective cost function rather than only quadratic function; 3) The initial value of the estimate can be chosen arbitrary by each agent individually.

5.4.2 Implementation of distributed ED

Based on proposed Algorithm 2.1, distributed FACA and DPGM, we are ready to implement our distributed ED design. The flowchart of our proposed distributed ED procedure is shown in Fig. 5.2, with each corresponding step described as follows:

Step 0: Initialization & Graph Discovery: As a starting point, the communication graph of all agents is pre-designed as connected. Using Algorithm

---

1This is easily implementable, as each agent can choose the same communication graph as
1, each agent can get the information of the whole communication graph such as the number of generator agents \( N \), the number of load agents \( M \), and the Laplacian matrix \( L \) in less than \( N - 1 \) steps. Then using some available numerical methods to calculate the nonzero eigenvalues of \( L \).

**Step 1: Total Load Demand Discovery:** In this step, each agent determines the total load demand \( P_d \) from (5.12) in \( K \) steps according to Lemma 5.2.

**Step 2: Distributed Optimization:** The DPGM algorithm (5.13)-(5.14) introduced in Section 4.1 is applied here to execute the distributed ED.

**Step 3: Stop Criterion Check:** In theory, the sequences of estimates generated by DPGM converge to the optimal solution asymptotically. In practice, some iteration stop criterions are set. Here we set \( |e^k| \leq \xi, k = 1, \cdots, N \) as a stop criterion, where \( e^k = x^k(l+1) - x^k(l) \), \( \xi \) is a user defined small positive number. If this condition is satisfied, then stop the iteration, output the results and go to Step 4. If not, go to Step 2.

**Step 4: Plug-in & Plug-out Reconfiguration:** At this step, each agent needs to check whether there is any agent added in or removed from the grid. If yes, execute the Graph Reconfiguration rule described in Chapter 4, and then go to Step 5 to update the communication graph; otherwise go to Step 1.

**Step 5: Graph Updating:** At this step, all agents need to update the communication graph using Algorithm 2.1 and then go to Step 1.

A simple graph reconfiguration example is illustrated in Fig. 5.3. Suppose agent 3 is removed, its neighboring agent \( \mathcal{N}_3 = \{1, 2, 4\} \) monitors this situation respectively. For agent 1, it needs to set up a new communication channel with agent 4 (no need with agent 2 as they have already been connected); for agent 2, it also needs to setup a new communication channel with agent 4; for agent 4, it needs to set up communication with both agent 1 and 2.

their physical connection graph at the initial step.
5.4.3 Complexity analysis

Here we analyze the computational performance of proposed distributed strategy. Note that our proposed DPGM (5.13)-(5.14) mainly contains two parts, namely, finite-time average consensus (FAC) and projected gradient operation (PGO). According to Lemma 2.1, for a system with $N$ agents, the FAC process can be fulfilled in less than $N - 1$ steps, which is much more efficient than conventional average consensus algorithm possessing asymptotical convergence. For PGO, it is actually a combination of the gradient descent method and a projection operation. The projection operation in our specific problem, as discussed in Section 2.4.3 in Chapter 2, is nothing but a simple algebraic operation. So it has little contribution to the computational cost.

5.5 Case Studies

In order to test the effectiveness of the proposed distributed ED method, several case studies are presented and discussed in this section. Firstly a 6-bus power system implementation without and with generator constraints are demonstrated. The second case study illustrates the plug-and-play property of proposed method including both generator and load node. Then the IEEE 30-bus system is used as a large network case to demonstrate the effectiveness of proposed method. Lastly, comparisons with genetic algorithm are carried out.
5.5.1 Case Study 1: Implementation on 6-bus power system

In this test case, a 6-bus power system topology is adopted from [87]. It consists of 3 TGs, 1 WT and 2 load nodes. We replace 1 TG with a WT in [87]. Its communication graph is shown in Fig. 5.4. The corresponding Laplacian matrix can be obtained by each agent using Algorithm 2.1, which is

\[
L = \begin{bmatrix}
3 & -1 & 0 & -1 & -1 & 0 \\
-1 & 5 & -1 & -1 & -1 & -1 \\
0 & -1 & 3 & 0 & -1 & -1 \\
-1 & -1 & 0 & 3 & -1 & 0 \\
-1 & -1 & -1 & -1 & 5 & -1 \\
0 & -1 & -1 & 0 & -1 & 3
\end{bmatrix}
\]

Its 3 distinct nonzero eigenvalues are \( \lambda_1 = 2, \lambda_2 = 4, \lambda_3 = 6 \), which means that it needs only \( K = 3 \) steps for each agent to reach consensus when applying distributed FACA. The parameters of three different types of TGs are adopted from [87], while the WT parameters are from [164]. These parameters are listed in Table 5.2 and 5.3 respectively.

Firstly, the generator constraints are not imposed. In the initial, the load demand is \( P_d^5 = 200MW \), \( P_d^6 = 200MW \), and each generator is operating in the optimal condition with the generated power \( P_1 = 174.0683MW, P_2 = 100.00MW, P_3 = 50.00MW, W_1 = 75.9317MW \). Then load 5 are doubled, \( i.e. \), \( P_d^5 = 400MW \). The changed total load demand can be discovered by TG and WT.
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Table 5.2: Parameters of thermal generators

<table>
<thead>
<tr>
<th>Generator</th>
<th>$\alpha_i$</th>
<th>$\beta_i$</th>
<th>$\gamma_i$</th>
<th>$P_i^{\text{min}}$</th>
<th>$P_i^{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00142</td>
<td>7.2</td>
<td>510</td>
<td>150</td>
<td>600</td>
</tr>
<tr>
<td>2</td>
<td>0.00194</td>
<td>7.85</td>
<td>310</td>
<td>100</td>
<td>400</td>
</tr>
<tr>
<td>3</td>
<td>0.00482</td>
<td>7.97</td>
<td>78</td>
<td>50</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 5.3: Parameters of wind and wind turbine

<table>
<thead>
<tr>
<th>Wind</th>
<th>$v_{in}$</th>
<th>$v_{out}$</th>
<th>$v_r$</th>
<th>$(c, k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
<td>45</td>
<td>15</td>
<td>(8, 2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Wind</th>
<th>$d_j$</th>
<th>$C_{pwj}$</th>
<th>$C_{rwj}$</th>
<th>$W_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbine</td>
<td>6</td>
<td>3.1</td>
<td>3.1</td>
<td>160</td>
</tr>
</tbody>
</table>

Figure 5.5: Simulation results of 6-bus power system
generators in 3 steps as shown in Table 5.4. Then each generator agent (Agents 1 - 4) conducts the distributed ED using the proposed DPGM method. The initial value is chosen as $x_1(0) = \begin{bmatrix} 174.0683 & 0 & 0 \end{bmatrix}^T$, $x_2(0) = \begin{bmatrix} 0 & 100 & 0 \end{bmatrix}^T$, $x_3(0) = \begin{bmatrix} 0 & 0 & 50 \end{bmatrix}^T$, $x_4(0) = \begin{bmatrix} 0 & 0 & 75.9318 \end{bmatrix}^T$. The iteration process is shown in Fig. 5.5 (a). Clearly all the estimated power outputs converge to the optimized solution $P_1^* = 367.7996 \text{ MW}, P_2^* = 102.2463 \text{ MW}, P_3^* = 29.1174 \text{ MW}, W_1^* = 100.8367 \text{ MW}$ with a total cost $C = 5611.8\$. Also it is found that the incremental cost (or the gradient of the cost $\nabla c_k$) of each generator reaches a consensus value $8.25$. Note that the third generator is conflict with its lower output bound $P_3^\text{min} = 50 \text{ MW}$.

Then, we consider the generator constraints. The results are shown in Fig. 5.5 (b). The optimized power output are $P_1^* = 351.7814 \text{ MW}, P_2^* = 100.0248 \text{ MW}, P_3^* = 50.0248 \text{ MW}, W_1^* = 98.1691 \text{ MW}$ with a total cost $C = 5614.4\$. In this case, note that all the generators’ power output are within their constraints respectively.

This case study shows that our proposed method can handle the ED problem both without and with generator constraints.
5.5.2 Case Study 2: Plug-and-play capability

This case study is to test the flexibility of the proposed method. The plug-and-play performance of both generator and load are considered.

Generator plug-and-play

In this subcase, the plug-and-play of TG is considered. The results of TG are shown in Fig. 5.6. From Fig. 5.6 (a), it is clear that the estimated power outputs of all agents \(x^k(l), \ k = 1, \cdots, 4\) almost reach consensus in \(l = 10 \times 10^3\) iterations. To clearly demonstrate the estimated power output, the estimates of Agent 1 is shown in Fig. 5.6 (b). In the initial, the load demands are \(P_d^5 = 400\text{MW}\) and \(P_d^6 = 200\text{MW}\). After a few iterations the proposed method ensures convergence to the optimized power output \(P_1^\star = 351.7814\text{MW}, P_2^\star = 100.0248\text{MW}, P_3^\star = 50.0248\text{MW}, W_1^\star = 98.1691\text{MW}\) with the total cost \(C = 5614.4\$\). Suppose Generator 1 (Agent 1) is disconnected from the power system at the time step \(l = 30 \times 10^3\). Then using the Graph Reconfiguration rule introduced in the section 4.2, each agent can reconfigure the communication graph as shown in Fig. 5.7. The remaining generators can converge to new optimized power output \(P_1^\star = 173.56\text{MW}, P_2^\star = 100.0785\text{MW}, P_3^\star = 50.0784\text{MW}, W_1^\star = 76.2811\text{MW}\). It is shown in Fig. 5.6 (c) that the total cost increases to \(C = 5960.7\$\) due to the absence of Generator 1. It further indicates that Generator 1 is more economic efficient compared to the average of other generators. Then at the time step \(l = 60 \times 10^3\), Generator 1 is connected to the system again and all the results converge to those of the previous ones.

Load plug-and-play

The results of this subcase are shown in Fig. 5.8. The initial condition is the same as that in subcase 1). At the time step \(l = 30 \times 10^3\), load 6 (Agent 6) is disconnected from the power system. The other agents detect this change, update the communication graph as well as the total load demand \(P_d = 400\text{MW}\). Then the remaining agents ensure the convergence to new optimized power outputs \(P_1^\star = 173.56\text{MW}, P_2^\star = 100.0785\text{MW}, P_3^\star = 50.0784\text{MW}, W_1^\star = 76.2811\text{MW}\)
with the total cost $C = 4024.7\$$. At the time step $l = 60 \times 10^3$, load 6 is connected to the system again and all the values are back to the previous values before load 6 is disconnected.
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5.5.3 Case Study 3: Implementation on IEEE 30-bus test system

In order to test the effectiveness of the proposed method for a large network, the IEEE 30-bus system is chosen as a test system. The generator and load bus parameters are adopted from [90], which are also listed in Table 5.5 and Table 5.6 respectively. First, the communication graph can be chosen as the same as the physical connections. Then the total load demand $P_d = \sum_{i=1}^{30} P_i^d = 283.4MW$ can be easily discovered by applying proposed distributed FACA. The optimized power allocation can be obtained by applying DPGM. Suppose that at the time steps $l = 30 \times 10^3$ and $l = 60 \times 10^3$ the load demand is increased by 30% and reduced by 20% respectively. The simulation results are shown in Fig. 5.9 and Table 5.7. These simulation results illustrate the effectiveness of the proposed method applied on a large network.

Both subcases 1) and 2) show that the proposed method is fully distributed and has the plug-and-play property.

Table 5.5: Generator parameters in IEEE 30-bus

<table>
<thead>
<tr>
<th>Generator No.</th>
<th>$\alpha_i$ [$$/MW^2h$$]</th>
<th>$\beta_i$ [$$/MWh$$]</th>
<th>$\gamma_i$ [$$/h$$]</th>
<th>$P_i^{\text{min}}$ [MW]</th>
<th>$P_i^{\text{max}}$ [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00375</td>
<td>2</td>
<td>0</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>2</td>
<td>0.0175</td>
<td>1.75</td>
<td>0</td>
<td>20</td>
<td>80</td>
</tr>
<tr>
<td>5</td>
<td>0.0625</td>
<td>1.0</td>
<td>0</td>
<td>15</td>
<td>50</td>
</tr>
<tr>
<td>8</td>
<td>0.00834</td>
<td>3.25</td>
<td>0</td>
<td>10</td>
<td>35</td>
</tr>
<tr>
<td>11</td>
<td>0.025</td>
<td>3.0</td>
<td>0</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>13</td>
<td>0.025</td>
<td>3.0</td>
<td>0</td>
<td>12</td>
<td>40</td>
</tr>
</tbody>
</table>
Figure 5.8: Simulation results with load plug-and-play
Table 5.6: Load parameters in IEEE 30-bus

<table>
<thead>
<tr>
<th>Load No.</th>
<th>$P_i^d$ [MW]</th>
<th>Load No.</th>
<th>$P_i^d$ [MW]</th>
<th>Load No.</th>
<th>$P_i^d$ [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>11</td>
<td>0.00</td>
<td>21</td>
<td>17.5</td>
</tr>
<tr>
<td>2</td>
<td>21.7</td>
<td>12</td>
<td>11.2</td>
<td>22</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>2.40</td>
<td>13</td>
<td>0.00</td>
<td>23</td>
<td>3.20</td>
</tr>
<tr>
<td>4</td>
<td>7.60</td>
<td>14</td>
<td>6.20</td>
<td>24</td>
<td>8.70</td>
</tr>
<tr>
<td>5</td>
<td>94.2</td>
<td>15</td>
<td>8.20</td>
<td>25</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
<td>16</td>
<td>3.50</td>
<td>26</td>
<td>3.50</td>
</tr>
<tr>
<td>7</td>
<td>22.8</td>
<td>17</td>
<td>9.00</td>
<td>27</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>30.0</td>
<td>18</td>
<td>3.20</td>
<td>28</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>0.00</td>
<td>19</td>
<td>9.50</td>
<td>29</td>
<td>2.40</td>
</tr>
<tr>
<td>10</td>
<td>5.80</td>
<td>20</td>
<td>2.20</td>
<td>30</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Table 5.7: Simulation results of IEEE 30-bus test system

<table>
<thead>
<tr>
<th>Total Demand $P_d$ [MW]</th>
<th>Optimized Power Output $P_i$ [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gen 1</td>
</tr>
<tr>
<td>283.4</td>
<td>185.03</td>
</tr>
<tr>
<td>368.42</td>
<td>200.03</td>
</tr>
<tr>
<td>226.72</td>
<td>140.71</td>
</tr>
</tbody>
</table>

5.5.4 Case Study 4: Comparison with heuristic search method

There are various kinds of heuristic search methods applied to solve the conventional ED problems, such as genetic algorithm (GA) [169], modified GA [170], particle swarm optimization [171], and Monte Carlo method [172]. In this section, we apply one popular heuristic search method, i.e., GA method in [169], to our proposed ED problem for comparison. The parameters of the test system are the same as those in Case Study 1. Some key parameters of the GA method are listed in Table 5.8. The fitness function is chosen as the total cost in Eqn. (5.1) plus some penalty functions constraining the variables according to [169]. The evolution of the fitness value is shown in Fig. 5.10. The best fitness value for a population is the smallest fitness value among all the individuals in
Figure 5.9: Simulation results of IEEE 30-bus system

the population, while the mean fitness value is the average of their fitness values [169]. After 51 generations, the mean fitness approaches to the best fitness value. The GA stops when the average relative change in the fitness value is
Table 5.8: Parameters of GA method

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>80</td>
<td>Crossover Fraction</td>
<td>0.8</td>
</tr>
<tr>
<td>Migration Interval</td>
<td>20</td>
<td>Migration Interval Fraction</td>
<td>0.2</td>
</tr>
<tr>
<td>Maximum Generations</td>
<td>60</td>
<td>Penalty Factor</td>
<td>100</td>
</tr>
<tr>
<td>Stall Time Limit</td>
<td>200</td>
<td>Function Tolerance</td>
<td>1e-6</td>
</tr>
</tbody>
</table>

less than the pre-defined function tolerance, which is listed in Table 5.8. The final power outputs are obtained from the best individual of the last generation as $P_1^* = 349.06 \text{MW}, P_2^* = 103.5257 \text{MW}, P_3^* = 50.0306 \text{MW}, W_1^* = 97.3836 \text{MW}$ with the total cost $C = 5614.7\$. Comparing to the results in Case Study 1 ($P_1^* = 351.7814 \text{MW}, P_2^* = 100.0248 \text{MW}, P_3^* = 50.0248 \text{MW}, W_1^* = 98.1691 \text{MW}$ with a total cost $C = 5614.48\$), they are about the same. The consistency of these results further illustrates and verifies the effectiveness of our scheme.

However, such similar results are achieved with three major differences between GA method and our proposed approach. Firstly, similar to most heuristic search methods, the GA method is a centralized one while ours is fully distributed. Secondly, the GA method does not have the plug-and-play property. Thirdly, the operation and implementation costs are different.
Chapter 6

Distributed Multi-Area Economic Dispatch

In Chapter 5, a economic dispatch method for one single area power system is considered. In this chapter, the economic dispatch for a multi-area power system is carried out. Firstly, two distributed multi-cluster optimization algorithms are proposed. Then we prove the convergence of proposed two multi-cluster algorithms. Lastly we apply the proposed algorithms to solve the multi-area ED problem.

6.1 Introduction

Recently, due to rapid growth of electricity markets, the electrical grid has become a interconnected large-scale system. In this scenario, if we apply the distributed ED method in Chapter 5, it would take much more communication steps just for one internal iteration, which would be quite time-consuming. In order to overcome this drawback, in this chapter, we first propose to divide such large-scale system into several clusters and each cluster has a leader to communicate with the leaders of its neighboring clusters. The agents in the same cluster conduct local optimization and communicate with their neighboring agents synchronously by applying FACA to reach a cluster average consensus. Then two interesting distributed optimization algorithms are proposed based on the different commu-
communication strategies for leader agents, i.e., synchronous and sequential algorithms, as shown in Fig. 6.1. In synchronous algorithm, the leader agent communicates with the leader agents in its neighboring cluster to reach a consensus of a global average estimate. In the next iteration, each agent conducts its local optimization based on this global average estimate. While in sequential algorithm, the leader agents passes the cluster estimate to a leader agent in its neighboring cluster. In one iteration, each cluster is ensured to have one chance to update its estimate.

It is worthy to point out that in both algorithms, an extra manipulation is conducted by each leader agent. Such extra manipulation can be regarded as the effect of virtual agents, a new idea to be proposed to achieve convergence property. With the help of virtual agent, we theoretically establish the convergence property for these two proposed algorithms.

Comparing these proposed two algorithms, each algorithm has its own advantages. The synchronous algorithm allows the leader agent exchange their estimate simultaneously and all the cluster conducts optimization in parallel, which takes less time in one iteration. However, when the agents in the system are sparsely distributed, distributed optimization with synchronous communication may not be proper. For example, for a sensor network system, the sensors are located sparsely, then their communication latencies are quite different when using the
synchronous communication strategy. In this scenario, the sequential algorithm is more proper.

6.2 Problem Formulation

Motivated by the optimization problems in practical systems such as power system [117], [118], and wireless network system [119], a large-scale multi-agent system with $m = |\mathcal{M}|$ clusters is considered, $\mathcal{M}$ is the set of clusters. Each cluster has $n_i = |\mathcal{A}_i|$ agents, with $\mathcal{A}_i, \forall i = 1, \cdots, m$ denoting the set of agents in the $i^{th}$ cluster. Each agent $j$ in cluster $i$ has its local objective function $f^i_j(x)$ and local constraint set $X^i_j$, which are only known to agent $j$ itself and cannot be shared with other agents. Also a global constraint set $X_g$ is imposed and known to all the agents. The goal of the agents is to cooperatively solve the constrained optimization problem

$$\begin{align*}
\min_{x} & \quad \sum_{i=1}^{m} \sum_{j=1}^{n_i} f^i_j(x) \\
\text{s.t.} & \quad x \in \bigcap_{i=1}^{m} \bigcap_{j=1}^{n_i} X^i_j \cap X_g
\end{align*}$$

(6.1)

where $f^i_j(x) : \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $X^i_j, \ i = 1, \cdots, m, \ j = 1, \cdots, n_i$ are a convex function and compact convex sets respectively.

To obtain a more compact formulation, we merge the global constraint set $X_g$ into the local set $X^i_j$ and generate a new constraint set $\bar{X}^i_j = X^i_j \cap X_g, \forall i \in \mathcal{M}, \ j \in \mathcal{A}_i$. Then we can reformulate (6.1) as

$$\begin{align*}
\min_{x} & \quad \sum_{i=1}^{m} \sum_{j=1}^{n_i} f^i_j(x) \\
\text{s.t.} & \quad x \in X
\end{align*}$$

(6.2)

where $X$ is the intersection set of all the local constraints sets, i.e., $X = \bigcap_{i=1}^{m} \bigcap_{j=1}^{n_i} \bar{X}^i_j$.

Denote the optimal solution of (6.2) as $x^* \in X$, it is easy to conclude that $x^*$ exists according to the well-known extreme value theorem [173]. But it is unknown to each agent. Our idea is to let each agent estimate the opt-
timal solution by using the available information of its neighboring agents and itself iteratively. Denote the estimate of the agent $j$ in group $i$ at iteration $l$ as $\hat{x}_i^j(l), \ i=1,\cdots,m, \ j=1,\cdots,n_i$. Then our objective is to propose an algorithm to ensure all these estimates reach consensus of the optimal solution as iterations increase, i.e., $\lim_{l \to \infty} \hat{x}_i^j(l) = x^\star$, for all $i = 1,\cdots,m, \ j = 1,\cdots,n_i$.

To achieve this, we make the following assumptions.

**Assumption 6.1** Function $f_i^j$ is convex and differentiable.

Suppose $\nabla f_i^j$ is the gradient function of $f_i^j$, then from [132] and [133], Assumption 6.1 ensures that it is bounded over the set $X$, i.e., there exists a scalar $L > 0$, such that

$$\|\nabla f_i^j(x)\| \leq L, \ \forall x \in X \quad (6.3)$$

if the set $X$ is compact [131].

**Remark 6.1** In this chapter, we assume $f_i^j$ is convex and differentiable, so that its gradient $\nabla f_i^j(x)$ exists for any $x \in \mathbb{R}^n$. However, this assumption can be relaxed to that $f_i^j$ is only convex and allowed to be non-differentiable at some points. In this case, a subgradient exists and can be used in the role of a gradient [130].

### 6.3 Distributed Optimization Algorithm

In this section, two distributed synchronous optimization algorithms are proposed to solve the problem formulated in (6.2). First, we assign one agent as leader agent in each cluster. Without loss of generality, the leader agent is labeled as Agent 1 in each cluster.

To solve the proposed optimization problem, we make the following assumptions regarding the communication graph.

**Assumption 6.2** The communication graph among the agents in the same cluster $i$, $G_i = (V_i, \xi_i)$ is undirected and connected.

**Assumption 6.3** The communication graph among the leader agents $G_{leader} =$
6.3. Distributed Optimization Algorithm

6.3.1 Distributed synchronous optimization algorithm

The flowchart of proposed distributed optimization method is shown in Fig. 6.2, with each corresponding step described as follows.

**Step 0: Initialization:** As a starting point, at \( l = 0 \), the leader agent in each cluster starts estimating optimal solution by choosing one arbitrary initial value \( \varphi(0) \in \mathbb{R}^n \) and then goes to Step 2.

**Step 1: Leader Agents Average Consensus:** Suppose at iteration step \( l, l \geq 1 \), the leader agent in Cluster \( i, i \in \mathcal{M} \) communicates with the...
leader agents in its neighboring clusters \(k, k \in \mathcal{N}_i\), where \(\mathcal{N}_i\) denotes the neighborhood set of the area \(m\). Initially, each leader agent sets the initial value as \(z_i^0 = \varphi_i(l-1)\), where \(\varphi_i(l-1)\) is called modified cluster estimate, which is obtained in Step 5 later. By applying the FACA algorithm, after \(K'\) steps, each leader agent reach average consensus so that

\[
\varphi(l) = z_i^{K'} = \frac{\sum_{i=1}^{m} z_i^0}{m} = \frac{\sum_{i=1}^{m} \varphi_i(l-1)}{m}
\]  

(6.4)

where \(\varphi(l)\) is called average estimate, \(K'\) is the number of distinct nonzero eigenvalues of the Laplacian matrix of the communication graph among the leader agents.

**Step 2: Information exchange & Consensus:** Within Cluster \(i\), by letting each agent exchange information with their neighbors respectively, all the agents reach an average consensus of the average estimate \(\varphi(l)\). This process can be summarized as follows. According to Lemma 2.1, for \(l \geq 1\), the initial value can be set as \(y_{i}^{0} = \varphi(l), y_{i}^{1} = \cdots = y_{n_{i}+q_{i}}^{0} = 0\). Then by using FACA, after \(K_i\) steps, all the agents can reach consensus so that \(y_{i}^{K_{i}} = \cdots = y_{n_{i}+q_{i}}^{K_{i}} = \varphi(l)/(n_{i}+q_{i})\), where \(K_i\) is the number of distinct nonzero eigenvalues of the graph Laplacian matrix \(L_i\) in Cluster \(i\). Finally each agent gets \(\varphi(l)\) by multiplying \(n_{i}+q_{i}\) with \(y_{j}^{K_{i}}, \forall j = 1, \cdots, n_{i}+q_{i}\). For \(l = 0\), the above procedures are the same except replacing \(\varphi(l)\) with \(\varphi(0)\).

**Step 3: Projected Gradient Operation:** Each generator agent in Cluster \(i\) takes a projected gradient step to minimize its own cost function \(f_{i}^{j}\), i.e.,

\[
\hat{x}_{i}^{j}(l) = P_{\bar{X}_{i}^{j}} \left[ \varphi(l) - \zeta l \nabla f_{i}^{j} (\varphi(l)) \right]
\]  

(6.5)

where \(P_{\bar{X}_{i}^{j}}[.]\) is the projection operator onto the local constraint set \(\bar{X}_{i}^{j}\), \(\zeta l\) is a stepsize at iteration \(l\), \(\nabla f_{i}^{j}\) denotes the gradient of the cost function \(f_{i}^{j}\).

**Step 4: Cluster estimate through average consensus:** Through averaging the the estimates of all the agents in Cluster \(i\), a cluster estimate \(\varphi_{i}'(l)\) at
iteration $l$ is obtained by applying distributed FACA, i.e., 

$$\varphi'_i(l) = \frac{x_i^l}{n_i(l)}.$$

**Step 5: Extra manipulation yielding modified cluster estimate:** Once each agent reaches average consensus to the cluster estimate $\varphi'_i(l)$, the leader agent of the cluster conducts the following simple manipulation to obtain the **modified cluster estimate** $\varphi_i(l)$.

$$\varphi_i(l) = \frac{n_i}{\hat{n}} \varphi'_i(l) + \frac{(\hat{n} - n_i) \varphi(l)}{\hat{n}}, \quad i \in \mathcal{M} \tag{6.6}$$

where $\hat{n} = \max\{n_1, \cdots, n_m\}$.

**Remark 6.2** In Eqn. (6.6) is an extra manipulation conducted by the leader agent, which is proposed to achieve convergence of the algorithm with the help of a new idea on virtual agent, as analyzed later. Actually, this manipulation is necessary, as some of our numerical simulation studies show that, without it, the estimated solutions will not converge to the optimal point if each cluster has different number of agents.

**Remark 6.3** Note that a global information $\hat{n}$ is used in (6.6). But it can be obtained from local information. In fact under Assumption 6.3, the leader agents in each cluster can easily obtain the number of the agents $n_i, i = 1, \cdots, m$ in other clusters through “network flooding” communication strategy in the graph discovery algorithm proposed in Chapter 2.

### 6.3.2 Distributed sequential optimization algorithm

Generally speaking, there are mainly two kinds of sequential communication strategies for a leader agent to send the estimate to its neighboring cluster leader, namely, deterministic [132] and random sequence [133]. In this chapter, we mainly focus on deterministic communication, specifically, the round-robin communication strategy. Based on this strategy, in one cycle of iteration each cluster updates the estimate once in sequence. Therefore, one cycle iteration consists of $m$ clusters of estimate updating. Without loss of generality, suppose the sequential order is from Cluster 1 to Cluster $m$ in an increasing way.
An illustrative diagram of our proposed distributed optimization algorithm is shown in Fig. 6.3, where the detailed steps of only Cluster 1 are shown. Now each corresponding step of Cluster \( i \) is described as follows.

**Step 0: Initialization:** As a starting point, at \( l = 0 \), the leader agent in Cluster 1 starts estimating optimal solution by choosing one arbitrary initial value \( \varphi(0) \in \mathbb{R}^n \) and then goes to Step 2.

**Step 1: Receiving estimated solution from the leader agent of another cluster:** Suppose at iteration step \( l \), for \( l \geq 1 \), the leader agent in Cluster \( i, \ i \in \mathcal{M} \) receives \( \varphi_{i-1}(l) \) sent by the leader agent in Cluster \( i - 1 \), where
$\varphi_{i-1}(l)$ is called \textit{modified cluster estimate}, as illustrated in Step 5.

\textbf{Step 2: Information exchange \& Consensus:} Within Cluster $i$, by letting each agent exchange information with their neighbors respectively, all the agents reach an average consensus of the received estimate. This process can be summarized as follows. According to Lemma 2.1, for $l \geq 1$, the initial value can be set as $y_{i1}^0 = \varphi_{i-1}(l), y_{i2}^0 = \cdots = y_{in_i}^0 = 0$. Then by using FACA, after $K_i$ steps, all the agents can reach consensus so that $y_{i1}^{K_i} = \cdots = y_{in_i}^{K_i} = \varphi_{i-1}(l)/n_i$, where $K_i$ is the number of distinct nonzero eigenvalues of the graph Laplacian matrix $L_i$ in Cluster $i$. Finally each agent gets $\varphi_{i-1}(l)$ by multiplying $n_i$ with $y_{ij}^{K_i}$, $\forall j = 1, \cdots, n_i$. For $l = 0$, the above procedures are the same except replacing $\varphi_{i-1}(l)$ with $\varphi(0)$.

\textbf{Step 3: Projected gradient operation:} Each agent in Cluster $i$ takes a projected gradient step to minimize its own cost function $f_{ji}^1$, i.e.,

$$\hat{x}_{ji}^1(l) = P_{\bar{X}_{ji}^1}[\varphi_{i-1}(l) - \zeta_l \nabla f_{ji}^1(\varphi_{i-1}(l))]$$

(6.7)

where $P_{\bar{X}_{ji}^1}[\cdot]$ is the projection operator onto the set $\bar{X}_{ji}^1$, $\zeta_l$ is a stepsize at iteration $l$, $\nabla f_{ji}^1$ denotes the gradient of the cost function $f_{ji}^1$.

\textbf{Step 4: Cluster estimate through average consensus:} Through averaging the the estimates of all the agents in Cluster $i$, a \textit{cluster estimate} $\varphi_i'(l)$ at iteration $l$ is obtained by applying distributed FACA as follows

$$\begin{aligned}
z_{i1}^{1j}(l) &= w_{jj}(1)\hat{x}_{j1}^1(l) + \sum_{k \in N_j} w_{jk}(1)\hat{x}_{ki}^1(l) \\
z_{i2}^{1j}(l) &= w_{jj}(2)z_{i1}^{1j}(l) + \sum_{k \in N_j} w_{jk}(2)z_{ik}^{1j}(l) \\
&\vdots \\
z_{iK_i}^{1j}(l) &= w_{jj}(K_i)z_{iK_i-1}^{1j}(l) + \sum_{k \in N_j} w_{jk}(K_i)z_{ik}^{1j}(l) \\
\varphi_i'(l) &= z_{iK_i}^{1j}(l)
\end{aligned}$$

(6.8)

where $w_{jj}(s), w_{jk}(s), s = 1, \cdots, K_i$ are the updating gains chosen according to Lemma 2.1. Note that the cluster estimate $\varphi_i'(l)$ is in fact the average
of the estimates of local agents in Cluster $i$, i.e., $\varphi'_i(l) = \left( \sum_{j=1}^{n_i} \hat{x}_j^i(l) \right) / n_i$.

**Step 5: Extra manipulation yielding modified cluster estimate:** Once each agent reaches average consensus to the cluster estimate $\varphi'_i(l)$, the leader agent of the cluster conducts the following simple manipulation to obtain the *modified cluster estimate* $\varphi_i(l)$.

$$\varphi_i(l) = \frac{n_i}{\bar{n}} \varphi'_i(l) + \frac{(\bar{n} - n_i) \varphi_{i-1}(l)}{\bar{n}}, \quad i \in \mathcal{M}$$  \hspace{1cm} (6.9)

where $\bar{n} = \max\{n_1, \cdots, n_m\}$.

**Step 6: Sending modified cluster estimate to leader agent of another cluster:** The leader agent sends the modified cluster estimate $\varphi_i(l)$ to the leader agent of Cluster $i + 1$.

Let $x_l$ be the estimate after $l$ cycles, then the estimate after another cycle is

$$x_{l+1} = \varphi_m(l)$$  \hspace{1cm} (6.10)

where $\varphi_m(l)$ is obtained after sequential update of $m$ clusters according to (6.9) starting with

$$\varphi_0(l) = x_l$$  \hspace{1cm} (6.11)

**Remark 6.4** In Assumption 6.2, a general undirected connected communication graph is assumed in each cluster. However, if a cluster, for example Cluster $i$, has an agent that can directly communicate with all the other agents, this agent can be selected as the leader agent of Cluster $i$ and FACA applied in Steps 2 and 4 can be avoided within this cluster. In this case, the leader agent can directly broadcast its received modified cluster estimate $\varphi_{i-1}(l)$ to all the other agents in Step 2; while in Step 4, Agent $j$ in Cluster $i$ sends its updated estimate $\hat{x}_j^i(l)$, $j = 2, \cdots, n_i$ to the leader agent. Then the cluster estimate $\varphi'_i(l)$ can be obtained by the leader agent through averaging all the local estimates, i.e., $\varphi'_i(l) = \left( \sum_{j=1}^{n_i} \hat{x}_j^i(l) \right) / n_i$. 
Remark 6.5 Eqn. (6.9) is similar to Eqn. (6.6), which is an extra manipulation proposed to achieve convergence of the algorithm.

Remark 6.6 In this section, we only consider deterministic sequential communication strategy. However, our approach can be further developed by considering stochastic Markov Chain based communication strategy proposed in [133].

6.3.3 Virtual agent

As mentioned in Remark 6.2 and Remark 6.5 before, extra manipulation (6.6) and (6.9) are conducted by the leader agents in both algorithms respectively. By further looking into (6.6) or (6.9), it is actually a linear combination of two parts, one is the average consensus value of the \( n_i \) agents in Cluster \( i \). The other is the \( \tilde{n} - n_i \) copies of previous estimate, which can be interpreted as the effects of certain virtual agents. The virtual agent proposed for a cluster refers to an imaginary agent that has a constant cost function, i.e., no optimization variable. The main purpose of proposing virtual agents is to make the number of agents in each cluster be equal, which is a key idea to establish the convergence of the propose two algorithms.

Suppose the leader agent in Cluster \( i \) adds \( \tilde{n} - n_i \) virtual agents and builds up a communication link among them, as shown in Fig. 6.4. By setting the cost
function and constraint set of the virtual agents as $f^j_i(x) = C, \bar{X}^j_i = \mathbb{R}^n, \forall i = 1, \cdots, m, j = n_i + 1, \cdots, \tilde{n}$ respectively, where $C$ is some constant, (6.2) can be equivalently re-formulated as

$$\begin{cases}
\min_x \sum_{i=1}^m \sum_{j=1}^{\tilde{n}} f^j_i(x) \\
\text{s.t. } x \in X
\end{cases}$$

(6.12)

According to Eqn. (6.5) and (6.7), the updates of the virtual agents in Step 3 are shown as follows respectively

$$\hat{x}^j_i(l) = P_{\bar{X}^j_i} \left[ \varphi(l) - \zeta_l \nabla f^j_i(\varphi(l)) \right]$$

$$= P_{\bar{X}^j_i} [\varphi(l)] = \varphi(l), \; j = n_i + 1, \cdots, \tilde{n}. \tag{6.13}$$

$$\hat{x}^j_i(l) = P_{\bar{X}^j_i} \left[ \varphi_{i-1}(l) - \zeta_l \nabla f^j_i(\varphi_{i-1}(l)) \right]$$

$$= P_{\bar{X}^j_i} [\varphi_{i-1}(l)] = \varphi_{i-1}(l), \; j = n_i + 1, \cdots, \tilde{n}. \tag{6.14}$$

These indicate that the virtual agent does nothing but keeps the modified estimates from previous iteration, which are indeed the second part in (6.6) and (6.9) respectively.

### 6.4 Convergence analysis

In this section, we analyze and prove the convergence of the proposed two distributed algorithms.
6.4. Convergence analysis

6.4.1 Distributed synchronous algorithm

With the concept of virtual agent, we can augment $j$ in Eqn. (6.4) to $\tilde{n}$, and then we have

$$\varphi(l) = \frac{\sum_{i=1}^{m} \varphi_i(l - 1)}{m} = \frac{\sum_{i=1}^{m} \left( \frac{\sum_{j=1}^{n_i} \hat{x}_i^j(l-1)}{n_i} + \frac{\tilde{n} - n_i}{n} \varphi(l - 1) \right)}{m}$$

$$= \frac{\sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} \hat{x}_i^j(l - 1)}{\tilde{n}m} \quad (6.15)$$

Eqn. (6.15) indicates that it is indeed the average of the whole large-scale system with each cluster augmenting its generator agent to the same number $\tilde{n}$.

**Theorem 6.1** Let $\{\hat{x}_i^j(l)\}$ be the estimates generated by the algorithm in (6.4)-(6.6). Then the sequences $\{\hat{x}_i^j(l)\}$ converge to the optimal solution $x^*$ with $x^* \in \bigcap_{i=1}^{m} \bigcap_{j=1}^{n_i} X_i^j$, i.e.,

$$\lim_{l \to \infty} \hat{x}_i^j(l) = \lim_{l \to \infty} x_l = x^*, \forall i \in M, j \in A_i$$

if the stepsize $\zeta_l$ satisfies that $\zeta_l > 0$, $\sum_l \zeta_l = \infty$ and $\sum_l \zeta_l^2 < \infty$.

**Proof:** With the help of virtual agent, it is shown that (6.12) is equivalent to (6.2). Then according to Eqn. (6.15), the algorithm in (6.4)-(6.6) is then equivalent to *Theorem 5.1* in Chapter 5. Then result follows from the proof of *Theorem 5.1*. ■

6.4.2 Distributed sequential algorithm

In this subsection, we prove the convergence of proposed algorithm with only global constraint, i.e., $X = \bigcap_{i=1}^{m} X_i^j = X_g$.

Firstly, we establish a property on the distance between $\hat{x}_i^j(l)$ and a feasible point $z \in X$, i.e., $\|\hat{x}_i^j(l) - z\|^2$, as stated in Lemma 6.1 below. Next, to facilitate the convergence analysis, (6.16) in Lemma 6.1 is converted to (6.22) by introducing the concept of virtual agent, which is the key idea in the convergence
analysis. Then, with the help of virtual agent, a property on $\|\hat{x}_i^j(l + 1) - z\|^2$ and $\|\hat{x}_i^j(l) - z\|^2$ is established in Lemma 6.2. Lastly, the convergence of proposed algorithm is presented in Theorem 6.2 with proofs.

**Lemma 6.1** Let $\{\hat{x}_i^j(l)\}$ be the sequence generated by (6.7). Then for any $z \in X$ and all $l \geq 0$,

$$
\|\hat{x}_i^j(l) - z\|^2 \leq \|\varphi_{i-1}(l) - z\|^2 + \zeta^2 \|\nabla f_i^j\|^2
- 2\zeta \nabla f_i^j (\varphi_{i-1}(l))^T (\varphi_{i-1}(l) - z) - \|f_i^j(l)\|^2
$$

(6.16)

where $\xi_i^j(l)$ is the projection error and is defined as

$$
\xi_i^j(l) = P_X [\varphi_{i-1}(l) - \zeta \nabla f_i^j (\varphi_{i-1}(l))] - (\varphi_{i-1}(l) - \zeta \nabla f_i^j (\varphi_{i-1}(l)))
$$

(6.17)

**Proof:** For any $z \in X$ and all $i, j$ and $l \geq 0$, we have

$$
\|\hat{x}_i^j(l) - z\|^2 = \|P_X [\varphi_{i-1}(l) - \zeta \nabla f_i^j (\varphi_{i-1}(l))] - z\|^2
$$

(6.18)

As $z \in X$, by using Lemma 2.4, (6.18) becomes

$$
\|\hat{x}_i^j(l) - z\|^2 \leq \|\varphi_{i-1}(l) - \zeta \nabla f_i^j (\varphi_{i-1}(l)) - z\|^2 - \|\xi_i^j(l)\|^2
$$

(6.19)

For notation simplicity, we drop $(\varphi_{i-1}(l))$ in $\nabla f_i^j (\varphi_{i-1}(l))$ below. Note that

$$
\|\varphi_{i-1}(l) - \zeta \nabla f_i^j (\varphi_{i-1}(l)) - z\|^2
= \|\varphi_{i-1}(l) - z\|^2 + \zeta^2 \|\nabla f_i^j\|^2 - 2\zeta \nabla f_i^j T (\varphi_{i-1}(l) - z)
$$

(6.20)

Substituting (6.20) into (6.19), the lemma is proved. ■

With the concept of virtual agent, we can augment $j$ in Eqn. (6.7) to $\bar{n}$, and
6.4. Convergence analysis

then Eqn. (6.9) becomes

\[ \varphi_i(l) = \varphi'_i(l), \quad i \in \mathcal{M} \quad (6.21) \]

Then (6.16) in Lemma 6.1 can be augmented as

\[
\| \hat{x}^l_i(l) - z \|^2 \\
\leq \| \varphi_{i-1}(l) - z \|^2 + \zeta_i^2 \sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} \| \nabla f_j^i \|^2 \\
- 2\zeta_i \sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} \nabla f_j^i (\varphi_{i-1}(l) - z) \\
- \| \phi_i^l(l) \|^2, \quad i = 1, \ldots, m, j = 1, \ldots, \tilde{n} \quad (6.22)
\]

where \( j \) has been augmented to \( \tilde{n} \) for all \( i \in \mathcal{M} \).

Lemma 6.2  Let \( \{ x_i \} \) be the sequence generated by the algorithm in (6.7)-(6.11). Then for any \( z \in X \) and all \( l \geq 0 \),

\[
\tilde{n} \| x_{i+1} - z \|^2 \leq \tilde{n} \| x_i - z \|^2 + \zeta_i^2 \sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} \| \nabla f_j^i \|^2 \\
- 2\zeta_i \sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} \nabla f_j^i (\varphi_{i-1}(l))^T (\varphi_{i}(l) - z) \\
- \sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} \| \xi_j^i(l) \|^2. \quad (6.23)
\]

Proof: Summing (6.22) from \( i = 1 \) to \( m \), \( j = 1 \) to \( \tilde{n} \), we obtain

\[
\sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} \| \hat{x}^l_i(l) - z \|^2 \\
\leq \tilde{n} \sum_{i=1}^{m} \| \varphi_{i-1}(l) - z \|^2 + \zeta_i^2 \sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} \| \nabla f_j^i \|^2 \\
- 2\zeta_i \sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} \nabla f_j^i (\varphi_{i-1}(l) - z) \\
- \sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} \| \xi_j^i(l) \|^2. \quad (6.24)
\]
Note that \( \| \varphi_0(l) - z \|^2 = \| x_l - z \|^2 \), then we have
\[
\sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} \| \hat{x}_i^j(l) - z \|^2 \\
\leq \hat{n} \| x_l - z \|^2 + \hat{n} \sum_{i=2}^{m} \| \varphi_{i-1}(l) - z \|^2 + \zeta_i^2 \sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} \| \nabla f_i^j \|^2 \\
- 2\zeta \sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} \nabla f_i^j (\varphi_{i-1}(l) - z) - \sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} \| \xi_i^j(l) \|^2
\]
(6.25)

According to (6.8) and (6.21), we have
\[
\hat{n} \sum_{i=2}^{m} \| \varphi_{i-1}(l) - z \|^2 = \hat{n} \sum_{i=2}^{m} \| \varphi'_{i-1}(l) - z \|^2 \\
= \hat{n} \sum_{i=2}^{m} \left( \frac{\sum_{j=1}^{\hat{n}} (\hat{x}_{i-1}^j(l) - z)}{\hat{n}} \right)^2 \leq \sum_{i=2}^{m} \sum_{j=1}^{\hat{n}} \| \hat{x}_{i-1}^j(l) - z \|^2
\]
(6.26)

where in above inequality we use the relation
\[
\left\| \frac{a_1 + \cdots + a_n}{n} \right\|^2 \leq \left( \frac{a_1}{n} \right)^2 + \cdots + \left( \frac{a_n}{n} \right)^2
\]
(6.27)

Substituting (6.26) into (6.25), we have
\[
\sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} \| \hat{x}_i^j(l) - z \|^2 \\
\leq \hat{n} \| x_l - z \|^2 + \sum_{i=2}^{m} \sum_{j=1}^{\hat{n}} \| \hat{x}_{i-1}^j(l) - z \|^2 + \zeta_i^2 \sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} \| \nabla f_i^j \|^2 \\
- 2\zeta \sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} \nabla f_i^j (\varphi'_{i-1}(l) - z) - \sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} \| \xi_i^j(l) \|^2
\]
(6.28)

By applying the relation (6.27) to the first term on left hand side of (6.28),
we obtain
\[ \sum_{j=1}^{\tilde{n}} \| \hat{x}_m^j(l) - z \|^2 \geq \tilde{n} \| \varphi'_m(l) - z \|^2 = \tilde{n} \| x_{l+1} - z \|^2 \] (6.29)

Combining (6.28) and (6.29), the lemma is proved. ■

**Remark 6.7** It is worthy to point out that the term \( \sum_{i=2}^{m} \sum_{j=1}^{\tilde{n}} \| \hat{x}_i^j(l-1) - z \|^2 \) on the right hand side of (6.28) cannot be canceled by the term on the left if (6.9) is not conducted by the leader agent, i.e., the virtual agents are not introduced in each cluster to make the number of agents be equal to \( \tilde{n} \). In other words, the extra manipulation (6.9) makes the two terms equal and thus canceled each other so that Lemma 6.2 can be successfully established. This is one of the key ideas to establish the convergence of the proposed algorithm below.

**Theorem 6.2** Let \( \{x_i\} \) be the estimates generated by the algorithm in (6.7)-(6.11). Then the sequences \( \{x_i\} \) and \( \{\hat{x}_i^j(l)\} \) converge to the optimal solution \( x^* \) with \( x^* \in X \), i.e.,
\[ \lim_{l \to \infty} \hat{x}_i^j(l) = \lim_{l \to \infty} x_i = x^*, \quad \forall i \in M, j \in A_i \]
if the stepsize \( \zeta \) satisfies that \( \zeta > 0, \sum_l \zeta_l = \infty \) and \( \sum_l \zeta_l^2 < \infty \).

**Proof:** In this proof, we first prove that \( f(x_i) \) converges to \( f(x^*) \) as \( l \to \infty \), where \( f(x_i) = \sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} f_i^j(x_i) \). We then show the sequences \( \{x_i\} \) and \( \{\hat{x}_i^j(l)\} \) converge to the same optimal point \( x^* \).

According to the well-known gradient inequality, see for example [131], we have
\[ -\nabla f_i^j(\varphi_{i-1}(l))^T (\varphi_{i-1}(l) - z) \leq f_i^j(z) - f_i^j(\varphi_{i-1}(l)) \] (6.30)
Substituting (6.30) into (6.23) in Lemma 6.2, we have

\[ \nabla \parallel x_{l+1} - z \parallel^2 \leq \nabla \parallel x_l - z \parallel^2 + \zeta^2 \sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} \parallel \nabla f_i^j \parallel^2 + 2\zeta^2 \sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} (f_i^j(z) - f_i^j(\varphi_{i-1}(l))) - \sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} \parallel \xi_i^j(l) \parallel^2 \]

(6.31)

Adding and subtracting \( f_i^j(\varphi_0(l)) \) in the third term in the right-hand side of (6.31) yields

\[ \sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} (f_i^j(z) - f_i^j(\varphi_{i-1}(l))) \]

\[ = \sum_{i=1}^{m} \sum_{j=1}^{\hat{n}} (f_i^j(z) - f_i^j(\varphi_0(l)) + f_i^j(\varphi_0(l)) - f_i^j(\varphi_{i-1}(l))) \]

\[ = f(z) - f(x_l) + \sum_{i=2}^{m} \sum_{j=1}^{\hat{n}} (f_i^j(\varphi_0(l)) - f_i^j(\varphi_{i-1}(l))) \]

\[ \leq f(z) - f(x_l) + \sum_{i=2}^{m} \sum_{j=1}^{\hat{n}} \parallel \nabla f_i^j(\varphi_0(l)) \parallel \parallel \varphi_0(l) - \varphi_{i-1}(l) \parallel. \]

(6.32)

For \( \parallel \varphi_0 - \varphi_{i-1} \parallel \), where \( l \) is dropped for notation simplicity, it can be shown
that

\[ \| \phi_{i-1} - \phi_0 \| = \| \phi'_{i-1} - \phi_0 \| = \left\| \frac{\sum_{j=1}^{\tilde{n}} (\tilde{x}_{i-1}^j - \phi_0)}{\tilde{n}} \right\| \]

\[ \leq \frac{1}{\tilde{n}} \sum_{j=1}^{\tilde{n}} \| \tilde{x}_{i-1}^j - \phi_0 \| \]

\[ = \frac{1}{\tilde{n}} \sum_{j=1}^{\tilde{n}} \| \xi_{i-1}^j + \phi_{i-2} - \zeta_l \nabla f_{i-1}^j - \phi_0 \| \]

\[ \leq \frac{1}{\tilde{n}} \sum_{j=1}^{\tilde{n}} \left( \| \xi_{i-1}^j \| + \zeta_l \| \nabla f_{i-1}^j \| + \| \phi_{i-2} - \phi_0 \| \right) \]

\[ \leq \cdots \]

\[ \leq \frac{1}{\tilde{n}} \sum_{r=1}^{i-1} \sum_{j=1}^{\tilde{n}} \left( \| \xi_r^j \| + \zeta_l \| \nabla f_r^j \| \right) \] (6.33)

Substituting (6.33) into (6.32), and using Assumption 6.1, we have

\[ \sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} \left( f_i^j(z) - f_i^j(\phi_{i-1}(l)) \right) \]

\[ \leq \sum_{i=2}^{m} \sum_{j=1}^{\tilde{n}} \| \nabla f_i^j(\phi_0(l)) \| \left( \frac{1}{\tilde{n}} \sum_{r=1}^{i-1} \sum_{j=1}^{\tilde{n}} (\| \xi_r^j \| + \zeta_l \| \nabla f_r^j \|) \right) \]

\[ + f(z) - f(x_l) \]

\[ \leq \sum_{i=2}^{m} \sum_{j=1}^{\tilde{n}} L \left( \frac{1}{\tilde{n}} \sum_{r=1}^{i-1} \sum_{j=1}^{\tilde{n}} (\| \xi_r^j \| + \zeta_l L) \right) + f(z) - f(x_l) \]

\[ \leq \sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} (m - i)L \| \xi_i^j \| + \frac{\tilde{n}m(m - 1)L^2}{2} \zeta_l + f(z) - f(x_l). \] (6.34)

Substituting (6.34) into (6.31), we obtain

\[ \| x_{i+1} - z \|^2 \leq \| x_i - z \|^2 + \zeta_l^2 C + \frac{2}{\tilde{n}} \zeta_l [f(z) - f(x_i)] \]

\[ + \frac{1}{\tilde{n}} \sum_{i=1}^{m} \sum_{j=1}^{\tilde{n}} \left( 2(m - i)L \zeta_l \| \xi_i^j \| - \| \xi_i^j \|^2 \right) \] (6.35)
where \( C = mL + m(m - 1)L^2 \).

Note that
\[
2(m - i)L\zeta_i \| \xi_i^l \| - \| \xi_i^l \|^2 \\
= - \left( \| \xi_i^l \| - (m - i)L\zeta_i \right)^2 + (m - i)^2L^2\zeta_i^2 \\
\leq (m - i)^2L^2\zeta_i^2, \quad i = 1, \cdots, m - 1
\] (6.36)

Combining (6.35) and (6.36), we have
\[
\| x_{l+1} - z \|^2 \leq \| x_l - z \|^2 + \zeta_i^2C + \frac{2}{n}\zeta_i [f(z) - f(x_l)] \\
+ \sum_{i=1}^{m-1} (m - i)^2L^2\zeta_i^2 - \sum_{j=1}^{\hat{n}} \| \xi_j^l \|^2 \\
\leq \| x_l - z \|^2 + \zeta_i^2D + \frac{2}{n}\zeta_i [f(z) - f(x_l)] - \sum_{j=1}^{\hat{n}} \| \xi_j^l \|^2
\] (6.37)

where \( D = C + \sum_{i=1}^{m-1} (m - i)^2L^2 \).

Summing the preceding relations for \( l \) from \( G \) to \( H \) for some arbitrary \( G \) and \( H \) with \( G < H \), and setting \( z = x^\star \) we have
\[
\| x_{H+1} - x^\star \|^2 + \sum_{l=G}^{H} \sum_{j=1}^{\hat{n}} \| \xi_j^l (l) \|^2 \\
+ \frac{2}{n} \sum_{l=G}^{H} \zeta_l [f(x_l) - f(x^\star)] \leq \| x_G - x^\star \|^2 + D \sum_{l=G}^{H} \zeta_l^2
\] (6.38)

By setting \( G = 0 \) and letting \( H \to \infty \), (6.38) becomes
\[
\| x_\infty - x^\star \|^2 + \frac{2}{n} \sum_{l=0}^{\infty} \zeta_l [f(x_l) - f(x^\star)] + \sum_{l=0}^{\infty} \sum_{j=1}^{\hat{n}} \| \xi_j^l (l) \|^2 \\
\leq \| x_0 - x^\star \|^2 + D \sum_{l=0}^{\infty} \zeta_l^2
\] (6.39)
As $\sum_l \zeta_l^2 < \infty$, then the right hand side of (6.39) is bounded. Hence
\[
\frac{2}{n} \sum_{l=0}^{\infty} \zeta_l [f(x_l) - f(x^*)] + \sum_{l=0}^{\infty} \sum_{j=1}^{\tilde{n}} \|\xi^j_m(l)\|^2 \leq \infty
\]
which also implies that
\[
\frac{2}{n} \sum_{l=0}^{\infty} \zeta_l [f(x_l) - f(x^*)] \leq \infty \tag{6.40}
\]
\[
\sum_{l=0}^{\infty} \sum_{j=1}^{\tilde{n}} \|\xi^j_m(l)\|^2 \leq \infty \tag{6.41}
\]
Note that (6.7)-(6.10) indicates that $x_l$ is a linear combination of $\hat{x}_i^j(l)$, and $\hat{x}_i^j(l) \in X$ for all $l \geq 0$. Also $X$ is a convex set, thus we conclude that $x_l \in X$, $l \geq 0$, which implies that $f(x_l) - f(x^*) \geq 0$ for all $l \geq 0$. Note that $\sum_l \zeta_l = \infty$. Then from (6.40) we obtain
\[
\lim_{l \to \infty} f(x_l) - f(x^*) = 0
\]
which yields
\[
\liminf_{l \to \infty} f(x_l) = f(x^*) \tag{6.42}
\]
Next we show that the sequence $\{x_l\} = \{\varphi_0(l)\}$ converge to the same optimal point $x^*$.

Motivated by the convergence analysis in [130], by taking limsup as $H \to \infty$ in (6.38) and then liminf as $G \to \infty$, we obtain for any $z^* \in X^*$
\[
\limsup_{H \to \infty} \|x_{H+1} - z^*\|^2 \leq \liminf_{G \to \infty} \|x_G - z^*\|^2
\]
which implies that the scalar sequence $\{\|x_l - z^*\|\}$ is convergent for every $z^* \in X^*$. As $\liminf_{l \to \infty} f(x_l) = f(x^*)$, it means that the limit point of $\{x_l\}$ must belong to $X^*$, which is denoted as $x^*$. Since $\{\|x_l - z^*\|\}$ is convergent for $z^* = x^*$, it follows that $\lim_{l \to \infty} x_l = x^*$. This means the sequence $\{x_l\} = \{\varphi_0(l)\}$ converges to the optimal
solution \( x^* \).

Lastly we show that the sequence \( \{\hat{x}_i^j(l)\}, \forall i \in \mathcal{M}, j \in \mathcal{A}_i \) also converge to the optimal point \( x^* \).

Note that \( \lim \inf_{l \to \infty} \zeta_l = 0 \). From Eqn. (6.7), we have

\[
\lim_{l \to \infty} \hat{x}_i^j(l) = \lim_{l \to \infty} P_X[\varphi_{i-1}(l)]
\]

(6.43)

As \( \lim_{l \to \infty} \varphi_0(l) = \lim_{l \to \infty} x_l = x^* \in X \), thus we obtain \( \lim_{l \to \infty} \varphi_i \in X, i = 1, \cdots, m - 1 \). Then (6.43) becomes

\[
\lim_{l \to \infty} \hat{x}_i^j(l) = \lim_{l \to \infty} \varphi_{i-1}(l)
\]

(6.44)

According to (6.7), we have

\[
\lim_{l \to \infty} \varphi_i(l) = \lim_{l \to \infty} \varphi_{i-1}(l)
\]

(6.45)

which implies that \( \lim_{l \to \infty} \hat{x}_i^j(l) = \lim_{l \to \infty} \varphi_i(l) = \lim_{l \to \infty} x_l = x^*, \forall i \in \mathcal{M}, j \in \mathcal{A}_i \). This means the sequence \( \{\hat{x}_i^j(l)\}, \forall i \in \mathcal{M}, j \in \mathcal{A}_i \) also converge to the optimal point \( x^* \). This completes the proof. \( \blacksquare \)

### 6.5 Economic Dispatch in Multi-area Power System

Economic dispatch (ED) in multi-area power system is one of the key problems in power system research. Conventionally, such problem is solved in a centralized way. Although there have been some distributed ED optimization methods, e.g., [85]-[91], most of them focus on a single-area system so that synchronous communication among generators in the area is possible. However, for an interconnected multi-area power system in which different areas locate distantly, synchronous communication may not be proper. In this section, we apply the proposed two distributed optimization methods to solve the ED problem in a multi-area power system.
6.5. Economic Dispatch in Multi-area Power System

6.5.1 Problem statement

Mathematically speaking, the objective of ED problem is to minimize the total generation cost subject to the demand supply constraint as well as the generator constraints [167]. Different from the work in Chapter 5, which mainly deals with the ED problem with single area, we consider a multi-area power system consisting of both thermal generators (TGs) and loads in this chapter. Thus the main goal of ED is to minimize the system cost given by

\[ C = \sum_{i \in \mathcal{M}} \sum_{j \in S_{G_i}} g^j_i(P^j_i) \quad (6.46) \]

where \( \mathcal{M} \) is the set of the areas, \( S_{G_i} \) is the set of TGs in the \( i \)th area, \( P^j_i \) is the scheduled power output of the \( j \)th TG, \( j \in S_{G_i} \) in the \( i \)th area.

The cost of conventional TG is usually approximated by a quadratic function [167]:

\[ g^j_i(P^j_i) = \alpha^j_i P^j_i^2 + \beta^j_i P^j_i + \gamma^j_i \quad (6.47) \]

where \( \alpha^j_i, \beta^j_i \) and \( \gamma^j_i \) are the cost coefficients of the \( j \)th TG in the \( i \)th area.

Then by ignoring the transmission losses and constraints, and considering both generator constraints and demand supply constraint, the multi-area ED problem can be formulated as

\[
\begin{cases}
\min \sum_{i \in \mathcal{M}} \sum_{j \in S_{G_i}} g^j_i(P^j_i) \\
\text{s.t. } \sum_{i \in \mathcal{A}} \sum_{j \in S_{G_i}} P^j_i = P_d \\
P^j_i \min \leq P^j_i \leq P^j_i \max, j \in S_{G_i}, \forall i \in \mathcal{M}
\end{cases}
\]

where \( P^j_i \min \) and \( P^j_i \max \) are the lower and upper bounds of the \( j \)th TG in the \( i \)th area, \( P_d \) is the total load demand satisfying \( \sum_{i \in \mathcal{M}} \sum_{j \in S_{G_i}} P^j_i \min \leq P_d \leq \sum_{i \in \mathcal{A}} \sum_{k \in S_{G_i}} P^j_k \max \).

Suppose there are \( m = |\mathcal{M}| \) areas in the power system, consisting of \( n_i = |S_{G_i}| \) TGs in the \( i \)th area. We treat every generator as an “agent”, and each agent is assigned a unique ID. Denote the generated power in area \( i \) in a global vector...
as \( x_i = \begin{bmatrix} P_{i1} & \cdots & P_{ij} & \cdots & P_{in_i} \end{bmatrix}^T \). Taking the whole system into account, the global scheduled generated power for an \( A \)-area power system can be written as \( x = \begin{bmatrix} x_1 & x_2 & \cdots & x_A \end{bmatrix}^T \in \mathbb{R}^n \), where \( n = \sum_{i=1}^{m} n_i \) is the total number of generators. Then the cost function \( f_i^j \) and constraint set \( \bar{X}^j_i \) of agent \( j, j \in S_{G_i} \) in \( i^{th} \) area are denoted as follows, respectively.

\[
\begin{align*}
f_i^j(x) &= g_i^j([x]_h), \quad \forall i = 1, \cdots, m, \ j = 1, \cdots, n_i \\
\bar{X}^j_i &= X^j_i \cap X_g, \quad \forall i = 1, \cdots, m, \ j = 1, \cdots, n_i
\end{align*}
\]

where \( h = \sum_{p=1}^{i-1} n_p + j \), \([x]_h\) denotes the \( h^{th} \) element of vector \( x \). The global constraint set

\[
X_g = \{x|1^T x = P_d\}
\]

is the demand supply constraint known to all the agents, where \( 1 \in \mathbb{R}^n \) is a \( n \times 1 \) vector with all the elements being 1. The local constraint set is

\[
X^j_i = \{x|P_{ij}^{\text{min}} \leq [x]_h \leq P_{ij}^{\text{max}}\}.
\]

Both the local cost function \( f_i^j(x) \) and constraint set \( \bar{X}^j_i \) are only known to the...
Agent $j$ in Cluster $i$ and cannot be shared with other agents, which in reality are the confidential information of the local TGs.

Then (6.48) can be reformulated as the general form (6.1).

### 6.5.2 Case studies

In this subsection, the IEEE 30-bus system is chosen as a test system. The generator and load bus parameters are adopted from [90], which are also listed in Table 5.5 and Table 5.6 respectively. First, the 6 generators are divided into 3 clusters according to the distance of their physical connections, i.e., generators 1, 2 and 13 are in Cluster 1; generators 5 and 8 are in Cluster 2 and generator 11 is in Cluster 3, shown in Fig. 6.5. Without loss of generality, generators 2, 5 and 11 are assigned as the respective leader agents. The communication graph between each leader agent is shown in Fig. 6.5 (b). Initially it is easy to obtain from Table 5.6 that the total load demand $P_d = \sum_{i=1}^{30} P_i^d = 283.4\text{MW}$. Several case studies are presented and discussed here. In the first 2 case studies, the round-robin communication strategy is applied, where the situations without and with generator constraints are investigated. Lastly, we apply the MC based random communication strategy to our algorithm and compare the performance to the previous round-robin one.

**Case Study 1: Distributed synchronous algorithm**

In this case study, we apply the distributed synchronous algorithm to solve the multi-area ED problem formulated in (6.48). The initial value $x^0$ is chosen as $x^0 = \begin{bmatrix} 0 & \cdots & 0 \end{bmatrix}^T \in \mathbb{R}^6$. To meet the stepsize condition, a diminishing stepsize is chosen as $\zeta_l = \frac{\zeta_0}{l}$, $l \geq 1$, where $\zeta_0$ is the initial stepsize and is set as $\zeta_0 = 700$ in this example. The simulation results are shown in Fig. 6.6. From Fig. 6.6 (a), we see that the estimates of all the agents $\hat{x}_i^l$ reaches consensus and also converges to the optimal point $x^* = \begin{bmatrix} 185.10 & 46.95 & 19.14 & 10.06 & 10.06 & 12.06 \end{bmatrix}^T$, which indicates the optimal power allocation for each generator is that in area 1 $P_{G_1} = 185.10\text{MW}$, $P_{G_2} = 46.95\text{MW}$, $P_{G_{13}} = 12.06\text{MW}$, in area 2 $P_{G_5} = 19.14\text{MW}$, $P_{G_8} = 10.06\text{MW}$, in area 3 $P_{G_{11}} = 10.06\text{MW}$ with the total cost
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Figure 6.6: Simulation results with distributed synchronous algorithm

$C = 767.6021\$/h$. To clearly demonstrate the result, the estimates of TG 1 is detailed in Fig. 6.6 (b).

Case Study 2: Distributed sequential algorithm

In this case study, we apply the distributed sequential algorithm to solve the multi-area ED problem formulated in (6.48). The initial value and initial step size are chosen as the same as those in Case Study 1. The simulation results are
shown in Fig. 6.7. The iteration process of estimating is shown in Fig. 6.7, which converges to the same optimal values after $k = 3 \times 10^4$ iterations, the same as those in the Case Study 1.

These two cases show that our proposed two distributed algorithms can both handle the multi-area ED problem.
Case Study 3: Distributed sequential algorithm with random communication strategy

In this case study, we evaluate the performances of distributed sequential algorithm with random communication strategy. One typical random communication strategy is based on the Markov Chain (MC) jumper rule [133]. Suppose currently Cluster \( i \) is conducting the optimization, the leader agent in Cluster \( i \) sends the estimate to one of its neighboring cluster (including itself) according to transmission probability. Referring to [174], the element of the transmission probability matrix of the MC \( P_{ik}, \forall i, k \in \mathcal{M} \) is set as

\[
P_{ik} = \begin{cases} 
\min \left\{ \frac{1}{a_i}, \frac{1}{a_k} \right\}, & k \in \mathcal{N}_i \\
1 - \sum_{k \in \mathcal{N}_i} \min \left\{ \frac{1}{a_i}, \frac{1}{a_k} \right\}, & k = i \\
0, & \text{otherwise}
\end{cases} \quad (6.53)
\]

where \( a_i \) is the number of the neighboring leader agents of leader agent in Cluster \( i \). It is easy to prove that the transmission probability matrix \( P_{ik} \) is a doubly stochastic matrix, which means that all the groups are “visited” often equally in the probability point of view.

According to (6.53) and the communication graph in Fig. 6.5 (b), the MC transmission probability matrix \( P \) can be easily obtained as

\[
P = \begin{bmatrix} 
1/2 & 1/2 & 0 \\
1/2 & 0 & 1/2 \\
0 & 1/2 & 1/2
\end{bmatrix}
\]

Just taking the leader agent in area 1 (generator 2) as an example, the obtained matrix \( P \) indicates that it has equal probabilities \( (P_{11} = P_{12} = 1/2) \) to send the group estimate to generator 5 in area 2 or keep it itself in the next iteration step. In the simulation, a random variable in the range \([0 \text{ } 1]\) is defined and produced randomly by computer. At one particular iteration, if it is greater than 1/2, then send the estimate to generator 5 in area 2, otherwise keep it itself.

The simulation results of MC based random communication strategy are
Figure 6.8: Simulation results of distributed sequential algorithm with random communication strategy

shown in Fig. 6.8. Comparing these two strategies, both can ensure convergence to the optimal value almost with the same convergence speed. However, the estimate trajectory of the random communication is not as “smooth” as the round-robin one.
Case Study 4: Fast gradient

Note that, in Step 3 of distributed sequential algorithm, only the current iteration information is used. Motivated by the accelerated gradient method in \([175, 176]\), we hope to speed up the convergence by adding an momentum term \(\rho_j^i(l) = \hat{x}_j^i(l) - \hat{x}_j^i(l - 1)\) in (6.7), i.e.,

\[
\hat{x}_j^i(l) = P_{X_i^j} \left[ \varphi_{i-1}(l) - \zeta_l \nabla f_i^j(\varphi_{i-1}(l)) + \eta \rho_j^i(l) \right]
\]  

(6.54)

where \(\eta\) is called the speed-up gain and usually chosen as \(0 < \eta < 1\). The algorithm with (6.54) replacing (6.7) is tested by simulation studies by setting \(\eta = 0.4\) in this case study. Besides, to have a more distinguished comparison, we have the same initial conditions except that we set small initial stepsize as \(\zeta_0 = 100\). The simulation results of the estimates of Agent1 in Cluster 1 are shown in Fig. 6.9, where the dash line represents the result with the modification in (6.54). Compared to the original one (solid line), it is observed that \(x_1\) converges to its optimal value 185.1 much faster and thus we also name the modified algorithm as fast gradient method. However, establishing convergence property for this
algorithm is challenging and thus still remains as an open problem. Therefore it deserves for further research.
Chapter 7

Distributed Optimal Energy Scheduling

In Chapters 5 and 6, distributed optimization methods are developed to solve the economic dispatch problems in single-area and multi-area power system respectively. Motivated by the idea of distributed optimization, in this chapter, we consider another optimization problem in the tertiary control layer, i.e., optimal energy scheduling problem, which is not a specific problem in MG control but more general in a smart grid systems.

Pricing function plays an important role in optimal energy scheduling problem in smart grid systems. In this chapter, we propose a novel real-time pricing strategy named proportional and derivative (PD) pricing. Different from conventional real-time pricing strategies, which only depends on the current total energy consumption, our proposed pricing strategy also takes the historical energy consumption into consideration, which aims to further fill the valley load and shave the peak load. An optimal energy scheduling problem is then formulated by minimizing the total social cost of the overall power system. Two different distributed optimization algorithms with different communication strategies are proposed to solve the problem. Several case studies implemented on a heating ventilation and air conditioning (HVAC) system are tested and discussed to show the effectiveness of both the proposed pricing function and distributed optimization algorithms.
7.1 Introduction

Optimal energy scheduling is a key problem in the electricity market for maintaining the balance between supply and demand [177]. Recently, with the advent of smart grid technologies, a number of information and communication infrastructures have been integrated into existing power systems, which enables real-time communication between the energy provider (supply side) and consumer (demand side) [178,179]. Thus it offers an additional degree of freedom to do optimal energy management in the demand side. Demand side management (DSM) is envisioned as a key mechanism in the smart grid to effectively reduce the total energy costs and peak to average ratio (PAR) of the total energy demand [180]. The main target of DSM is to alternate the consumer’s demand profile in time and/or shape, to make it match the supply [181].

In this chapter, inspired by the PD control law, one “derivative (D), i.e., the incremental value of total load demand, is added to the popular P pricing strategy, resulting in a PD pricing. An optimal energy scheduling problem is formulated by minimizing the total social cost of a smart power system, motivated by the work in [105]. The power system considered here consists of a single energy provider, several loads and a regulatory authority. Each load and the energy provider are treated as individual local agents with different identities. Different from conventional centralized optimization algorithms, in this chapter, two different distributed optimization algorithms with two different communication strategies (synchronous and sequential communication) are proposed. The key idea behind distributed optimization is to decompose the central node into several sub-nodes (agents). In distributed optimization, each agent only accesses to its local cost function and local constraint set, which protects the privacy of each local agent. By letting each local agent communicate with its neighboring agents, the global objective cost function can be minimized. Compared to centralized algorithms, a distributed one has the following major advantages: 1) less computation and communication cost; 2) plug-and-play property required by smart grid systems, which makes algorithm design more flexible; 3) robust to single-point-failures; and 4) easy and simple to design and implement as it only handles...
local information. Besides, it is worthy to point out that the formulated problem in this paper is a coupled optimization problem, with coupling in both objective function and constraints. Some consensus-based optimization methods such as distributed gradient method in [90] may fail to work.

7.2 Problem Formulation

7.2.1 System model

In this chapter, similar to [100], we consider a smart power system consisting of a single energy provider, several loads and a regulatory authority, which is shown in Fig. 7.1. The loads in this smart power system are supposed to be equipped with an energy consumption controller (ECC) which is embedded in an advanced metering infrastructure (AMI). The role of ECC is to schedule the load’s energy consumption, while the AMI is responsible for two-way communication among the loads and the regulatory authority. All the AMIs are connected to a local area network and each AMI can only communicate with its neighboring AMIs.

Suppose there are $N \triangleq |\mathcal{N}|$ loads, where $\mathcal{N}$ denote the set of all loads. For
each load \(i \in \mathcal{N}\), let \(l_i^h\) denote the energy consumed by load \(i\) at time slot \(h\), where \(h \in \mathcal{H}\) with \(\mathcal{H}\) being the set of all the time slots and a one-day operation cycle is divided into \(H \triangleq |\mathcal{H}|\) slots. Similar to [15], the energy consumed by load \(i\) at time slot \(h\) is supposed to be bounded within an interval, i.e., \(l_i^{h_{\min}} \leq l_i^h \leq l_i^{h_{\max}}\), where \(l_i^{h_{\min}}\) and \(l_i^{h_{\max}}\) denote the minimum and maximum energy consumption of load \(i\) at time slot \(h\). Let \(L_h\) denote the generation capacity of energy provider at time slot \(h\). We assume that the energy provider has the minimum capacity to cover the minimum energy consumption requirement of all loads at each time slot, i.e., \(L_h^{\min} \triangleq \sum_{i \in \mathcal{N}} l_i^{h_{\min}} \leq L_h, \forall h \in \mathcal{H}\). We also impose the maximum capacity \(L_h^{\max}\) to the energy provider, hence we have

\[
L_h^{\min} \leq L_h \leq L_h^{\max}, \forall h \in \mathcal{H}. \tag{7.1}
\]

### 7.2.2 Cost function

The utility function \(U_i^h(l_i^h)\) is often employed to describe the consumers’ comfort. Mathematically, \(U_i^h(l_i^h)\) often appears in a quadratic or logarithmic function [182]. Then the total cost for loads (consumers) can be described as the combination of the load curtailment cost (negative utility function) and the electricity cost. The total cost for load \(i\) at time slot \(h\) can be formulated as [101], [105], [183]

\[
C_i^h(l_i^h) = -\mu_i^h U_i^h(l_i^h) + P(l_i^h)l_i^h \tag{7.2}
\]

where \(0 < \mu_i^h \leq 1\) is a weight coefficient of the utility function, \(l_i^h = \left[ l_1^h \cdots l_N^h \right]^T\) is the aggregative energy consumption vector at time slot \(h\), \(P(l_i^h)\) is the real-time pricing function.

The cost function of energy provider is usually approximated by a quadratic function [184]:

\[
f_h(L_h) = \alpha_h L_h^2 + \beta_h L_h + \gamma_h \tag{7.3}
\]

where \(\alpha_h \in \mathbb{R}^+, \beta_h\) and \(\gamma_h\) are the cost coefficients of the energy provider at time...
7.2.3 Pricing function

Real-time pricing (RTP) is one of the key strategies in DSM. In most literatures, e.g., [101], [183], [185], the RTP function is defined as

\[ P(l^h) = p_1 \sum_{i \in N} l^h_i + p_0 \]  \hspace{1cm} (7.4)

where \( p_0 \) is a basic price for unit energy consumption, \( p_1 \in \mathbb{R}^+ \) is the coefficient of elastic pricing.

Obviously this RTP function is related to the total energy consumption of current time slot. The more the energy consumed, the higher the price is. To some degree, this RTP strategy can help to remove the peak load by increasing the price and fill the valley load by decreasing the price. As pointed out in the introduction, this strategy is similar to a \( P \) controller, which only depends on the current energy consumption and is referred as \( P \) pricing here. If the trend of energy consumption is also considered, it might improve the dynamic performance of the \( P \) pricing.

Suppose the curve of the total energy consumption of all loads in a one-day operation cycle is shown in Fig. 7.2. Ideally, the goal of demand side management
is to shape such curve to the line of expected energy demand $L^*$ (illustrated by the dash line in Fig. 7.2) as close as possible. Such line divides the energy consumption curve into 2 periods. One intuitive idea is to use RTP as a tool to “encourage” users to increase their consumption during Period 1, while “punish” them to reduce their consumption during Period 2. Also the more the incremental consumption changes, the more the price changes.

Hence motivated by the $PD$ controller, an innovative “derivative” term is added to the $P$ pricing strategy, i.e.,

$$P(l^h) = p_1 \sum_{i \in \mathcal{N}} i^h_i + p_0 + p_2(\sum_{i \in \mathcal{N}} i^h_i - L^{h-1})$$

(7.5)

where $p_2 \in \mathbb{R}$ is the coefficient of incremental pricing, which can be designed by the history data, $L^{h-1} = \sum_{i \in \mathcal{N}} l_{i}^{h-1}$ is the total energy consumption at the time slot $h - 1$. An example of the coefficient of incremental pricing $p_2$ can be designed as

$$p_2 = \begin{cases} 
  p^+, & \text{if } L^{h-1} > L^* \\
  -p^+, & \text{if } L^{h-1} < L^* \\
  0, & \text{otherwise}
\end{cases}$$

(7.6)

where $p^+$ is a positive number and $L^*$ is the expected energy demand by regulatory authority.

**Remark 7.1** The RTP pricing strategy (7.5) is referred as $PD$ pricing. This strategy not only inherits the main pricing mechanism from $P$ pricing, but also takes the incremental energy consumption into account. Specifically, if the total energy consumption of last time slot is higher than the expected $L^*$ and the total incremental energy consumption increases, the price will go much higher; otherwise the price will go much lower. Such pricing strategy is expected to further fill the valley load and shave the peak load, and thus reduce the PAR of total load demand. Its performance and the impact of different parameter configuration will be illustrated and demonstrated in details in the case study section.

Note that the RTP strategy (7.5) is equivalent to (7.4) if we set $p_2 = 0$. 
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7.2. Problem Formulation

7.2.4 Optimization problem formulation

Considering the objective of achieving social optimum, i.e., to maximize the social welfare \[101\], or minimize the total social cost, the optimal energy scheduling problem is normally formulated as \[100\]

\[
\begin{align*}
\min & \quad \sum_{i \in \mathcal{N}} \sum_{h \in \mathcal{H}} C_i(l^h) + \sum_{h \in \mathcal{H}} f_h(L_h) \\
\text{s.t.} & \quad \sum_{i \in \mathcal{N}} l^h_i \leq L_h, \forall h \in \mathcal{H} \\
& \quad l^h_{i\min} \leq l^h_i \leq l^h_{i\max}, \forall h \in \mathcal{H} \\
& \quad L^h_{h\min} \leq L_h \leq L^h_{h\max}, \forall h \in \mathcal{H}
\end{align*}
\]

(7.7)

where \(C_i(l^h)\) and \(f_h(L_h)\) are given in (7.2), (7.3) respectively.

**Remark 7.2** Though each load consumer is self-interested in nature, they can be driven to coordinate if they can benefit from the coordination. Incentive provoking mechanisms, such as benefit sharing mechanisms can be designed to motivate the consumer to participate in the coordination \[183\].

As the incremental pricing gain \(p_2\) has already been designed at time slot \(h - 1\) and \(L^{h-1}\) in (7.5) is also recorded in the ECC before the optimization at the time slot \(h\), hence they will not affect the solution to (7.7) and thus can be treated as constants. In this scenario, (7.7) can be solved independently for each time slot \(h \in \mathcal{H}\). In other words, for a fixed time slot \(h \in \mathcal{H}\), we have the following optimization problem, which is equivalent to (7.7).

\[
\begin{align*}
\min & \quad \sum_{i \in \mathcal{N}} \sum_{h \in \mathcal{H}} C_i(l^h) + f_h(L_h) \\
\text{s.t.} & \quad \sum_{i \in \mathcal{N}} l^h_i - L_h \leq 0 \\
& \quad l^h_{i\min} \leq l^h_i \leq l^h_{i\max} \\
& \quad L^h_{h\min} \leq L_h \leq L^h_{h\max}
\end{align*}
\]

(7.8)

**Lemma 7.1** The problem formulated in (7.8) is a convex optimization problem if the coefficients of proposed PD pricing strategy in (7.5)-(7.6) satisfy that \(p_1 + p_2 \geq 0\).
\textbf{Proof :} Rewrite the proposed \textit{PD pricing} strategy in (7.5), we have

\[ P(l^h) = (p_1 + p_2) \sum_{i \in \mathcal{N}} l_{ih} + (p_0 - p_2 L^{h-1}) \quad (7.9) \]

Denote the Hessian matrix of \( \sum_{i \in \mathcal{N}} P(l^h)l_{ih} \) as \( H \). Then \( H = \text{Diag}\{2(p_1+p_2), \ldots, 2(p_1+p_2)\} \), which is a semi positive definite matrix if \( p_1 + p_2 \geq 0 \). The load curtailment cost appearing in the first part of (7.2) is a negative utility function, which is usually a quadratic function \([100]\). In addition, the cost function of energy provider in (7.3) is also a quadratic function. Hence the total cost function in (7.8) is a convex function. Besides, it is easy to conclude that the constraint sets in (7.8) are also convex. Thus problem formulated in (7.8) is a convex optimization problem.

The problem formulated in (7.8) can be easily solved by conventional centralized algorithms such as interior point method \([173]\). However, as pointed out in \([186]\), \([187]\), such centralized algorithm has some drawbacks such as high computational burden and cost, may also suffer from single-point failure. In this chapter, distributed optimization methods are proposed to solve (7.8). Firstly we treat each load \( i \in \mathcal{N} \) and energy provider as an “agent”, and each agent is assigned a unique ID. Without the loss of generality, we assign first \( N \) agents as the loads, followed by the energy provider as the \((N+1)^{th}\) agent. Rewrite the optimization variables \( l^h \) and \( L^h \) in a compact form as \( x = \begin{bmatrix} l^h & -L^h \end{bmatrix}^T \), which is an \((N+1) \times 1 \) vector. Then the cost function \( c_i \) and the constraint set \( M_i \) of Agent \( i \) are denoted as follows respectively,

\[
 c_i(x) = \begin{cases} 
 C_i(l^h), & i = 1, \ldots, N \\
 f(-[x]_{N+1}), & i = N + 1 
\end{cases} \quad (7.10)
\]
\[ M_i = \begin{cases} 
  l_i^{\text{min}} \leq [x]_i \leq l_i^{\text{max}}, & i = 1, \ldots, N \\
  1_{N+1}^T \cdot x \leq 0, & i = 1 \\
  -L_i^{\text{max}} \leq [x]_i \leq -L_i^{\text{min}}, & i = N+1 \\
  1_{N+1}^T \cdot x \leq 0 
\] (7.11)

where \([x]_i\) denotes the \(i^{th}\) element of vector \(x\), \(1_{N+1}\) is a \((N + 1) \times 1\) vector with all the elements being 1. Note that in order to simplify the notation, we have dropped the superscript \(h\) in the above parameters.

**Remark 7.3** It is worthy to point out that in order to facilitate the mathematical derivation of the projection operation onto the constraint set \(M_i\), a minus sign is added in the front of \(L\) in the optimization vector \(x\) so that \(M_i\) appears in a summation form of the whole vector \(x\), as shown in (7.10).

Now (7.8) can be reformulated as

\[
\begin{cases} 
  \min_{x} \sum_{i=1}^{N+1} c_i(x) \\
  \text{s.t. } x \in \bigcap_{i=1}^{N+1} M_i 
\end{cases} 
\] (7.12)

Denote the optimal solution of (7.12) as \(x^*\). It is easy to conclude that \(x^*\) exists and is unique according to the well-known extreme value theorem. But it is unknown to each agent. In addition, both cost function \(c_i(x)\) and constraint \(M_i\) of agent \(i, i \in \mathcal{N}\) are only known by agent \(i\) itself. Our idea is that each agent estimates the optimal solution by using the available information of its neighboring agent \(m, m \in \mathcal{N}_i\) and itself iteratively.

### 7.3 Distributed Optimal Energy Scheduling

In this section, two different distributed optimization algorithms are proposed for different situations. The first one is based on finite-time average consensus and projected gradient method with synchronous communication. However, for the situation that the agents are sparsely and remotely distributed, the communication latencies are quite different when using synchronous communication strategy.
Figure 7.3: Flowchart of distributed optimization algorithm in each agent with synchronous communication

Then in order to overcome such drawback, a sequential communication based distributed optimization algorithm is also proposed. These two methods can both solve the problem formulated in (7.12) with different communication strategies.

In this chapter, the communication graph among the agents are modeled as an undirected connected graph.

7.3.1 Distributed algorithm with synchronous communication

In this subsection, motivated by the work in [130], a distributed optimization with synchronous communication is proposed to solve (7.12). Denote the estimate of the agent $i$ at iteration $k$ as $x_i(k)$, $i = 1, \cdots, N+1$, which is also an $(N+1) \times 1$ vector. Then our proposed scheme is to ensure that $\lim_{k \to \infty} x_i(k) = x^*$, $i = 1, \cdots, N+1$. In other words, the estimates of all agents reach consensus of the optimal solution asymptotically. The flowchart of this method is shown in Fig. 7.3.

Unlike the distributed gradient method in [90], in Step 0, the initial value...
\( x^i(0), \ i = 1, \cdots, N + 1 \) is allowed to be arbitrary.

In Step 1, finite-time average consensus algorithm (FACA) introduced in Chapter 2 is applied. Its main idea is to let each agent communicate with its neighboring agents, and finally all the agents reach consensus to the average of their initial values in finite \( K \) steps, where \( K \) is determined by its predesigned communication graph. More specifically, \( K \) equals the number of distinct non-zero eigenvalues of the Laplacian matrix \( L \) \[110\]. The corresponding procedure is

\[
\begin{align*}
    z^i_1(k) &= w_{ii}(1)x^i(k) + \sum_{j \in N_i} w_{ij}(1)x^j(k) \\
    z^i_2(k) &= w_{ii}(2)z^i_1(k) + \sum_{j \in N_i} w_{ij}(2)z^j_1(k) \\
    & \vdots \\
    z^i_K(k) &= w_{ii}(K)z^i_{K-1}(k) + \sum_{j \in N_i} w_{ij}(K)z^j_{K-1}(k) \\
    z^i(k) &= z^i_K(k)
\end{align*}
\]

(7.13)

where \( w_{ii}(m), w_{ij}(m), m = 1, \cdots, K \) are the FACA updating gains. These gains can be obtained in a distributed fashion as

\[
    w_{ij}(m) = \begin{cases}
        1 - \frac{n_i}{\lambda_m}, & j = i \\
        \frac{1}{\lambda_m}, & j \in N_i, m = 1, \cdots, K \\
        0, & \text{otherwise}
    \end{cases}
\]

(7.14)

where \( n_i \) is the number of the neighboring agents of agent \( i, \lambda_m, m = 1, \cdots, K \) are distinct non-zero eigenvalue of the Laplacian matrix \( L \). More detailed information about how to obtain these gains can refer to \[110\].

In Step 2, each agent \( i \) updates its estimate by taking a gradient step to minimize its own cost function \( c_i(x) \), and then projecting the result onto its constraint set \( M_i \). This updating rule can be summarized as

\[
x^i(k + 1) = P_{M_i} \left[ z^i(k) - \zeta_k \nabla c_i(z^i(k)) \right]
\]

(7.15)

where \( P_{M_i}[.] \) is the projection operator described in Section 2.4.3, \( \zeta_k \) is a stepsize.
Algorithm 1 Distributed optimization algorithm with synchronous communication

1: procedure DISTRIBUTED OPTIMIZATION
2: Initialization Each agent chooses an arbitrary value for $x^i(0), i = 1, \cdots, N+1$, calculate the FACA gains $w_{ii}$ and $w_{ij}$, initialize iteration step $k = 0$, set stepsize $\zeta_0$, and error tolerance $\xi$
3: for Each agent $i = 1, \cdots, N+1$ do
4: Broadcast its estimate $x^i(k)$ and receive the estimates $x^j(k), j \in N_i$ to and from its neighboring agents, after finite $K$ steps reach an average consensus $z^i(k)$
5: Update its estimate as
6: $x^i(k+1) = P_M \left[ z^i(k) - \zeta_k \nabla c_i(z^i(k)) \right]$
7: if $|e| = |x^i(k+1) - x^i(k)| \leq \xi$ then
8: break
9: end if
10: $k = k + 1$
11: end for
12: end procedure

at iteration $k$, $\nabla c_i$ denotes the gradient of the cost function $c_i$.

Theorem 7.1 Let $\{x^i(k)\}, i = 1, \cdots, N+1$ be the estimates generated by the algorithm (7.13)-(7.15) and $M = \cap_{i=1}^{N+1} M_i$. Then the sequence $\{x^i(k)\}, i = 1, \cdots, N+1$ converges to the optimal solution $x^*$ with $x^* \in M$, i.e.,

$$\lim_{k \to \infty} x^i(k) = x^*, i = 1, \cdots, N+1$$

if the stepsize $\zeta_k$ satisfies that $\zeta_k > 0$, $\sum_k \zeta_k = \infty$ and $\sum_k \zeta_k^2 < \infty$.

Proof : Both the cost function $c_i(x)$ and constraint set $M_i$ in (7.11) are convex, hence the convergence conclusion in Theorem 7.1 can be guaranteed by Theorem 1 in [27].

The procedure of proposed optimization algorithm is summarized as Algorithm 7.1.

Remark 7.4 As pointed out before, Algorithm 7.1 is mainly based on the synchronous communication, which is more suitable for the situation that the agents (loads and energy provider) are located closely. However, when the agents in the system are sparsely distributed, the communication latencies are quite different,
such algorithm with the synchronous communication may not be proper. Hence in the next subsection, a sequential communication based optimization method is proposed.

### 7.3.2 Distributed algorithm with sequential communication

In this subsection, an alternative distributed optimization algorithm with sequential communication is proposed. The main idea is that each agent conducts its local optimization separately and in a sequential way. Motivated by the work in [133], we apply the Markov chain (MC) as the jump rule to determine the communication sequence.

Let \( \mathbf{x}(k) \in \mathbb{R}^{N+1} \) be the estimate at iteration \( k \). At each iteration, the estimate will be sent to only one agent, and this agent updates the estimate based on its own local information. Suppose currently Agent \( w_k \in \mathcal{V} \), is conducting its local optimization, i.e.,

\[
\mathbf{x}(k+1) = P_{Mw_k} \left[ \mathbf{x}(k) - \zeta_k \nabla c_{w_k}(\mathbf{x}(k)) \right] \tag{7.16}
\]

where \( w_k \) denotes which agent the estimate will be sent according to MC [133], which will be designed later.

Then it passes the estimate to one of its neighboring agents or just keep it itself according to a transmission probability. The element of the transmission probability matrix of the MC \( P_{ij}, \forall i, j \in \mathcal{V} \) is set as [133]

\[
P_{ij} = \begin{cases} 
\min \left\{ \frac{1}{n_i}, \frac{1}{n_j} \right\}, & j \in \mathcal{N}_i \\
1 - \sum_{r \in \mathcal{N}_i} \min \left\{ \frac{1}{n_i}, \frac{1}{n_r} \right\}, & j = i \\
0, & \text{otherwise}
\end{cases} \tag{7.17}
\]

where \( n_i \) is the number of the neighboring agents of agent \( i \).

**Remark 7.5** Note that \( P_{ij} \) is the transmission probability of Agent \( i \) to pass its estimate to Agent \( j \). It is set by Agent \( i \) itself based on the number of the
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Algorithm 2 Distributed optimization algorithm with sequential communication

1: procedure DISTRIBUTED OPTIMIZATION
2: Initialization An arbitrary agent chooses an arbitrary value for $x(0)$, initialize iteration step $k = 0$, set stepsize $\zeta_0$, and error tolerance $\xi$
3: loop
4: Suppose Agent $w_k$ is “visited” at iteration $k$ and updates its estimate as
5: $x(k + 1) = P_{M_{w_k}} [x(k) - \zeta_k \nabla c_{w_k}(x(k))]$
6: if $|c| = |x(k + 1) - x(k)| \leq \xi$ then
7: break
8: end if
9: Passes its estimate $x(k + 1)$ to its neighboring agent (including itself) according to transmission probability matrix $P_{ij}$
10: $k = k + 1$
11: end loop
12: end procedure

neighboring agents as well as its neighboring agents’. A distributed graph discovery algorithm based on “network flooding” proposed in Section 2.2.1 can be applied here for each agent to set $P_{ij}$ in a distributed manner.

The procedure of above optimization algorithm is summarized as Algorithm 7.2.

Theorem 7.2 Let $\{x(k)\}$ be the estimates generated by the algorithm (7.16) according to the MC probability matrix designed in (7.17). Then the sequence $\{x(k)\}$ almost surely converges to the optimal solution $x^*$, if the stepsize $\zeta_k$ satisfies that $\zeta_k > 0$, $\sum_k \zeta_k = \infty$ and $\sum_k \zeta_k^2 < \infty$.

Proof: It is easy to prove that the transmission probability matrix $P_{ij}$ defined in (7.17) is a doubly stochastic matrix. According to Lemma 2 in [133], for a doubly stochastic transmission probability matrix, the expectations of the random number of visits to any state (agent) $i, i \in V$ in the graph during a recurrence time are equal.

Also as the local constraint set $M_i$ defined in (7.11) is a linear constraint set, it satisfies the linear regularity requirement in [188]. Hence the remaining proof procedure can follow from the proof of Proposition 5 in [188].

To illustrate and compare these two optimization algorithms more clearly, a
simple example consisting of 4 agents shown in Fig. 7.4 is used.

1) At each iteration, all the agents in Algorithm 7.1 conduct the local optimization and communicate with their neighboring agents synchronously; while in Algorithm 7.2, at each iteration, only one agent conducts the local optimization and passes its estimate to one of its neighboring agents including itself.

2) The communication among the agents in Algorithm 7.1 is fixed and deterministic once the communication graph is given; while in Algorithm 7.2, the communication between the agents are random, which is determined by the transmission probability matrix.

Taking Agent 2 in Fig. 7.4 (b) as an example, suppose at the current iteration, it receives the estimate from its neighboring agent (Agent 1 or itself) and conducts the local optimization based on (7.16). Afterwards it decides to which agent the updated estimate will be sent. According to (7.17), the elements of transmission matrix for Agent 2 are $P_{21} = P_{22} = P_{23} = 1/3$, which means that the probabilities for Agent 2 to send its estimate to Agent 1, Agent 3 or keep it itself at next iteration are the same. To have a decision, a random variable in the range $[0, 1]$ is defined and generated randomly by computer. If it is in the range $[0, 1/3]$, then Agent 2 passes its estimate to Agent 1, if is in the range $[1/3, 2/3]$, then passes to Agent 3, otherwise keep it itself. So that the estimate will be sent to the 3 agents with equal probability.

3) The computational costs of both algorithms are almost the same (both consisting of one gradient descent step and one projection step), while the communication costs are different. At each iteration, Algorithm 7.1 has $K$ steps FACA communication requirement internally, which has higher communication cost than that of Algorithm 7.2.

Remark 7.6 Algorithm 7.1 is a synchronous algorithm, and is more suitable for the situation that the agents are distributed closely. Algorithm 7.2 is an asynchronous algorithm, which can handle the situation where the agents are distributed sparsely. Compared to most existing distributed methods [103]- [105], [184], [185] the proposed two algorithms are simple and easy to be implemented, as they are based on projected gradient method. Besides, different from the distributed
7.4 Case Studies

In order to test the effectiveness of proposed PD pricing strategy as well as two distributed optimization methods, several case studies implemented on a HVAC system is considered in this section. It consists of 10 loads (consumers) and 1 energy provider, i.e., totally 11 agents. The communication graph among the 11 agents is shown in Fig. 7.5. Firstly the proposed two optimization algorithms are tested and compared at a particular time slot respectively. Then the comparison between P pricing and PD pricing strategy is illustrated.

According to [101], [105], the utility function of HVAC load can be described as

\[ U_i^h(t_i^h) = -\theta_i \gamma_i^2 (t_i^h - \bar{t}_i^h)^2 \]  

(7.18)

where \( \theta_i \) is the cost coefficient, \( \gamma_i \) is the parameter characteristic of the HVAC

\[ k \]
The parameters of HVAC loads are listed in Table 7.1.

### 7.4.1 Distributed optimization

In this section, the effectiveness of proposed optimization methods at a particular time slot $h$ is tested. For an isolated time slot $h$, as there is no history data, hence $p_2 = 0$ in Eqn. (7.5), which is equivalent to (7.4). Note that in this case study, we assume that the maximum generating capacity $L_{\text{max}}$ is equal to the sum of the maximum energy consumption of all users, i.e., $L_{\text{max}} = \sum_{i=1}^{10} l_i^{\text{max}}$.

**Distributed optimization with synchronous communication**

Based on the communication graph given in Fig. 7.5, it is easy to calculate that it has 10 distinct nonzero eigenvalues, which means that it needs $K = 10$ steps for each agent to reach average consensus when applying FACA. As the initial value $x_i(0)$ can be chosen arbitrarily, here we choose $x_i(0) = \begin{bmatrix} 0 & \cdots & 0 \end{bmatrix}^T, i = 1, \cdots, 11$. To meet the stepsize condition, a diminishing stepsize is chosen as
\[ \zeta_k = \frac{\zeta_0}{k}, k \geq 1, \] where \( \zeta_0 \) is the initial stepsize and is set as \( \zeta_0 = 100 \) in this case study.

The simulation results are shown in Fig. 7.6. From Fig. 7.6 (a), it is clear that the estimated energy consumption outputs of all agents \( x^i(k), i = 1, \cdots, 11 \) almost reach consensus and get the optimal result \( l_1 = 70kWh, l_2 = 75kWh, l_3 = 82.3kWh, l_4 = 92.8kWh, l_5 = 103.1kWh, l_6 = 113.5kWh, l_7 = 123.9kWh, l_8 = 134.3kWh, l_9 = 144.7kWh, l_{10} = 155kWh, L = 1094.6kWh \) after \( k = 10 \times 10^3 \) iterations. To clearly demonstrate details, the estimates of Agent 1

![Figure 7.6: Simulation results of distributed optimization with synchronous communication](image-url)
According to Eqn. (7.16) and the communication graph in Fig. 7.5, the MC transmission probability matrix $P$ for sequential communication can be easily obtained as

$$P_{ii} = \frac{2}{3}, \quad P_{ij} = \frac{1}{3}, \quad i = 1, 11, \quad j \in N_i$$

$$P_{ii} = \frac{1}{3}, \quad P_{ij} = \frac{1}{3}, \quad i = 2, \cdots, 10, \quad j \in N_i$$

The simulation results are shown in Fig. 7.7 and 7.8. Initially, Agent 1 is chosen as the start agent with the initial value $x(0) = \begin{bmatrix} 0 & \cdots & 0 \end{bmatrix}^T$. After conducting its local optimization, Agent 1 passes the estimate to Agent 2 or keeps it itself according to the designed MC transmission probability matrix. In this simulation, a random variable in the range $[0, 1]$ is defined and produced randomly by computer. If the random variable is greater than $2/3$, thenAgent 1 sends the
Figure 7.8: Simulation results of distributed optimization with random sequential communication

estimate to Agent 2, otherwise keeps it itself.

The distribution of the agent which conducts the optimization is shown in Fig. 7.7. From Fig. 7.7 we can see that all the agents are almost visited equally often. The iteration process of estimating energy consumption \( x(k) \) is shown in Fig. 7.8, which converges to the same optimal values after \( k = 10 \times 10^4 \) iterations, the same as those in the previous optimization method with synchronous communication. However, it is also noted that the estimate trajectories of this algorithm are not as “smooth” as those in Algorithm 7.1 until the iteration \( k = 5 \times 10^4 \) because of its random communication strategy.

Motivated by the deterministic communication strategy in [132], we change the communication strategy in Algorithm 7.2 by applying the round-robin approach, as shown in Fig. 7.9 (a). The simulation results are shown in Fig. 7.9 (b). Compared to the results in Fig. 7.8, it takes less iterations to converge to the optimal solutions. Besides, the estimate trajectories are much more “smooth” than those in Fig. 7.8. However, one drawback of this communication strategy is that the communication graph needs to be re-designed to the one shown in Fig. 7.9 (a).

The above two case studies have shown the effectiveness of both our proposed distributed optimization algorithms.
7.4. Case Studies

![Round-Robin Communication Graph](image)

(a) Round-Robin Communication Graph

Figure 7.9: Simulation results of distributed optimization with deterministic sequential communication

### 7.4.2 Comparison between $P$ pricing and $PD$ pricing

The comparison between $P$ pricing and $PD$ pricing is now conducted. The entire time cycle is divided into 24 time slots representing 24 hours in a one-day cycle. According to the energy consumption trends in [101], [189], the weight coefficients of the utility function $\mu_i = \mu, \forall i = 1, \cdots, 10$ in different time slots are listed in Table 7.2. The parameters of the utility cost function for each load and the parameters of the cost function for the energy provider are supposed to be unchanged in the whole time slots and are the same as those listed in Table 7.2. For our proposed $PD$ pricing in (7.5) and (7.6), the expected energy demand is set as $L^* = 1100kWh$ and the value of $p^+$ is chosen to be 0.005.

The results are shown in Fig. 7.10. The peak time is defined from $h = 18$ to $h = 22$. The total energy consumption during the peak time is reduced from $6.316 \times 10^3 kWh$ to $6.158 \times 10^3 kWh$ and the value of PAR is reduced from
Table 7.2: Utility function coefficient in a one-day cycle

<table>
<thead>
<tr>
<th>h</th>
<th>µ</th>
<th>h</th>
<th>µ</th>
<th>h</th>
<th>µ</th>
<th>h</th>
<th>µ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.35</td>
<td>7</td>
<td>0.27</td>
<td>13</td>
<td>0.54</td>
<td>19</td>
<td>0.95</td>
</tr>
<tr>
<td>2</td>
<td>0.29</td>
<td>8</td>
<td>0.31</td>
<td>14</td>
<td>0.6</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0.26</td>
<td>9</td>
<td>0.34</td>
<td>15</td>
<td>0.55</td>
<td>21</td>
<td>0.95</td>
</tr>
<tr>
<td>4</td>
<td>0.23</td>
<td>10</td>
<td>0.36</td>
<td>16</td>
<td>0.61</td>
<td>22</td>
<td>0.78</td>
</tr>
<tr>
<td>5</td>
<td>0.21</td>
<td>11</td>
<td>0.4</td>
<td>17</td>
<td>0.75</td>
<td>23</td>
<td>0.62</td>
</tr>
<tr>
<td>6</td>
<td>0.23</td>
<td>12</td>
<td>0.46</td>
<td>18</td>
<td>0.85</td>
<td>24</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Figure 7.10: Comparison between $P$ and $PD$ pricing strategy

23.4% to 22.8% with the total energy consumption for one-day cycle varying from $2.6989 \times 10^4$ kWh to $2.7015 \times 10^4$ kWh by using the proposed $PD$ pricing strategy. Also from Fig. 7.10, it is observed that the total energy consumption of $PD$ pricing during the whole time slots are much closer to the expected value (the black line) than those of $P$ Pricing. This shows that our proposed $PD$ pricing strategy has the ability to further fill the valley load and shave the peak load.

It is also noted that there exists a large deviation from the time slot $h = 10$ to $h = 13$. The reason is that energy consumption during this period is close to the expected value, resulting in the derivative gain $p_2$ changes its sign frequently according to (7.6), which may have large impact on the users’ consumption. In order to evaluate such impact, the performances of different $p^+$ values are tested. The results are shown in Fig. 7.11. It is observed that with small derivative gain
(Fig. 7.11 (a)), the performance of proposed PD pricing strategy is much similar to that of P Pricing but with small improvement in valley load filling and peak load shaving. Meanwhile, if the derivative gain is chosen much larger, as shown in Fig. 7.11 (b), our proposed PD pricing strategy will have obvious impact on the costumers’ power consumption, which makes the total energy consumption during the peak time is reduced from $6.316 \times 10^3 \text{kWh}$ to $6.0674 \times 10^3 \text{kWh}$. However, a larger derivative gain also cause a larger energy consumption deviation from the time slot $h = 9$ to $h = 12$. Hence, similar to parameter choice of conventional PD controller, in practice, a proper derivative gain should be carefully determined by
the regulatory authority.
Chapter 8

Conclusion and Future Works

8.1 Conclusion

In this thesis, we have investigated distributed control and optimization of energy systems, especially focus on MG systems. The obtained results are summarized as follows:

1. The problem of voltage and frequency restoration in islanded microgrid systems is considered in Chapter 3. A distributed secondary control scheme is proposed to solve this problem. Compared to existing centralized control approach, our method is fully distributed. In order to design and analyze the voltage and frequency secondary restoration control separately, we first apply the distributed finite-time approach to design the voltage controller, which enables the voltage regulation within finite time. Then the frequency restoration is addressed while keeping the real power sharing accuracy. A sufficient local stability condition for proposed controller is given. Simulation results show that the proposed controller can restore the voltage and frequency of the whole system to their reference values while keeping a good real power sharing accuracy, no matter additional load is connected to or disconnected from the system.

2. In order to overcome some intrinsic disadvantages brought by the centralized control, we propose a distributed secondary control scheme for voltage
unbalance compensation in Chapter 4. The main key here is to design a
distributed control scheme which seeks global information by allowing each
local controller to communicate with its neighboring controllers. The pro-
posed control scheme has a distributed two-layer secondary compensation
architecture. This architecture involves a finite time average-consensus al-
gorithm and a newly developed graph discovery algorithm. The proposed
control scheme is not only able to compensate for the unbalanced voltage
in SLB well but also share the compensation effort dynamically in the dis-
tributed fashion. Also compared to the centralized control, this scheme
has higher communication fault tolerance ability and has the plug-and-play
property. A simulation test system is built in Matlab and several case s-
tudies have validated the effectiveness of our proposed strategy. Future
work may include VUC in more general cases, such as 1) SLB is located in
an arbitrary bus in a mesh topology; 2) transmission line with unbalanced
impedance. It is also worthy to point out that in order to achieve more ac-
curate sharing accuracy, negative sequence current feedback may be needed
in the future design.

3. In Chapter 5, a fully distributed ED algorithm based on finite-time average
consensus and projected gradient is proposed for smart grid systems with
random wind power. By allowing each agent to communicate with their
neighbor agents, the total cost of the whole system can be minimized by
the proposed distributed ED algorithm while satisfying both equality and
inequality constraints. Compared to the existing methods, no private con-
fidential gradient or incremental cost information exchange is needed and
the objective function is not required to be quadratic. What’s more, the
initial estimate values of our proposed method can be chosen arbitrarily by
each agent individually. The effectiveness of the proposed scheme has been
validated by several case studies including without generator constraints,
with generator constraints, plug-and-play of generators and loads and a
large IEEE 30-bus test system. The results show good performance of the
proposed method. As an alternative approach, how to develop a distribut-
ed ED strategy based on stochastic programming method is an interesting topic worthy of consideration as a future work.

4. In Chapter 6, a distributed optimization algorithm is proposed for the multi-agent system which consists of multi groups of agents. The goal for the agents is to cooperatively minimize the sum of all the local cost functions, each of which is only known by the local agent itself. Besides, each agent is constrained by a global and a local constraint set. Our proposed algorithm allows the agents in the same group to estimate the optimal solution individually and communicate with their neighboring agents in parallel. Once their estimates reach consensus, the leader agent in the group send the estimate to the leader agent in neighboring group in a sequential way. Two kinds of communication strategies, i.e., deterministic and random, are designed for the leader agents. The convergence of proposed algorithm is theoretically proved with the virtue of virtual agent. We also apply this algorithm to solve the economic dispatch problem in multi-area power system. The effectiveness of the proposed algorithm has been validated by several case studies on IEEE 30-bus power system. In order to accelerate the convergence speed, future work may consider to modify our algorithm with fast gradient method.

5. In Chapter 7, a distributed optimal energy scheduling strategy is proposed for a smart power system, which consists of a single energy provider, several loads and a regulatory authority. A novel real-time pricing strategy named PD pricing is proposed by adding an incremental term in the conventional P pricing. Two different distributed optimization methods are proposed to minimize the total social cost and they can be applied in different situations. The effectiveness of the proposed methods as well as the PD pricing strategy have been validated by case studies implemented on a HVAC system. It is worth noting that the proposed PD pricing strategy can be implemented in real applications with the development of big data technology [190]. Based on such technology, more information will be available for temporal and/or
spatial integration of an ecosystem in practice. Subsequently, the overall performance of the ecosystem could be improved.

### 8.2 Recommendations for Future Research

Besides the work achieved in literature and this thesis, there are still several interesting research topics that are worthy to be explored in the area of distributed control of energy system (mainly focus on MG system), as outlined below.

#### 8.2.1 Distributed Adaptive Control of the MG

In Chapter 3, we design the controllers under the assumption that the system parameters can be directly accessed and remain unchanged. However, in reality, there are some time varying parameters in the MG. For example, the installation of the power factor correction (PFC) capacitors can directly affect the transmission line’s parameters. Also, the variation of the system topology (when the MG is re-configured) will change the impedance parameters as seen by the DG units. Besides, there exist some unknown loads that are connected or disconnected to/from the MG load bus randomly, which may be treated as unknown external disturbances.

With the aforementioned uncertain system parameters and unknown external disturbances, the conventional PI or PR controllers used in the primary control layer may not work well. Some advanced control methods are needed, among which adaptive control is one of the promising methods. In addition, the interactions among the DG units are also not considered in the previous primary control because the overall dynamic cannot be obtained by each individual controller. Motivated by the above considerations, in the future research we may design distributed adaptive controllers in the primary control layer. Similar to [50], the MG system can be modeled by a dynamic equivalent circuit with uncertain parameters and unknown disturbances shown in Fig. 8.1. The main idea of developing such control strategy is as follows: The uncertain parameters and the unknown external disturbances in the system can be estimated by adaptive laws respective-
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Figure 8.1: The dynamic equivalent circuit model of the MG system [50]}

ly, while the effects of the interactions between the DG units can be mitigated by using the neighboring DGs’ information which can be obtained through the communication.

8.2.2 Stability analysis of the distributed secondary control with communication time delay

In Chapter 3 and 4, we have proposed the distributed secondary control schemes for the frequency restoration and voltage unbalance compensation. However, zero communication time delay has been assumed there. In reality, there always exist certain time delays in the communication. How to evaluate such delays and analyze the stability of the system under such situation becomes another one research topic in our future work. Existing stability analysis with time delay can be divided into two folds: one is the frequency domain method; another is the time domain method. The first method mainly involves in the evaluation of the roots of the characteristic equation of small-signal model. This method is in principle exact but hard to use for the difficulty in determining the roots of the characteristic equation [191]. The time domain method is mainly based on Lyapunov-Krasovskii’s stability theorem and Razumikhin’s theorem [192]. This method can deal with uncertainties and time-varying delays. However, it cannot be used to find the delay stability margin. Also it strongly depends on the ability of defining a Lyapunov function.
One suggested way to handle this problem is based on the algorithm proposed in [193], which describes the impact of time-delays on small-signal angle stability of power systems. The proposed algorithm allows estimating an approximate solution of the characteristic equation of the delay differential algebraic equations based on the Chebyshev’s differentiation matrix. It is able to precisely estimate the rightmost eigenvalues at an acceptable computational cost. We can employ this method to analyze the stability of the distributed secondary control with the communication time delays and also try to find the delay stability margin.

8.2.3 Distributed event-trigged optimization of the MG

As reviewed in Chapter 1, distributed control strategy has been widely used in the optimal power flow and economic dispatch problem of the MG, which is in the third layer according to the hierarchical definition of the MG control. Most of the existing studies are based on the continuous periodical information communication, which requires that the communication network have a large throughout capacity. However, in reality, the networks used in the MG are usually powered by batteries or solar arrays, which leads to a very limited throughout capacity. If we are able to limit the amount of exchange information between the controllers, the communication burden and cost of the network could be greatly decreased. One of the promising ways to do so is to adopt an event-triggered approach for the information transmission. Different from the conventional time-triggered system, the event-triggered system is the system in which all activities are activated by the occurrence of significant events. Usually these activities happen in a sporadic non-periodic manner.

In future work, motivated by the recent works in [91], [194], [195], the event-triggered strategy for communication in solving the OPF and ED problems in Chapters 5, 6, and 7 is recommended. In fact, as pointed out before, the control problem at this layer has a quite slow dynamic response and does not require frequent information exchange. The controller only needs transmit information to its neighboring controllers when a local error signal exceeds a specified threshold.
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