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Abstract

Divisible Load Theory (DLT) was introduced to resolve scheduling problems in a Distributed Computing System (DCS). A divisible load (job) is one that is arbitrarily divided into a number of fractions among the processors and links in a system, and each load fraction is processed independently. The main objective of DLT is to optimize the scheduling process with a minimum processing time for the entire load. Recent advancements in information technology have led to a Virtual Distributed Computing System (VDCS) with dynamic resources and multiple data banks with a loosely connected structure. This thesis addresses the problem of load scheduling in a VDCS with dynamic resources and multiple data banks under a DLT framework.

We first propose a DLT solution to solve the problem of optimal load scheduling with fixed resources. The optimal load scheduling with fixed resources is formulated as a linear programming problem with total processing time, release time, continuity and total load constraint equations. The proposed DLT solution for load scheduling in VDCS with fixed resources is studied using four numerical examples. Next, we analyze the effect of processing the load in heterogeneous and homogeneous environments. Finally, we present an experimental study by solving a satellite image processing problem in a compute cloud environment. From the experimental study, we can see that the result is close to the analytical processing time obtained using the proposed load scheduling algorithm.

Based on the proposed DLT solution for a VDCS with fixed resources, we extend the framework to address the dynamic resource allocation problem. The release time of the worker role and the modified load distribution sequence are additional constraints in a dynamic resource handling environment. Therefore, we formulate the problem of dynamic resource handling as a linear programming problem with these additional constraints.
We propose a rescheduling strategy for worker role release time and modified load distribution sequence. Using five numerical examples, we show that the DLT-based scheduling algorithm with the new rescheduling strategy can accomplish the load processing tasks in a dynamic resource environment.

Another important problem with load scheduling is the idle time of resources during each process, which is usually reduced through multiple installments. In this thesis, we propose a method to solve the load scheduling problem with multiple installments using genetic algorithms. First, we present a hybrid genetic algorithm approach for load scheduling in VDCS with a single data bank. Next, we extend it to multiple data banks. The hybrid genetic algorithm integrates the equality constraint during optimization and hence provides better convergence compared to other search-based algorithms. A mean and standard deviation reduction of greater than half is observed using the hybrid genetic algorithm compared with a general real-coded genetic algorithm and a particle swarm optimization algorithm.

In the future, we plan to implement the proposed DLT-based scheduling algorithm as a load manager in a real VDCS with multiple data banks. Further, the DLT-based scheduling algorithm will be extended from the single-installment case to a multi-installment case in VDCS with multiple data banks. Moreover, the task queue will be explored by considering the task with different levels of priorities.
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Chapter 1

Introduction

1.1 Introduction

In chapter 1, we begin with a general background review on distributed computing systems such as cluster, grid and cloud computing systems. Then, we review cloud services, cloud system requirements, cloud system features and the different types of cloud systems. After that, we introduce our research motivations, objectives and contributions. Finally, we summarize the organization of this thesis for the remainder of the chapters.

1.2 General background

Clusters, grids and clouds are hot topics of research interest in virtual distributed computing systems (VDCS). These concepts, coupled with advancements in infrastructure, data storage and networks, achieve overall scalability. In general, computing has been transformed from tightly coupled distributed systems (clusters) to loosely connected multi-domain distributed systems (grids) and then to well-managed distributed pools of virtual systems (clouds). Computing systems have also shifted from the delivery of computing power as a product to its delivery as a service, therein promoting the use of computers and other devices as new utilities (such as the electricity grid) over a network (e.g., the Internet). These cloud computing devices mainly focus on Software as a Service (SaaS), Platform as a Service (PaaS), Infrastructure as a Service (IaaS), autonomy, scalability and flexibility to provide continuity. For large-scale service-oriented applications [150, 166], the service models represent specific abstraction levels to clouds with different requirements.
1.2.1 Cluster computing

The overview structure of a cluster computing system is depicted in Figure 1.1. Based on this figure, a cluster consists of a number of computers that are linked together and work as a single computer. The component computers are connected to each other through fast Local Area Networks (LANs). The advantages of computing clusters over a single supercomputer are that they usually greatly improve performance and availability while remaining cheaper than a single supercomputer with a comparable speed and size [1].

1.2.2 Grid computing

Figure 1.2 presents the basic structure of grid computing systems. In a distributed computing system, grids consist of virtual systems that contain loosely coupled processors in a multiple-domain network to process high computational loads. Depending on the applications, cloud or grid computing environments have been considered as distributed
computing environments. In the case of traditional supercomputers, the processors are connected through a local high-speed communication bus, whereas in distributed computing systems, they rely on a high-speed conventional network interface such as Ethernet.

### 1.2.3 Cloud computing

Figure 1.3 illustrates the logical diagram of cloud computing with different abstraction layers. From the diagram, cloud computing resources can be accessed by different terminals such as laptops, servers, desktops, tablets and smartphones. Cloud computing has three abstraction layers: the application layer, the platform layer and the infrastructure layer. Now, we present different levels of architectures in clouds, as depicted in Figure 1.4. Software as a service includes Customer Relationship Management (CRM), electronic mail, virtual desktops, web servers, and development tools. The platform as a service layer possesses the execution time, database, network server, development tools, etc. The The infrastructure as a service layer contains virtual machines, servers, memory, load balancers, and networks.
Software as a service: SaaS [2] means dedicated software made available through the Internet (e.g., Salesforce). Because the software runs on virtual systems present in a cloud environment, the end user is not expected to manually download and install or run the software on their own systems.

Platform as a service: PaaS provides an environment to share the customized application (e.g., Microsoft Azure and Google App Engine), developed by a group of developers. The service providers provision, maintain, and balance the load of the platform [128].
**Infrastructure as a service:** The resources, such as servers, virtual machines, network bandwidth, storage, and related tools necessary to build an application environment from scratch, are shared in IaaS [172]. Such sharing significantly reduces the set up cost of small- and medium-size companies to enable the initialization of new services, the flexible expansion of existing services etc.

The trend of distributed computing systems is to direct the interconnected, visualized infrastructures, resources that are dynamically provisioned and delivered as an artificial platform for users to move their applications from anywhere in the world [42]. The computing philosophy has been shifted from the use of distributed systems or servers to clouds of virtual distributed resource pools. Currently, the scale of supercomputers is increasing significantly in terms of CPU cores; for example, the Kei supercomputer in Japan, the Argonne Mira supercomputers in the USA, and Livermore's IBM Sequoia further increase the number of CPU cores into the millions. Following this trend, scientific computing cloud centers, cloud computing platforms and enterprise computing systems
are going to consist of an extremely large number of nodes. This results in the challenge of how to optimize geographically distributed resources and users with increased utilization rate of available resources to satisfy users.

**Self-service on demand:** Computing resources, such as virtual servers and network storage, are provided automatically and unilaterally to the users. Thus, there is no human intervention, and customers can be self-served on demand.

**Broad network access:** The service delivered by the cloud service provider over the network can be accessed through different types of client platforms such as mobile phones, laptops, and PDAs.

**Pooling of resources:** The service provider has a pool of computing resources, which is provided to multiple users based on a multi-tenant model. Based on the user requirements, the physical and virtual resources (processor, memory, network, and data storage) are dynamically distributed to the users. The user does not control the exact location of these resources; however, they can provide information on the location of the resources at a higher level of abstraction (e.g., country, state or data center). Therefore, these services are location independent. Examples of resources include storage, processors, memory, network bandwidth, virtual networks and virtual machines.

The seven characteristics of virtual distributed computing system are listed in detail as follows [128]:

1. **Initialization speed and elasticity:** Initialization speed and elasticity are two features of the cloud service provisioning system. From the user’s point of view, the resources for provisioning are essentially infinite and can be purchased in any quantity and at any time. Therefore, the initialization speed is very high, and the dynamic assignment of resources makes the system significantly elastic.

2. **Measured service:** Based on the user’s requirements, cloud systems are capable of controlling/optimizing the use of resources based on certain abstract measurements and by the type of service requested by the user. Thereby, cloud systems can monitor, control and report on their resources and provide services to users based on his/her requirements.
3. **Ultra large-scale**: The scale of a cloud is large. Google owns more than one million servers for its cloud services. Similarly, Amazon, IBM, MS and Yahoo have hundreds or thousands of servers. Therefore, each enterprise has hundreds of servers, and the cloud enlarges the computing power available to users [128].

4. **Virtualization**: A cloud user can obtain cloud services through their terminal from any location. Instead of obtaining a practical entity, they can receive the cloud resource based on the demand through a laptop or mobile phone. This is an easy way for users to attain or share resources safely, irrespective of location and time. Users can complete a task that cannot be completed on a single computer in a very short time and at low cost.

5. **Reliability**: The cloud system introduces multi-transcript, fault tolerance, computation node isomorphism and exchangeable features, which help to increase the reliability of these services significantly.

6. **Versatility**: A cloud computing system does not have any constraints in terms of virtual space and is not built for specific applications. Such a system is generic and hence customizable to support any number of applications simultaneously.

7. **Affordability**: The central management of cloud helps the user by absorbing the management cost of the data center. Further because it is versatile, the resource can be shared, increasing the rate of resource utilization.

There are five different types of cloud computing models according to deployment and usage: public clouds, community clouds, private clouds, hybrid clouds and compute clouds.

- **Public cloud**: A public cloud service provider provides services, such as storage, to the general public. These services are free or are offered based on a pay-per-use model [2]. Generally, public cloud service providers, such as Microsoft and Google, own and operate the infrastructure and offer access only via the Internet (direct connection is not offered).
Community cloud: The infrastructure is shared between several organizations within a community. Because this type of cloud is shared only by a limited number of users, the cost is also shared only by a circumscribed group of users, thereby increasing the price per user (security, compliance, jurisdiction, etc.). The administration of a community cloud could be done internally or externally by a third party [2].

Private cloud: An individual organization with multiple consumers (e.g., business units) owns and uses the cloud infrastructure. For instance, an internal IT department or a third party may own, manage, and operate the infrastructure. It must also be noted that a pair of organizations can collaborate and operate a cloud.

Hybrid cloud: The hybrid cloud infrastructure is a combination of two or more distinct cloud infrastructures (private, community, or public) with unique entities. However, they are bound together by standardized or proprietary technology that enables data and application portability (cloud bursting for load balancing between clouds) [61].

By utilizing a “hybrid cloud” architecture, companies and individuals enjoy increased fault tolerance and stability independent of Internet connectivity. A hybrid cloud architecture requires both on-site resources and off-site (remote) server-based cloud infrastructure [2].

Compute cloud: Compute cloud is a model for computing and storing resources linked within a ubiquitous network. The main task of a compute cloud is to process the data stored on network storage servers, thereby obtaining meaningful results through distributed compute servers. The popularization of the term can be traced to 2006 when Amazon.com introduced the Elastic Compute Cloud [118]. It is also commonly referred to as a virtual distributed computing system.

1.3 Motivations

The main focus of this thesis is to develop an efficient load scheduling algorithm for Virtual Distributed Computing Systems (VDCS). The architecture of VDCS is shown in
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Figure 1.5. In VDCS, there are M participating processors used to compute the load, and they retrieve the load fractions from data sources. Note that these data sources may not be available at the starting time. The virtual Web Role distributes different tasks to different sets of processors and data banks. The major problem is finding the optimal share of the load to be processed in the given processors from a given set of data sources.

Figure 1.5: Overview of VDCS architecture.

In the next chapter, we are going to discuss other optimization techniques in detail for scheduling problems in distributed computing systems, none of which consider multiple data centers in their model for addressing the scheduling problem. Therefore, our motivation is to form a framework that considers large-scale VDCS with multiple data storage centers and is based on a scalable framework for developing the novel load scheduling algorithm to achieve optimal system performance and high resource utilization rates.

This section discusses the major issues and challenges in developing load scheduling algorithms in virtual distributed computing systems with multiple data storage centers. This includes other challenges from VDCS dynamic resource allocation features such as load scheduling algorithms searching for optimized sequences and quantities of resources.
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Model of load scheduling for VDCS: VDCS users need a stable, scalable, inexpensive and data-intensive computing system for processing huge amounts of data. Load scheduling in VDCS refers to dividing the load between assigned computational nodes, based on their key features, to achieve an optimal performance. The model should cater to heterogeneous virtual distributed computing systems with variable data processing speeds, data transmission speeds, etc. The load scheduling algorithm becomes complicated because each worker role needs to fetch data from multiple data storage centers in a particular sequence, and the data storage centers that support this task should also be working under high utilization rates.

The framework of load scheduling for VDCS with multiple data centers includes three major roles. All the key features of assigned system resources should be reflected in the framework. The load scheduling algorithm should consider the practical VDCS constraints. The solution that we obtain from the load scheduling algorithm should lead to high utilization rates of assigned resources and superior performances for the task using VDCS with multiple data storage centers.

Model of load dynamic rescheduling for VDCS: In this thesis, dynamic resource load rescheduling for VDCS with multiple data centers is a challenge due to VDCS elasticity features. VDCS need to handle both new resource availability and failure of resources. Under both these scenarios, such systems should ensure optimal scheduling of the current task. By understanding the current VDCS system status at the instant that a new resource is added or dropped from the task's resource pool, the load dynamic rescheduling algorithm should assign the remaining load fractions to each computational node. This should ensure task completion with a high utilization rate and minimum total processing time for the remaining load.

Large-scale load scheduling: The efficiency of load scheduling algorithms has become a challenge in large-scale distributed computing systems. A load scheduling algorithm's calculation time will increase exponentially with the quantity of resources assigned to a task and with the size of the load. The load scheduling problem requires further work in terms of the resource utilization rate. As the scale increases, searching for the optimal quantity of resources would be a challenge for large-scale
load scheduling algorithms. The key system features should also be considered in large-scale load scheduling algorithms to achieve minimum total load processing time and high utilization rates of the assigned resources in VDCS.

Targeting the three major challenges in the literature, Divisible Load Theory (DLT) was developed in 1988 [39]. In [123], DLT is described and shown to offer a tractable approach to scheduling that utilizes the effect of both computation and communication in distributed computing systems. DLT was proposed for solving image processing problems in a distributed workstation cluster [105]. In [89, 75], non-blocking mode communication was introduced into the DLT load scheduling algorithm. In [24, 27], processor release time was introduced into the DLT framework to unify the processor delay caused by occupation. Considering these existing practical aspects of modeling, we intend to solve our problem based on the DLT framework.

1.4 Objectives

In this thesis, a framework for a load scheduling algorithm in VDCS with multiple data storage centers is proposed. The research includes the load scheduling algorithms and an evaluation of their performance. The overall performance of VDCS was improved significantly. The main research objectives could be summarized as follows:

**Design of a load scheduling algorithm for VDCS:** To formulate a load scheduling framework in VDCS wherein the notations of the framework are adapted based on key system resource features and the system status. Based on this framework, we develop a load scheduling algorithm for VDCS under a multiple-data-storage-center environment. The algorithm is based on a tractable model, scalability, meta-computing accounts, time-varying modeling, extending realism, and experimental results. Apart from these feasible features, we consider multiple data sources (data banks) as well. The novel load scheduling algorithm is employed to solve the load scheduling problem to achieve minimum total load processing time for the task based on the fixed resources that are assigned by the VDCS with multiple data banks. The load scheduling algorithm also attempts to obtain a high resource
utilization rate for the assigned resources. The practical value of the algorithm also must be considered during development. Therefore, we also desire that the load scheduling algorithm satisfy practical constraints of VDCS with multiple data banks.

**Design of a rescheduling algorithm for VDCS:** We extend the previous load scheduling framework by introducing new definitions and notations representing the current system status and unknowns. This is done to handle dynamic resource availability. In addition, the load dynamic rescheduling algorithm should incorporate practical system constraints. The redundancy of load transmission should be considered, and notations need to be introduced to avoid this issue. Other than the assigned resource utilization rate, the DLT-based dynamic rescheduling algorithm attempts to increase the overall VDCS utilization rate of resources. This way, the waiting time interval for idle resources to join new tasks can be shortened significantly.

**Design of a load-scheduling algorithm for large-scale distributed systems:** A large-scale load-scheduling algorithm needs to assign tasks among computational nodes to achieve a superior performance for the overall VDCS. Simultaneously, the time consumption of processing the load scheduling algorithm should also remain within a reasonable range. The load scheduling algorithm attempts to find the optimal quantity of resource for minimizing the total processing time. In addition, the solution of the load scheduling algorithm also attempts to fulfill the practical system constraints of VDCS with multiple data banks.

### 1.5 Contributions

The main contributions of this thesis are given below:

**Design of a load-scheduling algorithm for VDCS:** A DLT-based load-scheduling algorithm is proposed and used to divide the entire load into fractions for each worker role. This is achieved through resources from multiple data banks and processing in a virtual distributed computing environment to obtain the best performance for a set of tasks with fixed resources. The algorithm is based on Divisible
Load Theory (DLT). To facilitate further discussion, a divisible load-scheduling framework has been formulated. Novel definitions and notations are introduced into the framework to represent key resource features and the system status. Moreover, practical processing constraints are incorporated with recursive equations to solve the load scheduling problem. In this way, the scheduling problem is converted into a linear programming problem. A linear programming technique has two advantages: one advantage is its ability to eventually achieve the best possible utilization of available productive resources, and the other advantage is its ability to solve complex problems by transforming them into solvable parts. Numerical examples and a satellite image classification example are presented, and the experimental simulation results highlight the advantages of the proposed load-scheduling algorithm. Finally, a simulation study to understand the computational complexity of the proposed approach is conducted, and the results clearly highlight that processing a fixed load requires on the order of minutes.

**Design of a rescheduling algorithm for VDCS:** The DLT-based rescheduling strategy has been constructed to satisfy the given requirements (such as maximizing the utilization rate of system resources and minimizing the task processing time) and to solve dynamic resource allocation and high fault tolerance problems in VDCS with multiple data banks. To minimize the total processing time for rescheduling the remaining load and optimize the load fractions, new notations for describing the current rescheduling VDCS status and worker role release times are introduced in the framework. The worker role release time notation has been employed to minimize redundant load transmission during the rescheduling process. We also altered the formulation of the DLT-based scheduling algorithm based on practical VDCS constraints. The dynamic VDCS scheduling problem is modeled as a linear programming problem. By illustrating with numerical examples, we show that a novel dynamic rescheduling algorithm can guarantee minimum processing time under dynamic resource assignment and provide high fault tolerance.

**Design of a load-scheduling algorithm for large-scale distributed systems:** A hybrid genetic algorithm is developed to solve the problem of data partitioning using multiple rounds of load distribution with an affine communication model in a
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single-level tree network. The algorithm is used to obtain the optimal load fractions for a given distribution order, number of worker roles and number of rounds. In this thesis, we propose modified crossover operators, mutation operators and fitness functions, ensuring that they produce valid solutions that satisfy the total load constraints. Further, the proposed hybrid genetic algorithm uses three different population initialization schemes to obtain better convergence. Using the load fractions, a heuristic approach is presented to determine the optimal distribution order, optimal number of worker roles \( m^* \) \((m^* \leq m)\), and optimal rounds of load distribution \( n^* \) \((n^* \leq n)\) such that the processing time of the total processing load is minimized. The numerical simulation results clearly show that the proposed approach finds the best solution for a multi-round load distribution problem. Finally, we discuss the hybrid genetic algorithm used to solve scheduling problems in VDCS with multiple data banks and single installment by updating the fitness function. The new fitness function considers DLT-based scheduling algorithm constraints. The numerical example can obtain a better solution using the new hybrid genetic algorithm. The solution can also obtain the best performance of the VDCS with multiple data banks.

1.6 Thesis organization

The thesis is organized as follows:

In Chapter 2, we review most of the research works related to the current study. The literature on DLT is surveyed based on topologies and different practical constraints such as limited buffer systems, processor release time, start-up delays, non-blocking style of communication and result collection schemes. Then, we discuss DLT multi-installment and nonlinear DLT. Next, DLT-based system applications are reviewed. Then, we move on to scheduling in the cloud, where we categorize previous research works based on different aspects. Finally, we focus on distributed computing system scheduling architectures and algorithms, which we differentiate based on their focus points, advantages and drawbacks. Our proposed scheduling algorithm cannot be compared to existing scheduling algorithms because the framework is different in terms of the number of data banks.
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In Chapter 3, we formulate the virtual distributed computing framework and define the notations and definitions. We use these notations and definitions to express the practical constraints in formulating the equations. In this way, the distributed computing system scheduling problem becomes a linear programming (LP) problem. Solving the LP problem, we obtain the optimized load distributions for each processor and the minimized overall load processing time. The scheduling strategy for a compute cloud environment is proposed and demonstrated to perform properly in this chapter with four numerical examples, six simulations and a real-world example of a satellite image processing application. For the first example, we pick a small freight and fewer virtual resources, and then, with the result, we describe it in the timing diagram. The other examples focus on different aspects. The two simulation cases are for heterogeneous and homogeneous cloud computing environments with different numbers of processors and data bank combinations. The other three simulations discuss changing individual key parameters that affect system performance. The last simulation focuses on the proposed load-scheduling algorithm and shows how it can perform efficiently with large quantities of resources. The load-scheduling algorithm obtains the minimum total processing time in the real-world satellite image processing system case.

In Chapter 4, based on the framework in Chapter 3, we propose a heuristic DLT-based rescheduling strategy for resolving VDCS dynamic resource assignment and system fault tolerance in a virtual distributed computing environment with multiple data banks. We also leverage and develop further the notations and definitions used to stop and restart the rescheduling process. These notations and definitions are used to convey the practical constraints for obtaining the equations used to form the linear programming problem with while considering the optimized remaining load processing by applying the worker role release time to our framework. We prove that our rescheduling scheme improves the VDCS service by significantly reducing the processing time for the system user and by increasing the usage of service providers’ existing resources.

In Chapter 5, we propose a Hybrid Genetic Algorithm (HGA) to determine the optimal distribution order, optimal number of worker roles $m^*(m^* \leq m)$, and optimal rounds of load distribution $n^*(n^* \leq n)$ such that the processing time of the overall processing load is minimized. HGA employs modified crossover and mutation operators such that
the operators always produce a valid solution. Moreover, we propose various population initialization schemes to improve the convergence. By altering the HGA fitness function by incorporating four practical constraints, we can solve the load scheduling problem for VDCS with multiple data banks in the single-installment case. In conclusion, we provide a comparative study with a simple hybrid genetic algorithm and particle swarm optimization to highlight the advantage of the proposed algorithm. The results clearly show the strength of the proposed HGA in both the VDCS single data bank and multi-installment case. HGA with the new fitness function can also solve scheduling problems in VDCS with multiple data banks in the single installment case. Comparing the results of the numerical examples, we show that the HGA also performs properly when applied to the scheduling problem in VDCS with multiple data banks and for single installments.

In Chapter 6, we draw the conclusions of our study and present the recommendations for future directions.
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Literature review

2.1 Introduction

In the previous chapter, we discussed the motivations, objectives and contributions of our research study. This chapter focuses on providing detailed insight into related research topics in DLT such as network topologies, constraints, multi-installment, nonlinear loads and applications. Then, we discuss existing cloud computing scheduling research works, followed by other optimal scheduling techniques for distributed computing systems.

2.2 Divisible load theory review

In 1988, the multiprocessor scheduling topic began receiving attention [39]. [123] described “the divisible load theory that offers a tractable and realistic approach to scheduling that allows integrated modeling of computation and communication in parallel and distributed computing systems.” DLT considers the computation speed of processors, communication speed of the links, architecture of the networks and other constraints of the system. Hence, the framework is practical and easy to implement.

Divisible Load Theory (DLT) for a general distributed computing system was introduced in [123]. Minimization of the processing time of the entire processing load is achieved by dividing the load into load fractions of arbitrary size and processing independently on the processors in the networks. In a Distributed Computing System (DCS), the components of networked computers communicate and coordinate their actions by passing messages. A DCS is usually built to fulfill a task or a related set of tasks as a
service such as in a cluster, grid, or cloud system. Such systems are conceptually similar to [77]. Cluster computing consists of multiple data processors, multiple storage devices and redundant interconnections to form a single, highly available system [147], as shown in Figure 2.1. A typical cluster-based system is IBM’s Sysplex [3]. The definition of grid computing is the widespread availability of powerful computing resources as low-cost commodity components [87], as shown in Figure 2.2. Cloud computing describes a new model for IT services based on the Internet and typically involves the provisioning of dynamically scalable and often virtualized resources over the Internet [8, 167, 45, 94], as shown in Figure 2.3.

Figure 2.1: A model of a cluster computing system, reproduced from [77].

Therefore, we discuss DLT in detail based on network topologies, constraints, multi-installment, nonlinear loads and applications in the following.
2.2.1 Network topologies

The network architecture is one of the main concerns in forming DLT-based scheduling algorithms and solving such problems. The pattern of the connections between computation nodes is known as the network topology. In this section, we will focus on different types of network topologies such as a bus network, single-level tree network, multi-level tree network and hypercube network.

**Bus Network:** A bus network along all the network topologies is the simplest because the bus-type communication medium is equally shared by all the processors. The network model consists of a computerized processor attached to a linear bus, as in Figure 2.4. The root processor should take the role of both a bus control unit and a processing node simultaneously. After a bus control unit obtains a load, the load is split into $m$ fractions ($\beta_1, \beta_2, \ldots, \beta_m$) and distributed to the processors in a sequence $(1, 2, \ldots, m)$. The computation process commences immediately after the respective load fractions are obtained. In [13], a shared bus communication medium is used to solve a load-sharing problem involving the optimal allocation of measurement data among and sensor-driven
processors. In [140], the authors discussed scheduling divisible loads in a bus network topology using DLT to observe the overhead component due to the start-up time, which could degrade the performance of the system. They provided a closed-form expression to this end. In [34], using a bus network performance analysis and experimental simulation of the scheduling of a divisible load, a very large matrix-vector product computation was given. In [28], the test-bed consisted of high-speed Pentium machines on a bus network, and divisible load scheduling applied to an image processing application (edge detection) was theoretically and experimentally studied. In [62], in a bus type environment, a strategy-proof mechanism for scheduling DLT was proposed. Here, the processors reported their true processing power; then, based on the parameter set, the scheduling algorithm assigns loads using the full processing power to achieve the overall optimization of system resources. In [31], the processors belonged to an autonomous self-interested organization. The authors proposed a strategy-proof mechanism for scheduling divisible loads in bus networks without control processors. In [32], the author proposed a strategy-proof mechanism with verification for scheduling divisible loads in a linear network with
boundary load origination. In [33], the authors designed an incentive-compatible mechanism for scheduling non-malleable parallel jobs on a parallel system. In this work, the user increases their welfare selfishly and does not consider optimal system performance.

![Bus network architecture with m processors attached.](image)

**Single-level tree Network:** A single-level tree network is depicted in Figure 2.5. According to Figure 2.5, this distributed network topology consists of \((m + 1)\) processors and \(m\) links. \(p_0\) is the root processor, and processors \(p_1, p_2, \ldots, p_m\) are connected to the root processor via communication links \(l_1, l_2, \ldots, l_m\). \(l_i\) is the communication link connecting the \(i^{th}\) processor \((p_i)\) to the root processor \((p_0)\). Once the root processor \((p_0)\) obtains a load, the total load is divided into \((m + 1)\) load fractions \((\beta_0, \beta_1, \ldots, \beta_m)\) and then transmitted \((\beta_1, \beta_2, \ldots, \beta_m)\) to the child processor \((p_1, p_2, \ldots, p_m)\), reserving \(\beta_0\) for the root processor. The child processors start computations immediately after receiving their respective load fractions from the root processor. In [40], the communicating processors of a tree network are examined in two cases: with the front-end processors using communication in non-blocking mode and without the front-end processors using blocking mode communication. The objective is to obtain the minimum processing time by optimally dividing the entire load into small fractions for each processor. In [138], single-level tree network architecture was used to provide the solution for scheduling issues for polynomial time complexity computational loads by applying the divisible load theory framework. Polynomial time complexity computational loads are employed to solve higher order algebraic equations to determine the optimal load fractions assigned to the processors in the network. In [88], load sequencing and processor-link arrangement
is provided under the non-blocking mode of communication in a single-level tree network. The results indicate that the performance under non-blocking mode is much better. A buffer size of the processor was considered in a heterogeneous single-level tree network for discussing scheduling in a divisible load problem [75]. In [20], multi-installment is applied to minimize the processing time in a single-level tree network. A closed-form solution for a particular case containing identical processors and identical links was derived using two techniques, one of which is useful when the number of processors is large and the other being useful when the number of installments is large.

**Multi-level tree Network:** A multi-level tree network architecture is shown in Figure 2.6. The child processors \((p_1, p_2, \ldots, p_m)\) at level 1 are connected to the root processor \(p_0\). In this figure, each level-1 child processor is connected to a set of a fixed number of level-2 child processors. Because the physical communication of the co-central processing unit is fixed, the processors in this architecture utilize non-blocking-mode communication. According to the divisible load scheduling scheme of the multi-level tree network, the root processor \(p_0\) contains the entire data load and is in charge of load scheduling to assign the optimal load fractions to all the child processors in both level 1 and level 2, and the load \(\beta_0\) is reserved for the root processor to process. After
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scheduling the total load into fractions, the root processor sends the individual fractions \( \beta_1, \beta_{11}, \beta_{12}, \beta_{13}, \beta_2, \beta_{21}, \beta_{22}, \beta_{23}, \ldots, \beta_m, \beta_{m1}, \beta_{m2}, \beta_{m3} \) one by one to the child processors at level 1. The level-1 processor will retain the fractions for itself and pass the remaining load fractions to level-2 processors, which directly connect to it. In this case, the processor \( (p_i) \) at level 1 will retain the load fractions \( (\beta_i) \) to process and will disperse the load fractions \( (\beta_{i1}, \beta_{i2}, \beta_{i3}) \) to the minor processors in sequence \( p_{i1}, p_{i2}, p_{i3} \). Once the loads are received, all the processors start processing immediately.

![Multi-level tree network architecture](image)

Figure 2.6: Multi-level tree network architecture.

For a general multi-level tree network architecture, unknown or time-varying computation and communication parameters are discussed to propose new load distribution scheduling strategies [84]. In [58], the proposed algorithm is applied to resolve the issue of users cheating on processor computation rates, which causes optimization failure for divisible load scheduling in multi-level tree network environments.

**Hypercube Network:** A four-dimensional hypercube network is illustrated in Figure 2.7. In this network architecture, each processor is a node of the multi-dimensional
hypercube. It is assumed that all computational processors and communication links are homogeneous inside the hypercube network and that the computation and communication speed are the same for all the processors. Further, it is assumed that the processors are utilizing the non-blocking mode of communication because they are equipped with front-end processors. This architecture can support simultaneous computation and communication. The total number of processors required depends on the hypercube dimension, i.e., if the hypercube is d-dimensional, the total number of processors will be $2^d$. As with other network architectures, the root processor divides the load and distributes the fractions of the load to the other processors. The optimal load distribution is based on the layers or number of hops between the root processor and the child processors. This is indicated as numbers marked next to each node in Figure 2.7.

The root processor ($p_0$) maintains a load fraction ($\beta_0$) for processing and distributes the remaining load to other processors. Based on scheduling algorithm, the root processor divides the load into parts, which are delivered to child processors at a distance of a single hop. The processor will continue assigning the portions based on a divisible load scheduling algorithm and send the remaining load to the idle processors, which are also at one hop. Then, the processor will perform the same operation until the last idle processor ($2^d - 1$) is assigned a load fraction to be processed.

In [106], in the hypercube cluster environment, finite size buffer constraints are brought into the discussion for achieving the minimum processing time through an efficient scheduling scheme. Other aspects of resource constraints in a DLT framework for hypercubes are addressed in [78, 122, 18].

2.2.2 Constraints

The practical system limitations are realistic in nature. Practical systems include processes and characteristics that increase functional redundancy such as limited buffer systems, processor release times, start-up delays, non-blocking modes of communication, and result collection scheme. The constraints are included to make the system more realistic and practical from an academic point of view.

**Limited buffer system:** DLT has become a practical paradigm applied to a distributed computing system, although it assumes an infinite buffer size for each node.
However, a real computational node has a limited buffer size. Therefore, in some cases, the computational node will not have an adequate buffer to store the assigned load fraction for processing. For instance, if the scheduling scheme does not consider the buffer size, it may end up assigning an inappropriately large load to a relatively small buffer system because the load processing time is longer. In an earlier work [18], a rule regarding processors with sufficient resources was set such that those processors should be removed from the system to overcome the buffer size limitation in the scheduling algorithm. In [103], the practical elements that limited the buffer size were studied for extending the DLT paradigm. In the paper in [103], an incremental balancing strategy (IBS) for a heuristic algorithm was presented, and the examples proved that the algorithm efficiently balanced the buffer size limitation. Further research was introduced to support both finite buffer size and granularity constraints using an incremental balancing strategy algorithm. This was further used to extend the scheduling divisible load theory in hypercube clusters [106]. In [165, 153], the DLT limited buffer was proved to be an
NP-hard problem.

In [23], a Pull-Push Optimal Load Distribution (PPOLD) algorithm based on the incremental and optimal sequence theorem was proposed for an unbalanced multi-level tree network. The DLT with finite-sized buffers in heterogeneous single-level tree networks was investigated in [102]. The effects of finite-sized buffers on the multi-installment divisible load were investigated in [17]. A good illustration of computational complexity in divisible load scheduling was also presented. An unexpected conclusion drawn from these experiments is that “bandwidth-centric” distribution does not perform as well as a classical scheduling distribution in terms of minimizing the processing time for each task. The research in [48] analyzed the application of a limited buffer on multi-installment divisible loads, and in [53], a heterogeneous divisible load was considered. Later, these research works on the limitation of the buffer were investigated in [80]. The size of DLT scheduling load fractions for processors was decreased due to the introduction of buffer size limitations. Consequently, the overall processing time increased, as observed in [103, 23, 51, 52]. In [52], out-of-core computations were introduced to address the assumption of flat memory systems, which refers to non-hierarchical memory systems. In most modern computer systems, storage is hierarchical. “The higher a certain level of memory hierarchy is, the higher a transmission rate that can be achieved.” Unfortunately, higher memory hierarchies have smaller sizes; therefore, we refer to applications using external memory, such as hard disks or solid-state storage, to drive the out-of-core computations. The performance study in [52] showed that the multi-installment strategy provides a better performance for reasonably selected load sizes compared to out-of-core computations.

**Processor release time:** For all contemporary computer systems with operating systems installed, there are certain processes that are needed to support the system for proper operation, such as firmware updates, system software maintenance, and system hardware maintenance, that are occupied by other loads. These processes will inevitably cause delays for processors initiating computations on load fractions assigned to the processors.

In [24, 27], various other computation processes (processing locally) involve the processors in the network. The delays are unified as a release time, which causes the assigned
load to the cloud to not start processing immediately. In [24, 17], homogeneous processors were discussed under two cases: a case using identical release times and a case using non-identical release times based on a divisible load theory multi-installment scheduling strategy on a bus network. In both scheduling schemes, a numerical condition is derived to find a maximum bound on the number of installments that are required to process the load continuously. In [17], the combined results for release times under limited storage and processor conditions is discussed.

**Start-up delays:** Overhead elements (the start-up delay) of communication and computation certainly cause the scheduling of divisible loads to degrade the overall performance, resulting in an increase in the total processing time. However, start-up delays (protocol processing delays, unavailability of certain communication resources, queuing delays, etc.) are considered. On the other hand, computational overhead is caused by extracting the data delay, processor initialization etc. Because communication and computation models are based on affine functions of the load fractions, introducing start-up delay into the divisible load scheduling scheme is a very challenging task.

In [79], for the first time, start-up delay in communication was presented and lead to an increased total task processing time for a linear network. Here, we found that, once the number of processors increases beyond a certain threshold, the load assigned to partial processors can be zero. In [26, 29], the effect of the start-up delay in computation and communication processes for a bus network was presented. An alternative approach to scheduling problems with overhead components on bus networks was presented in [139], and a closed-form expression was illustrated to achieve the optimal size of load fractions. Instead of the iterative procedure given in [26], applying this closed-form expression, we can easily obtain the conditions for the optimal number of processors and the optimal sequence of load distributions. In [46], communication start-up delays were applied to a linear programming formulation of the divisible load scheduling problem. This linear programming model was applied to the divisible load scheduling problem with limited buffer and communication start-up delays. In [50, 46], we found a study on a DLT multi-installment scheduling algorithm considering the affine model of communication conducted with start-up delays. The linear programming approach was given in [18, 100]. The closed-form expression is difficult to derive in the case of dropped-off processor-link
pairs. It is also difficult, in the case of heterogeneous systems, to obtain the closed-form expression for the processing time and optimal load fraction size.

**Non-blocking mode of communication:** Divisible load theory was applied with the presumption that communication follows a store-and-forward model, which is also known as “blocking mode” communication [18]. A simple explanation is that the processors cannot compute or transmit until they receive the full load of fractions either for themselves or for other processors.

With the introduction of a new communication concept called store-and-bypass SB, the idle time can be significantly reduced. This type of communication has two other names: “non-blocking mode” of communication and “virtual cut-through” switching [89, 75]. In this communication model, while the loads pass by an intermediate processor, the processor stores its own load and forwards the remaining loads to the adjacent processors instead of storing all the loads. The intermediate processor builds a virtual tunnel to link to the root processor with the child processors. The benefit of introducing this communication model is that it supports linear network DLT scheduling models, similar to single-level tree networks. Therefore, it becomes easy to solve by leveraging all prior DLT scheduling research works on single-level tree networks.

Furthermore, in the non-blocking mode, the processor starts the computation and transmission because its front-end processor is receiving the load fraction. Hence, comparing blocking mode with non-blocking mode, the latter significantly reduces the processor idle time. The divisibility property of the processing load is further exploited in the non-blocking mode of communication. In [90], the optimal sequencing and arrangement of processors in a network using the non-blocking mode of communication was studied. In non-blocking communication mode, many effects, such as the optimal sequencing and organization of processors in the network and the effect of start-up delays, can be easily obtained. The communication model helps to unify the linear networks of single-level tree networks.

**Result Collection Scheme:** In most of the previous work that has been performed on DLT scheduling, the time necessary to gather these results by the root processor is assumed to be zero. This means that either the results are stored in each computation node’s storage or the result is a simple message such that the time needed to transmit
it back to the root processor can be ignored. In practice, there are certain cases that fulfill these assumptions. Nonetheless, in most cases, the results for each load fraction need to be collected and rebuilt from all the processors to the root processor. Therefore, in addition to the communication delay in sending and distributing the load fractions to the child processors, the time taken to gather these results of the computation for each child processor is also significant and adds up to the overall processing time. The collection of the results by the root processor was first considered in [4]. In that paper, they considered that not all the processors stop processing simultaneously.

For devising a scheduling algorithm with start-up delay, the optimal sequence of load distribution and result collection delays was considered in [12]. It is possible that the size of the load fractions communicated to the child processors and the results of the computations collected from the child processors may be different for different applications [7]. According to the post-process load fraction size, the computation, closed-form expressions for the optimal number of processors and load fractions were derived for the case of a homogeneous bus network in [7].

2.2.3 Multi-installment

Earlier research work in divisible load scheduling considers single-installment (single-round) processing. In this technique, the load has been divided into as many fractions as the number of processors, and these fractions are distributed to the processors in a single installment. Because the processors can start processing only after receiving the load fractions in full, the idle time of the processors is high in the single-installment strategy. In multi-installment (i.e., multi-round) processing, the load is sent to a processor in more than one chunk. Multi-installment divisible loads are based on multi-installment (i.e., multi-round) processing. Therefore, the processor \( P_1 \) will execute its computations earlier, and the total processing time will be shorter. In [47], multi-installment processing was shown to reduce the scheduled length to 0.632 of that under the single-installment strategy. Multi-installment scheduling with communication delay was presented for a linear network in [19] and for a single-level tree network in [20]. In the multi-installment scheduling problem, obtaining closed-form solution for the optimal size of closed-form expressions and for an optimal size of load fractions in heterogeneous systems is difficult.
In the case of homogeneous networks, closed-form expressions for the optimal size of load fractions were obtained using the binomial theorem and the rational expression theorem in [20]. The closed-form expression obtained using the binomial theorem needs high-degree polynomial and rational expression theorem, which demands the evaluation of fractions of fairly large numbers. In [21], the theoretical and practical aspects of the multi-installment scheduling algorithm for multiple loads in a bus network were presented. In [50, 162], a multi-installment technique was proposed for homogeneous tree networks with start-up delays in the computation and communication processes. The effect of result collection in multi-installment scheduling algorithms for homogeneous networks was presented. In that paper, the rational expansion theorem is applied to achieve a closed-form expression for processing.

Recently, a uniform multi-installment (UMI) strategy (the processor receives equally sized portions of a load in each installment) was presented and applied to heterogeneous tree networks with communication start-up delays in [15, 163]. The main advantage of the uniform multi-installment strategy is that we can obtain the near-optimal number of installments required to process the load to minimize the processing time. In [164], a Robust Uniform Multi-Round (RUMR) algorithm was presented. In the RUMR algorithm, the uncertainty in the communication and computation times is caused by the platforms (e.g., when resources are non-dedicated and time shared) or by the application (e.g., when the computation is data dependent) and are handled by increasing the chunk size (load fraction size) during the initial rounds, later decreasing the chunk size toward the end. In [48], the memory limitation of the multi-installment strategy was investigated. Subsequently, the multi-installment strategy was investigated and also found to depend on the proper number of installments [132]. The multi-installment divisible load method was improved on a k-dimensional mesh in [37]. Concerning recent research on the value of the multi-installment divisible load strategy, a number of heuristics for the scheduling of multi-installment divisible loads were proposed in [80].

2.2.4 Nonlinear loads

The first non-linear model was proposed in [124], which discussed many algorithms that use a non-linear function to compute the time proportional to the input load size. Subsequently, in [76], the researchers considered the scheduling model in a tree network, where
the computational time for each node is nonlinear in the size of the assigned load. By applying simple equations, both the optimal load allocation and speedup for simultaneous load distribution for a quadratic nonlinearity was achieved. It was proven that the computational complexity is nonlinear in the size of the assigned loads and that super-linear speedup is achievable. This strategy can be used in aerospace applications such as spectrum computation, radar and sensor data processing and satellite image processing. The problem of scheduling the optimal distribution of polynomial-time-complexity computational loads in a single-level tree network with a collective model was presented in [138]. To resolve this problem, researchers proposed the combination of a DLT framework with computational loads of polynomial-time complexity to formulate a set of higher order algebraic equations. By solving these non-linear recursive equations, they obtained the optimal processing time and load fractions assigned to processors.

2.3 Applications

In the past two decades, the DLT has found a wide variety of applications in the field of parallel processing. The primary motivation for research in the area of divisible loads evolved from the requirements of processing a great mass of information that arrives at distributed intelligent sensor networks in military surveillance systems [105]. In [14], large numbers of independent tasks with low-granularity applications in both science and engineering are capable of performing parallel processing in a master-worker fashion. In this paper, applications are categorized as follows: data processing applications, video processing applications, image processing applications, signal processing applications, scientific applications and real-time applications. We are going to discuss the content under certain categories.

2.3.1 Data processing applications

Data processing applications start from the conventional single-server architecture. However, because the database becomes very large, DLT can be applied to distributed database processing with tight data processing time demands such as in aerospace database applications. In [46, 81], the proposed model of a computational process includes the time
of distribution to remote sites as well as the processing time. Database record searching is an example of an important application that can be performed in parallel by a large number of server simulation environments such as PVM, MPI, Linda, and Express. In [92], DLT was used to solve for the expected time to search for both single and multiple signatures in certain multiple processor database architectures, for example, in aerospace database applications. For DLT as applied to parallel distributed database applications, please refer to [93].

2.3.2 Video processing applications

Video processing applications represent a typical data-independent application. The processing time of the motion estimation is a large portion of the overall processing time of the video encoder. Periodic Write-Read-Compute scheduling for parallel video processing can address both continuity and periodicity of video data in client-server-based systems with point-to-point communication between the host and the processors [6]. In [7], Parallel Recursive and Parallel Interlaced were proposed as optimal data partitioning and scheduling algorithms, respectively for real-time frame-by-frame processing. These two algorithms could be applied to a wide range of data-independent applications. In [67], the researchers attempted to implement a video encoder on a bus network by considering partitioning and balancing of the computational load among the processors. For other video processing applications, refer to [22].

2.3.3 Image processing applications

Image processing is a type of data processing and is an important application. Feature extraction from input images has two levels of processing: a local computation followed by inter-processor communication and computation. An image is first divided arbitrarily into small segments and processed independently to extract the local features. The locally extracted features are exchanged between the processors, and the local features are used to extract the desired feature. Additional details on the application of the divisible load scheduling problem in image processing applications and computer vision and data processing can be found in [104, 28] and [133, 25]. In [91], an efficient parallel image convolution algorithm was shown to speed up image processing in a distributed
system. In [28], an efficient partition strategy was considered for a heterogeneous set of processors in a bus network distributed system, and the results showed that the proposed strategy obtained a much better performance compared to an equal-partitioning strategy. In [105], an efficient partitioning of the image processing load and scheduling of the tasks was shown in a distributed image processing workstation cluster.

### 2.3.4 Signal processing applications

A simple application of the divisible load scheduling algorithm is the removal of zero-mean noise from measurement data. Each measurement in the raw data requires the same processing elements (algorithm). The raw data have a larger number of measurements that can be arbitrarily partitioned and processed independently without any precedence. Important signal processing applications are feature extraction filtering and the Hough Transform [82]. In [117, 65, 66], an adaptive indexed divisible load theory was proposed for solving high-power transmission energy imbalance issues in Wireless Sensor Networks (WSNs). Such issues were caused by system status variations due to sensor failures. This method was used to redefine the indices of sensors in each sensing round while calculating the assigned workload portions. In [117], an optimal load allocation approach was presented for measurement and data reporting in wireless sensor networks with a single-level tree network topology.

### 2.3.5 Scientific applications

Large matrix-vector and matrix-matrix products are required in many scientific computational applications. In the case of matrix-vector product problems [125], the vector and row-wise partitioned matrix are communicated to the child processors. Central processors gather and store the results of computations. In matrix-matrix product problems, the first matrix is partitioned in row-wise and a second matrix is partitioned column-wise and distributed to the processors in the network. The processors compute the product independently and communicate the results to the root processors. A performance analysis and experimental implementation of large matrix-vector multiplication in a bus network are illustrated in [59, 34]. Another application involves database processing, where a complete database is partitioned into smaller databases and processed independently.
[93]. The details of the application of divisible load scheduling theory in biomedical scientific signal compression and simulations of molecular dynamics were explained in [11] and [5].

### 2.3.6 Real-time applications

Because the objective of divisible load theory is to minimize the total processing time, it is obvious to have the processing time as the requirement. In [64], load re-tasking and redistribution was implemented at runtime to achieve feasible load allocations and to minimize the job processing time using an interconnected set of heterogeneous processors characterized by their load computing speeds and I/O speeds. In [108], optimal partitioning in utilizing Inserted Idle Times (IITs) was integrated with a previous approach and used to develop an enhanced algorithm that better utilizes IITs. The results illustrated the advantages of the newly proposed approach. In [112, 113], advance reservation was supported in a novel divisible load real-time scheduling algorithm for a cluster. This approach enhanced both real-time agreement and compensated for under-utilization concerns by introducing advance reservation into grid clusters.

### 2.4 Scheduling in cloud environments

Many scientific and applied science problems, such as satellite image processing, radar and sensor data processing, and spectrum computation, are data driven and computationally intensive. Therefore, some of the previously mentioned applications yield vast quantities of information. The objective of these data-driven computations is to minimize the processing time of computing the loads. Because the compute cloud [61] provides virtual computing services, these loads can be processed using a compute cloud environment to reduce the total processing time. Currently, many commercial companies provide compute cloud environments (i.e., Amazon EC2 and MS Windows Azure) that allow users to scale their content based on their resource demands. A compute cloud environment provides heterogeneous computation platforms and multiple data storage units for the applications to run. The important challenge in a compute cloud environment is to design a scheduling strategy to handle tasks and to process them in a heterogeneous environment with shared data centers.
Most of the research works on scheduling strategies in a cloud environment are based on service level agreements [42, 101]. Recently, in [151], task scheduling in a cloud environment was solved using a computationally intensive game theory approach with time and cost constraints. Research has been conducted on homogeneous cloud environments based on quality of service, without considering communication costs and queuing theory [74, 119, 73]. Genetic-algorithm-based task scheduling was implemented in the MapReduce dynamic cloud computing environment in [57]. In addition, a swarm-intelligence-based scheduling strategy has been developed to initialize the processing time in compute cloud systems, as proposed in [121]. Both genetic-algorithm-based and swarm-intelligence-based approaches are search-based approaches and are computationally intensive [57, 121].

Recently, in [56], a large-scale polynomial multiplication was presented for computing clouds using the divisible load theory paradigm, where the virtual computer interface handles the data distribution and also determines the optimal number of resources. The method assumes that the load to process arrives at a virtual computation interface, and the load is distributed to cloud resources. In [154], multiple sources fetching the load fractions to the child processors employ simultaneous communication to facilitate load distribution. Here, a closed-form solution to load fractions using DLT is derived under the assumption that all processors start receiving data from all the sources simultaneously and that the processors have the ability to store the completion fraction of assigned data to it.

Currently, in terms of computing nodes, CPU cores in distributed computing systems, such as the Amazon Web Services and Elastic compute cloud (EC^2), Elastic Computing Platform (ECP) from Enomaly, Web-based storage from GoGrid, Azure from Microsoft, and Rackspace cloud from Rackspace, are becoming increasing very fast. Following this trend, scientific distributed computing centers, distributed computing platforms and enterprise computing systems are going to own vast numbers of nodes as well. With these increased scales, issues concerning how to optimize geographically distributed resources and users with an increase in the usage of available resources in terms of time are being raised. For more information on cloud computing, please refer to [9, 83].

A reschedule scheme is a key element of performance that guarantees the proper operation of distributed applications in large-scale heterogeneous dynamic distributed
computing environments. From distributed computing service providers’ point of view, it is important to increase the usage of their existing resource pools in a timely manner. In other words, a distributed computing service provider attempts to maximize their profit with their existing infrastructure. For users, the aim is to decrease the processing time at minimal cost. Therefore, it is very challenging to allow the rescheduling scheme to address the static distributed computing resource geographical distributions and dynamic resource pool variations, therein considering the minimum processing time while increasing resource utilization.

2.4.1 Workflow scheduling in clouds

Unlike our work, which concentrates on load rescheduling, a large number of existing works focus on workflow rescheduling. However, all these works focus on minimizing the makespan of the task. In [158, 157], batch mode methods were used for allocating tasks to resources by considering the characteristics of distributed and highly heterogeneous systems such as makespan, flow-time, resource usage and matching proximity. The scheduling method was widely applied in many grid-based applications, especially real-time applications. Jin Xu et al. implemented Chemical Reaction Optimization. This meta-heuristic technique was used for task scheduling in a dynamic grid environment. They considered the workload and reliability of resources to minimize the makespan and flow time [159]. Tasgetiren et al. proved that a Particle Swarm Optimization (PSO) algorithm can be introduced to solve the permutation flow shop sequencing problem to obtain the minimized makespan and total flow time of tasks. The algorithms were compared with the three best makespan, flow time and both makespan and flow time algorithms. The results indicated that the proposed PSO algorithm obtains the best performance [143]. In [110], the work focused on rescheduling certain jobs belonging to a workflow that avoids temporal violations that affect the overall performance. In [169], the main objective was to shorten the makespans by adopting workflow scheduling over time.

2.4.2 Rescheduling in clouds

In [38], the most profitable requests are prioritized and rescheduled dynamically without compromising the requirements of the requests for cloud service applications. The
newly proposed algorithm managed to achieve a minimum change in the existing service assignments from a graph coloring perspective to resolve such requests. In [16], a dynamic, generic and adaptive rescheduling algorithm was proposed to overcome the issues caused by dynamic distributed systems. The environment, such as availability, reliability, and load balancing, were considered. In [55], a dynamic scheduling algorithm called the Hybrid Re-mapper PS (Hybrid Re-mapper Minimum Partial Completion Time Static Priority) was proposed for heterogeneous environments. In [144], Theresa et al. addressed fault tolerance in terms of resource failure using periodic check pointing, which periodically saves the job state. An inappropriate check-pointing interval leads to delays in job execution and reduces the throughput. They proposed a strategy to achieve fault tolerance by dynamically adapting the checkpoints based on the current status and history of failure as well as information of the resource, which is considered maintenance in the information server. In [114], the proposed Elastic site manager is a resource manager that is able to dynamically provision resources required to run scientific applications from both public clouds and private clouds.

Third, some of the research works have concentrated on improving job delay. In [95], Zomaya et al. investigated the effectiveness of rescheduling using cloud resources to increase the reliability of job completion. Specifically, schedules are initially created using grid resources, and cloud resources (relatively costlier) are applied only for rescheduling to address a delay in job completion. In [111], a self-adaptive network-aware virtual machine rescheduling algorithm was proposed to maintain an optimal system-wide status. By considering unbalanced resource utilization and system communication performance declines, an algorithm is proposed to balance the load processing intercommunication traffic via rescheduling. The real test bed-based experiments demonstrated that the algorithm performs well in terms of decreasing the finish time of map-reduce tasks and reducing the time delay for network applications. In [145], the authors considered not only deadlines but also start time constraints.

Finally, some other focus points are as follows. In [41], the Grid Analysis and Display System (GrADS) implemented rescheduling in their research work on rescheduling. They implemented a user-point check-pointing library called SRS (Stop Restart Software). Stop / migration / restart and a single-processor swapping are feasible and
require minimal additional programming. This technique is also very flexible, and the overhead for processor swapping is quite low. Two mechanisms are helpful in taking corrective actions when used to track the execution once launched: a simple stop / migrate / restart approach to rescheduling grid applications and a process-swapping approach to rescheduling. An assumption is made that a stop and restart technique may not fit all task rescheduling cases. In [152], HEFT was cross-compared with a genetic and simple “myopic” and compared with incremental workflow partitioning against the full graph scheduling strategy in an ASKALON grid environment. The results show that HEFT obtains a better performance compared to the other algorithms. In [127], a few points were selected during executions for rescheduling in grid computing environments using a low-cost rescheduling policy selective rescheduling (SR) technique. Most evaluation and analysis studies of various heuristics surprisingly showed that similar values are obtained for the quality of results, therein identifying the same strengths and weaknesses as found in previous approaches, the difference being only a few percent. In [85], the earliest time first algorithm is based on ensuring that the processor is as busy as possible. It attempts to compute, at each step, the earliest start times of all ready nodes and selects the node that has the shortest start time. In [86], the Highest Level First with Estimated Times algorithm uses a hybrid of the list-based and level-based strategy. This algorithm schedules a task to the processor that provides the earliest start time.

### 2.5 Optimization techniques for scheduling problems

Optimization algorithms are also introduced for improving the performance of a distributed computing system, with compared aspects listed in Table 2.1.

<table>
<thead>
<tr>
<th>No.</th>
<th>Environment</th>
<th>Focus Aspects</th>
<th>Approach</th>
<th>Type of Task</th>
<th>Optimal Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>[126]</td>
<td>Grid</td>
<td>Makespan</td>
<td>Resource-Aware-Scheduling Algorithm</td>
<td>Grouped tasks</td>
<td>Reducing makespan</td>
</tr>
<tr>
<td>[140]</td>
<td>Cloud</td>
<td>QoS</td>
<td>Gantt Chart Scheduling Algorithm</td>
<td>Various tasks</td>
<td>High QoS</td>
</tr>
<tr>
<td>[107]</td>
<td>Cloud</td>
<td>Makespan</td>
<td>Heterogeneous-End-to-End-Scheduling Algorithm</td>
<td>Workflows</td>
<td>Reducing makespan</td>
</tr>
<tr>
<td>[116]</td>
<td>Cloud</td>
<td>Dynamic priority</td>
<td>Dynamic Priority Scheduling Algorithm</td>
<td>Workflows</td>
<td>High QoS and high throughput</td>
</tr>
<tr>
<td>[113]</td>
<td>Cloud</td>
<td>Cost</td>
<td>Improved Greedy-Based Algorithm</td>
<td>Various tasks</td>
<td>Low cost</td>
</tr>
<tr>
<td>[101]</td>
<td>Cloud</td>
<td>Cost saving</td>
<td>Geometric Algorithm</td>
<td>Various tasks</td>
<td>Low-cost optimization</td>
</tr>
<tr>
<td>[109]</td>
<td>Cloud</td>
<td>Multiple QoS</td>
<td>Multiple QoS-Constrained Scheduling Strategy</td>
<td>Multiple workflows</td>
<td>High QoS and Reduced Makespan</td>
</tr>
<tr>
<td>[104]</td>
<td>Cloud</td>
<td>Energy saving</td>
<td>Energy Saving Algorithm</td>
<td>Various tasks</td>
<td>Minimized cost</td>
</tr>
<tr>
<td>[111]</td>
<td>Cloud</td>
<td>Cost and makespan</td>
<td>Resource-Cost-Based Scheduling Algorithm</td>
<td>Workflows</td>
<td>Energy saving</td>
</tr>
<tr>
<td>[100]</td>
<td>Cloud</td>
<td>Task-oriented</td>
<td>Task-Based Optimization Algorithm</td>
<td>Workflows</td>
<td>Reduced cost</td>
</tr>
<tr>
<td>[148]</td>
<td>Cloud</td>
<td>QoS</td>
<td>Optimal Workflow-based Scheduling Algorithm</td>
<td>Workflows</td>
<td>High resource utilization</td>
</tr>
</tbody>
</table>
Resource-Aware-Scheduling Algorithm (RASA):
Saeed et al. [126] recommended an RASA that consists of two conventional scheduling strategies: Max-Min and Min-Min. RASA uses the advantages of the Max-Min and Min-Min strategies to cover each others’ risk. However, they did not introduce a deadline for each workflow, the arriving rate of the workflows, the cost of the workflow execution on an individual resource and the cost of the communication. The outcome of the simulation demonstrated that RASA outperforms existing scheduling algorithms in large-scale distributed systems.

Genetic Simulated Annealing Algorithm:
In [63], Guoning et al. illustrated a genetic simulated annealing algorithm for cloud computing and its implementation. This algorithm considers the QoS requirements of different types of tasks for dimensionless QoS parameters. The algorithm efficiently completes task scheduling in a cloud computing environment.

Heterogeneous-Earliest-Finish-Time Algorithm (HEFT):
Topcuoglu et al., in [146], proposed the HEFT algorithm, which calculates the average execution time for each task and the average communication time between resources of two successive tasks. The jobs in the workflow are ordered along a rank function. The task with the higher social status value is given higher precedence. In the resource selection phase, tasks are assigned to the resource that can complete the task at the earliest time.

Scalable Heterogeneous Earliest-Finish-Time Algorithm (SHEFT):
In [107], Cui et al., proposed a SHEFT workflow scheduling algorithm to schedule a workflow elastically on a cloud computing environment. The results show that SHEFT not only enables several representative workflow scheduling algorithms for optimizing the workflow execution time but also allows resources to scale elastically at runtime.

Dynamic Priority Scheduling Algorithm (DPSA):
In [96], Zhongyuan et al. proposed a new strategy by introducing a dynamic priority to solve the scheduling of composite service applications in a cloud computing environment. The algorithm is based on the Static Priority Scheduling Algorithm (SPSA) and possesses a dynamic feature. They conducted a simulation to provide a comparison of DPSA with First Come, First Served (FCFS) and SPSA algorithms. The results illustrated that
the DPSA method provides greater efficiency than does FCFS and is more feasible than SPSA.

**Improved Cost-based Algorithm for Task Scheduling:**
In [130], Selvarani et al. proposed an improved cost-based scheduling algorithm for providing the efficient mapping of tasks to available resources in a cloud computing environment. The improvisation of traditional activity-based costing was proposed based on a new task scheduling strategy for cloud environments in which there is no relationship between the overhead of the application base and the different tasks that cause them. This scheduling algorithm divides all user tasks depending on the priority of each task into different lists. This scheduling algorithm measures both resource cost and computation performance. It also improves the computation/communication ratio.

**Utility-based Job Scheduling Algorithm:**
In [161] Bo et al. proposed a solution based on the utility computing framework, which characterizes each job using an economic attribute called utility and configures this utility following a Time Utility Function (TUF). Meanwhile, the failure rate and recovery rate of the computing entity are introduced into the original model. The algorithm is based on the Reinforcement Learning (RL) framework, which considers the long-term optimization of the scheduling algorithm. It is fault aware as well as productive. The experimental results demonstrated that the RL-based scheduling algorithm is more productive in terms of its utility when compared with the resource-constrained Utility Accrual Algorithm, Utility Accrual Packet Scheduling Algorithm and Locke’s Best Effort Scheduling Algorithm (LBESA).

**Multiple QoS Constrained Scheduling Strategy of Multi-Workflows (MQMW):**
In [160], Meng et al. worked on multiple workflows and multiple QoSs. They delivered a scheme implemented for multiple workflow management systems with multiple QoSs. The scheduling access rate is increased by utilizing this strategy. This strategy minimizes the makespanning cost of workflows for a cloud computing platform.

**Load Balancing Ant Colony Optimization (LBACO):**
In [99], Kun et al. applied a LBACO algorithm to facilitate load balancing for task scheduling. They conducted various experiments, with the number of tasks varying from 100 to 500. The results demonstrated that the LBACO effectively balances the load of
the entire system, irrespective of the task size, and that LBACO handles all conditions while outperforming the FCFS and ACO algorithms in a cloud computing environment.

**Pareto optimality theory:**
In [149], Hao et al. proposed a scheduling strategy for cloud computing based on the Pareto Optimality $M \times N$ production model. This model considers price models, usage policies and changes in the load. The resource providers and resource consumers have different requirements. Because the availability of resources and the load on them dynamically vary over time, an economic method is presented to allocate the cloud resources. This algorithm can avoid wastage of resources and can achieve equilibrium between maximizing resource providers’ incomes and minimizing the cost to consumers. The model in this work is a cloud bank model.

**Green Scheduling Algorithm:**
In [98], Duy et al. developed an energy-oriented service in a cloud computing environment. They proposed a green scheduling algorithm that obtains the number of the server for each service first. In other words, a dynamic programming strategy that defines how to assign the users to different servers is discussed. A random dynamic scheduling scheme is applied to address the demand uncertainty based on Monte Carlo sampling. Because the user demands are known, the proposed random dynamic scheduling scheme possesses a desirable property for sample estimation.

**Innovative Transaction Intensive Cost-constraint Scheduling Algorithm:**
In [109], Liu et al. proposed a scheduling algorithm that takes the cost and time for instance-intensive cost-constrained cloud workflows with a large number of workflow instances (i.e., instance-intensive) bounded by a certain budget for execution (i.e., cost constrained) in a cloud computing environment. A simulation demonstrated that this algorithm can achieve lower costs compared to other methods while satisfying user-designated deadlines. The work presented a novel compromised-time-cost scheduling algorithm that considers the characteristics of cloud computing to accommodate instance-intensive cost-constrained workflows by providing a compromise between execution time and cost with user input provided on the fly. It was shown that the mean execution time is reduced by 20% of the user-designated execution cost.

**Market-Oriented-Hierarchical Scheduling:**
In [156], Zhangjun et al. proposed a market-oriented hierarchical scheduling strategy
for cloud workflow systems. This is specific to service-level scheduling, where the tasks of individual workflow instances are mapped to cloud services in global cloud markets based on their functional and non-functional QoS requirements. Task-level scheduling addresses the optimization of the Task-to-Virtual Machine (VM) assignment in local cloud data centers, where the overall running cost of the cloud workflow systems are to be minimized.

Optimal Workflow based Scheduling (OWS) Algorithm:

In [148], Varalakshmi et al. proposed an OWS algorithm that concentrates on satisfying user-preferred QoS parameters such as execution time, reliability and monetary cost. OWS uses the resource discovery algorithm and indexes all the resources, which helps to locate free resources. The scheduling algorithm considers specified QoS parameters as the major factors when scheduling workflows. Utilizing a special metric called the QoS heuristic, the sub-task cluster is routed to its optimal resource. In cases where resources are not available to be assigned a task, compaction is applied to increase CPU availability substantially.

2.6 Discussion

The research works on divisible load theory for distributed computing systems as well as for cloud computing environments address the problem of load scheduling with single sources for facilitating load distribution. In a practical scenario, a virtual distributed computing system has more data sources for load distribution. In addition, the number of processors participating in load processing will change dynamically. Hence, there is a need to develop a new load distribution algorithm under the divisible load theory framework with multiple resources. In addition, the proposed algorithm needs to handle dynamic resources. Similar to current solutions, the bottleneck in minimizing the load processing time is the time to distribute the load. Here, we also address this problem by increasing the number of installments.

The other research works in the literature on load scheduling address the problem of selecting appropriate resources for load scheduling. To select the resources, one needs to know how optimally we can distribute the processing load such that the total load
processing time is minimized. This thesis addresses the problem of load distribution for a given resource from multiple data sources. Further, it also addresses the problem of dynamic load rescheduling based on the availability of processors.

2.7 Summary

In this chapter, we have reviewed a few earlier works on DLT-based scheduling for scheduling in a cloud. First, we introduced the DLT research works on DLT scheduling algorithms based on various network topologies. We discussed research on bus networks, single-level tree networks, multi-level tree networks and hypercube networks. Then, we presented DLT papers that discussed different constraints, such as limited buffers, processor release times, start-up delays and the non-blocking mode of communication, and collection schemes, followed by DLT multi-installment and non-linear DLT methods. We then introduced DLT research works concerning cloud computing system environments. Then, we summarized DLT-based applications such as image processing, video processing, data processing, signal processing, real-time applications and scientific applications. Finally, we introduced some existing optimal scheduling algorithms; however, we cannot compare these algorithms with the proposed algorithms because the difference between the frameworks is in terms of the number of data banks.
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Scheduling in virtual distributed computing systems with multiple data banks

3.1 Introduction

In the previous chapter, we reviewed research works from different categories. In this chapter, we define the virtual distributed computing framework notations and definitions and the proposed DLT-based scheduling algorithm based on the framework. We use these notations and definitions to express the practical constraints used to determine recursive equations. In this way, we transform the load scheduling problem in Virtual Distributed Computing Systems (VDCS) with multiple data banks into a linear programming problem. Then, we demonstrate the proposed scheduling algorithm using four numerical examples, six simulations and one practical set up for a satellite image processing example. The results illustrate that the load scheduling algorithm is accurate when applied to VDCS with multiple data banks.

In a practical virtual distributed computing System environment, the loads and tasks to be processed are available in multiple data centers rather than in a virtual computer interface. The design of a scheduling strategy in a VDCS with heterogeneous, dynamic resources and multiple data centers turns out to be a challenging problem. It should be noted that multiple sources may not be available at the time of load distribution, which might lead to imbalances in resource utilization. In this chapter, we propose a DLT-based load scheduling problem in a VDCS with multiple sources and release times.
In this chapter, we design a load distribution strategy for data-driven computational loads on a heterogeneous VDCS environment, which consists of a virtual resource allocator ("Web role"), a set of virtual computers ("worker roles"), and a set of data storage centers ("data banks"). The worker role in the VDCS is equipped with front-end processors for simultaneous computation and communication (i.e., nonblocking mode of communication) with data banks. The approach described in [54] is used to synchronize the processing data between the data banks without disturbing the load scheduling process. Note that the data banks are not available at the time of load distribution; hence, this will introduce a delay (referred to as the release time) in the load scheduling. The objective of the scheduling strategy is to find an optimal fraction of loads assigned to each processor from multiple data centers to achieve minimum total load processing time.

First, we present the model of VDCS. Next, we present the LP formulation for divisible load scheduling followed by numerical examples and simulation results for a satellite image classification problem in a VDCS environment. The results of this chapter have been published in [137].

3.2 Mathematical modeling of virtual distributed computing system

A VDCS environment, shown in Figure 3.1, consists of heterogeneous or homogeneous virtual computer interfaces (worker roles) and multiple data storage centers (data banks). To better utilize a compute cloud platform, the user submits the request for load scheduling at a virtual resource allocator (Web role). Resource allocation assumes that the data-driven computational load is stored in multiple data banks and that the data can be synchronized effectively without disturbing the load distribution process [54]. Note that the number of data banks is substantially smaller than the number of worker roles available for computation. Once a request is received from a user or an application, the web role divides the computational load and assigns the load fractions to worker roles. Each worker role retrieves the load fractions from the available data banks in installments so that the processing time is minimized. The load size of each installment depends on the mode of communication, the communication link speed, the release time
of the data banks, and the computing power of worker roles. A worker role in the VDCS is equipped with front-end processors for simultaneous computation and communication (i.e., nonblocking mode of communication) with data banks.

Figure 3.1: The virtual distributed computing system environment

In our analysis, the VDCS is considered to have \( M \) heterogeneous computational worker roles \((W_1, W_2, \ldots, W_M)\) and \( N \) data banks \((D_1, D_2, \ldots, D_N)\). Note that \( N \ll M \) in practice. The worker role accesses the data banks to retrieve their respective load fractions one by one. Note that the data banks may not be available at the beginning of load distribution. The delay in data bank availability for load retrieval is called the release time. To improve the utilization rate, we assume that the data banks do not occupy the whole processing time; they are going to be released after the last worker role completely fetches the last fraction of load from the data banks. In our formulation, we assume that the web role assigns the sequence of the load distribution as \((W_1, W_2, \ldots, W_M)\), and each worker role retrieves their portion of loads from data banks in the order of \((D_1, D_2, \ldots, D_N)\). The release time of the data banks \((R_j)\) and the inverse
transmitting speed parameter \( G_j \) influence the size of the load fractions retrieved from the data bank. The web role partitions the total computational load \( J \) into \( M \) fractions \( (\mu_1, \mu_2, \ldots, \mu_M) \) and assigns them to the worker roles \( (W_1, W_2, \ldots, W_M) \). The worker role \( W_i \) retrieves its own fraction \( \mu_i \) from \( N \) data banks \( (\beta_{i1}, \beta_{i2}, \ldots, \beta_{iN}) \).

### 3.3 Definitions

The **load distribution** is defined as a \( M \)-tuple of the total processing load \( (\mu_1, \mu_2, \ldots, \mu_M) \) assigned to the worker roles \( (W_1, W_2, \ldots, W_M) \) in the virtual distributed computing system. The total processing load is given by Equation 3.1:

\[
J = \sum_{i=1}^{M} \mu_i = \sum_{i=1}^{M} \sum_{j=1}^{N} \beta_{ij} \quad (3.1)
\]

The **finish time** of the worker role \( T_i \) is the time interval between the time instant at which the worker role \( W_i \) stops computing and the time instant at which the worker role initiates the task.

The **processing time** \( T_0 \) is defined as the total time taken by the web role to compute the entire processing load in a virtual distributed computing system, i.e., \( T_0 = \max\{T_1, T_2, \ldots, T_M\} \). The notations and descriptions used in this chapter are given in Table 3.1.
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3.4 Problem formulation

The scheduling problem in a distributed computing system environment is presented in Figure 3.2. $J$ represents the total load that arrives at the web role. The web role divides the computing load into smaller fractions ($\mu_1, \mu_2, \ldots, \mu_M$) and assigns the tasks to the worker roles. The worker role retrieves the data from data banks ($D_1, D_2, \ldots, D_N$) and completes the computation process. The main focus points for the load distribution using DLT and all the practical constraints are also based on the worker role computational speed and the bandwidth between worker roles and data banks. Then, for each of the worker roles ($W_i$), the data ($\beta_{i1}, \beta_{i2}, \ldots, \beta_{iN}$) retrieved are in sequence with the data banks. Now, we formulate the scheduling problem in the VDCS environment.

The load distribution processes performed by the web role and the retrieval sequence of the load fractions used by the worker role are illustrated in the timing diagram shown in Figure 3.3. From the diagram, we can see that worker roles process the data conti-
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3.4. Constraints imposed by total processing time ($T_0$):

Let $T_0$ describe the optimized total load processing time. For a minimal computational time, all worker roles stop computing simultaneously, as stated in divisible load scheduling theory [18]. The meaning of this equation is that the release time for data retrieval plus the communication time and computation time should be equal to or less than the total processing time. Hence, from the timing diagram, the total processing time constraint gives us Equation 3.2. This is the sum of the transmission time needed by all the previous worker roles to fetch their respective loads from data banks and the time

\[ T_0 = \sum_{i=1}^{M} \left( \beta_{Mi} \cdot G_i + \mu_i \cdot A_i \right) \]

Figure 3.3: Timing diagram describing the load scheduling process in the virtual distributed computing system environment

ussually, and the data are retrieved one by one from different data banks. The worker roles may have time intervals in between and are limited by practical constraints. We can also observe from the diagram that all the worker roles start processing the load simultaneously, and the first bit of the load fraction is received. As we discussed, for very large load scheduling problems, the worker role startup delay compared to the overall processing time is relatively small and can be ignored.
taken to compute the load fractions by the worker role. This equation is derived based on the timing diagram given in Figure 3.3.

\[
T_0 - R_1 - \sum_{n=1}^{i-1} \beta_{n1} \cdot G_1 - \sum_{j=1}^N \beta_{ij} \cdot A_i \geq 0; \ i = 1, 2, \ldots, M \tag{3.2}
\]

3.4.2 Constraints imposed by release time \((R_j)\):

Note that the first worker role retrieves its fraction of the load from the data banks. The release time of the data bank will affect the retrieval of the load by the first worker role. Various factors, such as storage, maintenance, consistency, retrieval by other hosts, and fault recovery by overheating, may affect the availability of a data bank for load retrieval. Processing under this framework, we consider all these items as one group, and the release time will be the reflection of all these items in the framework. This is the constraint necessary for us to solve this problem. If the release time \(R_{j+1}\) of data bank \(D_{j+1}\) is higher than the computation of load \(\beta_{1j}\) by worker role \(W_1\), then the worker role will be idle for some time. In addition to the release time of the data banks, the size of the load retrieval from adjacent data banks \((D_j, D_{j+1})\) to adjacent worker roles \((W_i, W_{i+1})\) may result in idle time. To minimize the idle time or maximize the resource...
utility, the data bank $D_j$ allocates the work load to the worker role ($\beta_{ij}$). To provide a understanding of the load scheduling results, the timing diagram is depicted in Figure 3.4. It shows the distribution process of $D_j, D_{j+1}$ for $W_1$ with the release time of two data banks. Here, it can be noted that the difference in the release times of two adjacent data banks ($D_j, D_{j+1}$) influences the component load retrieval by the worker role for computation in Equation 3.3, i.e.,

$$\beta_{ij} \cdot A_i \geq R_{j+1} - R_j; j = 1, 2, \ldots, N - 1;$$  \hspace{1cm} (3.3)

### 3.4.3 Constraints imposed by continuity

The timing diagram depicted in Figure 3.5 describes the continuity constraint on the worker role. The figure shows the time interval of data retrieval and data processing between the adjacent data banks $D_j$ and $D_{j+1}$ and adjacent worker roles $W_i$ and $W_{i+1}$. From this, we can derive Equation 3.4 below. The figure illustrates the two adjacent worker roles and the two adjacent data banks that are recursive for all pairs of adjacent worker roles and pairs of adjacent data banks. Equation 3.4 is the sum of the processing time of the first worker role load fraction fetched from the first data bank and the transmission time of the first worker role load fraction fetched from the second data bank. This should be equal to or less than the sum of the transmission time for the first worker role to fetch a load fraction from the first data bank and the load processing time of the second worker role fetching a load fraction from the first data bank.

$$\beta_{ij} \cdot A_i + \beta_{i(j+1)} \cdot G_{j+1} \leq \beta_{ij} \cdot G_j + \beta_{(i+1)j} \cdot A_{i+1}; i = 1, 2, \ldots, M - 1, j = 1, 2, \ldots, N - 1$$ (3.4)

Equation 3.4 applies for two adjacent worker roles and two adjacent data banks and results in $(M - 1) \cdot (N - 1)$ constraint equations. Obtaining a closed-form expression for the load fractions $\beta_{ij}$ in the divisible load scheduling problem is difficult. Hence, we propose a load scheduling problem with multiple data banks as an optimization problem. The optimization problem is defined as follows: Given the number of worker roles ($M$), the number of data banks ($N$), and each of the load retrievals ($W_1, W_2, \ldots, W_M$) from the data banks ($D_1, D_2, \ldots, D_N$), find the load fractions assigned to each worker role from each data bank that minimize the total load processing time.
3.4.4 Constraints imposed by total load

For the load fractions \((\mu_1, \mu_2, \ldots, \mu_M)\) assigned to all the worker roles for processing and the sum of the load fractions \((\beta_{11}, \beta_{12}, \ldots, \beta_{1N}), \ldots, (\beta_{M1}, \beta_{M2}, \ldots, \beta_{MN})\) for all the worker roles retrieved from each data bank should be equal to the total load size. The scheduling task is to partition the load assigned to each worker role properly and finally achieve the minimum total processing time. The total processing load is given by Equation 3.1.

3.4.5 Linear programming formulation

For the load fractions \((\mu_1, \mu_2, \ldots, \mu_M)\) assigned to all the worker roles for processing, the sum of load fractions \((\beta_{11}, \beta_{12}, \ldots, \beta_{1N}), \ldots, (\beta_{M1}, \beta_{M2}, \ldots, \beta_{MN})\) for all the worker roles retrieved from each data bank should be equal to the total load size. The scheduling task is to partition the load properly assigned to each worker role and finally achieve the minimum total processing time. The total processing load is given by Equation 3.1.
Minimize $T_0$ such that

Total processing time constraint:

$$T_0 - R_1 - \sum_{i=1}^{i-1} \beta_{i1} \cdot G_1 - \sum_{j=1}^{N} \beta_{ij} \cdot A_i \geq 0; \ i = 1, 2, \ldots, M$$

Release time constraint:

$$\beta_{ij} \cdot A_i \geq R_{j+1} - R_j; \ j = 1, 2, \ldots, N - 1$$

Total load constraint:

$$J = \sum_{i=1}^{M} \mu_i = \sum_{i=1}^{M} \sum_{j=1}^{N} \beta_{ij}; \ i = 1, 2, \ldots, M, j = 1, 2, \ldots, N$$

Continuity constraint:

$$\beta_{ij} \cdot A_i + \beta_{i(j+1)} \cdot G_{j+1} \leq \beta_{ij} \cdot G_j + \beta_{(i+1)j} \cdot A_{i+1}; \ i = 1, 2, \ldots, M - 1, j = 1, 2, \ldots, N - 1$$

$$\beta_{ij} \geq 0; \ i = 1, 2, \ldots, M, j = 1, 2, \ldots, N$$

This linear programming problem has $(M \times N + 1)$ variables and $(M \times N + 1)$ constraints. The variables in our problem are the processing time $(T_0)$ and the load fractions $(\beta_{11}, \beta_{12}, \ldots, \beta_{1N}), \ldots, (\beta_{M1}, \beta_{M2}, \ldots, \beta_{MN})$. The solution to this problem is found in an $(M \times N + 1)$-dimensional space. We use the Matlab v7 linprog() function to solve the LP problem. For the details of the function, refer to [43, 115, 170].

### 3.5 Numerical examples

We provide four numerical examples to provide a better understanding of the proposed scheduling strategy for a VDCS environment using a linear programming formulation.

#### 3.5.1 Numerical example 1

In numerical example 1, we consider a virtual distributed computing environment with three worker roles and two data banks. The inverse processing speed parameters of the worker roles are $A_1 = 4$, $A_2 = 5$, and $A_3 = 6$; the inverse transmitting speed parameters of the data banks are $G_1 = 0.2$ and $G_2 = 0.4$; and the release times of the data banks are $R_1 = 10$ and $R_2 = 50$. Without loss of generality, we assume that the entire processing load ($J = 100$) is stored in the data banks before the start of the computation process. All worker roles that stop computing simultaneously impose three inequality constraints,
and the release time of the data banks imposes one inequality constraint. The total load processing and continuity of the worker role computation imposes one equality constraint and two inequality constraints. The objective is to find the load fractions assigned to each worker role from the data banks that ensure that the total load processing time is minimized. Hence, the load scheduling problem in a VDCS can be formulated as a linear programming problem, as given in the following:

\[
\begin{align*}
\text{Minimize } & T_0 \\
\text{Such that} & \\
\text{Total processing time constraint:} & \\
T_0 - R_1 - (\beta_{11} + \beta_{12}) \cdot A_1 & \geq 0 \\
T_0 - R_1 - \beta_{11} \cdot G_1 - (\beta_{21} + \beta_{22}) \cdot A_2 & \geq 0 \\
T_0 - R_1 - (\beta_{11} + \beta_{21}) \cdot G_1 - (\beta_{31} + \beta_{32}) \cdot A_3 & \geq 0 \\
\text{Release time constraint:} & \\
\beta_{11} \cdot A_1 & \geq R_2 - R_1 \\
\text{Total load constraint:} & \\
\beta_{11} + \beta_{12} + \beta_{21} + \beta_{22} + \beta_{31} + \beta_{32} & = J \\
\text{Continuity constraint:} & \\
\beta_{11} \cdot A_1 + \beta_{12} \cdot G_2 & \leq \beta_{11} \cdot G_1 + \beta_{21} \cdot A_2 \\
\beta_{21} \cdot A_2 + \beta_{22} \cdot G_2 & \leq \beta_{21} \cdot G_1 + \beta_{31} \cdot A_3
\end{align*}
\]

<table>
<thead>
<tr>
<th>(D_j), (W_i)</th>
<th>(W_1)</th>
<th>(W_2)</th>
<th>(W_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D_1)</td>
<td>(\beta_{11} = 10)</td>
<td>(\beta_{21} = 10.078)</td>
<td>(\beta_{31} = 9.5491)</td>
</tr>
<tr>
<td>(D_2)</td>
<td>(\beta_{12} = 30.974)</td>
<td>(\beta_{22} = 22.301)</td>
<td>(\beta_{32} = 17.098)</td>
</tr>
</tbody>
</table>

Table 3.2: Load Fractions and Processing Time after Scheduling for Numerical Example 1

Based on the previous formulas, the load fractions assigned to each worker role from each data bank and the total load processing time are given in Table 3.2. To provide a better understanding of the results, we illustrate the process of load retrieval from each
data bank to three worker roles and the corresponding computation time in the timing diagram in Figure 3.6. From the figure, we can see that the worker role computation is continuous and that all worker roles stop computing simultaneously.

3.5.2 Numerical example 2

To study the effect of the release time, we consider a virtual distributed computing environment with three homogeneous worker roles and two data banks. The inverse processing speed parameters of the worker roles are $A_1 = 1.1$, $A_2 = 1.1$, and $A_3 = 1.1$; the inverse transmitting speed parameters of the data banks are $G_1 = 0.2$ and $G_2 = 0.4$; and the release times of the data banks are $R_1 = 10$ and $R_2 = 10$. For this problem, we also assume that the entire processing load ($J = 100$) is stored in data banks before the start of the computation process. Note that the release time constraint given in Equation 3.3 reduces to $\beta_{11} = 0$. Based on the formulas, the load fractions assigned to each worker role from each data bank and the total load processing time are $\beta_{11} = 0$, $\beta_{12} = 19.8198$, $\beta_{21} = 19.8198$, $\beta_{22} = 36.3364$, $\beta_{31} = 16.5165$, and $\beta_{32} = 7.5075$. The total load processing time is 43.97. In Table 3.3, based on the results, we can see that the first worker role does not receive any load fractions from the first data bank.
Table 3.3: Load Fractions and Processing Time after Scheduling for Numerical Example 2

<table>
<thead>
<tr>
<th>$D_j, W_i$</th>
<th>$W_1$</th>
<th>$W_2$</th>
<th>$W_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$</td>
<td>$\beta_{11} = 0$</td>
<td>$\beta_{21} = 19.8198$</td>
<td>$\beta_{31} = 16.5165$</td>
</tr>
<tr>
<td>$D_2$</td>
<td>$\beta_{12} = 19.8198$</td>
<td>$\beta_{22} = 36.3364$</td>
<td>$\beta_{32} = 7.5075$</td>
</tr>
</tbody>
</table>

3.5.3 Numerical example 3

To study the sequence for worker roles and the sequence for data banks in heterogeneous VDCS, we consider a compute cloud environment with three heterogeneous worker roles and two data banks. The parameters are the same as in numerical example 1. The inverse processing speeds of the worker roles are $A_1 = 4$, $A_2 = 5$, and $A_3 = 6$; the inverse transmitting speed parameters of the data banks are $G_1 = 0.2$ and $G_2 = 0.4$; and the release times of the data banks are $R_1 = 10$ and $R_2 = 50$. Without loss of generality, we assume that the entire processing load ($J = 100$) is stored in data banks before the start of the computation process. We present the total processing times for 6 different combination sequences of worker roles in Table 3.4. We also show 2 different combination sequences of data banks in this case in Table 3.5. It is proved in the DLT literature that the sequence of the distribution influences the processing time significantly and is a solution for load scheduling in a single installment for tree, bus, and linear networks [18].

The presence of both multiple fractions of load retrieval from different data banks and release times of data banks in a cloud environment complicates the optimal sequencing problem. To study the effect of the sequence of the load retrieval from data banks, we conducted experiments (case 7) in which the worker roles start retrieving the load from data bank 2 and then retrieve the load fraction from data bank 1. The order of the load distribution remains the same as in case 1. Note that the release time of the data banks is modified as $R_1 = 50$ and $R_2 = 10$. The total load processing time increases to 175.45. Note that the release time of the data banks also influences the load retrieval sequence. One should use data banks with smaller release times first; if two data banks have similar release times, then the data bank with the higher communication speed is used first for load retrieval. The problem of finding an optimal load retrieval sequence in the presence of multiple data banks with release times is NP-hard, and in [165], the mentioned multi-installment DLT scheduling is also NP-hard.
• Case 1: \((W_1, W_2, W_3), (D_1, D_2)\)

• Case 2: \((W_1, W_3, W_2), (D_1, D_2)\)

• Case 3: \((W_2, W_1, W_3), (D_1, D_2)\)

• Case 4: \((W_2, W_3, W_1), (D_1, D_2)\)

• Case 5: \((W_3, W_1, W_2), (D_1, D_2)\)

• Case 6: \((W_3, W_2, W_1), (D_1, D_2)\)

• Case 7: \((W_1, W_3, W_2), (D_2, D_1)\)

Table 3.4: Processing Time after Scheduling in the 6 Worker Role Sequence Cases for Numerical Example 3

<table>
<thead>
<tr>
<th>Case Number</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Processing time (T_0)</td>
<td>173.9</td>
<td>173.9</td>
<td>173.9</td>
<td>173.9</td>
<td>173.9</td>
<td>173.9</td>
</tr>
</tbody>
</table>

Table 3.5: Processing Time after Scheduling in 2 Data Bank Sequence Cases for Numerical Example 3

<table>
<thead>
<tr>
<th>Case Number</th>
<th>Case 1</th>
<th>Case 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Processing time (T_0)</td>
<td>173.9</td>
<td>175.45</td>
</tr>
</tbody>
</table>
Table 3.6: Processing Time after Scheduling in 4- and 5-Worker-Role Cases for Numerical Example 4

<table>
<thead>
<tr>
<th>Case Number</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Processing time ($T_0$)</td>
<td>184.3</td>
<td>156.23</td>
</tr>
</tbody>
</table>

3.5.4 Numerical example 4

To study the number of worker roles and the total processing time in heterogeneous virtual distributed systems, we consider a VDCS environment with four heterogeneous worker roles and two data banks. The inverse processing speeds of the worker roles are $A_1 = 6$, $A_2 = 7$, $A_3 = 8$, $A_4 = 9$ and $A_5 = 10$; the inverse transmitting speed parameters of the data banks are $G_1 = 0.2$ and $G_2 = 0.4$; and the release times of the data banks are $R_1 = 0$ and $R_2 = 20$. Without loss of generality, we assume that the entire processing load ($J = 100$) is stored in data banks before the start of the computation process. The results are presented in Table 3.6, and the timing diagrams for these two cases are given in Figure 3.7 and Figure 3.8. From the results of this example, we can say that an increasing number of heterogeneous worker roles helps decrease the total processing time.

- Case 1: $(W_1, W_2, W_3, W_4), (D_1, D_2)$
- Case 2: $(W_1, W_2, W_3, W_4, W_5), (D_1, D_2)$

3.6 Performance evaluation and discussion

In this section, we use the Matlab environment to run all the simulations to verify the proposed DLT-based load scheduling algorithm. In our simulation, we consider a VDCS with 10 worker roles and five different data banks for a satellite image processing application scenario. We generate random values for the worker roles for the inverse processing speeds, the inverse transmitting speeds of the data banks, and the release times of the data banks to guarantee that the computation time is shorter than the communication...
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Figure 3.7: Timing diagram in 4-worker-role, 2-data-bank case for numerical example 4 time. These parameters are given in Table 3.7. The computational load arrives at the web role, and the web role identifies the worker roles and the data banks for load scheduling. The worker roles receive data from each data bank and stop computing simultaneously.

The performance of the VDCS with different numbers of data banks is evaluated for a heterogeneous and homogeneous worker role. In all our studies, we use the total load processing time as a performance metric. First, we present the performance using heterogeneous worker roles in the VDCS environment.

Figure 3.9 presents the processing time versus the number of worker roles for different numbers of data banks in a VDCS. From the figure, we can see that the processing time decreases with increasing number of worker roles for a given number of data banks. Beyond a certain number of worker roles, the total load processing time does not decrease further. From Figure 3.9, we can also see that the processing time decreases significantly when we increase the number of data banks under a fixed number of worker roles. For example, three worker roles with two data banks require 203.13 time units to process the total load, whereas three worker roles with three data banks require only 186.79 time units.
Figure 3.8: Timing diagram in 5-worker-role, 2-data-bank case for numerical example 4

Figure 3.9: Processing time versus number of heterogeneous worker roles in the virtual distributed computing system environment
Figure 3.10: Processing time versus number of homogeneous worker roles in the virtual distributed computing system environment units. We can also observe from the figure that, above a certain number of data banks, the processing time does not decrease significantly.

<table>
<thead>
<tr>
<th>Data Banks</th>
<th>Worker Roles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Release Time ($R_i$)</td>
<td>Inverse Transmitting Speed ($G_i$)</td>
</tr>
<tr>
<td>(4, 5, 6, 7, 8)</td>
<td>(0.5, 0.6, 0.7, 0.8, 0.9)</td>
</tr>
</tbody>
</table>

Now, we present the processing time for different numbers of homogeneous worker roles and heterogeneous data banks. For our simulation study, we used worker roles with the computation speed parameter as 1.1, and the remainder of the parameters remain as given in Table 3.7. The total load processing time versus the number of worker roles for different numbers of data banks is shown in Figure 3.10. From the figure, we can observe that the total processing time decreases with increasing number of worker roles and data banks. The reduction in the total load processing time becomes smaller above a certain number of worker roles and data banks.

Further, we conducted experiments by varying the inverse transmitting speed parameter ($G$) of the homogeneous data banks as 0.5, 0.6, 0.7, and 0.8. The remainder of the parameters are held constant as in the earlier homogeneous scenario, and the number of
data banks is kept at two. The processing times for different numbers of worker roles for different inverse transmitting speed parameters are shown in Figure 3.11. From the figure, we can see that the reduction in processing time decreases with increasing data bank inverse transmitting speed parameter. In addition, the rate of decrease in the processing time with increasing number of processors decreases with increasing inverse transmitting speed parameter. To study the effect of the total processing load ($J$), we conduct a study by varying the processing load in a homogeneous environment with two data banks. The parameters are set as $G = 0.5$, $A = 1.1$, $R_1 = 3$, and $R_2 = 4$, respectively. The processing time variation for various numbers of worker roles with different total processing loads is shown in Figure 3.12. From the figure, we can see that increasing the total processing load increases the processing time. To discuss further, the proposed scheme in each key parameter simulation has been applied in a homogeneous distributed computing system environment. For different $R_j$ parameters, the values are given as
Figure 3.12: Processing time versus number of homogeneous worker roles for different processing load sizes.

\[ R_1 = 5, R_2 = 6, 10, 15, 20; \text{ the number of worker roles is } M = 2, 3, 4, 5, 6, 7, 8, 9, 10; \text{ and the number of data banks is } N = 2. \text{ The total load is 100 units. From the simulation results shown in the Figure 3.13, it can be inferred that increasing the release time interval increases the total processing time, and larger intervals between release times increase the total processing time for the minimum number of worker roles significantly.} \]

Now, we conduct a study on the computational complexity of the proposed approach. To this end, we consider a homogeneous VDCS environment with an inverse transmitting speed parameter \((G)\) for all links of 0.1 and an inverse processing speed parameter \((A)\) for all worker roles of 1.1. The total load \((J)\) is 100. The number of worker roles \((M)\) varies between 100 and 500, and the number of data banks \((N)\) is kept as 20 and 30, respectively. The release time of the data banks is initialized appropriately (in steps of 10). The time taken to compute the respective load fraction from each data bank to each worker role is plotted against the number of worker roles in Figure 3.14. From the figure,
we can see that the total processing time increases with increasing number of worker roles and data banks; however, the execution time is on the order of a few seconds.

3.7 Satellite image processing application

For the experimental study, we developed a virtual cloud in a laboratory environment with two servers acting as a data bank and six work stations acting as a worker role for data processing. The HP servers and workstations are running in an HPUX11i v3 operational environment connected through 10 Gbps Ethernet links. For the experimental study, we consider a satellite image classification problem [141]. A high-resolution multispectral Landsat 7 Thematic Mapper image portion covering $50 \times 50.75 km^2$ is considered for the study. The spatial resolution of the images is 30 m, and each pixel contains seven spectral frequencies and is used as an input feature to online learning neural classifiers.
Figure 3.14: Processing time versus number of homogeneous worker roles in the virtual distributed computing system environment

The worker roles contain a classifier model developed using an online sequential learning classifier [10] and are expected to estimate the class label for a given pixel in a portion of the satellite image. For additional details about the data set, one should refer to [141].

The communication parameters are estimated by averaging the time taken to send 1,000,000 pixels (i.e., 7,000,000 floating point values) between the data banks and workstations 100 times. Similarly, the computation parameter is estimated by averaging the computational time taken by the workstations to process the unit load 100 times. The inverse transmitting speed \( G_j \) and inverse processing speed \( A_i \) parameters are 0.7 and 4.9, respectively. The release times for the data banks \( D_1 \) and \( D_2 \) are assumed to be 10 and 20 s, respectively. The total number of pixels in the image region is 8,458,300, and one unit is 106 pixels. These parameters are used in our numerical example and experimental study. All the pixels are divided into smaller fractions, as obtained from our formulation, and the load fractions are rounded to the nearest integer. The workstations retrieve these
pixels from the data banks and classify them into respective classes. The experimental processing and analytical times taken to classify the satellite image with two data banks and three worker roles are 174.18 and 144.85 s, respectively. The load fractions assigned to the worker role from each data bank are 2.1277, 5.7672, 8.2753, 26.564, 22.608, 19.241. The difference between the experimental and analytical times is due to overhead in communication, data reformatting, synchronization, etc.

The analytical and experimental times taken to process the satellite image for different numbers of worker roles are shown in Figure 3.15. From the figure, we can see that the processing time decreases with increasing number of worker roles. As mentioned earlier, the analytical time is smaller than the experimental time due to communication and computation components excluded in the formulation.
3.8 Summary

In this chapter, we presented a scheduling algorithm to compute in a VDCS environment with multiple data banks. First, the problem of load scheduling in a VDCS was formulated under a divisible load scheduling framework. Next, we converted the recursive equations and continuity of processing into constraints and formulated the scheduling problem as a linear programming problem. A linear programming technique has two advantages: it can make the best possible use of available productive resources, and it can solve complex problems by breaking them down into solvable parts. Finally, we presented a numerical satellite image processing example, and the experimental simulation results highlighted the advantage of the proposed solution. In addition, we conducted a simulation study to understand the computational complexity of the proposed approach, and the results clearly highlight that the complexity is on the order of minutes.

In the next chapter, we focus on the DLT-based rescheduling algorithm.
Chapter 4

Dynamic resource handling in virtual distributed computing systems

4.1 Introduction

In the previous chapter, we proposed a DLT-based scheduling algorithm for Virtual Distributed Computing Systems (VDCS) with multiple data banks. This chapter focuses on the development of the DLT-based rescheduling algorithm for VDCS with multiple data banks. We will introduce the new definitions and notations for representing the rescheduling start system status and unknowns, followed by analysis of the timing diagram and formulation of new equations based on the new linear programming problem for VDCS dynamic rescheduling. Considering the rescheduling of the remaining load as the worker role’s release time, the equations are formed based on three individual cases. We use 5 numerical examples to demonstrate that our rescheduling scheme performs properly in the different cases for the assigned resources as a task undergoes a change.

4.2 Problem formulation

A VDCS environment consists of heterogeneous or homogeneous virtual computer interfaces (“worker roles”) and multiple data storage centers (“data banks”). To achieve better utilization of a compute cloud platform’s dynamic resource allocation feature, relative rescheduling of the mathematical model is to be extended based on our previous work to a compute cloud model with multiple data banks [137]. The assumptions for the previous model available for the computation can be considered as using a small number of data
banks in comparison to the number of worker roles, and the number of worker roles and data banks can be equal; however, the number of worker roles cannot be less than the number of data banks.

Once a request is received from a user or application, which is the first round of scheduling, the virtual resource allocator ("Web role") divides the computational load and assigns the load fractions to worker roles. Each worker role retrieves the load fractions from the available data banks in multiple installments such that the processing time is minimized. The installment size depends on the mode of communication, the communication link speed, the release time of the data banks, and the computing power of the worker roles. The worker role in the VDCS is equipped with front-end processors for simultaneous computation and communication (i.e., non-blocking mode of communication) with data banks.

Rescheduling is triggered when new resources are available or if there is a failure of an assigned resource for a given task. The resources can be worker roles and data banks. In the case of resource addition, the scheduling algorithm needs to ensure optimal processing time. In the other case of resource failure, the algorithm needs to guarantee the completion of the task. However, the frequency of rescheduling depends on the remaining load fraction and the reduction in processing time when we add a new resource. The web role computes the performance increment and allows for the addition of new resources. However, rescheduling is necessary when a processor drops out of the computation process.

In our analysis, the distributed computing system is considered to have $M$ heterogeneous computational worker roles $(W_1, W_2, \ldots, W_M)$ and $N$ data banks $(D_1, D_2, \ldots, D_N)$. Note that $N \ll M$ in practice. The worker role accesses the data banks to retrieve their respective load fractions one by one. Note that the data banks may not be available at the beginning of the load distribution. The delay in data bank availability for load retrieval is called the release time. To improve the utilization rate, we assume that the data banks do not occupy the whole processing time; they are going to be released after the last worker role completely fetches the last fraction of load from the data banks. In our formulation, we assume that the web role assigns the sequence of the load distribution to $(W_1, W_2, \ldots, W_M)$, and each worker role retrieves their portion of the loads from
the data banks in the order of \((D_1, D_2, \ldots, D_N)\). The release time of the data banks \((R_j)\) and the inverse transmitting speed parameter \((G_j)\) influences the size of the load fractions retrieved from the data bank \((D_j)\). The web role partitions the total computational load \((J)\) into \(M\) fractions \((\mu_1, \mu_2, \ldots, \mu_M)\) and assigns them to the worker roles \((W_1, W_2, \ldots, W_M)\). The worker role \((W_i)\) retrieves its own fractions \((\beta_{i1}, \beta_{i2}, \ldots, \beta_{iN})\) from the \(N\) data banks. For additional details, refer to Chapter 3.

During the processing of a task, a newly available resource set is assigned to the task. The web role must stop processing until the current transmission is completed and gather the current system status again. Following this, based on the current status, the web role must complete the sorting of resources and reschedule the remaining load to each worker role. The load segment size that is available for the task needs to be retrieved from individual data banks. The assumption here is that every data bank is made available as soon as the last load segment is transmitted to the worker role. For rescheduling few resources, both worker roles and data banks can collaborate on the task. Once the resource completes its part of the work, it leaves the task resource pool. This approach is highly practical for a VDCS environment. Further discussion on the current system status, new notations and definitions involved are as follows:

For the rescheduling model, the time at which new resources are assigned to a web role for the current running task is \(T_R\). The rescheduling starts at this point in time. From \(T_R\), if there is an ongoing transmission, the current transmission task needs to be completed. From \(T_R\), if there is no newly started transmission, then the next transmission start time is called \(T_{RS}\) for the first round of scheduling, which represents the rescheduling round redistribution. The start times \(R_j'\) and \(T_0'\) respectively represent the rescheduling round’s release time for each data bank and the total processing time, which counts from the rescheduling start time \((T_{RS})\). On the other hand, the difference in the total load for the task and the load that has been processed is denoted as the remaining load \((J')\) for rescheduling. Sometimes, at the point of the rescheduling start time, a given worker role processes the load assigned from the last round, and the worker role release time \((R_{wi}')\) has been introduced into our formulae. The worker role release time can be zero for those worker roles without a load assignment. \(\delta\) represents the number of newly joined or dropped worker roles. \(\theta\) refers to the number of first worker roles with full load \((\mu_i)\) fetched.
Table 4.1: Rescheduling Notations and Descriptions

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>The rescheduling round number of first worker roles with loads after sorting.</td>
</tr>
<tr>
<td>$\theta$</td>
<td>The rescheduling round number of first worker roles with full loads ($\mu_i$).</td>
</tr>
<tr>
<td>$T_{RS}$</td>
<td>Rescheduling start time.</td>
</tr>
<tr>
<td>$T_R$</td>
<td>The time a new resource is claimed as available for the task.</td>
</tr>
<tr>
<td>$R'_i$</td>
<td>The rescheduling round release time related to the rescheduling start time.</td>
</tr>
<tr>
<td>$T'_0$</td>
<td>Rescheduling total processing time.</td>
</tr>
<tr>
<td>$J'$</td>
<td>The remaining load requiring rescheduling distributed to the updated set of resources.</td>
</tr>
<tr>
<td>$R'_{wi}$</td>
<td>Worker role load rescheduling release time based on new rescheduling start time.</td>
</tr>
<tr>
<td>$N'$</td>
<td>Rescheduling round number of data banks.</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Number of newly available or failed worker roles for this task after $T_R$.</td>
</tr>
<tr>
<td>$A'_i$</td>
<td>Inverse processing speed of worker role $W'_i$.</td>
</tr>
<tr>
<td>$G'_i$</td>
<td>Inverse transmitting speed to the data bank $D'_j$ through a wide area network.</td>
</tr>
<tr>
<td>$\beta'_{ij}$</td>
<td>The fraction of loads retrieved from the data bank ($D'_j$) by a worker role ($W'_i$).</td>
</tr>
<tr>
<td>$T'_i$</td>
<td>Data processing time for the $i$-th worker role ($W'_i$).</td>
</tr>
</tbody>
</table>

completely from the data banks in the rescheduling round. $N'$ is the number of current data banks assigned for rescheduling. The assumption concerning data banks is that, once the load fractions have been sent from the data bank to the last worker role, the data bank resource is released from the task immediately. The VDCS is considered to have $M + \delta$ heterogeneous computational worker roles $\{W'_1, W'_2, W'_3, \ldots, W'_M, W'_{M+1}, \ldots, W'_{M+\delta}\}$, and each worker role retrieves their portion of loads from the data banks in the order of $\{D'_1, D'_2, \ldots, D'_{N'}\}$. The notations for the release time of the data banks ($R'_j$), the inverse transmitting speed ($G'_i$) and the work role inverse processing speed ($A'_i$) are used. Similar to the first round of scheduling, the web role partitions the total remaining load ($J'$) into $M + \delta$ fractions $\{\mu'_1, \mu'_2, \mu'_3, \ldots, \mu'_M, \mu'_{M+1}, \ldots, \mu'_{M+\delta}\}$, and the worker role ($W'_i$) retrieves the load fraction ($\mu'_i$) from $N'$ data banks $\{\beta'_{i1}, \beta'_{i2}, \ldots, \beta'_{iN'}\}$. The rescheduling notations and descriptions are listed in Table 4.1.

The rescheduling problem in a VDCS environment is captured in Figure 4.1. The web role obtains the new resources for currently running tasks; then, the web role collects the current rescheduling task resources pool and process status. According to the current status, the web role will calculate the rescheduling start time and sort the worker roles based on the remaining load that needs to be processed. The newly joined worker role or the roles without a remaining load have a high priority in the rescheduling round because they can perform the process at the rescheduling start time. The worker roles
with remaining loads are sorted from the bottom based on the worker role release time. The longer the worker role release time, the further along the queue it is for rescheduling. From the data banks’ point of view, some of the data banks may be released from the task according to the rescheduling restart time ($T_{RS}$), and there might be new data banks joining the task for rescheduling as well. Leveraging our previous scheduling scheme [137], the rescheduling problem in the VDCS environment is as follows.

![Load rescheduling for the virtual distributed computing system](image)

**Figure 4.1:** Load rescheduling for the virtual distributed computing system.

After the web role collects the current status, it will reschedule the total remaining compute load into smaller fractions and assign the loads to the worker roles by considering the remaining load as a worker role release time ($R'_{wi}$). It is to be noted that worker roles retrieve the load from data banks and complete the computation process at the same
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time ($T_0'$). Therefore, we obtain Eqn. 4.1.

$$T_0' - R_{wi}' - \sum_{j=1}^{N'} \beta_{ij}' \cdot A_i' \geq 0; i = k, \ldots, M + \delta \quad (4.1)$$

This formula illustrates that the worker role release time is considered. The reason for performing a rescheduling is to assign the remaining load to the newly available resource set to decrease the total processing time in an additional resource scenario. In a resource failure scenario, this method guarantees task completion and minimizes total processing time. The total processing time for this worker role is the worker role release time plus the time for processing the load assigned during rescheduling. An overview of the rescheduling timing diagram is depicted in Figure 4.2.

![Timing diagram describing the load rescheduling process in the virtual distributed computing system environment.](image)

Figure 4.2: Timing diagram describing the load rescheduling process in the virtual distributed computing system environment.

From Figure 4.2, the load transmission for previous rounds of the scheduling will be cut exactly at the rescheduling start time ($T_{RS}$). This is illustrated in the worker role
(W_1) for the transmission load from data bank 2 (β_{12} \times G_2), with the previous round marked in red color. In addition, Figure 4.2 illustrates that the worker role without a load will be put at the front of the queue with the highest priority for rescheduling.

For a worker role with a load, the continuity constraint for the load fraction that they fetch from the first data bank (D'_1) is given by the following equations:

For \( k = 1 \), Equation 4.2:

\[
(R'_{W(i+1)} - R'_W) + \beta'_{(i+1)1} \cdot A'_{i+1} \leq \beta'_{i1} \cdot A'_i + \beta'_{12} \cdot G'_2; \ i = k; \ldots, M + \delta - 1, k = 1 \quad (4.2)
\]

For \( k \neq 1 \), Equation 4.3:

\[
(max(R'_{W(i+1)}; (R'_1 + \sum_{n=1}^{k-1} \beta'_{n1} \cdot G'_1)) - max(R'_W; (R'_1 + \sum_{n=1}^{k-2} \beta'_{n1} \cdot G'_1)))) + \beta'_{(i+1)1} \cdot A'_{i+1} \leq \beta'_{i1} \cdot A'_i + \beta'_{12} \cdot G'_2; \ i = k - 1; \ldots, (M + \delta - 1), j = 1, k \neq 1 \quad (4.3)
\]

For the worker role drop case and for all the worker roles obtaining load fractions, Equation 4.2 is used. This is specific to the worker roles that fetch data from the data bank (D'_1). In the worker role failure case with worker roles without loads and for the case of adding a new worker role, Equation 4.3 should be applied. However, after we obtain the result, because \((R'_1 + \sum_{n=1}^{k-2} \beta'_{n1} \cdot G'_1)\) includes an unknown \((\beta'_{n1}; n = 1, \ldots, k - 1)\), we need to check if \((R'_1 + \sum_{n=1}^{k-1} \beta'_{n1} \cdot G'_1 \geq R'_W)\). If so, we replace \(R'_{W(i+1)}\) with \((R'_1 + \sum_{n=1}^{k-1} \beta'_{n1} \cdot G'_1)\) in Equation 4.2. The same rule applies to \(R'_W\). In both cases, namely, the worker role (W_{k-1}, k \neq 1) without load in the rescheduling round and the first worker role (W'_k, k \neq 1) with load, we should apply Equation 4.3. Here, we consider \((R'_W = 0, i = k-1, k \neq 1)\) and directly apply \((R'_1 + \sum_{n=1}^{k-2} \beta'_{n1} \cdot G'_1 \geq R'_W)\) in Equation 4.3.

Although we attempt to achieve continuous transmission because of the need to prevent redundant load transmission, the continuous fetching of loads from data bank D'_1 is not guaranteed in the rescheduling process.

For the rescheduling round, the worker role completely fetches the entire load and assigns load fractions to the other worker roles. This will guarantee that all worker roles stop processing at the same time. We then have Equation 4.4 as the total processing time constraint as follows:

\[
T'_0 = T_0 - T_{RS} + \mu'_i \cdot A'_i; \ i = \theta, \ldots, M + \delta \quad (4.4)
\]
This formula shows that, in the previous round, the full load fraction is already transferred to the worker roles. Then, in the rescheduling round, a certain load should be dropped according to the new total processing time, and the spare load should be given to other worker roles.

The rescheduling load distribution is defined as a \((M + \delta)\) tuple of the total remaining load \((\mu'_1, \mu'_2, \ldots, \mu'_{(M + \delta)})\) assigned to the worker roles \((W'_1, W'_2, \ldots, W'_{(M + \delta)})\) in the VDCS. The total remaining load is given by Equation 4.5:

\[
J' = \sum_{i=1}^{M+\delta} \mu'_i = \sum_{i=1}^{M+\delta} \sum_{j=1}^{N'} \beta'_{ij}; i = 1, 2, \ldots, (M + \delta), j = 1, 2, \ldots, N' \tag{4.5}
\]

In the \(k = 1\) case, all the worker roles in the rescheduling round have a load. The relationship between the data bank release time and the worker role 1 processing time must consider the worker role 1 \((W'_1)\) release time \((R'_{w1})\). Equation 3.3 is modified into Equation 4.6 as follows:

\[
\beta'_{ij} \cdot A'_i + R'_{W1} \geq R'_{j(i+1)} - R'_j; j = 1, 2, \ldots, N' - 1, k = 1 \tag{4.6}
\]

**LP formulation:**

Because it is difficult to establish similar coordination in a VDCS environment with multiple data banks for load rescheduling, a linear programming formulation is proposed.
in this chapter. The formulas are separated into two cases. \( \theta = 0 \) refers to the case where no worker role fetched the full load \( (\mu_i) \) before the start of the rescheduling round; in simple words, no worker role started to fetch the last load fraction from data bank \( N (D_N) \). In the \( k \leq \theta \leq M + \delta \) case, some of the worker roles started to fetch the last portion of the load from data bank \( N (D_N) \). In the case wherein a new worker role is assigned to a task with no load or the failure case when some worker roles are not assigned a load, we obtain \( k \neq 1 \). The case \( k = 1 \) refers to worker role failure with all the worker roles having a load. In some cases, the worker role release time is extremely short, and many worker roles do not have any loads in the rescheduling round. Under this condition, after obtaining the result, we need to further check \( (R_i^1 + \sum_{n=1}^{i-1} \beta_{n1} \cdot G_i^1) \leq R_{wi}^1; i = k, \ldots, M + \delta \). If \( (R_i^1 + \sum_{n=1}^{i-1} \beta_{n1} \cdot G_i^1) > R_{wi}^1, i = k, \ldots, M + \delta \), we need to replace the total processing time equation from chapter 3 with Equation 4.1 for that worker role.

Minimize \( T_0' \)

Such that

Total processing time constraint:

\[
\theta = 0 : \\
T_0' - R_i^1 - \sum_{n=1}^{i-1} \beta_{n1} \cdot G_i^1 - \sum_{j=1}^{N'} \beta_{ij}^1 \cdot A_i^1 \geq 0; i = 1, \ldots, k - 1, k \neq 1 \\
T_0' - R_{wi}^1 - \sum_{j=1}^{N'} \beta_{ij}^1 \cdot A_i^1 \geq 0; i = k, \ldots, M + \delta \\
k \leq \theta \leq M + \delta : \\
T_0' - R_i^1 - \sum_{n=1}^{i-1} \beta_{n1} \cdot G_i^1 - \sum_{j=1}^{N'} \beta_{ij}^1 \cdot A_i^1 \geq 0; i = 1, \ldots, k - 1, k \neq 1 \\
T_0' - R_{wi}^1 - \sum_{j=1}^{N'} \beta_{ij}^1 \cdot A_i^1 \geq 0; i = k, \ldots, \theta - 1 \\
T_0' = T_0' - T_{RS} + \mu_i \cdot A_i^1; i = \theta, \ldots, M + \delta, k \leq \theta \leq M + \delta \\
\]

Release time constraint:

\[
\beta_{ij}^1 \cdot A_i^1 \geq R_{j+1}^l - R_j^l; j = 1, 2, \ldots, N' - 1, k \neq 1 \\
\beta_{ij}^1 \cdot A_i^1 + R_{W_{j+1}}^l \geq R_{(j+1)}^l - R_j^l; j = 1, 2, \ldots, N' - 1, k = 1 \\
\]

Total load constraint:

\[
J' = \sum_{i=1}^{M+\delta} \mu_i = \sum_{i=1}^{M+\delta} \sum_{j=1}^{N'} \beta_{ij}^1; i = 1, 2, \ldots, (M + \delta); j = 1, 2, \ldots, N' \\
\]

Continuity constraint:

\[
k \neq 1 : \\
\beta_{ij}^1 \cdot A_i^1 + \beta_{(j+1)}^1 \cdot G_{j+1}^l \leq \beta_{ij}^1 \cdot G_j^l + \beta_{(i+1)j}^1 \cdot A_{i+1}^l; i = 1, \ldots, k - 2, j = 1, 2, \ldots, N' - 1, k \neq 1 \\
\]
#### 4.3 Numerical examples

In this section, we provide five numerical examples to facilitate a better understanding of the proposed rescheduling strategy for VDCS environments with multiple data banks using a linear programming formulation. The original VDCS for the numerical examples contains four worker roles and three data banks. The inverse processing speed parameters of the worker roles are $A_1 = 4$, $A_2 = 5$, $A_3 = 6$, and $A_4 = 7$; the inverse transmitting speed parameters of the data banks are $G_1 = 0.2$, $G_2 = 0.4$, and $G_3 = 0.6$; and the release times of the data banks are $R_1 = 10$, $R_2 = 30$, and $R_3 = 70$. In this example, these parameters are randomly chosen without loss of generality. We assume that the entire load ($J = 100$) to be processed is stored in data banks at the start of the computation process. The parameters for the worker roles and data banks are mentioned in Table 4.2.

We will be discussing five dynamic rescheduling cases: Three cases that include adding an additional worker role at $T_R = 12/35/81$, one case that includes the addition of one

\[
\begin{align*}
&\text{max}(R'_{W(i+1)}; (R'_1 + \sum_{n=1}^{k-1} \beta'_{n1} \cdot G'_1)) - \max(R'_{W(i)}; (R'_1 + \sum_{n=1}^{k-2} \beta'_{n1} \cdot G'_1)) + \beta'_{(i+1)1} \cdot A'_{i+1} \\
&\quad \leq \beta'_{i1} \cdot A'_1 + \beta'_{i2} \cdot G'_2; i = k - 1, \ldots, (M + \delta - 1), j = 1, k \neq 1 \\
&\beta'_{ij} \cdot A'_i + \beta'_{i(j+1)} \cdot G'_{j+1} \leq \beta'_{ij} \cdot G'_j + \beta'_{(i+1)j} \cdot A'_{i+1}; i = k - 1, \ldots, M + \delta - 1, j = 2, \ldots, N' - 1, k \neq 1 \\
&\quad k = 1: \\
&\quad (R'_{W(i+1)} - R'_{W(i)}) + \beta'_{(i+1)1} \cdot A'_{i+1} \leq \beta'_{i1} \cdot A'_1 + \beta'_{i2} \cdot G'_2; i = k, \ldots, M + \delta - 1, k = 1 \\
&\beta'_{ij} \cdot A'_i + \beta'_{i(j+1)} \cdot G'_{j+1} \leq \beta'_{ij} \cdot G'_j + \beta'_{(i+1)j} \cdot A'_{i+1}; i = k, \ldots, M + \delta - 1, j = 2, \ldots, N' - 1, k = 1
\end{align*}
\]

This linear programming problem has $((M+\delta) \times N'+1)$ variables and $((M+\delta) \times N'+1)$ constraints. The variables in our problem are the processing time ($T^n$) and the load fractions ($\beta'_1, \beta'_2, \ldots, \beta'_{N'}$), ..., ($\beta'_{(M+\delta)1}, \beta'_{(M+\delta)2}, \ldots, \beta'_{(M+\delta)N'}$). The solution to this problem is a point in a $((M + \delta) \times N' + 1)$-dimensional space. We applied the linpro() function from Matlab v7 to solve our LP problems.
worker role and one data bank at \( T_R = 50 \), and one case wherein one worker role is dropped from the resource pool at \( T_R = 35 \).

All worker roles stop computing at the same time, which imposes four inequality constraints, and the release time constraint of the data banks imposes two inequality constraints. The continuity constraint imposes six inequality constraints and one total load constraint. The objective is to find the load fractions designed for each worker role from data banks needed to fulfill the criteria that the total load processing time is minimized. Hence, the load scheduling problem in VDCS can be formulated as a linear programming problem as given below. The results are shown in Table 4.3.

\[
\text{Minimize } T_0 \\
\text{Such that} \\
\text{Total processing time constraint:} \\
T_0 - R_1 - (\beta_{11} + \beta_{12} + \beta_{13}) \cdot A_1 \geq 0 \\
T_0 - R_1 - \beta_{11} \cdot G_1 - (\beta_{21} + \beta_{22} + \beta_{23}) \cdot A_2 \geq 0 \\
T_0 - R_1 - (\beta_{11} + \beta_{21}) \cdot G_1 - (\beta_{31} + \beta_{32} + \beta_{33}) \cdot A_3 \geq 0 \\
T_0 - R_1 - (\beta_{11} + \beta_{21} + \beta_{31}) \cdot G_1 - (\beta_{41} + \beta_{42} + \beta_{43}) \cdot A_4 \geq 0 \\
\text{Release time constraint:} \\
\beta_{11} \cdot A_1 \geq R_2 - R_1 \\
\beta_{12} \cdot A_1 \geq R_3 - R_2 \\
\text{Total load constraint:} \\
\beta_{11} + \beta_{12} + \beta_{13} + \beta_{21} + \beta_{22} + \beta_{23} + \beta_{31} + \beta_{32} + \beta_{33} + \beta_{41} + \beta_{42} + \beta_{43} = J \\
\text{Continuity constraint:} \\
\beta_{11} \cdot A_1 + \beta_{12} \cdot G_2 \leq \beta_{11} \cdot G_1 + \beta_{21} \cdot A_2 \\
\beta_{12} \cdot A_1 + \beta_{13} \cdot G_3 \leq \beta_{12} \cdot G_2 + \beta_{22} \cdot A_2 \\
\beta_{21} \cdot A_2 + \beta_{22} \cdot G_2 \leq \beta_{21} \cdot G_1 + \beta_{31} \cdot A_3
\]

<table>
<thead>
<tr>
<th>Data Banks</th>
<th>Worker Roles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Release Time ( (R_j) )</td>
<td>Inverse Transmitting Speed ( (G_j) )</td>
</tr>
<tr>
<td>(10, 30, 70)</td>
<td>(0.2, 0.4, 0.6)</td>
</tr>
</tbody>
</table>
Table 4.3: Load Fractions and Processing Time after Scheduling for Original Numerical Example

<table>
<thead>
<tr>
<th>Total processing time: $T_0 = 142.87$</th>
<th>$D_j W_i$</th>
<th>$W_1$</th>
<th>$W_2$</th>
<th>$W_3$</th>
<th>$W_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$</td>
<td>$\beta_{11} = 5$</td>
<td>$\beta_{21} = 4.6$</td>
<td>$\beta_{31} = 4.3057$</td>
<td>$\beta_{41} = 4.0496$</td>
<td></td>
</tr>
<tr>
<td>$D_2$</td>
<td>$\beta_{12} = 10$</td>
<td>$\beta_{22} = 9.3861$</td>
<td>$\beta_{32} = 8.4348$</td>
<td>$\beta_{42} = 7.5265$</td>
<td></td>
</tr>
<tr>
<td>$D_3$</td>
<td>$\beta_{13} = 18.217$</td>
<td>$\beta_{23} = 12.388$</td>
<td>$\beta_{33} = 9.0844$</td>
<td>$\beta_{43} = 7.0079$</td>
<td></td>
</tr>
</tbody>
</table>

\[
\beta_{22} \cdot A_2 + \beta_{23} \cdot G_3 \leq \beta_{22} \cdot G_2 + \beta_{32} \cdot A_3 \\
\beta_{31} \cdot A_3 + \beta_{32} \cdot G_2 \leq \beta_{31} \cdot G_1 + \beta_{41} \cdot A_4 \\
\beta_{32} \cdot A_3 + \beta_{33} \cdot G_3 \leq \beta_{32} \cdot G_2 + \beta_{42} \cdot A_4
\]

Based on the above formulas, the load fractions assigned to each worker role from each data bank and the total load processing time are given in Table 4.3. To provide a better understanding of the results, we illustrate the process of load retrieval from each data bank for the three worker roles and their computation time in the timing diagram in Figure 4.4. From the figure, we can see that the worker role computation is continuous and that all worker roles stop computing simultaneously.

4.3.1 Numerical example 1

At $T_R = 12$, one worker role is added to the resource pool, which triggers the web role to call off the former scheduled process, collects the current system status, and performs the rescheduling process based on our rescheduling scheme and current status. To achieve the minimum processing time, the remaining load is reassigned to the current available worker roles, and the load fractions are fetched from the currently available data banks.

The status progresses as follows: $T_{RS} = 12.781$ is the rescheduling start time. The rescheduling load starts to distribute loads to worker roles from the data banks. The following parameters are based on the $T_{RS} = 12.781$ timing denoted with apostrophes. The total remaining load is ($J' = 80.1972$). The rescheduling release times for the data banks are $R_1' = 0$, $R_2' = 17.219$ and $R_3' = 57.219$. By considering the worker roles with the remaining load ($W_1, W_2, W_3$), the worker roles’ release times are $R_{W3}' = 17.219, R_{W4}' =
21.219 and $R'_{W_5} = 24.972$. Because no worker role fetches a full load during the scheduling round at this time, $\theta = 0$; in addition, we have two worker roles without loads in the current status, and thus, $k = 3$. Moreover, 1 worker role is added to the system, resulting in $\delta = 1$. According to our assumption, a worker role without a load is going to be placed at the front of the queue for processing; therefore, we obtained a new sequence as $(W'_1 = W_4, W'_2 = W_5, W'_3 = W_1, W'_4 = W_2, W'_5 = W_3)$. In addition, the inverse processing speeds are $A'_1 = 7, A'_2 = 8, A'_3 = 4, A'_4 = 5, A'_5 = 6$. All the data banks
are available, giving $N' = 3$; in addition, the data bank inverse transmitting speeds are $G'_1 = 0.2, G'_2 = 0.4, G'_3 = 0.6$.

All worker roles stop computing simultaneously, which imposes five inequalities as the total processing time constraints. The release times of the data banks impose two inequality constraints. The continuity constraint imposes eight inequality constraints and one total remaining load constraint. The objective is to find the load fractions assigned to each worker role from the data banks to fulfill the criteria of the total remaining load processing time being minimized. Hence, the load rescheduling problem in VDCS can be formulated as a linear programming problem, as given below. The results are shown in Table 4.4.

<table>
<thead>
<tr>
<th>Minimize $T'_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Such that</td>
</tr>
<tr>
<td>Total processing time constraint:</td>
</tr>
<tr>
<td>$T'_0 - R'_1 - (\beta'_1 + \beta'_2 + \beta'_3) \cdot A'_1 \geq 0$</td>
</tr>
<tr>
<td>$T'_0 - R'_1 - \beta'_1 \cdot G'_1 - (\beta'_21 + \beta'_22 + \beta'_23) \cdot A'_2 \geq 0$</td>
</tr>
<tr>
<td>$T'_0 - R'_w3 - (\beta'_31 + \beta'_32 + \beta'_33) \cdot A'_3 \geq 0$</td>
</tr>
<tr>
<td>$T'_0 - R'_w4 - (\beta'_41 + \beta'_42 + \beta'_43) \cdot A'_4 \geq 0$</td>
</tr>
<tr>
<td>$T'_0 - R'_w5 - (\beta'_51 + \beta'_52 + \beta'_53) \cdot A'_5 \geq 0$</td>
</tr>
<tr>
<td>Release time constraint:</td>
</tr>
<tr>
<td>$\beta'_1 \cdot A'_1 \geq R'_2 - R'_1$</td>
</tr>
<tr>
<td>$\beta'_2 \cdot A'_1 \geq R'_3 - R'_2$</td>
</tr>
<tr>
<td>Total load constraint:</td>
</tr>
<tr>
<td>$\beta'_1 \cdot A'_1 + \beta'_1 \cdot G'_2 \leq \beta'_1 \cdot G'_1 + \beta'_21 \cdot A'_2$</td>
</tr>
<tr>
<td>$\beta'_2 \cdot A'_1 + \beta'_2 \cdot G'_3 \leq \beta'_2 \cdot G'_2 + \beta'_22 \cdot A'_2$</td>
</tr>
<tr>
<td>$\beta'_21 \cdot A'_2 + \beta'_22 \cdot G'_2 \leq (R'_w3 - (R'_1 + \beta'_1 \cdot G'_1)) + \beta'_31 \cdot A'_3$</td>
</tr>
<tr>
<td>$\beta'_22 \cdot A'_2 + \beta'_23 \cdot G'_3 \leq \beta'_2 \cdot G'_2 + \beta'_22 \cdot A'_3$</td>
</tr>
<tr>
<td>$\beta'_31 \cdot A'_3 + \beta'_32 \cdot G'_2 \leq (R'_w4 - R'_w3) + \beta'_41 \cdot A'_4$</td>
</tr>
<tr>
<td>$\beta'_32 \cdot A'_3 + \beta'_33 \cdot G'_3 \leq \beta'_32 \cdot G'_2 + \beta'_42 \cdot A'_4$</td>
</tr>
</tbody>
</table>
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Table 4.4: Load Fractions and Processing Time after Rescheduling for Numerical Example 1

<table>
<thead>
<tr>
<th>$D'_1$</th>
<th>$W'_1$</th>
<th>$W'_2$</th>
<th>$W'_3$</th>
<th>$W'_4$</th>
<th>$W'_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta'_{11}$</td>
<td>2.46</td>
<td>$\beta'_{21}$</td>
<td>2.38</td>
<td>$\beta'_{31}$</td>
<td>1.09</td>
</tr>
<tr>
<td>$\beta'_{12}$</td>
<td>5.71</td>
<td>$\beta'_{22}$</td>
<td>5.23</td>
<td>$\beta'_{32}$</td>
<td>10.75</td>
</tr>
<tr>
<td>$\beta'_{13}$</td>
<td>5.71</td>
<td>$\beta'_{23}$</td>
<td>5.47</td>
<td>$\beta'_{33}$</td>
<td>10.12</td>
</tr>
</tbody>
</table>

Based on the above formulas, load fractions assigned to each worker role from each data bank, and the total load processing times are given in Table 4.4. To provide a better understanding of the results, the process of load retrieval from each data bank for the five worker roles and their computation times are illustrated in the timing diagram in Figure 4.5. From the figure, we can see that the worker role computation is continuous even though the computation contains the remaining load, and all worker roles stop computing simultaneously. When rescheduling with a newly added resource, there is a decrease in the total load processing time.

### 4.3.2 Numerical example 2

At $T_R = 35$, one worker role is added to the resource pool, which triggers the web role to call off the former scheduled process, collect the current system status, and perform a rescheduling process based on our rescheduling scheme and the current status. We achieve the minimum processing time by reassigning the remaining load to the currently available worker roles and by fetching the load fractions from the currently available data banks.

The status changes as follows: $T_{RS} = 37.754$ is the rescheduling start time at which the rescheduling load starts to distribute loads to the worker roles from the data banks. The following parameters are based on the $T_{RS} = 37.754$ timing denoted by apostrophes. The total remaining load is ($J' = 55.8189$). The rescheduling release times for two
data banks are $R_1' = 0, R_2' = 32.246$. Considering the worker roles with remaining loads ($W_1, W_2, W_4$), the worker roles' release times are $R_{W3}' = 3.374, R_{W4}' = 32.25$ and $R_{W5}' = 43.176$. No worker role fetches a full load during the scheduling round at this time, and thus, $\theta = 0$. We have two worker roles without loads in the current status, and thus, $k = 3$. In addition, 1 new worker role is added to the system, resulting in $\delta = 1$. According to our assumption, a worker role without a load is going to be placed in front of the queue for processing; therefore, we obtain the new sequence as $(W_1' = W_3, W_2' = W_5, W_3' = W_4, W_4' = W_1, W_5' = W_2)$. In addition, the inverse processing...
speeds are $A'_1 = 6$, $A'_2 = 8$, $A'_3 = 7$, $A'_4 = 4$, $A'_5 = 5$. Two of the data banks are available, and thus, $N' = 2$. The data bank inverse transmitting speeds are $G'_1 = 0.4$, $G'_2 = 0.6$.

All worker roles stop computing simultaneously, which imposes five inequalities as total processing time constraints. The release time of the data banks imposes only one inequality constraint. The continuity constraint imposes four inequality constraints and one total remaining load constraint. The objective is to find the load fractions assigned to each worker role from the data banks such that the total remaining load processing time is minimized. Hence, the load rescheduling problem in VDCS can be formulated as a linear programming problem, as given below. In addition, the results are presented in Table 4.5.

\[
\begin{align*}
\text{Minimize } T'_0 \\
\text{Such that} \\
\text{Total processing time constraint:} \\
T'_0 - R'_1 - (\beta'_{11} + \beta'_{12}) \cdot A'_1 & \geq 0 \\
T'_0 - R'_1 - \beta'_{11} \cdot G'_1 - (\beta'_{21} + \beta'_{22}) \cdot A'_2 & \geq 0 \\
T'_0 - R'_{w3} - (\beta'_{31} + \beta'_{32}) \cdot A'_3 & \geq 0 \\
T'_0 - R'_{w4} - (\beta'_{41} + \beta'_{42}) \cdot A'_4 & \geq 0 \\
T'_0 - R'_{w5} - (\beta'_{51} + \beta'_{52}) \cdot A'_5 & \geq 0 \\
\text{Release time constraint:} \\
\beta'_{11} \cdot A'_1 & \geq R'_2 - R'_1 \\
\text{Total load constraint:} \\
\beta'_{11} + \beta'_{12} + \beta'_{21} + \beta'_{22} + \beta'_{31} + \beta'_{32} + \beta'_{41} + \beta'_{42} + \beta'_{51} + \beta'_{52} = J' \\
\text{Continuity constraint:} \\
\beta'_{11} \cdot A'_1 + \beta'_{12} \cdot G'_2 & \leq \beta'_{11} \cdot G'_1 + \beta'_{21} \cdot A'_2 \\
\beta'_{21} \cdot A'_2 + \beta'_{22} \cdot G'_2 & \leq (R'_{w3} - (R'_1 + \beta'_{11} \cdot G'_1)) + \beta'_{31} \cdot A'_3 \\
\beta'_{31} \cdot A'_3 + \beta'_{32} \cdot G'_2 & \leq (R'_{w4} - R'_{w3}) + \beta'_{41} \cdot A'_4 \\
\beta'_{41} \cdot A'_4 + \beta'_{42} \cdot G'_2 & \leq (R'_{w5} - R'_{w4}) + \beta'_{51} \cdot A'_5
\end{align*}
\]

Based on the above formulas, the load fractions assigned to each worker role from each data bank and the total load processing time are given in Table 4.5. To provide a better
Table 4.5: Load Fractions and Processing Time after Rescheduling for Numerical Example 2

<table>
<thead>
<tr>
<th>$D_1'$, $W_3'$</th>
<th>$W_1'$</th>
<th>$W_2'$</th>
<th>$W_3'$</th>
<th>$W_4'$</th>
<th>$W_5'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1'$</td>
<td>$\beta_{11}' = 5.3743$</td>
<td>$\beta_{21}' = 4.3954$</td>
<td>$\beta_{31}' = 5.214$</td>
<td>$\beta_{41}' = 2.8165$</td>
<td>$\beta_{51}' = 1.2501$</td>
</tr>
<tr>
<td>$D_2'$</td>
<td>$\beta_{12}' = 8.4455$</td>
<td>$\beta_{22}' = 5.7007$</td>
<td>$\beta_{32}' = 6.0733$</td>
<td>$\beta_{42}' = 9.8507$</td>
<td>$\beta_{52}' = 6.6985$</td>
</tr>
</tbody>
</table>

understanding of the results, we illustrate the process of load retrieval from each data bank to five worker roles and their computation times in the timing diagram in Figure 4.6. From the figure, we can see that the worker role computation is continuous and includes the remaining load. Further, all worker roles stop computing simultaneously. With a newly added resource, as a result of rescheduling, the total load processing time is decreased.

4.3.3 Numerical example 3

At $T_R = 81$, one worker role is added to the resource pool, which triggers the web role. The worker role stops the former scheduled process, collects the current system status, and performs a rescheduling process based on our rescheduling scheme and current status. We achieve the minimum processing time by reassigning the remaining load to the currently available worker roles and by fetching the load fractions from the currently available data banks.

The status progresses as follows: $T_{RS} = 88.363$ is the rescheduling start time for when the rescheduling load distributes loads to the worker roles from the data banks. The following parameters are based on the $T_{RS} = 88.363$ timing indicated with apostrophes. The total remaining load is ($J' = 14.0047$). For rescheduling, the release time for the data banks is $R_1' = 0$. Considering the worker roles with the remaining loads ($W_1, W_2, W_4$), the worker roles’ release times are $R_{W_3}' = 5.4506$, $R_{W_4}' = 54.505$ and $R_{W_5}' = 54.507$. We have two worker roles without loads in the current status, and thus, $k = 3$. In addition, 1 worker role is added to the system, resulting in $\delta = 1$. According to our assumption, a worker role without a load is going to be placed at the front of the queue for processing. Thus, we obtain the new sequence as ($W_1' = W_3, W_2' = W_5, W_3' = W_4, W_4' = W_1, W_5' = W_2$). Because two worker roles fetched full load fractions during the scheduling round,
at this time, $\theta = 4$. In addition, the inverse processing speeds are $A'_1 = 6$, $A'_2 = 8$, $A'_3 = 7$, $A'_4 = 4$, $A'_5 = 5$. All the data banks are available, and thus, $N' = 1$. In addition, the data bank inverse transmitting speed is $G'_1 = 0.6$.

All worker roles stop computing simultaneously, which imposes three inequalities and total processing time constraints. Equation 4.4 imposes two inequality constraints and one total remaining load constraint. The objective is to find the load fractions assigned to each worker role from data banks such that the total remaining load processing time...
Table 4.6: Load Fractions and Processing Time after Rescheduling for Numerical Example 3

<table>
<thead>
<tr>
<th>$D'_i, W'_i$</th>
<th>$W'_1$</th>
<th>$W'_2$</th>
<th>$W'_3$</th>
<th>$W'_4$</th>
<th>$W'_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D'_1$</td>
<td>$\beta'_{11} = 7.5724$</td>
<td>$\beta'_{21} = 5.1114$</td>
<td>$\beta'_{31} = 5.4035$</td>
<td>$\beta'_{41} = -2.2681$</td>
<td>$\beta'_{51} = -1.8145$</td>
</tr>
</tbody>
</table>

The remaining load processing time: $T'_0 = 45.4346$

is minimized. Hence, the load rescheduling problem in VDCS can be formulated as a linear programming problem, as given below. Here, for $i = 3$, because we are not involving continuity constraints, we need to check $(R'_1 + \sum_{n=1}^{i-1} \beta'_n \cdot G'_1) \leq R'_w$. In this case, the data bank 1 release time plus transmission time for the $i - 1$ load fractions of the worker roles is greater than the release time of worker role $W'_3$; therefore, here, for worker role 3 ($W'_3$), we use the total processing time equation from chapter 3. In addition, the results are presented in Table 4.6.

Minimize $T'_0$

Such that

Rescheduling load reassignment constraint:

$\beta'_{41} = -(T'_0 - T_{RS} - T'_0) \times \frac{1}{A'_4}$

$\beta'_{51} = -(T'_0 - T_{RS} - T'_0) \times \frac{1}{A'_5}$

Total load constraint:

$\beta'_{11} + \beta'_{21} + \beta'_{31} + \beta'_{41} + \beta'_{51} = J'$

Total processing time constraint:

$T'_0 - A'_1 \cdot \beta'_{11} = 0$

$T'_0 - G'_1 \cdot \beta'_{11} - A'_2 \cdot \beta'_{21} = 0$

$T'_0 - G'_1 \cdot (\beta'_{11} - \beta'_{21}) - A'_3 \cdot \beta'_{31} = 0$

Based on the above formulas, load fractions assigned to each worker role from each data bank, and the total load processing times are given in Table 4.6. To provide a better understanding of the results, we illustrate the process of load retrieval from each data bank to the three worker roles and their computation times in the timing diagram in
Figure 4.7: Timing diagram for numerical example 3

Figure 4.7. From the figure, we can see that the worker role computation is continuous even though the computation includes the remaining loads, and all the worker roles stop computing simultaneously. Further, using rescheduling, the total load processing time is decreased.
4.3.4 Numerical example 4

At $T_R = 50$, one worker role and one data bank are added to the resource pool. This triggers the web role to call off the former scheduled process, collect the current system status, and perform a rescheduling process based on our rescheduling scheme and current status. We achieve the minimum processing time by reassigning the remaining load to the currently available worker roles and by fetching the load fractions from the currently available data banks.

The status progresses as follows: $T_{RS} = 70$ is the rescheduling start time, where the rescheduling load starts to distribute loads to the worker roles from the data banks. The following parameters are based on the $T_{RS} = 70$ timing indicated by apostrophes. The total remaining load is $(J' = 40.6397)$. For rescheduling, the release times for the data banks are $R'_1 = 0, R'_2 = 0$. Considering the worker roles with remaining loads $(W_2, W_3, W_4)$, the worker roles’ release times are $R'_{W_3} = 80.9302, R'_{W_4} = 88.363$ and $R'_{W_5} = 92.56774$. No worker role fetched a full load during the scheduling round, and at this time, $\theta = 0$. Because we have two worker roles without loads in the current status, $k = 3$, and 1 worker role is added to the system; therefore, $\delta = 1$. According to our assumption, a worker role without a load is going to be placed in the front of the queue for processing; thus, we obtain a new sequence as $(W'_1 = W_5, W'_2 = W_1, W'_3 = W_2, W'_4 = W_3, W'_5 = W_4)$. The inverse processing speeds are $A'_1 = 8, A'_2 = 4, A'_3 = 5, A'_4 = 6, A'_5 = 7$. The two data banks are available; thus, $N' = 2$. In addition, the data bank inverse transmitting speeds are $G'_1 = 0.6, G'_2 = 0.8$.

All worker roles stop computing simultaneously, which imposes five inequalities and total processing time constraints. The release time of the data banks imposes one inequality constraint. The continuity constraint imposes four inequality constraints and one total remaining load constraint. The objective is to find the load fractions assigned to each worker role from the data banks such that the total remaining load processing time is minimized. Hence, the load rescheduling problem in a distributed computing system can be formulated as a linear programming problem, as given below. In addition, the results are presented in Table 4.7.
Minimize $T'_0$

Such that

Total processing time constraint:
- $T'_0 - R'_1 - (\beta'_{11} + \beta'_{12}) \cdot A'_1 \geq 0$
- $T'_0 - R'_1 - \beta'_{11} \cdot G'_1 - (\beta'_{21} + \beta'_{22}) \cdot A'_2 \geq 0$
- $T'_0 - R'_{w3} - (\beta'_{31} + \beta'_{32}) \cdot A'_3 \geq 0$
- $T'_0 - R'_{w4} - (\beta'_{41} + \beta'_{42}) \cdot A'_4 \geq 0$
- $T'_0 - R'_{w5} - (\beta'_{51} + \beta'_{52}) \cdot A'_5 \geq 0$

Release time constraint:
- $\beta'_{11} \cdot A'_1 \geq R'_2 - R'_1$

Total load constraint:
- $\beta'_{11} + \beta'_{12} + \beta'_{21} + \beta'_{22} + \beta'_{31} + \beta'_{32} + \beta'_{41} + \beta'_{42} + \beta'_{51} + \beta'_{52} = J'$

Continuity constraint:
- $\beta'_{11} \cdot A'_1 + \beta'_{12} \cdot G'_2 \leq \beta'_{11} \cdot G'_1 + \beta'_{21} \cdot A'_2$
- $\beta'_{21} \cdot A'_2 + \beta'_{22} \cdot G'_2 \leq (R'_{w3} - (R'_1 + \beta'_{11} \cdot G'_1)) + \beta'_{31} \cdot A'_3$
- $\beta'_{31} \cdot A'_3 + \beta'_{32} \cdot G'_2 \leq (R'_{w4} - R'_{w3}) + \beta'_{41} \cdot A'_4$
- $\beta'_{41} \cdot A'_4 + \beta'_{42} \cdot G'_2 \leq (R'_{w5} - R'_{w4}) + \beta'_{51} \cdot A'_5$

Based on the above formulas, load fractions assigned to each worker role from each data bank, and the total load processing times are presented in Table 4.7. To provide a better understanding of the results, we illustrate the process of load retrieval from each data bank to the five worker roles and their computation times in the timing diagram in Figure 4.8. From the figure, we can see that the worker role computation is continuous even though the computation contains the remaining loads, and all worker roles stop computing simultaneously. By rescheduling using newly added resources, the total load processing time is decreased.

### 4.3.5 Numerical example 5

At $T_R = 35$, one worker role fails and drops off from the resource pool. This triggers the web role to call off the former scheduled process, collect the current system status,
and conduct a rescheduling process based on our rescheduling scheme current status. We achieve task completion by reassigning the remaining load to the currently available worker roles and by fetching the load fractions from the currently available data banks.

The status progresses as follows: $T_{RS} = 35$ is the rescheduling start time, where the rescheduling load starts to distribute loads to the worker roles from the data banks. The following parameters are based on the $T_{RS} = 35$ timing indicated by apostrophes. The total remaining load is ($J' = 71.8453$). For rescheduling, the release times for the
Table 4.7: Load Fractions and Processing Times after Rescheduling for Numerical Example 4

<table>
<thead>
<tr>
<th>$D_1'$</th>
<th>$W_1'$</th>
<th>$W_2'$</th>
<th>$W_3'$</th>
<th>$W_4'$</th>
<th>$W_5'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_{11}'$</td>
<td>$0$</td>
<td>$1.3931$</td>
<td>$0.93444$</td>
<td>$0.42071$</td>
<td>$0.24548$</td>
</tr>
<tr>
<td>$\beta_{12}'$</td>
<td>$6.9654$</td>
<td>$12.538$</td>
<td>$8.0241$</td>
<td>$5.8059$</td>
<td>$4.313$</td>
</tr>
</tbody>
</table>

The remaining load processing time: $T_0' = 125.723$

data banks are $R_1' = 0, R_2' = 35$. Considering the worker roles with the remaining load ($W_3, W_4, W_1$), the worker roles' release times are $R_{W1}' = 2.754, R_{W2}' = 6.1284$ and $R_{W3}' = 35$. No worker role fetched a full load during the scheduling round; thus, at this time, $\theta = 0$. Because we have three worker roles with loads in the current status, $k = 1$; additionally, 1 worker role drops off from the system, resulting in $\delta = -1$. According to our assumption, a worker role without a load will be placed in the front of the queue for processing; therefore, we obtain a new sequence as $(W_1' = W_3, W_2' = W_4, W_3' = W_1)$. In addition, the inverse processing speeds are $A_1' = 6, A_2' = 7, A_3' = 4$. The two data banks are available; thus, $N' = 2$. The data bank inverse transmitting speeds are $G_1' = 0.4, G_2' = 0.6$.

All worker roles stop computing simultaneously, which imposes three inequalities and total processing time constraints. The release time of the data banks imposes one inequality constraint using Equation 4.6. The continuity constraint imposes two inequality constraints and one total remaining load constraint. The objective is to find the load fraction assignment to each worker role from the data banks to achieve task completion with a minimum total remaining load processing time. Hence, the load rescheduling problem in the distributed computing system can be formulated as a linear programming problem, as given below. The results are presented in Table 4.8.
Table 4.8: Load Fractions and Processing Times after Rescheduling for Numerical Example 5

<table>
<thead>
<tr>
<th>$D_1^iW_1^i$</th>
<th>$W_1^i$</th>
<th>$W_2^i$</th>
<th>$W_3^i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1^i$</td>
<td>$\beta_1^i = 8.75$</td>
<td>$\beta_2^i = 8.16$</td>
<td>$\beta_3^i = 7.8653$</td>
</tr>
<tr>
<td>$D_2^i$</td>
<td>$\beta_1^i = 27.857$</td>
<td>$\beta_2^i = 15.7856$</td>
<td>$\beta_3^i = 12.1775$</td>
</tr>
</tbody>
</table>

Release time constraint:

$\beta_1^i \cdot A_1^i \geq R_2^i - R_1^i - R_{w1}^i$

Total load constraint:

$\beta_1^i + \beta_1^i + \beta_2^i + \beta_3^i + \beta_3^i = J'$

Continuity constraint:

$\beta_1^i \cdot A_1^i + \beta_1^i \cdot G_2^i \leq (R_2^i - R_{w1}^i) + \beta_2^i \cdot A_2^i$

$\beta_2^i \cdot A_2^i + \beta_2^i \cdot G_2^i \leq (R_2^i - R_{w1}^i) + \beta_3^i \cdot A_3^i$

Based on the above formulas, the load fractions assigned to each worker role from each data bank and the total load processing times are presented in Table 4.8. To provide a better understanding of the results, we illustrate the process of load retrieval from each data bank to three worker roles and their computation times in the timing diagram in Figure 4.9. From the figure, we can see that the worker role computation is continuous even though the computation contains the remaining load, and all worker roles stop computing simultaneously. By rescheduling with failure resources, the task is completed with the remaining resources with increased total processing time.

4.4 Summary

In this chapter, a DLT-based rescheduling strategy has been proposed for solving dynamic resource allocation and system fault tolerance for computing node failure. This is performed to fulfill the objective of maximizing the utilization of distributed computing cloud resources and minimizing the task processing time. For optimizing the rescheduling
scheme, the overall load has to be minimized. We introduced new notations for incorporating the current rescheduling VDCS status and worker role release time into the framework. Then, we introduced the altered formulae for rescheduling and re-ordering the sequence of executing the worker roles based on this release time. The numerical examples show that the rescheduling scheme can help to guarantee a minimum processing time in a dynamic VDCS environment and assists distributed computing service providers in obtaining the maximum utilization of resources.
Chapter 5
Divisible load scheduling for multiple rounds and multiple data banks

5.1 Introduction

In the previous chapter, we proposed a rescheduling scheme that addresses VDCS dynamic and fault-tolerant features. In this chapter, we are going to propose a heuristic Hybrid Genetic Algorithm (HGA) for solving divisible load scheduling with multiple rounds for an optimization problem for the single-data-bank case. Similar to a virtual distributed computing system, the main objective is to partition and schedule the processing load among the worker roles such that the total processing time is minimized. Therefore, an efficient partitioning and scheduling algorithm is necessary for the system. Being a heterogeneous system, the worker roles and the communication links have different speeds in a VDCS, which represents a challenge. The VDCS with the affine communication model includes $m$ worker roles and $n$ rounds of load distribution. Using HGA, we find the optimal number of worker roles ($m^*, m^* \leq m$), the optimal number of rounds ($n^*, n^* \leq n$) and the optimal distribution order of worker roles. Then, we provide simulation results to demonstrate the performance of our algorithm and also illustrate the convergence rate by comparing the HGA, RCGA and PSO algorithms. This work is published in [136]. Finally, we altered and applied HGA with VDCS with an example using multiple data banks.
5.2 Problem formulation

A VDCS with the affine communication model has \((m + 1)\) worker roles and \(m\) links, as shown in Figure 2.5. The processing load originates at the worker role with data \((w_0)\). The worker role with data distributes the load assigned to each worker role in \(n\) rounds (installments). The order in which the processing load is distributed (the sequence of the load distribution) in all rounds is the same and is \(\{w_1, w_2, \cdots, w_m\}\). The worker roles in the VDCS are equipped with communication co-processors (front-ends) so that communication and computation can be performed concurrently. The objective here is to find the size of the load fractions assigned to each worker role in each installment such that the processing time of the entire processing load is minimized. The computation and communication models used in this paper are as follows:

Computation time is linear: If \(\beta_i\) is the load fraction assigned to worker role \(w_i\), then the time to compute this load fraction by worker role \(w_i\) is \(\beta_i A_i\), where \(A_i\) is the inverse processing speed (reciprocal of the speed) of the worker role \(w_i\).

The communication time includes latencies: If \(\beta_i\) is the load fraction assigned to worker role \(w_i\), then the time to communicate this load fraction to worker role \(w_i\) by the worker role with data \(w_0\) is \(g_i + \beta_i G_i\). Here, \(g_i\) is the communication latency, and \(G_i\) is the inverse transmitting speed (reciprocal of bandwidth) of the link \(l_i\) to worker role \(w_i\). For communication, a one-port model is used. The worker role with data \((w_0)\) can communicate with only one worker role at a given time.

The load distribution is defined as an \((mn + 1)\)-tuple \(\{\beta_0, \beta_{1,1}, \beta_{2,1}, \cdots, \beta_{m,1}, \beta_{1,2}, \beta_{2,2}, \cdots, \beta_{m,2}, \cdots, \beta_{1,n}, \beta_{2,n}, \cdots, \beta_{m,n}\}\), such that \(0 \leq \beta_{i,j} \leq 1\) and \(\beta_0 + \sum_{i=1}^{m} \sum_{j=1}^{n} \beta_{i,j} = J\). Here, \(\beta_0\) is the load fraction assigned to the worker role with data \((w_0)\), and \(\beta_{i,j}\) is the load fraction assigned to the \(i\)-th worker role \((w_i)\) in round \(j\). \(J\) is the total processing load.

The finish time \((T_i)\) for worker role \(w_i\) is the time difference between the time instant at which the worker role \(w_i\) stops computing and the time instant at which the worker role with data \(w_0\) initiates the load distribution process.

The processing time \((T)\) is the time at which the entire load \((J)\) is processed and is given by the maximum of the finish times of all worker roles, i.e., \(T = \max\{T_i\}, \quad i = 0, 1, \cdots, m\), where \(T_i\) is the finish time of worker role \(w_i\).
We now present some motivating numerical examples to demonstrate the combinatorial nature of this multi-round load distribution strategy with the affine communication model.

**Motivation example 1:** Consider a system with two worker roles $w_1$ and $w_2$ attached to the worker role with data $w_0$. The inverse processing speed parameters of the worker roles are $A_0 = A_1 = A_2 = 1.0$; the inverse transmitting speed parameters are $G_1 = 0.6$, $G_2 = 2.0$; and the communication latencies are $g_1 = 2$ and $g_2 = 1$. The processing load is sent to the worker roles $w_1$ and $w_2$ in two rounds (installments). The total processing load is $J (J = 100)$. The distribution order is \{\(w_1, w_2\)\} in both rounds. In this situation, we need to consider the following cases:

- **Case 1:** Use both the worker roles $w_1$ and $w_2$ in two rounds.

- **Case 2:** Use the worker role $w_1$ only in the first round and $w_2$ in both (two) rounds.

- **Case 3:** Use the worker role $w_1$ only in the second round and $w_2$ in both (two) rounds.

- **Case 4:** Use the worker role $w_1$ in both (two) rounds and $w_2$ only in the first round.

- **Case 5:** Use the worker role $w_1$ in both (two) rounds and $w_2$ only in the second round.

The processing time and the load fractions assigned to the worker roles in each round are given in Table 5.1. Note here that $\beta_{i,j}$ is the load fraction assigned to the worker role $i (w_i)$ in the $j$-th round. Now, we explain how we arrived at the load fractions. In the divisible load scheduling literature, a timing diagram is the usual way of representing the load distribution process. It is shown in the divisible load scheduling literature [18] that,
to achieve the minimum processing time, all the worker roles participating in the computation process should stop computing at the same time instant. The timing diagram for the two-worker-role system with start-up overhead in two rounds (two installments) is shown in Figure 5.1. From this timing diagram, the recursive load distribution equations for the two rounds are

\[
\begin{align*}
\beta_{1,2}A_1 &= g_2 + \beta_{2,2}(G_2 + A_2) \\
\beta_{2,1}A_2 &= g_1 + \beta_{1,2}G_1 + g_2 + \beta_{2,2}G_2 \\
\beta_{1,1}A_1 &= g_1 + \beta_{1,2}G_1 + g_2 + \beta_{2,1}G_2 \\
\beta_0A_0 &= g_1 + \beta_{1,1}G_1 + g_2 + \beta_{2,1}G_2 + g_1 + \beta_{1,2}G_1 + g_2 + \beta_{2,2}G_2 + \beta_{2,2}A_2
\end{align*}
\]
Table 5.1: Motivating Example 1: Distribution Order \( \{ w_1, w_2 \} \)

<table>
<thead>
<tr>
<th>Case</th>
<th>( \beta_0 )</th>
<th>( \beta_{1,1} )</th>
<th>( \beta_{2,1} )</th>
<th>( \beta_{1,2} )</th>
<th>( \beta_{2,2} )</th>
<th>( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>53.2066</td>
<td>27.9569</td>
<td>10.5358</td>
<td>6.4756</td>
<td>1.8252</td>
<td>53.2066</td>
</tr>
<tr>
<td>2</td>
<td>54.1509</td>
<td>32.5943</td>
<td>9.1698</td>
<td>0</td>
<td>4.0849</td>
<td>54.1509</td>
</tr>
<tr>
<td>3</td>
<td>63.2178</td>
<td>0</td>
<td>19.0990</td>
<td>13.7624</td>
<td>3.9208</td>
<td>63.2178</td>
</tr>
<tr>
<td>4</td>
<td>54.0623</td>
<td>28.9318</td>
<td>11.2344</td>
<td>5.7715</td>
<td>0</td>
<td>54.0623</td>
</tr>
<tr>
<td>5</td>
<td>52.0856</td>
<td>16.3527</td>
<td>0</td>
<td>23.9212</td>
<td>7.6404</td>
<td>52.0856</td>
</tr>
</tbody>
</table>

Table 5.2: Motivating Example 1: Distribution Order \( \{ w_2, w_1 \} \)

<table>
<thead>
<tr>
<th>Case</th>
<th>( \beta_0 )</th>
<th>( \beta_{1,1} )</th>
<th>( \beta_{2,1} )</th>
<th>( \beta_{1,2} )</th>
<th>( \beta_{2,2} )</th>
<th>( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>62.6471</td>
<td>19.1123</td>
<td>12.4866</td>
<td>4.3102</td>
<td>1.4438</td>
<td>62.6471</td>
</tr>
<tr>
<td>2</td>
<td>64.0636</td>
<td>21.0212</td>
<td>6.8432</td>
<td>0</td>
<td>8.0720</td>
<td>64.0636</td>
</tr>
<tr>
<td>3</td>
<td>54.0623</td>
<td>0</td>
<td>28.9318</td>
<td>11.2344</td>
<td>5.7715</td>
<td>54.0623</td>
</tr>
<tr>
<td>4</td>
<td>63.1188</td>
<td>19.3267</td>
<td>13.4158</td>
<td>4.1386</td>
<td>0</td>
<td>63.1188</td>
</tr>
<tr>
<td>5</td>
<td>67.4118</td>
<td>19.1176</td>
<td>0</td>
<td>9.0588</td>
<td>4.4118</td>
<td>67.4118</td>
</tr>
</tbody>
</table>

The normalization equation is

\[
\beta_0 + \beta_{1,1} + \beta_{1,2} + \beta_{2,1} + \beta_{2,2} = 100
\]  \( (5.5) \)

By making the appropriate values of \( \beta_{i,j} \) zero and removing the unnecessary equation for the cases, from the above equations, the load fractions for all the cases (1-5) are obtained. For example, in Case 3, the load fractions are obtained by setting \( \beta_{1,1} = 0 \) (also \( g_1 \) for that round) and by removing the \( \beta_{1,1} \) equation.

For this problem, there are two possible distribution orders for worker roles with data: \( \{ w_1, w_2 \} \) and \( \{ w_2, w_1 \} \). The results for the distribution order \( \{ w_2, w_1 \} \) are given in Table 5.2. From Tables 5.1 and 5.2, we see that the optimal distribution order is \( \{ w_1, w_2 \} \) for the above problem.

**Motivation Example 2:** Let us consider the same problem in Example 1 with
In a recent study [14], it was shown that, in the case of an affine communication model for single-round load distribution, the complexity represents an open problem. The difficulty concerns, for multi-round load distribution, the affine or linear communication model. Here, we need to find the participating worker roles (resource selection [14]) in each round and then find the load fractions assigned to the worker roles in each round.

For a general $m$-worker-role system with $n$ rounds (installments) of load distribution, the following two important questions arise:

1. In each round, should one use all the worker roles or only some of the worker roles, and what is the load fraction assigned to each worker role in each round?

2. What is the optimal number of worker roles, the optimal number of rounds, and the optimal distribution order for the root worker role in a general $m$-worker-role, $n$-round system?

These questions were raised in a recent study [14] for the first time and is found to be an open problem. Hence, in [14], a uniform multi-round scheduling algorithm is used.

In this chapter, these questions are addressed and solved using a hybrid genetic algorithm. We consider a general $m$-worker-role system with $n$ rounds of load distribution.
The communication model is affine. The hybrid genetic algorithm gives the load fractions assigned to every worker role in every round. The load fractions assigned to some worker roles in some rounds of load distribution may be zero. For example, if the value of the load fraction $\beta_{4,5}$ is zero, then the worker role $w_4$ is not participating in round 5 of the load distribution. From the load fractions for every worker role in every round, we obtain the optimal number of rounds, the optimal number of worker roles, and the optimal distribution order for the root worker role for a general $m$-worker-role system with $n$ rounds of load distribution.

![Figure 5.2: Timing diagram for general $m$-worker-role, $n$-installment system](image)

The timing diagram for a general $m$-worker-role system with $n$-round (installments) load distribution is shown in Figure 5.2. We see that the worker roles and the rounds are numbered in natural order (and not in reverse order, as in [20, 14]). Additionally, note that, for a general $m$-worker-role, $n$-round load distribution, it may not be possible to satisfy Rule 2, as mentioned above. A worker role may have *idle* time after completing...
one round and waiting for the load assigned to it in the next round. Therefore, we modify the finish time of worker role $w_i, \ i = 1, ..., m$ as

$$T_0 = \beta_0 A_0$$

(5.6)

$$T_i = \{\sum_{k=1}^i\{g_k + \beta_{k,1}G_k\}\} + \text{Max}\{\beta_{i,1}A_i, K_{i,1}\} + \cdots + \text{Max}\{\beta_{i,n}A_i, K_{i,n}\}$$

(5.7)

In the above equation, the first term ($\sum_{k=1}^i\{g_k + \beta_{k,1}G_k\}$) gives the time at which the worker role $w_i$ starts computing the first round load fraction. Each Max function ensures that the processing of a load fraction in any round is started only after that load fraction is received by that worker role and addresses if the worker role is idle after the processing of the load assigned in the previous round. For example, $\beta_{i,1}A_i$ is the time at which the worker role $w_i$ completes the processing of the load assigned to it in the first round. $K_{i,1}$ is the time at which the processing load assigned to worker role $w_i$ in the second round is received by worker role $w_i$. Additionally, note in the above equation that if any load fraction ($\beta_{i,j}$) is zero, then the corresponding $g_i$ is made zero for computing the value of $T_i$. The value of $K_{p,q}$ is

$$K_{p,q} = \sum_{j=p+1}^p \{g_j + \beta_{j,q}G_j\} + \sum_{j=1}^q \{g_j + \beta_{j,q+1}G_j\}$$

(5.8)

We now pose this multi-round load distribution problem as an optimization problem.

**Given** the speed parameters of the network ($G_i, A_i$), start-up delays ($g_i$), number of rounds of load distribution ($n$), and the distribution order for the root worker role.

**Find** the optimal load fractions assigned to each worker role in each round such that the processing time ($T$) of the entire processing load is minimized. The processing time ($T$) is given by

$$T = \max\{T_i, \ i = 0, 1, \cdots, m\}$$

(5.9)

where $T_i$ is the finish time of worker role $w_i$. One should note that the solution should satisfy the equality constraint

$$J = \sum_{i=1}^m \sum_{q=1}^n \beta_{i,q}$$

(5.10)
where $J$ is total size of the processing load.

In this chapter, we propose an improved hybrid genetic algorithm to obtain the optimal load fractions assigned to each worker role in each round for the above problem. The hybrid genetic algorithm employs real code crossover and mutation operators. The operators are designed such that the solution produced by them always satisfy the total load constraint given by Equation 5.10.

5.3 Hybrid genetic algorithm for multi-installment problem

Genetic Algorithms (GAs) were developed by Holland [71] in an attempt to explain the adaptive process of natural systems and to design artificial systems based upon these natural systems. In earlier studies of genetic algorithms [71, 60], the solutions were coded using binary representations. It was shown in [70] that, for numerical optimization problems, the floating point representation of solutions performs better than a binary representation because they are more precise and more consistent and lead to faster convergence. Genetic algorithms using a floating point representation for solutions are called hybrid genetic algorithms. This type of representation for solutions is also known as the floating-point representation, the real number representation or the continuous representation. A hybrid genetic algorithm with different types of genetic operators at different stages of the evolution process can provide a more effective and better solution to many practical optimization problems. In recent years, many researchers have used hybrid genetic algorithms to solve optimization problems [116, 70].

In [69], Integer-coded Genetic Algorithm (ICGA) and Particle Swarm Optimization (PSO) were combined with a neural-network-based Extreme Learning Machine (ELM). The algorithm performed well and provided accurate gene selection and sparse data classification for microarray data for multiclass cancer classification. The author compared their algorithm with algorithms in the literature. In [120, 35], the ACGA algorithm was applied to solve several scheduling problems. The main characteristic of ACGA is that it alternates the EDAs and genetic operators in each generation. Many extensions of ELM have been developed to improve the performance in sparse high-dimensional applications
such as cancer recognition, prediction, finance and control [135]. In [30], the researchers proposed an Adaptive Genetic Algorithm (AGA) with a dynamic fitness function for Multi-Objective Problems (MOPs) in a dynamic environment. The results demonstrated that the performance of the fuzzy-augmented GA is better than that of a standard GA in terms of improved convergence to solutions of dynamic MOPs. In [155], GA-BT is a genetic-algorithm-based peer selection optimization strategy for efficient content distribution in Bit-Torrent networks. GA-BT employs divisible load theory to dynamically call an optimal fitness value to accelerate the convergence process for producing optimal or near-optimal schedules in peer selection. Integrating dominance properties with a genetic algorithm (GADP) attempted to solve parallel machine scheduling problems while considering sets up to the fourth dimension.

Additional details on how genetic algorithms work for a given problem can be found in the literature [49, 71, 60]. In [57], a genetic algorithm was designed as the optimal method for a new scheduler. The results demonstrated that this scheduler achieves a better performance than FIFO and delay scheduling policies. In [149], Jianfeng et al. proposed a virtual resource scheduling model called the multi-objective optimization model and solved it using an advanced Non-dominated Sorting Genetic Algorithm II (NSGA II). The major focus of this model is load balancing. The virtual resources and physical resources are abstracted using many nodes with attributes based on analyzing the flow of virtual resource scheduling. NSGA II was employed to address this model, and a new tree sorting algorithm was adopted to improve the efficiency of NSGA II. It has been shown that NSGA II is at least 1.06 times and at most 40.25 times more computationally efficient than the Random algorithm, Static algorithm and Rank algorithm. In [44], the researchers proposed a genetic-algorithm-based load balancing strategy for cloud computing. Simulation results for a typical sample application demonstrated that the proposed algorithm outperformed existing approaches such as First Come, First Serve (FCFS), round robin and the local search algorithm Stochastic Hill Climbing (SHC). In [131], a new shadow price guided operator in a GA was used to achieve good measurable evolutions for solving the traveling salesman problem in terms of both performance and speed. A genetic algorithm that injects artificial chromosomes was developed to solve single-machine scheduling problems. The results showed that the algorithm can improve
the solution quality significantly in [36]. In [171], Hai et al. proposed an optimized resource scheduling algorithm that focuses on increasing the utilization rate of resources and speed. This algorithm contributes mainly to open-source IaaS cloud systems by discovering a flexible way to allocate virtual machines to permit the maximum usage of physical resources. The IGA uses the shortest genes and introduces the idea of Dividend policy in Economics to select an optimal or suboptimal allocation for the VM requests. Based on that study, it could be inferred that IGA is twice as fast as TGA.

Particle Swarm Optimization (PSO) is a computational method that optimizes a problem by iteratively attempting to improve a candidate solution with regard to a given measure of quality. PSO optimizes a problem by having a population of candidate solutions, here dubbed particles, and moving these particles around in a search space according to simple mathematical formulas for the particle position and velocity. Each particle movement is influenced by its local best-known position; however, the particle is also guided toward the best-known positions found by other particles. This is expected to move the cloud toward the best resolutions. In [129], PSO was applied to optimize the parameters of the ELM algorithm to obtain higher classification accuracy. In [134], a PSO-based resource allocation mechanism for a cloud resource broker that effectively distributes cloud resources and completes jobs for scientific applications within a user-specified deadline was presented.

In genetic algorithms, a solution to the optimization problem is represented as a string (a coded solution or solution). For our problem, the string (solution) gives the load fractions assigned to each worker role in each round of load distribution. Each string (solution) is evaluated according to a fitness function (related to the objective function), which is problem specific. A survival-of-the-fittest strategy is adopted to identify the best strings (solutions), and subsequent genetic operators are used to create new solutions for the next generation. This process of producing successive generations continues until the termination (convergence) criterion is satisfied.

5.3.1 Multi-installment hybrid genetic algorithm

The construction of a hybrid genetic algorithm for our problem involves the following issues: string representation, population initialization, selection function, design of genetic
operators, fitness function and termination criterion. Now, we will describe these issues involved in applying a genetic algorithm to our multi-round divisible load scheduling problem.

**String Representation:** The string representation is the process of encoding a solution to the problem. Each string in the population represents a possible solution to the scheduling problem. The string representation scheme depends on the structure of the problem in the GA framework and on the genetic operators used in the algorithms. For our problem, the string consists of an array of real numbers. The value of each element in the array represents the load fraction assigned to each worker role in each round. The length of the string is \( mn + 1 \), representing load fractions \( \beta_0 \) and \( \beta_{i,j} \), \( i = 1, 2, \ldots, m \) and \( j = 1, 2, \ldots, n \). A valid string is one in which the sum of the load fractions (sum of the elements in the array) is equal to the total processing load \( J \).

For example, in the case of a two worker roles \( (m = 2) \) and two rounds \( (n = 2) \) in the system, a string will represent the load fractions \{\( \beta_0, \beta_{1,1}, \beta_{2,1}, \beta_{1,2}, \beta_{2,2} \)\}, where \( \beta_0 \) is the load fraction assigned to the worker role with data \( (w_0) \) and \( \beta_{i,j} \) is the load fraction assigned to worker role \( w_i \) in the \( j \)-th round. For example, a string \{20, 20, 20, 20, 20\} is a valid string because the sum of the assigned load fractions is equal to the total processing load \( J \) (100).

**Population Initialization:** One of the advantages of a genetic algorithm is that the genetic algorithm searches from a population of solution points instead of a single solution point. The most frequently used technique for population initialization is random generation or based on the knowledge of the given problem. However, the initial population size and the method of population initialization will affect the rate of convergence to the solution. For our problem, we proposed three different initial schemes such that the solution covers the search space efficiently. The population of solutions is generated in the following manner.

- **Equal allocation:** The value of the load fractions in the solution is \( \frac{J}{mn+1} \).
- **Random allocation:** Generate \( mn + 1 \) random numbers. These random numbers are normalized such that the sum is equal to \( J \). This is the value of \( \beta_0 \) and \( \beta_{i,j} \) in the solution.
Zero allocation: Select a solution using equal or random allocation. Any one element in the selected solution is assigned a value of zero, and its value is equally allocated to other elements.

**Selection Function:** We used the normalized geometric ranking method given in [72] for the selection process. In this method, the solutions (population) are arranged in descending order of their fitness value. Let $q$ be the selection probability of selecting the best solution, and let $r_j$ be the rank of the $j$-th solution in the partially ordered set. The probability of solution $j$ being selected using the normalized geometric ranking method is

$$s_j = q' (1 - q)^{r_j - 1}$$

where $q' = \frac{q}{1 - (1 - q)^N}$ and $N$ is the population size. $q$ is the probability of selecting the best individual; $r_j$ is the rank of the individual, where 1 is the best; and $s_j$ is the probability of selecting the $j^{th}$ individual [72].

**Genetic Operators:** Genetic operators are used to create new solutions based on the current solutions. New solutions are obtained by combining or rearranging parts of the old solutions, and a newly obtained solution may be a better solution to the optimization problem. These genetic operators are analogous to those that occur in nature: reproduction, crossover (or recombination), and mutation. One should note that the solution generated by these operators should satisfy the total load constraint given by Equation 5.10. Hence, we improved the operators to produce a valid solution at any given time.

**Crossover Operator:** is a primary operator in GA. The role of the crossover operator is to recombine information from the two selected solutions to produce two new solutions. The crossover operator improves the diversity of the solution. Now, we describe four different crossover operators used in our divisible load scheduling problem. Let $C_1$ and $C_2$ be the two solutions selected for the crossover operations.

$$C_1 = \{c_{11}, c_{12}, \ldots, c_{i1}, c_{i+11}, \ldots, c_{j1}, c_{j+11}, \ldots, c_{mn+1}\}$$

$$C_2 = \{c_{12}, c_{22}, \ldots, c_{i2}, c_{i+12}, \ldots, c_{j2}, c_{j+12}, \ldots, c_{mn+2}\}$$
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Modified Two-Point Crossover (MTPX): This operator first randomly selects two crossover points \( i \) and \( j \), where \( i < j \). Let \( K_1 = c_i^1 + c_{i+1}^1 + \cdots + c_j^1 \) and \( K_2 = c_i^2 + c_{i+1}^2 + \cdots + c_j^2 \). Here, \( K_1 \) and \( K_2 \) are the total loads between the crossover sites. In addition, let \( x_1 = K_1/K_2 \) and \( x_2 = K_2/K_1 \). Two new solutions \( H_1 \) and \( H_2 \) are obtained as

\[
H_1 = \{c_1^1, c_2^1, \ldots, x_1 c_i^2, x_i c_{i+1}^2, \ldots, x_1 c_j^2, c_{j+1}^1, \ldots, c_{mn+1}^1\} \tag{5.14}
\]
\[
H_2 = \{c_1^2, c_2^2, \ldots, x_2 c_i^1, x_i c_{i+1}^1, \ldots, x_2 c_j^1, c_{j+1}^2, \ldots, c_{mn+1}^2\} \tag{5.15}
\]

For example, consider two \((m = 2)\) worker roles in a system with two \((n = 2)\) rounds. Let the solutions \( C_1 \) and \( C_2 \) be selected following the crossover operation. The crossover points selected are \( i = 2 \) and \( j = 4 \). The load fractions between two crossover sites are represented in bold.

\[
C_1 = \begin{bmatrix} 40 & 20 & 10 & 15 \\ 15 \end{bmatrix}
\]
\[
C_2 = \begin{bmatrix} 30 & 15 & 25 & 10 & 20 \end{bmatrix}
\]

Here, \( K_1 = 20 + 10 + 15 = 45 \) and \( K_2 = 15 + 25 + 10 = 50 \). The two new obtained solutions \( H_1 \) and \( H_2 \) are

\[
H_1 = \begin{bmatrix} 40 & 15 & 45 \\ 25 & 50 \\ 10 & 45 \\ 15 \end{bmatrix} = \begin{bmatrix} 40 & 13.5 & 22.5 & 9 & 15 \end{bmatrix}
\]
\[
H_2 = \begin{bmatrix} 30 & 20 & 50 \\ 45 \\ 10 \end{bmatrix} = \begin{bmatrix} 30 & 22.2222 & 11.1111 & 16.6667 & 20 \end{bmatrix}
\]

The MTPX ensures that the sum of the load fractions assigned to the worker roles in the network is equal to the total processing load. The operator generates two new solutions only when \( K_1 \) and \( K_2 \) are greater than zero.

Modified Simple Crossover (MSCX): Here, only one crossover site \( i \) is selected at random, and the second crossover site is \( mn + 1 \). Let \( K_1 = c_i^1 + c_{i+1}^1 + \cdots + c_{mn+1}^1 \), \( K_2 = c_i^2 + c_{i+1}^2 + \cdots + c_{mn+1}^2 \), \( x_1 = K_1/K_2 \) and \( x_2 = K_2/K_1 \). Two new solutions \( H_1 \) and \( H_2 \) are

\[
H_1 = \{c_1^1, c_{i+1}^1, \ldots, c_{mn+1}^1\} \tag{5.16}
\]
\[
H_2 = \{c_1^2, c_{i+1}^2, \ldots, c_{mn+1}^2\} \tag{5.17}
\]
Modified Uniform Crossover (MUCX): In this operator, the crossover sites are selected at random. Suppose that \( i \) and \( j \) are the two points selected at random for the crossover operation; then, the sums of the load fractions selected for the crossover operation are \( K_1 = c_1^1 + c_1^j \) and \( K_2 = c_1^2 + c_1^j \). Let the factors \( x_1 = K_1 / K_2 \) and \( x_2 = K_2 / K_1 \). Two new solutions \( H_1 \) and \( H_2 \) are

\[
H_1 = \{c_1^1, c_2, \ldots, x_1 c_1^2, c_1^1, \ldots, x_1 c_1^j, c_1^j, \ldots, c_{mn+1}^1\} \quad (5.18)
\]

\[
H_2 = \{c_1^2, c_2, \ldots, x_2 c_1^1, c_1^2, \ldots, x_2 c_1^j, c_1^j, \ldots, c_{mn+1}^2\} \quad (5.19)
\]

Modified Averaging Crossover (MACX): Averaging crossover is a commonly used operator in real-coded genetic algorithms that generates new solutions by averaging the two parents. The modified two new solutions \( H_1 \) and \( H_2 \) are

\[
H_1 = C_1 + \beta (C_1 - C_2)
\]

\[
H_2 = C_2 + \beta (C_2 - C_1)
\]

where \( \beta \) is a scalar value in the range of \( 0 \leq \beta \leq 1 \).

Hybrid Crossover (HCX): We have presented four types of crossover operators. The performance of these operators in terms of convergence to an optimal solution depends on the given problem. One type of crossover operator that performs well for one problem may not perform well for another problem. Hence, many research works have studied the effect of combining crossover operators in a genetic algorithm [68, 168] for a given problem. Hybrid crossovers are a simple way of combining different crossover operators. The hybrid crossover operator uses different types of crossover operators to produce diverse offspring from the same parents. The hybrid crossover operator presented in this study generates eight offsprings for each pair of parents via the MSCX, MTPX, MUCX and MACX crossover operators. The most promising offsprings of the eight substitute their parents in the population.

Mutation Operator: The mutation operator alters one solution to produce a new solution. The mutation operator is needed to ensure diversity in the population and to overcome the premature convergence and local minima problems. Note that the mutation operators are modified such that they satisfy the equality constraints given in Equation 5.10. We describe different mutation operators used in this study.
Swapping Mutation (SM): Let $C_1$ be the solution selected for the mutation operation. This operator first randomly selects two mutation points $i$ and $j$. The new solution ($H_1$) is generated by swapping the values at these mutation points.

$$C_1 = \{c_1^1, c_2^1, \cdots, c_i^1, c_{i+1}^1, \cdots, c_j^1, c_{j+1}^1, \cdots, c_{mn+1}^1\} \quad (5.20)$$

$$H_1 = \{c_1^1, c_2^1, \cdots, c_j^1, c_{i+1}^1, \cdots, c_i^1, c_{j+1}^1, \cdots, c_{mn+1}^1\} \quad (5.21)$$

Consider the two-worker-role ($m = 2$), two-round ($n = 2$) system. Let $C_1$ be the solution selected for the mutation operation, and the mutation sites ($i$ and $j$) are shown in bold.

$$C_1 = \begin{bmatrix} 40 & 20 & 10 & 15 \\ \end{bmatrix}$$

The new solution ($H_1$) is generated by swapping the values at these mutation points.

$$H_1 = \begin{bmatrix} 40 & 15 & 10 & 20 & 15 \\ \end{bmatrix}$$

Random Zero Mutation (RZM): Let $C_1$ be the solution selected for the mutation operation. This operator first randomly selects one mutation point $i$. The new solution ($H_1$) is generated by making the value at this mutation point zero and distributes this value to other elements in the solution equally.

$$C_1 = \{c_i^1, c_2^1, \cdots, c_j^1, c_{i+1}^1, \cdots, c_{mn+1}^1\} \quad (5.22)$$

$$H_1 = \{x + c_i^1, \cdots, x, x + c_{i+1}^1, \cdots, x + c_{j}^1, \cdots, x + c_{mn+1}^1\} \quad (5.23)$$

where $x = \frac{c_i^1}{mn+1}$. The random zero mutation operator is useful because one element in the string is made zero. For example, if the element in the string corresponding to $\beta_{3,4}$ is made zero, then the worker role $w_3$ is not participating in round 4 of load distribution. This operator also increases the rate of convergence of the algorithm.

Fitness Function: The calculation of the fitness function is easy. The string gives the load fractions $\beta_0$ and $\beta_{i,j}$ $i = 1, \cdots, m$, where $j = 1, \cdots, n$. Once the load fractions are known, the finish time of all worker roles ($T_i$) can be easily obtained. The processing time of the entire processing load $T$ is $\max(T_i, \forall i = 0, 1, \cdots, m)$. Because the genetic algorithm maximizes the fitness function, the fitness is defined as the negative of the processing time ($T$).
\[ F = -T \quad (5.24) \]

Termination Criteria: In the genetic algorithm, the evolutionary process continues until a termination criterion is satisfied. The maximum number of generations is the most widely used termination criterion and is used in our simulation studies.

In general, a hybrid genetic algorithm applied to our problem follows the steps shown in Figure 5.3:

5.4 Simulation results

The hybrid genetic algorithm discussed in the previous section was implemented in MATLAB on a 3.0GHz Pentium IV machine with 512MB of RAM. The hybrid genetic algorithm parameters used in our simulations are obtained by trial and error and are fixed for all the simulations. We have conducted many numerical simulations for various values of \( m, n, G_i, A_i, \) and \( g_i \). We present numerical examples to demonstrate how this methodology works.

Numerical Example 1. Consider a six-worker-role \((m = 6)\) system. The inverse processing speed parameters are \( A_0 = 15, A_1 = 1.5, A_2 = 1.4, A_3 = 1.3, A_4 = 1.2, A_5 = 1.1 \) and \( A_6 = 1.0 \), and the inverse transmitting speed parameters are \( G_1 = 0.3, G_2 = 0.4, G_3 = 0.2, G_4 = 0.1, G_5 = 0.35 \) and \( G_6 = 0.1 \). The communication latencies are \( g_1 = 1, g_2 = 2, g_3 = 5, g_4 = 1.5, g_5 = 1.1 \) and \( g_6 = 3.5 \). The distribution order for the worker role with data \((w_0)\) is \( \{w_1, w_2, ..., w_6\} \), and the total processing load \((J)\) is 100.

This example was solved using a hybrid genetic algorithm for 6 rounds with all 6 worker roles. The load fractions assigned to each worker role in each round obtained from the hybrid genetic algorithm are given in Table 5.4. From Table 5.4, we see that the load fractions assigned to worker role \( w_3 \) are zero in all rounds. This implies that worker role \( w_3 \) is not participating in any of the rounds, and thus, the optimal number of worker roles is 5. Similarly, we see that the load fractions assigned to all the worker roles in round 6 are zero. This implies that this round is not used. Hence, the optimal number of rounds is 5.
Now, we will explain how a genetic algorithm gives the optimal number of rounds and the optimal number of worker roles. The genetic algorithm is initialized with a population of solutions (the load fractions to the worker roles in each round) to the problem. Every solution in the population is used to find the processing time ($T$). Based
on the processing time, a fitness is assigned to every solution. Based on the fitness, new solutions are obtained using genetic operators. Hence, the genetic algorithm searches all possible solutions to the problem. The solutions other than the solution with the optimal number of rounds and the optimal number of worker roles are discarded because their processing time is greater than the processing time for the optimal number of rounds and worker roles. Therefore, the genetic algorithm converges to the optimal number of rounds and the optimal number of worker roles. This is possible because the only information needed by the genetic algorithm is the objective function value (processing time $T$). The objective function is easy to calculate once the load fractions are known. It is also easy in a genetic algorithm to make any particular load fraction ($\beta_{i,j}$) zero (by using the random zero mutation) and obtain the processing time. Any idle time for the worker roles in the computation are included in the finish time expression. In addition, we can see that rules 2 and 3 of the load distribution are automatically satisfied. This can be verified from the obtained load fractions in that there is no idle time for worker roles and all worker roles stop computing simultaneously.

### Table 5.4: Processing Time for Numerical Example 1

<table>
<thead>
<tr>
<th>Total Install.</th>
<th>Install. No. $(i)$</th>
<th>$\beta_0$</th>
<th>$\beta_{1,i}$</th>
<th>$\beta_{2,i}$</th>
<th>$\beta_{3,i}$</th>
<th>$\beta_{4,i}$</th>
<th>$\beta_{5,i}$</th>
<th>$\beta_{6,i}$</th>
<th>$T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1</td>
<td>2.48196</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19.13122</td>
<td>0</td>
<td>0</td>
<td>27.56029</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10.19143</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11.72740</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>7.58627</td>
<td>0</td>
<td>0</td>
<td>9.04905</td>
<td>0</td>
<td>0</td>
<td>4.90739</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5.47714</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>37.22944</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>1.88785</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

How does one obtain the optimal distribution order from the load fractions given in Table 5.4 for the distribution order $\{w_1, w_2, ..., w_6\}$?

Let the optimal distribution order be $\{\ast, \ast, \ast, \ast, \ast\}$. Here, $\ast$ denotes that the worker role $w_i$ for this position is currently not known. From Table 5.4, the worker roles participating in round 1 are $w_4$ and $w_6$. Therefore, in the optimal distribution order, the load is first distributed to worker role $w_4$ and then to worker role $w_6$. Now, the optimal distribution order is $\{w_4, w_6, \ast, \ast, \ast\}$. The worker roles participating in the second round are $w_1$ and $w_5$. After activating worker role $w_6$, worker role $w_1$ is activated, followed by
Table 5.5: Numerical Example 1: Optimal Distribution Order

<table>
<thead>
<tr>
<th>Total Install.</th>
<th>Install. No. (i)</th>
<th>( \beta_0 )</th>
<th>( \beta_{4,i} )</th>
<th>( \beta_{6,i} )</th>
<th>( \beta_{1,i} )</th>
<th>( \beta_{5,i} )</th>
<th>( \beta_{2,i} )</th>
<th>( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>2.48196</td>
<td>19.13122</td>
<td>27.56029</td>
<td>10.19143</td>
<td>0</td>
<td>11.72740</td>
<td>7.58627</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>9.04905</td>
<td>0</td>
<td>5.47714</td>
<td>0</td>
<td>4.90739</td>
<td>1.88785</td>
<td>37.22944</td>
</tr>
</tbody>
</table>

worker role \( w_5 \) in the optimal distribution order. Now, the optimal distribution order is \( \{w_4, w_6, w_1, w_5, \ast, \ast\} \). The worker roles participating in the third round are \( w_2 \) and \( w_4 \). Of these worker roles, \( w_4 \) is already activated. Therefore, after activating worker role \( w_5 \), activate worker role \( w_2 \) in the optimal distribution order. Now, the optimal distribution order is \( \{w_4, w_6, w_1, w_5, w_2, \ast\} \). Worker role \( w_3 \) is not participating in any of the rounds, and thus, it is considered to be removed from the network. Therefore, the optimal distribution order is \( \{w_4, w_6, w_1, w_5, w_2\} \).

We used this optimal distribution order (\( \{w_4, w_6, w_1, w_5, w_2\} \)) in our hybrid genetic algorithm. The load fractions and the processing time obtained from this optimal distribution order in 2 rounds of load distribution are given in Table 5.5. We can see that the results given in Table 5.5 are the same as those obtained for 6 rounds of load distribution for the distribution order \( \{w_1, w_2, w_3, w_4, w_5, w_6\} \) given in Table 5.4. Hence, for this example, the optimal distribution order is \( \{w_4, w_6, w_1, w_5, w_2\} \), the optimal number of worker roles is 5, and the optimal number of rounds of load distribution is 2. This example clearly shows that the hybrid genetic algorithm gives the optimal number of worker roles, the optimal number of rounds of load distribution, and the optimal distribution order for a general \( m \)-worker-role \( n \)-round load distribution system.

The processing time for the entire processing load over 2 rounds of load distribution for the distribution order \( \{w_1, w_2, w_3, w_4, w_5, w_6\} \) is 38.911. The processing time for the entire processing load over 2 rounds of load distribution for the optimal distribution order \( \{w_4, w_6, w_1, w_5, w_2\} \) is 37.22944.

**Convergence Study.** We now conduct a convergence study of the proposed Hybrid Genetic Algorithm (HGA) using the optimal distribution order \( \{w_4, w_6, w_1, w_5, w_2\} \) and optimal number of rounds (2 rounds) of load distribution. The proposed HGA is called 30 times, and the mean and standard deviation of the converged results with respect to the optimal processing time of 37.22944 is reported in Table 5.6. A similar study
Table 5.6: Comparison of Convergence of Different Population-Based Algorithms

<table>
<thead>
<tr>
<th></th>
<th>HGA</th>
<th>RCGA</th>
<th>PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.5317</td>
<td>8.5721</td>
<td>4.4715</td>
</tr>
<tr>
<td>STD</td>
<td>1.231</td>
<td>4.237</td>
<td>3.521</td>
</tr>
</tbody>
</table>

Table 5.7: Processing Time for Numerical Example 2

<table>
<thead>
<tr>
<th>Total Install Rounds</th>
<th>Install. No. (i)</th>
<th>Load Fractions</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\beta_0$</td>
<td>$\beta_{1,i}$</td>
<td>$\beta_{2,i}$</td>
<td>$\beta_{3,i}$</td>
<td>$\beta_{4,i}$</td>
<td>$T$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3.1602</td>
<td>4.1050</td>
<td>0</td>
<td>7.8859</td>
<td>10.453</td>
<td></td>
<td>47.40288</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>21.691</td>
<td>0</td>
<td>26.883</td>
<td>25.823</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

has been conducted using a simple Real-coded Genetic Algorithm (RCGA) with random initialization and well-known Particle Swarm Optimization (PSO) [142, 97]. The number of solutions, the number of iterations and the initial populations are kept constant among these three algorithms. The PSO algorithm parameters are selected as suggested in [97]. From the table, we can clearly see that the proposed HGA converges to a closer optimum than do the RCGA and PSO algorithms. HGA obtains better convergence due to the modified operators, which produce valid solutions.

Numerical Example 2. We now consider a case with $A_0 = 15$, $A_1 = 1.8$, $A_2 = 2.4$, $A_3 = 1.3$, $A_4 = 1.2$, $G_1 = 0.2$, $G_2 = 2.05$, $G_3 = 0.15$, $G_4 = 0.15$, $g_1 = 0.15$, $g_2 = 4$, $g_3 = 0.05$, and $g_4 = 0.1$ and total processing load $J$ of 100. The distribution order for the worker role with data ($w_0$) is \{w_1, w_2, w_3, w_4\}, and number of rounds is 2.

The load fractions assigned to the worker roles in all rounds and the total load processing time are given in Table 5.7. From the table, we can observe that the worker role $w_2$ is not participating in all rounds, and hence, it is removed from the load distribution process.

5.5 Hybrid genetic algorithm for VCDS with multiple data banks problem and numerical example

We apply HGA to solve the load scheduling problem that we mentioned in Chapter 3 for the case of VCDS with multiple data banks and single installment using a DLT scheduling algorithm. To this end, we need to change the fitness function that we used in HGA for
the multi-installment case by introducing the arbitrary constraints $\lambda_1$ and $\lambda_2$, where $\lambda_1$ is for the release time constraints and $\lambda_2$ is for the remaining equality constraints. Therefore, the new fitness function is as in Eq. 5.25:

$$F = -(T + \lambda_1 \cdot \sum_{i=1}^{N-1} \text{release time constraints violation} + \lambda_2 \cdot \sum_{i=1}^{M \cdot N - N + 2} \text{equality constraints violation})$$ (5.25)

This equation means that the valid solution needs to fulfill all the DLT scheduling algorithm constraints in Chapter 3 and obtain the minimum processing time. The remainder of the HGA algorithm remains unchanged. We provide a numerical example for the HGA for multiple data banks using the numerical example 1 parameters from Chapter 3 as follows.

**Numerical Example 3.** Consider a virtual distributed computing environment with three worker roles $M = 3$ and two data banks $N = 2$. The inverse processing speed parameters of the worker roles are $A_1 = 4$, $A_2 = 5$, and $A_3 = 6$. The inverse transmitting speed parameters of the data banks are $G_1 = 0.2$ and $G_2 = 0.4$. The release times of the data banks are $R_1 = 10$ and $R_2 = 50$. Without loss of generality, we assume that the entire processing load ($J = 100$) is stored in data banks before the start of the computation process. For HGA parameters $\lambda_1 = 50$ and $\lambda_2 = 20$, our simulation runs for 500 generations, where each generation has a population of 25. Using HGA, we obtain the best solution, which is presented in Table 5.8. Then, based on the results, we draw the processing timing diagram in Figure 5.4. Comparing the diagram with numerical example 1 in Chapter 3 with the DLT scheduling algorithm results and the timing diagram, the difference can be ignored. Finally, we show the diagram of the convergence in Figure 5.5. From this diagram, we can say that HGA with the new fitness function performs well for VCDS in the case of multiple data banks and a single installment.

### Table 5.8: Processing Time for Numerical Example 3

<table>
<thead>
<tr>
<th>$D_j, W_i$</th>
<th>$W_1$</th>
<th>$W_2$</th>
<th>$W_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$</td>
<td>$\beta_{11} = 9.9999$</td>
<td>$\beta_{21} = 10.0751$</td>
<td>$\beta_{31} = 9.5481$</td>
</tr>
<tr>
<td>$D_2$</td>
<td>$\beta_{12} = 30.9424$</td>
<td>$\beta_{22} = 22.3241$</td>
<td>$\beta_{32} = 17.11$</td>
</tr>
</tbody>
</table>

Total processing time: $T_0 = 173.9964$
Chapter 5. Divisible load scheduling for multiple rounds and multiple data banks

5.6 Summary

In this chapter, the problem of data partitioning over multi-rounds of load distribution with an affine communication model was considered and was demonstrated to be a difficult optimization problem. For the problem of finding optimal load fractions for a given distribution order and number of worker roles, the number of rounds is solved for using the hybrid genetic algorithm. The chapter proposes modified crossover and mutation
operators that produce valid solutions satisfying the equality constraints. Further, the proposed hybrid genetic algorithm uses three different population initialization schemes to achieve better convergence. Using the load fractions, a heuristic approach has been presented to find the optimal distribution order, optimal number of worker roles $m^*$ ($m^* \leq m$), and optimal rounds of load distribution $n^*$ ($n^* \leq n$) such that the processing time of the entire processing load is minimized. The numerical simulation results clearly indicate that the proposed approach finds the best solution for a multi-round load distribution problem. By updating the fitness function, HGA also works well for VDCS with multiple data banks and single installment. The numerical example shows that the best solution has been obtained and that the process converges properly. Concerning the result comparison between HGA and the DLT-based scheduling algorithm in Chapter 3, the differences are very small and can be ignored.
Chapter 6

Conclusion and future directions

6.1 Thesis Summary

The objective of this thesis was to develop a load scheduling algorithm for a virtual distributed computing system (VDCS) with multiple data banks. The major contributions are summarized below.

- Development of a DLT-based load scheduling algorithm in VDCS with multiple data banks wherein the total processing time is minimized.
- Development of dynamic rescheduling algorithm to address the effective utilization of worker roles.
- Hybrid-genetic-algorithm-based load scheduling to address multiple installments with a single data bank.
- Hybrid-genetic-algorithm-based load scheduling to address single installment with multiple data banks.
- Experimental evaluation using a satellite image classification problem.

We shall now describe each of the contributions, in detail, below.

6.1.1 DLT-based load scheduling algorithm

In this thesis, a DLT-based load scheduling algorithm was developed for VDCS with multiple data banks. The algorithm can achieve the minimum total processing time in
VDCS with multiple data banks \((N)\) to guarantee that all the worker roles \((M)\) stop processing assigned load fractions simultaneously. The novel load scheduling algorithm divided the total load into fractions for each worker role to process, and each worker role retrieves the assigned load fractions from multiple data banks. The optimized load fractions for each worker role have been achieved by considering features of assigned resources and realistic constraints such as the computational capacity of worker roles, the communication capacity between worker roles and data banks, data bank release times, total processing time constraints, release time constraints, total load constraints, and continuity constraints.

**Total processing time constraint** \((T_0)\): For each worker role, the first data bank release time plus the communication time for previous worker roles and the total assigned load computation time for the worker role should be less than or equal to the total processing time. This constraint guarantees that all the worker roles for the task stop computing simultaneously.

**Release time constraint** \((R_j)\): We introduce the release time constraint by considering data bank availability. The release time constraint is enforced such that the load fraction size for the first worker role fetched from each data bank guarantees a continuous data computing process.

**Total load constraint** \((J)\): The sum of all the load fractions for each worker role retrieved from each data bank should be equal to the total load. This constraint guarantees that, at the end, the entire load has been completely processed in VDCS.

**Continuity constraint**: This refers to having a continuous processing and fetching time relationship between adjacent pairs of worker roles and data banks. This constraint is recursively extended to all pairs of worker roles and data banks. Introducing this constraint ensures that the transmission and processing of the load fractions for each worker role is continuous and ensures a high utilization rate of the assigned resources for processing loads.

Employing all these constraints in the algorithm, the optimization of the processing load fraction problem has been converted into a linear programming problem and achieves the minimum total processing time with the highest assigned resource utilization rate.
6.1.2 DLT-based load dynamic rescheduling algorithm

An extended DLT-based algorithm for solving VDCS with multiple data banks, referred to as the DLT-based dynamic rescheduling algorithm, was proposed. This algorithm is mainly based on our VDCS with the multiple-data-bank model for the DLT-based load scheduling algorithm and is used to achieve the minimum total processing time. For our algorithm, new notations were introduced to describe the load processing status at the time a new resource is added or an assigned resource is dropped from the current scheduling resource pool at the rescheduling start time ($T_{RS}$). To avoid remaining load fraction transmission redundancy, the worker role release time was introduced to the algorithm. As a result, the ongoing load transmission process should be completed before the rescheduling start time. Because it is predictable, it is going to be considered as the unavailable time of the worker role. Then, we separate the condition based on the number of worker roles that fetched load fractions and on the number of worker roles with full load fractions transmitted. The extended DLT-based dynamic rescheduling algorithm is then developed by including the new system's current status parameters in the constraints of the DLT-based load scheduling algorithm. Using this algorithm, the problem of load scheduling for VDCS with multiple data banks with dynamic resource assigning features and individual resource failure can be solved to achieve task completion with minimal total load processing time. The newly released resource can immediately be reassigned to other tasks during processing. From the overall system point of view, this technique can help to achieve a high utilization rate for all resources as well.

6.1.3 HGA-based load scheduling algorithm for multiple installations

In this thesis, a hybrid genetic algorithm was proposed to resolve the issue of data partitioning in multi-rounds of load distribution in single-level tree network environments with the affine communication model. To solve the data partitioning problem efficiently and obtain a minimum total processing time, a Hybrid crossover operator was introduced to the algorithm to achieve fast convergence and satisfy total load constraints. The introduced hybrid crossover operators are the Modified Two-Point Crossover (MTPX), Modified Simple Crossover (MSCX), Modified Uniform Crossover (MUCX) and Hybrid
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Crossover (HCX). The convergence performance in obtaining the optimal solution of these four crossover operators depends on the problem. Under the multi-installment load distribution strategy, it is shown that there exists an optimal load distribution sequence, an optimal number of worker roles $m^*(m^* \leq m)$, and an optimal number of installments $n^*(n^* \leq n)$ for obtaining a minimum processing time. This is a difficult optimization problem because of the given load distribution sequence. In our HGA, the worker roles were identified in every installment based on the processing time. Thus, the convergence of the algorithm to an optimal solution ensures minimum total load processing time.

6.1.4 HGA-based load scheduling algorithm for multiple data banks

The HGA was extended to solve the load scheduling problem of VDCS with multiple data banks and single installments. The new fitness function involves two new arbitrary constraints $\lambda_1, \lambda_2$ to consider all four constraints from the DLT-based load scheduling algorithm. By filtering the solutions with the new fitness function, the optimal solution can satisfy all the DLT-based load scheduling constraints. The optimal solution of the evaluation example demonstrates that the HGA with the novel fitness function can solve the problem of multiple-data-bank load scheduling. The minimum total processing time is achievable with optimal load fractions for each worker role.

6.1.5 Experiment using satellite image processing

In evaluating the proposed DLT-based scheduling algorithm, we established a virtual distributed computing laboratory environment with 6 worker roles and 2 data banks. HP servers and workstations were set up as data banks and worker roles. Our study case was a high-resolution multi-spectral Landsat 7 Thematic Mapper image portion covering $50 \times 50.75 km^2$. The satellite image classifier model is contained in the worker roles, and the algorithm uses online-learning neural classifiers [10]. The communication and computation parameters are based on actual system unit load tests averaged over 100 repetitions. The experimental results show that the offset between the experimental and analytical times is caused by communication and data reformatting and synchronization.
6.2 Future directions

In the future, our research directions consist of implementing our current algorithm in a real VDCS system with multiple data banks and improving our algorithm to address multiple installments with different priorities for queues for divisible load processing tasks.

6.2.1 Implementation in future commercial VDCS with multiple data banks

With increasing system interconnection bandwidth, we expect traditional large data systems to separate their computation functions with the data storage function from one node. Our VDCS with multiple data banks is going to be the model of a future large data system. On the other hand, current large data system scheduling managers focus on resource scheduling for multiple jobs but not on load scheduling. Once the multiple-data-source large data system is available, our proposed algorithms will represent a potential load scheduling solution. Subsequently, we envision adding our proposed algorithm to future large data systems with multiple data banks such as Hortonworks or Hadoop.

6.2.2 Multi-installment in VDCS with multiple data banks and priority task queues

In our framework, designing the multi-installment scheduling optimization was a challenge due to the presence of multiple data banks in the virtual distributed computing environment. Our discussion thus mainly focused on the single-installment case with multiple data banks and using a hybrid genetic algorithm to optimize the scheduling under a multi-installment case and under a single data bank / multiple data banks with single installment case in VDCS. The scheduling is simply based on a FIFO algorithm for task queuing, and the task is processed individually with the current scheduling algorithm under the assumption that the resource assignment for the single-installment case has been performed properly and that the quantity of the resources is optimized for the individual tasks.

In general, the VDCS environment includes multiple data banks, among which the web role has multiple tasks, and each task has multiple installments. The web roles
execute their processing based on their priority levels and locations, which helps to assign an optimized quantity of resources to each task. There is a need to optimize the load fractions for each installment. We can use queuing theory and finite state machines along with a hybrid genetic algorithm, as discussed earlier, to address multi-installment scheduling to simulate real-world cases with multiple data banks under our framework. Because the number of data banks is limited, compared to single-installment scheduling, task queuing optimization needs to be considered for the multi-installment case. Because the resources are finite, the optimized amount of resources for each round of installment in the multi-installment case will contribute to achieving the overall VDCS resource optimization. These pre-scheduling elements should be added to the current single-installment DLT-based scheduling algorithm. With these scheduling elements, the current framework can be made suitable for actual VDCS. To further optimize the resources assigned to individual tasks, the task locations should be specified to assist in choosing the worker roles and data banks that are physically close to each other along with the fastest interconnection network paths. This will help to reduce the long-distance load transmissions between worker roles and data banks. This will also help to decrease the transmission cost significantly and improve system performance by shortening the total processing time. Based on task priorities, we can apply these data to build different queues for different tasks. In this way, the important tasks will be processed early, and the performance of the system is guaranteed based on the priorities submitted by users and the cost. Figure 6.1 illustrates the case of a multi-installment scheduling model in a realistic virtual distributed computing environment.
Figure 6.1: Multi-installment load scheduling in a virtual distributed compute system
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