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ABSTRACT

The onset of the mobile age and the rapid growth of the mobile technology have initiated a tremendous demand for high density storage and retrieval of huge amount of data. The conventional magnetic recording systems are expected to reach storage density limits. In the recent years, the non-volatile memory (NVM) systems have shown a high potential for future ultra-high density data storage systems. Compared with magnetic recording systems, the NVM systems have numerous attractive features, which include lower power consumption, faster read access time, better mechanical reliability, compactness and shock resistance. Flash memory is currently the most mature storage medium in portable electronic devices and is rapidly being introduced into mobile gadgets and data-intensive computer systems. Current semiconductor market researches has revealed that non-volatile memory devices based in flash technology will reach sales in the order of $26 billion by end of 2010 and $51.2 billion in 2015 [1]. Due to the maturity of Flash technology, it is proposed to set the benchmark for other emerging NVM technologies. The trend of consumer electronics indicates that constant growing demand for an increase in data storage capacity. Examples are the megapixel race in consumer digital cameras. As an example, the Apple QuickTake 100 launched by Apple in 1994 contained an image sensor with only 0.3 megapixels [2], nowadays cameras like Sony, possess a sensor with a resolution 24.6 megapixels [3]. In the same trend, digital video systems have increased resolution due to the new high definition HD video standards. All these new technologies require a higher amount of storage capacity in order to accommodate their media content, as a result, an
increment in the demand for higher capacity non-volatile memories is highly expected. The increasing market demand for high capacities non-volatile memory devices serves as a driving force to incentivize recent outgoing research in the non-volatile field.

Nevertheless, the physical constraints of Flash makes additional scaling a tremendously expensive task, therefore we exploit alternative technology to break through what the Flash technology has to offer. The phase-change random access memory (PCRAM) is one of the most promising alternative technologies for NVM and is one of the promising candidates to replace Flash. It is envisage that Phase Change Memory (PCM) technology will eventually become a mainstream NVM technology. Hence development of coding techniques for PCM is focused in this work.

While the technological innovations in the design and development of storage media and system are key to achieving high capacity storage systems, the role of advanced coding techniques is increasingly becoming crucial as a cost-effective means of improving density. Despite the favoured position of NVM in the mobile sector, there are poor reliability concerns related to such memories. These poor reliability issues were contributed from resistance drift over time, cells that are stuck in a particular state and inter-cell coupling. This dissertation applies variants of data storage codes to combat some of these reliability issues. Specifically, the core of the work is focused on two sets of issues – asymmetric errors caused by a shift in the cell’s resistance over time and the failure contributed from the limitation of the maximum number of rewriting operations of a PCM cell.

Write-once Memory (WOM)-codes were proposed as an efficient storage codes in extending the lifetime of PCM cells, by minimizing the number of memory
degrading reset cycles. An efficient code construction method is briefly described before a critical criterion is proposed to design WOM-codes with high rates. From the WOM-rate analysis, the WOM-codes designed have an improvement of 2% for the unrestricted codes and 1% for the restricted codes. Subsequently, a novel construction method is proposed to achieve high rate non-binary WOM-codes that have a shorter codeword length compared to the best known WOM-codes. Achieving high WOM-rates with shorter codeword length is beneficial as coding efficiency is maximized with less complex encoding and decoding operations. A newly designed two-write 4-ary WOM-code, which is proposed in this work achieves an improvement in coding efficiency of 0.2%.

Next, the work is focused on proposing solutions to combat asymmetric errors. A novel scheme known as rank modulation (RM) was recently proposed for this purpose. As these codes are currently encoded and decoded based on a look-up table (LUT), a novel enumerative coding scheme is proposed. The enumerative coding scheme proposes to compute the lexicographic index analytically rather than adopting a brute-force enumeration technique. This results in a desirable reduction in encoding and decoding complexity. Additionally, a hybrid RM scheme is proposed with the motivation of providing a method of constructing WOM-codes without having to sacrifice as much code rate as the state-of-the-art RM codes, and yet able to provide better performance.
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The motivation of this thesis is focused on developing storage codes to extend the lifetime of data storage systems known as non-volatile memories. It is commonly known that NVMs have lifetime issues after a number of block erasures (for Flash memories) or number of reset operations (for phase change memories). These operations are deemed as destructive on the storage medium. Storage coding has the ability to maximize the number of times that information can be written prior to incurring a destructive operation. The thesis begins with a brief introduction to the non-volatile memories and the major technical challenges that are faced. Thereafter, the motivation and scope of this thesis are presented. Finally, the contributions and organization of the thesis are conferred in the last part of this chapter.

1.1 Non-volatile Memory Technologies

Non-volatile memory (NVM) is defined as a class of computer memory that has the ability to retain digital information after the power is removed. An example of a NVM is the punch card, whereby no power is required for it to maintain information. The predecessor of Flash memory is the EPROM, which is a three-layered polysilicon technology. The first
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polysilicon is used as an erase gate, the second polysilicon is used as a floating gate, and the last polysilicon is used as a control gate. Programming can be performed by hot electron injection from the channel, similar to that of the ultraviolet erasure-type EPROM. The erasure is carried out by extracting the electrons from the floating gate to the erase gate for all cells at the same time. This EPROM structure is known as the Flash EEPROM because the complete memory could be erased very quickly. The EEPROM has a shorter erase time as compared to the EPROM. Due to various advantages of EEPROM over EPROM, industry has shifted development of EPROM to EEPROM.

In 1985, Mukherjee et al. proposed a source-erase type Flash memory cell, called ETOX (EPROM with tunnel oxide) cell. The structure of this cell is the same as that of EPROM. The cell is programmed to a high threshold state by means of channel hot electron injection, with the control gate and the drain connected to a high voltage. Erasing the cell is performed by Fowler-Nordheim tunneling of electrons from the floating gate to the source diffusion layer. Since then the performance of ETOX has been improved by several companies. In 1987, NAND structured cell was proposed by Masuoka et al. and the proposed structure reduces the cell size without scaling of the device dimensions. The NAND cell can realize a smaller cell area per bit than previous discussed architectures [4].

NVM devices are of paramount importance due to the booming market of the portable electronic systems such as the cell phones, digital cameras and tablets. In order for practical implementation into these portable electronic devices, numerous researches revolve around miniaturizing the NVM devices with reliability constraints satisfied. The Flash memory is currently the most popular NVM technology because the memory can be easily programmed and erased electrically. In order to further improve the recording density, Flash cells are shrunk to
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If the tunnel oxide were to be scaled below 2 nm, the operation voltage could be reduced from more than 10 V to below 4 V [5]. Unfortunately, the retention time would also be reduced, from 10 years to several seconds. This physical damage to the tunnel oxide during the cycling process causes data retention problems, program disturbance, read disturbance, and erratic characteristic behavior of the floating gate memory cell. Such problems severely limit the reliability and multilevel cell operation. This basic limitation of the tunnel oxide thickness becomes increasingly important with scaling [6]. Therefore, it is expedient to search for its successor. The emerging candidates that are able to further improve on storage capacity are the phase change memory (PCM), the magnetic random access memory (MRAM), and the resistive random access memory (RRAM).

These electrically accessed NVM can be categorized according to their programming mechanism. These programming mechanisms allow data to be stored in the storage region of the device, without having a constant power source attached to it. The different NVM candidates’ architectures are briefly described below.

1.1.1 Flash Memory

Flash memory was first introduced in 1984 and was named after its capability to be programmed and erased at high speed [7]. A Flash memory is basically made up of an array of memory cells, whereby each cell is a floating gate transistor, illustrated in Figure 1.1. The floating gate structure consists of a source and drain, where voltages are applied during the reading and writing operations.
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Due to the existence of the insulating layer between the floating gate and substrate, a high electric field is essential to force electrons to pass through the silicon-oxide insulation layer and get trapped in the floating gate. The process of pushing charges through an insulating layer is commonly known as FN Tunneling [17]. The same process is performed to remove charges from the floating gate during erasure. The presence of trapped charges on the floating gate alters the electric potential across the source and drain. So by applying specific voltages across the source and drain and by measuring the flow of current across, we can detect the state of the memory cell.

Since charges have to tunnel through an insulating layer to reach the floating gate, FN Tunneling operation requires a large voltage to be applied. The application of high voltage results in disturbance to nearby floating gate transistors, resulting in a possible change in state of neighboring cells. Additionally, due to the large voltage applied, tunneling puts a significant stress on the floating gate transistor. To reduce the impact of tunneling on each transistor, the erasure operation is performed at unit size of a block, which typically contains $2^{20}$ cells [10]. The transistors are arranged
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such that they share a single p-substrate and all the transistors in the block can be
tunneled at the same time during erasure. Due to this architecture feature, the stress
on each transistor is significantly reduced.

To further improve storage efficiencies, multi-level cells (MLC) Flash cells with
more than two distinct voltage levels are designed. For every $q$ distinct level in each
cell, $\log_2 q$ bits can be stored in a single cell. However different cell states
corresponding to different information bits, careful programming operation have to
be performed to ensure that no excess charge is tunneled into the floating gate.
Whenever a cell is over-programmed, a memory degrading block erasure operation
is required. The characteristics of MLC Flash memory result in a higher read and
write operation latency, and the lifetime of each MLC to be less than SLC.

1.1.2 Phase Change Memory

Although Flash memory is the most commonly found memory device used
in numerous electronic applications today, it is accepted by chip manufacturers that
the continual reduction in size of a Flash memory cell has become significantly
difficult. For this reason, manufacturers has been exploring for emerging
technologies that can overcome the physical limit of Flash memories. It is notable
that PCM is better suited to continue the trend of shrinking cost and speed compared
to Flash and still holds the ability to store information even when power is removed.
This emerging technology exploits the fact that PCM has the ability to reversibly
switch between two stable states with a large resistance difference. By appropriately
controlling the electrical signal supplied to the memory cell, the phase change
material can be efficiently switched between the amorphous (high resistance) and crystalline (low resistance) state, which have a huge resistance change. For amorphization the phase change material must be heated above its melting point (e.g. 635°C for germanium-antimony-tellurium (GST)), while crystallization is performed at a lower temperature (e.g. 150°C for GST).

A MLC PCM cell is illustrated in Figure 1.2, where an electrode supplying the electric current is attached to the phase change material. The semi-circle regions represent the lower resistance crystallized material, while the remaining region of the rectangle phase change material represents the higher resistance amorphous material. Since the crystallized material has a lower resistance and cell state $c_1$ has a largest proportion of crystallized material, then the resistances of the cell states are ranked as $c_1 < c_2 < c_3 < c_4$.

![Figure 1.2: The semi-circle represents the proportion of crystallized material in a 4-level PCM cell.](image)

For crystallization of the amorphous GST material, a small but long electrical signal with duration $t_c$ and amplitude $a_c$ is applied. The amount of crystallized region obtained after crystallization depends greatly on the amplitude of the applied signal. From Figure 1.3, we illustrate the amplitude required for each of
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the distinct cell state \( c_1, c_2, c_3 \) and \( c_4 \). In contrast, applying an electrical signal with a short duration of \( t_a \) and large amplitude of \( \alpha_a \) avoids the crystallization process and allows the GST material to be stabilized at the highly resistive amorphous state.

Figure 1.3: Electrical pulses during crystallization and amorphization of GST.

The crystallization temperature of the GST material is much lower than the amorphization temperature, numerous research works are focused around crystallization-based PCM cells [14]. In other words, the amplitude \( \alpha_c \) can be adjusted to obtain intermediate resistance levels corresponding to different crystallized regions. However, when the GST material is completely crystallized, a reset operation is performed to completely change the GST material into its amorphous phase. Similar to the erasure operation in Flash, the reset operation degrades the lifetime of PCM as a large electrical signal is required.
1.1 Non-volatile Memory Technologies

1.1.3 Other Emerging Technologies

Another emerging technology known as STT-MRAM stores data in magnetic storage elements commonly known as magnetic tunnel junctions (MTJ). The MTJs consists of two ferromagnetic plates, whereby one of them is a permanent magnet set to a fixed polarity. The other plate’s field can be easily switched reversibly to store data. These two ferromagnetic plates are separated by an insulating layer, illustrated in Figure 1.4. The parallel configuration represents the low resistive state, while the anti-parallel state represents the high resistive state.

![Parallel State](image1)

**Figure 1.4: Configurations of parallel and anti-parallel MTJs.**

In recent years, the spin-torque transfer (STT) effect was analytically developed in [16] and has evolved into a new generation of MRAMs, known simply as STT-MRAM. Previously without STT, the write currents are increased exponentially as the size of MRAM is scaled down. This undesirable effect results in electromigration and insufficient power limitations when the technology node of MRAM is reduced below 90nm, which is subsequently overcome by STT-MRAM. However a critical issue of STT-MRAM is the lack of an accurate macro model that incorporates the temperature and bias voltage effects. Without the model, the
behavior of the device with scaling is unpredictable. Therefore, more work has to be done to develop a more comprehensive model of STT-MRAM before evaluating its potential to replace the Flash memory.

The last emerging technology that is being discussed in this chapter is the RRAM. A basic memory cell is presented in Figure 1.5. The device structure consists of a metallic top and bottom electrode wedged between an insulating material. It utilizes an electric field that is applied to either electrode to induce resistance change in its storage material. Akin to the PCM, the resistance of the insulating material is varied as a voltage is administered. The basic working principle of RRAM demonstrated in Figure 1.6 illustrates the switching between a high resistance state and a low resistance state using a write or erase voltage.

![Figure 1.5: A basic RRAM device structure.](image)

Although the STT-MRAM and RRAM are interesting NVM technologies that could prove to be possible alternatives to Flash memories, they still require further testing and development to establish their feasibility. To successfully replace
1.2 Major Technical Challenges

an existing technology, the emerging one has to be better in terms of reliability and endurance expectations. Based on the analysis of the various NVM technologies, many manufacturers envisage that the PCM technology will eventually become a mainstream NVM technology to displace Flash. Therefore, the thesis is focused on the development of coding techniques for crystallization-based PCM.

![Diagram of RRAM](image)

**Figure 1.6: Basic working principle of RRAM.**

1.2 Major Technical Challenges

Emerging NVM technologies will revolutionize the way data can be stored. These memories have aroused huge attention to having numerous advantages. However, NVM technologies still has several issues to overcome in order to be as competitive as the conventional hard disk. The pitfalls of NVM technologies are listed below.

1.2.1 Cell errors Due to Increased Density

Multi-level cell (MLC) storage is the most efficient way of maximizing the storage density of a memory. As PCM has large resistance contrast between its two stable states – amorphous and crystalline phase, multiple cell levels can be divided in each cell, which allows more than one bit of digital data to be encoded.
Resistance drift is a common phenomenon exhibited by chalcogenide materials, whereby the resistance of the amorphous state of the phase change material increases stochastically over time. Such an effect is particularly detrimental in MLC data storage, because stochastic fluctuations of the desired programmed resistance of closely divided levels might result in overlapping, and therefore errors during decoding.

1.2.2 Endurance

NVM technologies have a specified number of program/erase cycles, for example, a Flash memory has $10^5$ program/erase cycles before the wear begins to affect the integrity of the data being stored. A limitation of Flash memories is their block erasure operation. Cells in a Flash memory are arranged into blocks, whereby each block contains $2^{20}$ memory cells. Although the state of a cell can be increased individually, decreasing the state of a cell requires the entire block to be erased — implying that states of all cells in the block are reduced to the minimum value, before the cells are reprogrammed to their desired state. Such a block erasure operation is known to reduce the lifetime of the Flash memory; hence it is essential to minimize such operations for applications that require data to be modified frequently.

From Figure 1.3 the current required for amorphization of the phase change material is higher than the current required for crystallization. Therefore, the operation of converting the crystalline state to amorphous state exerts a greater strain on the memory cell. This operation is also known as the reset operation. When a
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large current is repeatedly injected into the phase change material, the thermal expansion and contractions degrades the contact between the material and the heating element. Due to the degradation, the programming current is not reliably administered into the phase change material. As the material resistivity is directly dependent on the current injected, the variability in resistance is a result from the variability in current provided to the material, which leads to cells being deemed as unreliable, hence affecting the endurance of the memory cell. Typically, the number of writes before a PCM cell is deemed unreliable is between $10^7$ to $10^8$ [10].

1.2.3 Latency

In recent years, mobile electronic devices have become computationally intensive due to demand in high definition multimedia experience on the user interface. To meet expectations, high speed memories are required to cache information to be sent to the CPU. However, from Table 1.1, the proposed emerging NVM technologies, like Flash memories and PCM, still faced limitations in read, program/erase speed. Thus, for NVM technologies to meet future demands in the portable device market, much higher speed is required.

Table 1.1: Latency of the read, program and erase operations of the DRAM, Flash and PCM technologies.

<table>
<thead>
<tr>
<th></th>
<th>DRAM</th>
<th>Flash</th>
<th>PCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read Time</td>
<td>&lt; 10ns</td>
<td>10 ns – 50 ns</td>
<td>60 ns</td>
</tr>
<tr>
<td>Program Time</td>
<td>&lt; 10 ns</td>
<td>1000 ns</td>
<td>50 ns</td>
</tr>
<tr>
<td>Erase Time</td>
<td>&lt; 10 ns</td>
<td>0.1 ms</td>
<td>120 ns</td>
</tr>
</tbody>
</table>
1.3 Motivation and Scope of Current Work

The development of mobile age and the rapid growth of mobile technologies have initiated humongous demand for high density storage and rapid retrieval of huge amount of data. The conventional magnetic recording systems are expected to reach storage density limits, opening up opportunities for NVM applications to be applied to future ultra-high density data storage systems. Compared with magnetic recording systems, the NVM systems have numerous attractive features, which include lower power consumption, faster read access time, better mechanical reliability, compactness and shock resistance. Although currently the most mature storage medium in mobile devices is Flash, physical constraints make additional scaling an extremely expensive task. When Flash memory cells are scaled down to the sub 20nm technological nodes, the number of electrons stored in the floating gate decreases. It has been shown in [10] that the critical number of electrons stored in the floating gate is only in the order of a few tens for technological nodes beyond 20nm. Additionally, the cell-to-cell interference is further amplified for these Flash cells. This results in Flash memory cells being unreliable when technological nodes are scaled below the sub 20nm levels. Therefore, PCM has been suggested as one of the most promising emerging technology to replace Flash. However, before PCM can successfully displace Flash memory, the search for suitable and efficient solutions to overcome PCM’s limited lifetime and resistance drift problems has become an important task.

There are numerous research activities evolving around improving the performance of PCM through coding techniques. WOM-codes and RM codes were
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reported to be viable solutions to PCM's limited lifetime issue and resistance drift phenomenon, respectively. WOM-codes aim to rewrite information without reducing any cell state values. WOM-code implementation allows minimal usage of memory degrading operations to be performed in the lifetime of a PCM device. The very first WOM-codes presented by Rivest and Shamir proved that WOM could be rewritten to a surprising degree [19]. This work was extensively cited by many and spurred many more research work to effectively maximize the number of rewrites on a WOM cell. Various code construction methods for WOM-codes have been reported in [20, 21]. The theoretical capacity region with zero error and the maximum number of information bits that can be stored in a WOM with a fixed number of successive rewrites is discussed in [22].

To combat the memory sensing errors due to shifts in the resistance value of each PCM cell, RM codes are recently proposed by [26]. By programming and ranking the cell levels to their relative values rather than the accurate absolute values, the RM codes have shown potential to avoid overshooting during programming and reduce the read errors due to the drift of threshold voltage or resistance values. Our study encompasses of the following steps.

- **WOM-codes**: Propose a criterion to efficiently search for binary WOM-codes with high WOM-rate. The high rate WOM-codes can subsequently be used to construct high rate WOM-codes with larger alphabet size.

- **Enumerative coding scheme**: A generalized enumerative coding scheme is customized for RM codes to tackle memory limitation issue arising from using a
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LUT during encoding and decoding. Next a novel enumerative scheme is proposed and provides an advantage in computation complexity during both encoding and decoding.

- **Hybrid RM codes**: To provide a mean of constructing a RM code with less redundancy as compared to the partial RM code and has better performance than the full and partial RM codes.

- **Performance evaluation**: The various RM codes' performance is accessed using the PCM analytical model and the bit error rate (BER) to elapsed time is provided.

We remark all the novel coding schemes proposed in this thesis can be combined with prior-art error correction codes (ECC).

1.4 Contributions of the Thesis

This thesis makes contributions and reports original work on storage codes targeted at PCM system. The main contributions cover five parts.

- The first part of the work focuses on the application of the WOM codes as a rewriting code for extending the lifetime of NVM devices, specifically the PCM. Since having a very high rewriting ability would result in a very large code rate lost, which implies a large decrease in memory storage efficiency, the research work here considers only the WOM code with two writes. The novelty of this work is that a critical criterion is proposed to design binary
WOM-codes with coding efficiencies higher than the state-of-the-art codes [23]. WOM codes are categorized into unrestricted and restricted WOM codes. For every two-write WOM-code, the WOM-rate is the sum of the code rate for the first and second write, where code rate is defined as the amount of information bits that can be stored per cell. For the unrestricted two-write WOM-code, the highest WOM rate achieved from literature is 1.4632, while for the restricted two-write WOM-codes, the highest WOM rate achieved is 1.3750 [23]. Based on the proposed criterion, the highest achievable WOM rate for the unrestricted and restricted two-write WOM codes are increased to 1.4962 and 1.3909 respectively. From [23], the best known WOM-rates for the two-write WOM-codes are achieved from computer search without a practical code (e.g. encoder and decoder) design. However, based on the analysis of the code construction method, a linear code such as the binary BCH codes should be selected as the base code for code construction due to its large hamming distance property.

- The second contribution extends the work on the construction of binary WOM-codes to non-binary WOM-codes. The analysis here is solely for WOM-codes with two writes to minimize the amount of WOM-rate lost, where WOM-rate is the measure of the number of information bits that is stored in each memory storage cell. A code construction method to generate non-binary WOM-code that achieves WOM-rates comparable to the best known non-binary WOM-codes, but with a smaller codeword length and dimension
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is proposed. This reduction is translated to a less complex encoding and decoding operation, which is a desirable effect.

- The third contribution focuses on eliminating the memory limitation issue arising from the use of a table look-up to map rank modulation codes to its corresponding data bits. The general enumerative coding algorithm proposed in [29] is customized for codes based on rank modulation. Furthermore, a novel enumerative coding algorithm that provides an advantage in computation complexity during both the encoding and decoding processes of long codewords is proposed. The novel coding scheme provided in this work operates in $O(n^2)$ time for both the encoder and decoder, which is proven later in the thesis to outperform the general enumerative coding scheme provided in [29].

- The fourth contribution is the proposal of a hybrid rank modulation code, whereby the rank modulation scheme is applied to some of the $n$ cells. Akin to the partial rank modulation code, a parameter $\rho$ such that only the highest $\rho$ cells are ranked is defined. The lowest $n - \rho$ cells stores information bits similar to the scenario when no rank modulation is implemented. The motivation for a hybrid rank modulation code is to provide a means of constructing a rank modulation code with lesser redundancy as compared to the partial rank modulation code, and have a better system performance as compared to the full rank modulation code.
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- The fifth contribution made in this research work is the performance evaluation of three types of rank modulation codes based on a phase change memory analytical model. This analytical channel model characterizes the stochastic fluctuations in the PCM cells over time [31].

1.5 Organization of the Thesis

The rest of this thesis is arranged in the following manner. Chapter 2 presents the device physics for PCM. The first part of the chapter reviews the fundamental device operations and threshold switching phenomenon. In the second part, the reliability issues faced by PCM and some open problems are discussed.

In Chapter 3, the binary WOM-codes are analyzed. The first part of the chapter introduces the primeval WOM-codes and subsequently a formal definition of WOM-codes is stated. Thereafter, a critical criterion is presented to design binary WOM-codes with coding efficiency 2% higher than prior-art WOM-codes with the same parameters. The chapter is concluded with WOM-rate analysis of two-write binary WOM-codes.

The investigation of WOM-codes is extended in Chapter 4, where non-binary WOM-codes are constructed. Akin to the binary WOM-codes, the study focuses on two-write WOM-codes since memory storage efficiency is of a higher priority in this work. A new construction method is proposed to achieve WOM-rates approximately equal to the best known WOM-rates, but with a smaller codeword length and dimension. The reduction in codeword length and dimension is welcome as it implies that the encoder and decoder operations are less complex. Using the
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proposed criterion with an efficient non-binary code construction method described in [71], non-binary WOM-codes achieved a 1% improvement in coding efficiency.

RM codes have been reported to effectively combat asymmetric errors occurring in Flash [26, 30]. In the context of PCM, asymmetric errors arise from a commonly known phenomenon known as resistance drift. Therefore, the second part of this thesis has its attention on the RM codes. A novel enumerative coding scheme is proposed in Chapter 5 to resolve memory limitation due to the use of a table look-up during encoding and decoding for codes based on RM. The proposed enumerative scheme computes the lexicographic index of the RM codes analytically rather than obtaining it through a brute-force enumeration, which simplifies the encoding and decoding complexity by two orders of magnitude.

A hybrid RM scheme is then in Chapter 6. The motivation of the hybrid scheme is to provide a method of constructing a WOM-code without having to sacrifice as much code rate as the partial RM code, and yet able to provide better performance as compare to the full RM code. The effects of implementing various RM schemes to combat the effects of resistance drift is evaluated in the last part of this chapter.
CHAPTER 2

CHANNEL MODELING OF PHASE CHANGE MEMORY (PCM)

The Phase Change Memory (PCM) is an emerging non-volatile memory technology based on operations that are electrically initiated and reversible. High endurance, low programming power and excellent scalability potential are advantages that make PCM a promising candidate to replace Flash memory in future mobile applications. The fundamental processes and reliability issues faced by PCM will be reviewed in Chapter 2.

2.1 Fundamentals of PCM

A PCM device consists of an array of memory cells, and every cell usually comprises of two electrodes connected to two sides of a phase change material region [118]. The phase change material is more commonly known as GST chalcogenide glass. Phase change material exhibits two relatively stable phases - crystalline and amorphous. The two phases are individualized by their contrastive
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Electrical properties. More accurately, the amorphous phase has resistivity that can be several orders of magnitude higher than that of the crystalline phase.

Figure 1.2 illustrates a conventional structure for the PCM cell. The bottom electrode provides an electrical signal for supplying the necessary temperature to the GST, for switching between amorphous-crystalline phases. As a result of the huge resistance margin, a multitude of intermediate states between fully amorphous and fully crystalline phase can be realized with proper controlling of the electrical signal applied to the GST. Most frequently, PCM channel models represent each intermediate state by an amorphous fraction parameter [4-6].

2.1.1 Device Operation

The set and reset operations applied to the GST allows reversible switching between the amorphous and crystalline phase. Switching from the crystalline (low resistance) phase to the amorphous (high resistance) phase, the GST is first melted and then quenched rapidly by applying a large electrical signal for a short period of time. This operation is defined as the reset operation. After the reset operation, a region of amorphous material is developed. The set operation is performed to convert the amorphous material to crystalline. In contrary to the reset operation, a set operation uses a medium electrical signal for a sufficiently long duration so that the material will be crystallized. Comparatively, the set duration is longer than the reset operation. As shown in Figure 2.1, the PCM cells are programmed to the amorphous or crystalline phase with the appropriate electrical pulses. Information stored in a PCM cell can be easily deciphered by passing a small electrical signal, to
measure the resistance of the cell.

Typically, the resistance range of a PCM cell is between $10^4 \Omega$ and $10^6 \Omega$. Fine resistance control of the PCM cells proves to be tremendously challenging. Therefore, it is more meaningful to represent the resistance in the logarithmic domain. The large resistance contrast between the amorphous and crystalline phase allows multiple bits to be stored in a single cell. This is realized by having intermediate levels that are achieved through incomplete phase transition. Achieving multiple bits per cell is highly entrancing, since storage density can be greatly proliferated this way.

### 2.1.2 Threshold Switching

The reset state is defined as the high resistance state that is below the threshold voltage $V_{th}$ (sub-threshold region) and displays threshold switching characteristic at $V_{th}$. The reset state is a reversible process if the voltage injected is rapidly withdrawn. However, if the voltage applied is introduced for a time longer than what is required for crystallization, memory switching occurs and the targeted
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cell is in the low resistance state. This state is also known as the set state. Figure 2.2 shows current-voltage (I-V) curves of the SET and RESET states [49]. The set programming operation relies on the threshold switching phenomenon found in the phase change material. When the value of the electric field across the amorphous material coincides with the threshold voltage $V_{th}$, the amorphous material resistance reduces to a lower state, which has resistivity corresponding to the crystalline phase. When the PCM is in the reset state, the cell's high resistance forms a barrier for Joule heating to crystallize the phase change material. The threshold switching behavior causes a drop in resistance of the reset state and enables the set programming.

Threshold voltage of each PCM cell needs to be carefully defined such that the PCM cells are operating in their respective states perfectly. Firstly, read voltages should not exceed $V_{th}$ to prevent any disturbance of the current state of the PCM cell, while having sufficient margin to separate the set and reset state. If the selected $V_{th}$ is too small, it can lead to inaccurate read operation. Furthermore, programming pulse needs to administer voltage that is larger than $V_{th}$, such that the set operation of the PCM cell can be successfully executed from the reset state. Parameter $V_{th}$ is not mandatory to be smaller than set and reset programming voltages, the reason being $V_{th}$ is determined by the amorphous material size [50-52]. On the other hand, the programming voltages of the set and reset operations are due to the thermal efficiency of the phase change material. Therefore, too large $V_{th}$ can raise the maximum voltage needed by PCM device.
Despite the importance of threshold switching in PCM operations, the theories backing the phenomenon of threshold switching is not completely understood and several theoretical models have been proposed. The thermal instability model describes threshold switching induced by Joule heating [53]. This model is established by the consideration that current passing through the phase change material rises exponentially due to temperature-dependent conduction of the material with respect to an increase in temperature. In consideration of threshold voltage switching having higher speeds, electronic mechanisms are preferred over the purely thermal mechanisms [54]. An electric model was presented that features threshold switching in contrast to strong carrier generation that is a consequence of high electric field and large carrier density [55-57]. Another electronic model displayed energy gain of electrons in a high electric field, which leads to voltage-current instability [58].

Additionally, there is a crystallization model that refers threshold switching
to the actual crystallization, which is built on a nucleation model that is facilitated by electric field [59]. Reversible trait of threshold switching is related to the separation of premature crystalline embryos upon dislodging the electric field. The internal parameters of the models cannot be precisely determined due to a lack in detailed experimental affirmation. The main threshold switching phenomenon can vary for different phase change materials as hybrid models might be mandatory to validate all considerations.

### 2.1.3 Reliability of Scaled PCM Cells

As PCM devices calibrate into smaller technology nodes, scalability can be anticipated to be a relevant consideration. Studies performed on GeTe have displayed that nano-particles as minuscule as 1.8nm can switch between the amorphous and crystalline phases [65]. This proves that phase changing potential is not diminished when technology nodes are scaled down. However there are numerous other criteria for fabricating PCM devices from scaled technology node. In the nanometer range, boundary constraint becomes the leading contribution in deciding the overall general system configurations.

As the programmed region size is being scaled down, essential characteristic namely the melting and crystallization temperature varies. Studies have validated the change in material properties as size of the programming region is below 10nm [60]. The crystallization duration, temperatures and activation energies are decreased for scaled down programming materials [62, 63].
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The electrical feature of PCM cells is calculated on the size of the phase change material, which has been validated that threshold switching phenomenon happens when the switching field is adhered [51]. Consequently, parameter $V_{th}$ is decreased as PCM device is scaled down. This would complicate matters as a smaller $V_{th}$ would imply unstable cells and slower reading operation. It has been proposed that set and reset states exhibits different scaling characteristics [64].

2.2 Channel Modeling of PCM

In order to pack more bits in a single cell, more distinguishable intermediate levels have to exist in a PCM cell. With the maximum and minimum resistance values of the cells kept constant, having more distinguishable intermediate levels would imply that the intervals between two consecutive levels are smaller. As the interval gets smaller, the reliability of the PCM cells becomes debatable. The two major challenges for PCM cells, namely cycling endurance and resistance drift, are hence analyzed in Section 2.2.1 and 2.2.2, respectively. In order to predict the behavior of both the cycling endurance and the resistance drift phenomenon, the analytical channel model is also provided at the last part of this section.

2.2.1 Cycling Endurance

Cycling endurance is the number of re-writes that can be applied to a cell before the cell is deemed as being unreliable. It has been reported in publications that the endurance of a PCM cells is approximated to be $10^9$ set/reset cycles [10]. Thorough analysis of the failed cells had proven much difference in their electrical
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characteristics [18]. The failures of cells are either due to void formation in the GST material ("stuck reset") or the deterioration of the heating element of the cell ("stuck set").

The electrical characteristic of a cell in "stuck reset" state has problems generating sufficient Joule heat due to the intermixing of elements from the bottom electrode and the GST material. The cell is thus unable to overcome its designed threshold voltage. These "stuck reset" cells are unable to efficiently switch between the desired amorphous and crystalline phase, resulting in the cell being stuck in the reset state.

Contrastively, cells in the "stuck set" state exhibits a reduction in its threshold voltage [18]. This is due to the GST redistribution caused by electromigration as illustrated in Figure 2.4. There are two main forces contributing to the redistribution of the GST material; the electrostatic force from the molten state and the hole wind-force from the crystalline state. Due to the valence difference for each atom in the molten state, represented by the area closer to the bottom cathode, the electrons are redistributed. The Te element attracts electrons and therefore becomes an anion and moves towards the anode. While the Ge and Sb elements lose electrons to become cations, causing them to move towards the cathode. On the other hand, the hole wind-force phenomenon is found in the crystalline material, represented by the region closer to the top anode. The conventional hole wind-force migrates all elements in the same lattice structure to move in the same direction as the electron flow. However, it has been reported that
for p-type poly-crystalline silicon, migration can be in the opposite direction. Since the crystalline GST material has p-type conductivity, the wind-force moves all elements towards the cathode.

Figure 2.3: Decomposition of PCM material due to electromigration.

The decomposition of the GST material due to electromigration causes a Sb and Ge rich region and another Te rich region, as illustrated in Figure 2.3. The decomposed GST material exhibits lower crystallization temperature and the quenched region is able to re-crystallize itself. This makes the production of amorphous GST a more difficult task. When the amorphous material is able to completely re-crystallize by itself, the cell is defined as a "stuck set".

2.2.2 Resistance Drift

The dependency on reversible switching between amorphous and crystalline phases entails another reliability issue, known as resistance drift. In any
chalcogenide material, it is established that the amorphous material displays structural relaxation (SR) due to thermally accelerated atomic rearrangement in irregular configuration [2]. During SR, PCM cells' resistances increase due to defects annihilation, which is a reduction in the concentration of point defects of the amorphous volume [7-9, 13]. Since carrier transport in amorphous phase occurs by thermally activated hopping, it leads to an enhancement in resistance in the PCM cells. Therefore, the anticipated resistance at time \( t \), \( R(t) \) obeys the power-law [14-15], which is defined as

\[
R(t) = R_0 \left( \frac{t}{t_0} \right)^v,
\]

where \( R_0 \) is the resistance at the reference time \( t_0 \) and \( v \) is the power-law exponent, which is a random variable proportional to the annealing temperature \( T \). The power-law exponent is proportional to the annealing temperature because of thermal activation of the SR process. The SR time obeys the Arrhenius law [16] that is expressed as

\[
\tau_{SR} = \tau_0 \exp \left( \frac{E_A}{k \times T} \right),
\]

where \( \tau_{SR} \) is the time required to attain a resistance value \( R \in [5M\Omega, 100M\Omega] \), \( \tau_0 \) is the pre-exponential time constant, \( E_A \) is the activation energy, and \( k \) is the Boltzmann constant. The compensation (Meyer-Neldel) rule [17] further shows that \( \tau_0 \) can be represented by
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\[ \tau_0 = \tau_{00} \exp \left( \frac{-E_A}{k \times T_{MN}} \right), \]  

(2.3)

where \( \tau_{00} \) is a pre-exponential time constant, \( T_{MN} = 760K \) and \( \tau_{00} = 4.2 \times 10^{-6} \).

The compensation rule expressed in (2.3) has been validated from experimental results presented in [7]. From the compensation rule, the power law exponent \( \nu \) of the resistance drift can be derived from combining equations (2.1) – (2.3)

\[ \tau_{SR} = \tau_{00} \exp \left[ \frac{E_A}{k} \left( \frac{1}{T} - \frac{1}{T_{MN}} \right) \right]. \]  

(2.4)

Setting \( \nu \) as the subject,

\[ \nu = \frac{kT \log(\bar{R}/R_0)}{E_A} \frac{1 - T/T_{MN}}{T}. \]

(2.5)

\[ = \alpha \frac{1 - T/T_{MN}}{1/T - 1/T_{MN}}, \]

\[ \approx \frac{1/T - 1/T_{MN}}{1/T - 1/T_{MN}}. \]

Seen in [de7], it is evaluated that \( \alpha = \frac{k \log(\bar{R}/R_0)}{E_A} = 2.5 \times 10^{-4}k^{-1}. \) Therefore, from (2.5), the power-law exponent \( \nu \) is directly proportional to the annealing temperature \( T. \)

PCM cells constitutes of chalcogenide alloy composition of Ge, Sb and Te that can either occur in low resistance or high resistance states. As the two extreme states have vastly different resistance, hybrid states can be constructed. These states have resistance that is between the low and high resistance states. Due to the
existence of the hybrid states, each cell can store \( n \) bits with each MLC cell having \( 2^n \) distinct states. An important observation to note is that as the number of distinct levels in a cell increases, the range between each pair of adjacent state becomes smaller.

Each MLC state has an upper and lower boundary resistance threshold limits. If the resistance of a cell is between the threshold limits, the cell is said to be represented by the corresponding state. The effect of mechanical relaxation in the amorphous state causes the resistance of the cell to increase with respect to time. This effect is commonly known as resistance drift. The resistance drift phenomenon is described by Figure 2.4. The top graph showed the probability density function (p.d.f) of the four different cell state levels during the first occurrence the PCM cell resistance level is read, denoted by \( t = 0 \) seconds. The bottom graph illustrates the probability density function of these four cell states after some elapsed time \( t = T \) seconds. Detailed observation of the resistance drift phenomenon given in Figure 2.4 showed that some cells, which represent the information bits "10" at \( t = 0 \), but due to drift after \( T \) seconds, are categorized with the information bits "11" instead. This shift results in a memory sensing error. Another important observation to note from Figure 2.4 is that the distribution of the higher resistance cells experiences a greater effect from drifting. Therefore they have a higher probability of error. These drift errors are expected to be the main contributor for errors occurring in multi-level PCM cells [78].
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Figure 2.4: The resistance distribution of multi-level PCM cell with 4 distinct levels. (a) First time the resistance level of PCM cell is read, \( t = 0 \) sec and (b) after some elapsed time, \( t = T \) sec.

2.2.3 Analytical Model

The analytical channel model defined focuses on the resistance drift, which is a dominant source of ambiguity in the PCM cell. Akin to magnetic recording channels, the PCM communication channel has a sender which transmits data by storing information on the PCM medium, and a receiver who reads the information after an arbitrary amount of time. The typical behaviors of a PCM cell programmed at different initial resistance level are show in Figure 2.5.
Figure 2.5: Resistance drift phenomenon seen in PCM cells programmed at different initial resistance levels.

The phenomenon described is most commonly known as a resistance drift effect, whereby the logarithmic resistance has a general upward trend across a time period. However, it is imperative to observe that the increment can be either positive or negative. Most physical channel models proposed usually consider only a positive increment, but [31] presented a simple model that accounts for both positive and negative increments. A simple model describing the resistance drift behavior is expressed with

\[
\log R(t) = \log R(t_{rv}) + v \log \left( \frac{t-t_0}{t_{rv}-t_0} \right) + \beta W \left[ \log \left( \frac{t-t_0}{t_{rv}-t_0} \right) \right],
\]

where \( v \) is the drift parameter for the PCM cell, \( t_0 \) and \( t_{rv} \) are the times for which the cell was quenched and the first time after programming at which the cell is read and verified, respectively. Parameter \( W \) is a Wiener process with unit variance per
unit time, $\beta$ is a noise parameter and $t \geq t_{rv}$. Experimental studies [31] demonstrated that both $\nu$ and $\beta$ are dependent on the resistance value $R(t_{rv})$. In particular,

$$\nu(\log R(t_{rv})) = \nu_{max} \frac{\log R(t_{rv}) - \log R_{min}}{\log R_{max} - \log R_{min}} \quad (2.7)$$

$$\beta(\log R(t_{rv})) = a(\log R(t_{rv}))^2 + b \log R(t_{rv}) + c \quad (2.8)$$

where $\nu_{max} = 0.11$ is proven in experimental studies [31] and $a, b, c$ are constants. Figure 2.6 illustrates the characterized channel model behavior, simulated with four equally spaced log-resistance levels.
2.3 Conclusion

PCM has made vast improvements over the past decade. A decade or so ago, this abandon technology helped point the way to an efficient crystallizing memory device. At that period, any apprehension about the future of Flash technology was secured by the assurance of Ferroelectric RAM (FRAM) and Magnetic RAM (MRAM). However, both memories had exhibited less scalability than what they were envisioned to be [43]. It is known that the initial MRAM technology has been substituted with a more encouraging STT-MRAM [44] technology. Moreover, extensive research work has managed to delay its imminent downfall and successfully reduced the technology nodes.

Nonetheless, there are persistent concerns about ultra-scaled Flash devices that are driven by consumer-oriented devices such as mobile phones and tablets. These concerns evolve around the rapid increase in storage capacity of the Flash memories available in the market. Such favorable circumstances gave PCM another chance for revival. PCM took the opportunity by demonstrating higher endurance, and switching speeds that is comparable to DRAM [45]. Subsequently, even CMOS-compatible integration [46] and scalability to future technology nodes [47] is investigated. An important advancement is the invention for multi-level cell (MLC) architecture [48].

In spite of the numerous improvements PCM has made, there exist critical obstacles hindering the success of PCM in the NVM market. The requirement of
high temperature forces the transistor in the memory cell to be used as a connection agent to provide a large enough current for the writing operation. This influenced many designs to be constructed around sub-lithographic characteristic. Subsequently, the need to provide such microscopic features with high yield results in precise fabrication procedure that is challenging to perfect. MLC devices are impaired by resistance drift over time, in the amorphous phase. The retention issue evident in PCM is contributed by the premature failure of the unfortunate faulty cells. The cycling endurance is affected by gradual separation of the constituent elements, whereby some cells will be in “stuck-reset” while the rest of the faulty cells are deemed to be in the “stuck-set” phase.

Continual work has to be done to successfully maneuver through these hurdles, permitting PCM technology to reach its potential and stride into products in the market today. With the capability of PCM, one can assume that PCM can succeed in the long run. A failure in PCM would boil down to the fabrication cost, in other words, the processes have been convinced to be too complex to be implemented and consumers would be unwilling to pay a hefty amount for a superior characteristic of PCM. However, if researchers are able to address all of the concerns related to MLC devices, it would poise PCM in an advantageous position to compete directly with Flash.
CHAPTER 3

BINARY WRITE-ONCE MEMORY (WOM) CODES

The binary write-once memory (WOM) code is proposed to ameliorate the endurance issues faced by the PCM. Figure 2.2 illustrates that the prerequisite for a reset operation is to have the bottom electrode supplying a large electrical signal while a set operation only requires a moderate electrical signal. Applying a large electrical signal consistently over time to the GST material would catalyze the heating element to cause it to wear out. The ultimate aim is therefore to maximize the number of set operations and minimize the number of reset operations in the lifetime of a PCM cell. To investigate this problem, the PCM is modeled as a WOM. The objective is to maximize the number of times information can be rewritten exclusively with set operations. In WOM, each cell has two states — if the GST material is in its amorphous phase, the cell is in state 0; if it is in the crystalline phase, and the cell is in state 1.

The outline of this chapter is briefly explained as follows. The primeval WOM-codes available in literature are first introduced in Section 3.1. Section 3.2
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explains in detail the basic structure of a single level WOM and a formal definition is subsequently given. Thereafter, a critical criterion is proposed to design high-rates binary WOM-codes in Section 3.3. Section 3.4 presents the newly designed two-write WOM-codes that improve upon the best known restricted and unrestricted codes. The chapter is concluded with the WOM-rate analysis in Section 3.5.

3.1 The State-of-the-art WOM-codes

Rivest and Shamir founded the field of WOM-codes publishing their findings in the paper, “How to reuse a write-once memory” in 1982 [19], proving that a WOM could be efficiently rewritten to a surprising degree. From [19], wits are defined as WOM cells with two states; particularly bit ‘0’ and ‘1’. Examples of WOM back then were punch cards and digital optical disk. As one of the well known examples, it was shown that with three wits, it is possible to alter any two bit information vector to a different data bits. This groundbreaking presentation had been extensively cited by many and incited a high number of research work to efficiently maximize the number of rewrites on WOM.

In 1986, Gerard D. Cohen, Philippe Godlewski and Frans Merkx [20] developed an application of the linear binary error correcting codes to the WOM codes defined earlier by Rivest and Shamir. The code construction presented was motivated by coset decoding. Zemor and Cohen later derived a construction method for error-correcting WOM codes [21]. F. Fu and A. J. Han Vinck theoretically determined the capacity region with zero error and the maximum number of information bits that can be stored in a WOM with a fixed number of successive
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Here is a simple illustration enables a single rewriting of two information bits in three memory cells. The example shows that during the first write, a 2-bit information vector is encoded into a 3-bit codeword. Each of these three bits in the codeword represents the three memory cells being used. It is straightforward that if the second write 2-bit information word is different from the first write, the second write 3-bit codeword does not decrease any bit 1 into a bit 0. This code ensures that the WOM cell constraint is not violated. The data bits and their corresponding codewords are tabulated in Table 3.1 shown below.

Table 3.1: Data bits and the corresponding codewords of a two-write WOM-code [19].

<table>
<thead>
<tr>
<th>Information bits</th>
<th>First write</th>
<th>Second write</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>000</td>
<td>111</td>
</tr>
<tr>
<td>01</td>
<td>010</td>
<td>101</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>011</td>
</tr>
<tr>
<td>11</td>
<td>001</td>
<td>110</td>
</tr>
</tbody>
</table>

The most essential obstacle faced by the WOM-code is to maximize the total number of distinct messages that can be written into \( n \) WOM cells in \( t \) writes, while conserving the constraint that no cell states can be reduced (e.g. cell states can only change from zero state to ones state). Rivest and Shamir first showed that WOM can be efficiently rewritten to a surprising degree [19], by storing two bits on three cells with two rewriting cycles as described by Table 3.1. This achievement had
been extensively cited by many and incited a high number of research work to efficiently maximize the number of rewrites on WOM. In the same work, Rivest and Shamir also described more code constructions for WOM-code, which consist of tabular WOM-codes and linear WOM-codes. Additionally, Merkx designed WOM-codes based on projective geometry [12]. In [13], Cohen et al. presented a coding technique motivated by coset decoding to construct WOM-codes from linear binary codes. Further work was done by Godlewski [15] to improve one of the constructions presented in [13]. A. Fiat and A. Shamir [27] considered the generalized WOM, in which the basic storage unit state transitions are described by a directed acyclic graph. Zemor and Cohen [39] derived a construction method for error-correcting WOM codes. F. Fu and A. J. Han Vinck [22] determined the capacity region from an information theory point of view. They studied the capacity region with zero error and the maximum number of information bits that can be stored in a WOM with $t$-successive rewriting cycles for the scenario where encoder knows the previous state of the memory while the decoder has no such information. Issues related to the WOM-codes were also addressed from its information-theoretic approach in [36]. In 2007, the connection between WOM-codes and Flash memories was first revealed [30,81]. The generalization of WOM-codes, including floating codes, buffer codes, and error-correcting floating codes were studied. There have been numerous papers on WOM-codes published subsequently [23,25,35,36].
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The definitions and notations that are used throughout this chapter are introduced in the following paragraphs. Each WOM element is defined as a cell that can either be a zero or a one state. The initial states of all the cells in a WOM device are assumed to be set to zero. Every WOM memory cell is subjected to the constraint whereby they can only be switched from a zero to one state, irreversibly.

The cell state vectors are binary vectors defined by the set \(\{0, 1\}^n\). For any \(x, y \in \{0, 1\}^n\), vectors \(x < y\) if and only if \(x_i < y_i\) for all \(1 \leq i \leq n\). In other words, vector \(y\) covers \(x\).

**Definition 3.2.1** An \([n, M_1, M_2]_q\) two-write \(q\)-ary WOM-code \(C\) is a coding scheme that stores each information word in \(n\) memory cells. The encoding and decoding rules for the first and second write are denoted by \(E_i\) and \(D_i\), where \(i=1, 2\).

1. \(E_i: \{1, 2, \ldots, M_i\} \rightarrow \{0, 1, \ldots, q - 1\}^n\)

2. For the second write, let the first write cell state be \(s = (s_1, \ldots, s_n)\) and \(l\) be the second write information word. The second write encoding rule should satisfy \(E_2(l, s) \geq s\), where given two vectors \(x = (x_1, \ldots, x_n)\) and \(y = (y_1, \ldots, y_n)\), we say \(x < y\) if for all \(1 \leq j \leq n, x_j \leq y_j\).

3. For decoding,

\[D_i: \{0, 1, \ldots, q - 1\}^n \rightarrow \{1, 2, \ldots, M_i\}\]

such that \(D_1(E_1(l)) = l\) and \(D_2(E_2(l, s)) = l\), where \(s\) is the first write cell state and \(l\) is the second write information word.
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The input and output parameters of the encoding and decoding pairs are illustrated in Figure 3.1. Let \( u_i \in \{0,1\}^k \) and \( v_i \in \{0,1\}^n \) be the information vector and the cell state vector of the \( i \)-th write respectively. Before an encoding operation, a read operation is imperative to acquire the current cell state vector. With both the current cell state vector and new information vector, a new cell state vector is updated. According to the WOM constraint, cell levels only increase irreversibly, so the encoding function for the \( i \)-th write, where \( 2 \leq i \leq t \), takes the current value of the cell state vector \( v_{i-1} \) together with the new information vector \( u_i \) and returns a updated cell state vector \( v_i \). In the case of the first write, the current state vector is the zero row vectors.

Let \( M_i \) represent the number of distinct messages that can be stored on the \( i \)-th write. Given \( n \) WOM cells can be rewritten in a total of \( t \) writes, then this WOM-code is known as a \( t \)-write WOM-code \( C_t \) with a WOM-rate of

\[
\mathcal{R}(C_t) = \frac{\log_2(\prod_{i=1}^{t} M_i)}{n}.
\]  

(3.1)

Conventionally, the code rate of a code \( C \) of length \( n \) is defined to be \( \frac{\log_2|C|}{n} \), where \( |C| \) is the
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size of code $C$. In other words, the WOM-rate of a two-write WOM code is the sum of the code rates for the first and second write.

Let the write number during every write be known to the encoder and decoder. This additional information does not influence the WOM-rate. First assume that there exists an $t$-write WOM-code $C$ and the write number is known to the encoder. The WOM-rate for the specified WOM-code is assumed to be defined by (3.1). There exists another WOM-code $[Nn + t, t; M_1^n, \ldots, M_t^n]$ WOM-code $\hat{C}$ that is constructed by combining $X$ blocks of $C$ and $t$ more cells that are used to represent the write number. The WOM-rate of $\hat{C}$ is

$$R(\hat{C}) = \frac{\log_2(\prod M_i^n)}{nX + t} = \frac{X \cdot \log_2(\prod M_i^n)}{nX + t} = \frac{\log_2(\prod M_i^n)}{n} \cdot \frac{nX}{nX + t} = R(C) \cdot \frac{1}{1 + t/nX}$$

As $X \to \infty$, the WOM-rate of $\hat{C}$ converges to the WOM-rate of $C$. It is assumed that the write number is known to all encoders.

Since the main focus on the work here is targeted for storage purpose in NVM devices such as the Flash memory and PCM, our emphasis is placed on the construction of the two-write binary WOM-codes and show the improvement on the best WOM-codes that were previously known. The reason is because $t > 2$ would result in larger code rate lost [34-36], which directly leads to a larger decrease of the memory storage efficiency. There are two disjointed sets of WOM-codes – a
restricted WOM-code is a code with the same number of messages that can be written for both the first and the second write, namely $M_1 = M_2$, and the unrestricted WOM-code, namely $M_1$ and $M_2$ do not have to be equal.

3.3 Two-write WOM-codes

In this section, the theories for the construction of the two-write WOM-codes from binary linear codes are presented [23]. A criterion is subsequently proposed to select the binary linear codes such that the corresponding WOM-code constructed has a high WOM-rate. The construction is motivated by the coset coding used in conventional linear block codes. Some WOM-codes have coset coding scheme used on both first and second write operation [13, 15], while others adopts coset coding only on the second write [41]. The code construction presented in Section 3.3.1 demonstrates the construction of a two-write WOM-code from any linear code [23]. Similar to [41], the coset coding scheme is implemented on the second write of the construction presented below.

3.3.1 A Two-write WOM-code Construction

The preliminaries for the code construction of any two-write binary WOM-codes are given prior to the construction itself. Let $C[n, k]$ be a linear code with parity check matrix $H$. A set $\phi$ is defined as

$$\phi = \{c \in \{0,1\}^n \mid rank(H_c) = n - k\}. \quad (3.3)$$

For every codeword $c \in \{0,1\}^n$, a matrix $H_c$ is constructed from the parity check
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matrix of the linear code $H$. Let $C$ be a linear code with parity matrix $H$. For every codeword $c = (c_1, \ldots, c_n) \in \{0,1\}^n$, a matrix $H_c$ can be constructed from $H$. The $i$-th column of $H_c$, $1 \leq i \leq n$, is the $i$-th column of $H$ if $c_i = 0$. Otherwise, the $i$-th column of $H_c$ is the all-zero column. Finally, matrix $H_c$ is updated by removing all the null columns.

**Theorem 3.3.1.** Given a matrix $M$, with dimension $m \times n$, the row rank of $M$ is equal to the column rank of $M$.

**Proof.** Let $M$ be a $m \times n$ matrix with column rank of matrix $M$, column $\text{rank}(M) = s$. Then there exists $s$ column vectors, $c_1, c_2, \ldots, c_s$ that forms the basis of the column space of $M$, where

$$c_i = \begin{bmatrix} c_{1i} \\ c_{2i} \\ \vdots \\ c_{mi} \end{bmatrix}, \forall 1 \leq i \leq s. \quad (3.4)$$

The $s$ column vectors $c_1, c_2, \ldots, c_s$ forms an $m \times s$ matrix

$$C = \begin{bmatrix} c_{11} & c_{12} & c_{13} & \cdots & c_{1s} \\ c_{21} & c_{22} & c_{23} & \cdots & c_{2s} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ c_{m1} & c_{m2} & c_{m3} & \cdots & c_{ms} \end{bmatrix} \quad (3.5)$$

$$= \begin{bmatrix} c_1 & c_2 & c_3 & \cdots & c_s \end{bmatrix}$$

Then by matrix multiplication, there exists a $s \times n$ matrix $R$, such that $M = C \cdot R$. 
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\[
CR = \begin{bmatrix}
r_{11} & r_{12} & r_{13} & \cdots & r_{1n} \\
r_{21} & r_{22} & r_{23} & \cdots & r_{2n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
r_{s1} & r_{s2} & r_{s3} & \cdots & r_{sn}
\end{bmatrix}
\]

(3.6)

where \( r_i \) is the \( i \)-th row of the matrix \( R \), for \( 1 \leq i \leq s \). Therefore, matrix \( M \) is represented as

\[
M = C \cdot R
\]

\[
= \begin{bmatrix}
c_{11}r_{11} + \cdots + c_{1s}r_{s1} & \cdots & c_{11}r_{1n} + \cdots + c_{1s}r_{sn} \\
c_{21}r_{11} + \cdots + c_{2s}r_{s1} & \cdots & c_{21}r_{1n} + \cdots + c_{2s}r_{sn} \\
\vdots & & \vdots \\
c_{m1}r_{11} + \cdots + c_{ms}r_{s1} & \cdots & c_{m1}r_{1n} + \cdots + c_{ms}r_{sn}
\end{bmatrix}
\]

(3.7)

The \((i,j)\)-th element of \( R \) is the coefficient of the column vector \( c_i \), shown above, when the \( j \)-th column of matrix \( M \) is expressed as a linear combination of the \( s \) columns of \( C \). Also, matrix \( M \) can be rewritten in the following form.

\[
M = \begin{bmatrix}
c_{11}r_{1} + c_{12}r_{2} + \cdots + c_{1s}r_{s} \\
c_{21}r_{1} + c_{22}r_{2} + \cdots + c_{2s}r_{s} \\
\vdots \\
c_{m1}r_{1} + c_{m2}r_{2} + \cdots + c_{ms}r_{s}
\end{bmatrix}
\]

(3.8)

Then the \((i,j)\)-th element of \( C \) is the coefficient of \( r_j \) when the \( i \)-th row of \( M \) is expressed as a linear combination of the \( s \) rows of \( R \). Therefore, the \( s \) rows of \( R \) span the rows of \( M \). Then we have,
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\[ \text{row rank}(M) \leq \text{row rank}(R) \]
\[ = r \quad \text{(3.9)} \]
\[ = \text{column rank}(M). \]

For any \( m \times n \) matrix \( M \), the row rank \( (M) \leq \) column rank \( (M) \). In order to prove that \( \text{row rank}(M) = \text{column rank}(M) \), the inverse inequality, \( \text{row rank}(M) \geq \) column rank \( (M) \) has to be satisfied.

\[ \text{column rank}(M) = \text{row rank}(M^T) \]
\[ \leq \text{column rank}(M^T) \quad \text{(3.10)} \]
\[ = \text{row rank}(M) \]

Therefore, \( \text{row rank}(M) = \text{column rank}(M) \).

\[ \square \]

**Theorem 3.3.2.** Let \( C \) be a \([n, k]\) binary linear code and let \( H \) be a parity check matrix for \( C \). For any \( c \in C \), if \( c \in \phi \), its weight is at most \( k \).

**Proof.** A generator matrix of any linear code is defined as a matrix whose rows form a basis of the linear code. For the linear code \( C \), the parity check matrix \( H \) is also the generator matrix of the dual code \( C^\perp \). By definition of a generator matrix, there are \( n - k \) rows of \( H \) that are linearly independent. Hence, the row rank \( (H) = n - k \).

For any linear binary code, the column rank \( (H) \) is equal to the row rank \( (H) \). Therefore, \( n - k \) columns of \( H \) are also linear independent. We then assume that
there exists a vector $c$ with weight more than $k$, represented as $\text{wt}(c) > k$. From (4), matrix $H_c$ is obtained by removing at least $k + 1$ columns from $H$, or at most $n - k - 1$ columns of $H$ are not removed. Since there are $n - k - 1$ columns of $H$ that are linearly independent, the $\text{rank}(H_c) \leq n - k - 1 < n - k$. A contradiction is formed as $\text{rank}(H_c)$ must be equal to $n - k$ defined in (3). Our assumption that there exists a vector $c$ with weight more than $k$ is hence invalid. Therefore, we conclude that the weight of $c$ must be less than or equal to $k$.

\[ \square \]

The above theorem shows that for any $c \in \phi$, the rank of $H_c$ must be at least $n - k$. However, for the code construction proposed in [23] the rank of $H_c$ is strictly $n - k$.

**Definition 3.3.1.** The support of a binary vector $\gamma$, denoted by $\text{supp}(\gamma)$, is the set $\{i \mid \gamma_i = 1\}$. Then a binary vector $\gamma$ is said to be covering vector $\varphi$ if and only if $\text{supp}(\varphi) \subseteq \text{supp}(\gamma)$.

**Example 3.3.1.** Let three binary vectors $\gamma, \varphi_1, \varphi_2 \in \{0,1\}^4$ be

\[
\gamma = 1001 \\
\varphi_1 = 1011. \\
\varphi_2 = 0001
\]

(3.11)

It is evaluated that the support for each binary vector is then
From the above illustration, the binary vector \( \varphi_1 \) is said to cover vector \( y \), while the binary vector \( \varphi_2 \) does not.

**Lemma 3.3.3.** Let \( C \) be an \([n, k]\) linear code over \([0,1]^n\) and let \( H \) be a parity check matrix for \( C \). For every vector \( c \in \{0,1\}^n \), \( \text{rank}(H_c) = n - k \) if and only if vector \( c \) does not cover any non-zero codeword in \( C^\perp \).

The proof of Lemma 3.3.3 is provided in [20]. However, the intuitive idea of having every vector \( c \in \phi \) not covering any non-zero codeword in \( C^\perp \) is explained as follows.

Assume \( x \in \phi \) which covers a non-zero codeword \( y \in C^\perp \), for example \( \text{supp}(y) \subseteq \text{supp}(x) \), and that the cell state for the first and second write is \( x, y \), respectively. Let

\[
I = \text{supp}(x) = \{i \mid x_i = 1\}
\]

where \( x_i \) is the \( i \)-th entry of vector \( x \). Consider the case when \( \text{supp}(y) = \text{supp}(x) \), in other words, the cell state of the first write is exactly the second write. In this scenario the prior information that was being stored in the WOM memory cells is unchanged. Therefore, a rewriting operation is not required to update vector \( x \) to
Next, we consider the case when $\text{supp}(y) \subseteq \text{supp}(x)$. It is obvious that there exists at least one bit position in the first write that has been converted to state 1, but the particular bit position is state 0 for the second write. Due to the constraints of a WOM code, it is impossible to change any bit position from state 1 to state 0. As a result, vector $x$ cannot be rewritten into vector $y$. Based on the assumption that there exists a vector $x \in \phi$ which covers a non-zero codeword $y \in C^\perp \ (e.g. \ supp(y) \subseteq supp(x))$, it is not possible to rewrite the vector $x$ into $y$. From the argument above, every vector $x \in \phi$ does not a cover any non-zero codeword $y \in C^\perp$.

The next theorem states the code construction method to design a two-write WOM-code from a linear block code.

**Theorem 3.3.4.** Let $C$ be an $[n, k]$ linear code over $\{0,1\}^n$, $H$ be a parity check matrix for $C$ and let $\phi$ be the set defined in (3.3). Then there exists a $C_2[n, 2: \phi, 2^{n-k}]$ two-write WOM-code constructed from linear code $C$ with WOM-rate

$$R(C_2) = \frac{\log_2(|\phi|) + (n - k)}{n} \quad (3.14)$$

In order to prove that a two-write WOM-code exists for this construction defined by Theorem 3.3.4, the encoding and decoding rules for both writes must be present. The encoding and decoding operations for the two-write WOM-code are illustrated.
in Example 3.3.2.

**Example 3.3.2.** Assume we have a linear code $C$ with parity check matrix $H$, given by

$$H = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}. \quad (3.15)$$

During the first write, we want to encode the information word $s_1 = 11$, and then in the second write we want to encode the information word $s_2 = 10$. Let $c_1$ and $c_2$ denote the codeword of the first and second write respectively. The encoding rule is motivated by syndrome decoding. For the first write, the encoding operation denoted by $E_1(s_1) = c_1$, is defined as $c_1 \cdot H^T = s_1 = 11$, therefore $c_1 = 100$. The decoding of $c_1$ to achieve $s_1$ is trivial. During the second write, the reduced form of $H$ is represented by $H_{c_1}$. We then obtain

$$H_{c_1} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}. \quad (3.16)$$

We defined the second write encoding operation by $E_2(s_1 + s_2) = c_2$. For the second write, the information word $s_2$ is not stored as it is. Instead, the modulo-2 sum of $s_1$ and $s_2$,

$$s_1 + s_2 = 11 + 10 = 01 \, (\text{mod} \, 2). \quad (3.17)$$

is stored during the second write. This is to ensure that $s_2$ can be successfully decoded. This motivation will further be explained in the next paragraph. The codeword $c_2$, representing the updated information word, is calculated by the
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following procedures. First, we evaluate the reduced vector of $c_2$, and is represented by the variable $c_2'$. From Equation (3.18) shown below,

$$c_2' \cdot H_{c1}^T = 01$$  \hspace{1cm} (3.18)

it is trivial to observe that $c_2' = 10$. Next, we add "0"s back to the column entries of $c_2'$, which was removed earlier from $H$ to derive $H_{c1}$. In this example, the first column was removed from $H$ to produce $H_{c1}$. Therefore, a 0 is added to the first column of the codeword $c_2'$, leading to $c_2 = 010$. Therefore the codeword after the second write will be $c_1 + c_2 = 110$.

During the re-writing operation, the modulo-2 sum of $s_1$ (first write information word) and $s_2$ (second write information word) is being encoded. Given that the current WOM cell state after re-writing is $c_1 + c_2$, after multiplying the current WOM cell state to the transpose of the parity check matrix of the linear code $H$, we have

$$(c_1 + c_2) \cdot H^T = c_1 \cdot H^T + c_2 \cdot H^T$$

$$= s_1 + (s_1 + s_2)$$

$$= s_2 \text{ (mod 2)}.$$  \hspace{1cm} (3.19)

From the above, we verify that the modulo-2 sum of $s_1$ and $s_2$, during the second write encoding, is essential to correctly decode the second write information word $s_2$. 
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3.3.2 Maximizing the WOM-rate

Storage memories aim to maximize the areal density, and thus a higher rate code is more desirable. Carefully selection of the linear code $C$ is crucial, so that the overall code rate can be maximized. From Section 3.3.1, we concluded that a two-write WOM-code can always be constructed from any linear code $C$. In this section, we will analyze the selection of the linear code $C$ for the construction of a WOM-code $C_2$, such that its corresponding WOM-rate $R(C_2)$ is maximized.

For a given linear code $C[n,k]$ over $\{0,1\}^n$ with a parity check matrix $H$, the WOM-rate is maximized when $|\phi|$ is maximized. From (3.14), WOM-rate is proportional to the size of $\phi$. In order to analyze how one can maximize the size of set $\phi$, we model this as a maximization problem. The objective function is to maximize the size of $\phi$, subjected to two constraints. As stated by Theorem 3.3.2, one of the constraints is that the weight of vector $c$ must be less than or equal to $k$, for all $c \in \phi$. The second constraint is $c \in \phi$ if and only if the rank of $H_c$ is equal to $n - k$, shown in equation (3.3). By Lemma 3.3.3, the above statement is equivalent to $c \in \phi$ if and only if vector $c$ does not cover any non-zero codeword in $C^\perp$. To illustrate Lemma 3.3.3, we consider three scenarios, with the first case assuming

$$C^\perp = \{0100\}. \quad (3.20)$$

For this case, the length of the codeword $n = 4$ and $\text{supp}(0100) = \{2\}$. Every vector $c \in \phi$ cannot cover the vector 0100. Therefore, $\text{supp}(c)$ can take the value...
of any entry in the set
\[
\{\{1\}, \{3\}, \{4\}, \{1,3\}, \{1,4\}, \{3,4\}, \{1,3,4\}\}.
\] (3.21)

Following that, it is clear that \(|\phi| = 7\).

Next, assume if the dual code is
\[C^\perp = \{0101\}.\] (3.22)

We have \(\text{supp}(0101) = \{2,4\}\), and can at most be the set
\[
\{\{1\}, \{2\}, \{3\}, \{4\}, \{2,4\}, \{1,3\}, \{1,4\}, \{3,4\}, \{1,2,3\}, \{1,3,4\}\}.
\] (3.23)

implying that \(|\phi| = 11\). This comparison shows that size of \(\phi\) increases with increasing weight of \(c\). Lastly if the dual code contains the codewords from the previous two scenarios,
\[C^\perp = \{0100,0101\}.\] (3.24)

The support of the dual code becomes \(\text{supp}(C^\perp) = \{(2), \{2,4\}\}\). From the previous comparisons, it is shown that \(\text{supp}(0100) \subset \text{supp}(0101)\). From the analogy above, if there exists a support of a vector \(x\) that is a subset of another vector \(y\), it is only necessary to consider the vector \(x\) when computing the size of \(\phi\).

It is proven that for any linear code \(C\), the minimum Hamming weight of \(C\) is equal to the minimum Hamming distance between the codewords of \(C\). \([37, 38]\). Therefore, in order for \(|\phi|\) to be maximized the Hamming weight of \(C^\perp\) should be maximized. Since \(C^\perp\) is a linear code, then maximizing the Hamming weight of \(C^\perp\) is equivalent
to maximizing the minimum Hamming distance of $C^\perp$. The error correcting capability of a code is directly proportional to the minimum distance $d_{\text{min}}$, of the linear code; consequently, the BCH codes have high error correcting capabilities due to their large minimum distances. For our simulations, the binary BCH codes are used as the dual code of the linear code $C$. For binary BCH codes with a fixed length $n$, there exist multiple BCH codes with different dimensions and minimum Hamming distance. Letting the dual code be a particular BCH code $C^\perp[n, n - k]$, the linear code can easily be fulfilled by taking the generator matrix of $C$ as the parity check matrix of $C$, and the parity check matrix of $C^\perp$ as the generator matrix of $C^\perp$. Thus, $C$ has length $n$ and dimension $k$. Let the base code be the dual code $C^\perp[n, n - k]$ that is a binary BCH code, such that WOM-rate is maximized for a fixed $n$. For a fixed length $n$, we need to find a dual code that maximizes the WOM-rate. The following criterion is proposed to select the optimal binary BCH code.

**Criterion 3.3.1.** For a fixed $n$, the dual code is initialized to be the binary BCH code with the minimum $k$, in order to maximize the minimum Hamming distance. Next $k$ is increased iteratively until the WOM-rate for the two-write WOM-code is maximized.

We remark that in general, the above criterion proposed for the binary BCH code applies to other linear block codes as well.

The following example is to illustrate how the base code is selected, when we fixed the length of the code to be $n = 31$. 
Example 3.3.3. Let $C_i$ be a $[n, k_i, d]$ linear code and the dual code be $C_i^d[n, n - k_i, d]$, where $i = 1, 2, 3$. In the table below, we list the dimensions of the binary BCH codes of length, $n = 31$. The WOM-rate $R(C_2)$ is calculated by (3.14). From Table 3.2, it is clear that the dual code with the largest Hamming distance has the largest value of $|\phi|$, which is consistent with our analysis of having a large hamming distance as the base code to maximize the size of set $\phi$. For a fixed length $n = 31$, the BCH code with the largest Hamming distance is the code with the smallest value of $n - k$, which is proportional to the number of codewords available for the second write $M_2$. Therefore, even when the size of $|\phi|$ increases, it does not necessarily imply that the WOM-rate will increase. Hence, the BCH code that is to be used in the proposed code construction has to be carefully chosen so that the WOM-rate is maximized. In this case when the length of the code is $n = 31$, the maximum WOM-rate is achieved, if $n - k = 21$. Therefore, the base code for $n = 31$ is the BCH code $[31, 21, 2]$.

Table 3.2: Binary BCH codes parameters and their corresponding WOM-rates.

| $C_i^d$ | $n$  | $n - k_i$ | $d_{\text{min}}$ | $|\phi|$ | $R(C_i^{(t)})$ |
|---------|------|-----------|-----------------|--------|----------------|
| $C_1^d$ | 31   | 26        | 1               | 206368 | 1.4059         |
| $C_2^d$ | 31   | 21        | 2               | 43721409 | 1.4962        |
| $C_3^d$ | 31   | 16        | 3               | 539069042 | 1.4518        |
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We define a restricted WOM-code as a code with the same number of messages that can be written for both the first and the second write, namely $M_1 = M_2$, and the unrestricted WOM-code, namely $M_1$ and $M_2$ do not need to be equal. It is proven in Section 3.3.4 that in order to achieve a higher WOM-rate, we need to maximize $\phi$ by selecting the dual of the linear code with large Hamming distance. Therefore, we ran our simulations using the binary BCH codes as the dual code. The results of the best two-write binary WOM-codes are introduced in the subsequent sections.

3.4.1 Restricted WOM-codes

For restricted WOM-codes, since there is an additional constraint that the total number of possible messages in the first and second write must be the same. Equation (3.14) is reduced to

$$\mathcal{R}(C) = \frac{2 \cdot \hat{R}}{n}$$

(3.25)

where $\hat{R}$ is the minimum value between $\log_2(|\phi|)$ and $(n - k)$.

From literature it is exhibited that the best known WOM-rates can be improved when WOM-codes are constructed with the construction presented in Section 3.3.1 [23]. The best known restricted WOM-rate was increased from 1.343 to 1.4546 by performing a computer search and 1.375 by taking the linear code as
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the first order Reed-Muller code $C[16,5,8]$. However consideration must be taken for WOM-codes achieved by computer search, as these codes do not have a practical code construction. This might lead to expensive and complicated encoding and decoding operations.

The work presented in this section are based on selecting different binary BCH codes – which have a practical code construction, to construct various two-write binary WOM-codes. In our simulation, the [15,11]-BCH code is used as the dual code $C^\perp$ and the WOM-rate is calculated. From Theorem 3.3.2, the set $|\phi|$ for this BCH code consists of vectors $c$ with weight at most the dimension of the linear code. Since the dual code has dimension 11, the dimension of the linear code is 4. The breakdown of the total number of vectors for each hamming weight is tabulated in Table 3.3. From the simulation results, we compute the size of set $\phi$ to be 1381. The WOM-rate is calculated with (3.14), and is therefore 1.3909. This is the best WOM-rate for the restricted WOM-code with two writes.

Table 3.3: Breakdown of number of vectors for WOM-code with [15, 11]-BCH code being used as the base code.

<table>
<thead>
<tr>
<th>Hamming weight</th>
<th>Number of vectors with weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>105</td>
</tr>
<tr>
<td>3</td>
<td>420</td>
</tr>
<tr>
<td>4</td>
<td>840</td>
</tr>
</tbody>
</table>
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3.4.2 Unrestricted WOM-codes

The best WOM-rate for unrestricted two-write WOM-code is discussed in this section. From [23], it was shown that the WOM-rate for unrestricted WOM-code can be increased from 1.3707 to 1.4928 by computer search, and 1.4632 by using the [23,12,7]-Golay code. In another simulation set, the [31,21]-BCH code is used as the dual code \( C^4 \). This suggests that the linear code has length and dimension, \( n = 31 \) and \( k = 10 \), respectively. The set \( \phi \) consists of vectors with at most weight 10. The breakdown of the total number of vectors for each hamming weight is tabulated in Table 3.4. From the simulation results, we compute the size of set \( \phi \) to be 43721409. The WOM-rate is calculated with (3.14), and is therefore 1.4962. When the [31,21]-BCH code is selected as the dual code, the WOM-rate is higher than the code rate achieve by computer search as well as the best constructed two-write WOM-code, presented in [23].

Table 3.4: Breakdown of number of vectors for WOM-code with [31, 21]-BCH code being used as the base code.

<table>
<thead>
<tr>
<th>Hamming weight</th>
<th>Number of vectors with weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>31</td>
</tr>
<tr>
<td>2</td>
<td>465</td>
</tr>
<tr>
<td>3</td>
<td>4495</td>
</tr>
<tr>
<td>4</td>
<td>31465</td>
</tr>
<tr>
<td>5</td>
<td>169725</td>
</tr>
<tr>
<td>6</td>
<td>730639</td>
</tr>
</tbody>
</table>
However, there exists a trade-off between increasing the minimum Hamming distance of the BCH code and the WOM-rate. It is known that for BCH codes with a fixed length $n$, BCH codes with larger $k$ have smaller Hamming distance. Hence, for BCH code of a given $n$ with larger $k$, the size of is smaller but the size of messages for second write is larger. It is emphasized that in order to maximize the WOM-rate, the BCH code must be carefully selected.

### 3.5 WOM-rate Analysis

To measure the improvement in WOM-rate attained in this current work, and evaluate its merits to what is available in literature, we define a measure known as code efficiency and state the capacity for the two-write WOM-code. The capacity for any binary WOM with two writes was proven in [22] and [24] to be

\[ I_2 = \{(R_1, R_2) : R_1 < h(p), R_2 < 1 - p\}. \]

The WOM-rate for a two-write binary WOM-code is maximized for $p = \frac{2}{3}$ and $I_2 = \log_2 3 \approx 1.585$.

**Definition 3.5.1.** The code efficiency of a binary WOM-code $C_2$, denoted by $\eta_2$, is
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defined as

\[ \eta_2 = \frac{R(C_2)}{I_2}, \]  

(3.27)

where \( R(C_2) \) is the WOM-rate and \( I_2 \) is defined in (3.26).

The comparison of the WOM-codes designed by this work with those in literature is tabulated in Table 3.5 and Table 3.6. For the unrestricted WOM-code, the WOM-rate is increased from 1.4632 to 1.4962, which leads to an approximate increase of 2% in code efficiency. As for the restricted WOM-code, the WOM-rate is increased from 1.3750 to 1.3909 that is approximately 1% increase in code efficiency. We remark that the maximum restricted WOM-rate to-date is 1.4546 [23]. However, this is achieved from computer search, without having a practical code (e.g. encoder and decoder) design.

Table 3.5: WOM-rate and coding efficiency comparison for unrestricted WOM-codes.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( R(C) )</td>
<td>1.3707</td>
<td>1.4632</td>
<td>1.4962</td>
</tr>
<tr>
<td>( \eta )</td>
<td>86.48%</td>
<td>92.32%</td>
<td>94.40%</td>
</tr>
</tbody>
</table>
Table 3.6: WOM-rate and coding efficiency comparison for restricted WOM-codes.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$R(C)$</td>
<td>1.3430</td>
<td>1.3750</td>
<td>1.3909</td>
</tr>
<tr>
<td>$\eta$</td>
<td>84.73%</td>
<td>86.75%</td>
<td>87.76%</td>
</tr>
</tbody>
</table>

3.6 Conclusion

A high emphasis is placed on WOM-codes for PCM as they allow the increment on the lifetime of the memory cells. Since the research here is targeted for storage purpose, the attention is placed on two-write WOM-codes. This is because higher re-writability will greatly penalize both the WOM-rate and the memory storage efficiency. The code construction [23] is introduced and investigation work is done on the selection procedure for the best dual code to maximize the size of $\phi$. Further research has shown that in order to maximize the size of $\phi$, the minimum Hamming distance of the dual code should be maximized. In Section 3.3.2, the BCH code is proposed to be used as the base code, considering that these codes have large Hamming distances. However, there is a trade-off between increasing the minimum Hamming distance and the number of messages available for the second write operation. Additional analysis revealed that for a fixed $n$, in order to maximize the overall WOM-rate, the search should be initialized with a BCH code with the smallest $k$, such that the hamming distance is maximized. The parameter $k$ is iteratively increased till the WOM-rate is maximized. Using the proposed code
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design criterion, we managed to obtain efficient two-write WOM-codes, whose rates are higher than those available in literature, for both the unrestricted and restricted WOM-codes. In the context of NVM, our interest lies in the restricted WOM-codes, for a simple reason that it is more practical for both writes to have the same number of messages.
CHAPTER 4

NON-BINARY WOM-CODES FOR ENDURANCE

Spurred by the interest to improve storage capacity, development in NVM technologies has brought about multilevel cells (MLC), which are able to store more than a single bit per cell [35, 69]. Recently, a generalized WOM model for multilevel cells and information theory limits were examined [27]. If WOM-codes are to be implemented as a type of storage code, emphasis has to be placed on maximizing the number of bits that can be written to a given $n$ cells in two writes. The constraint that no cell states can be decreased during each write must not be violated as well. Similar to the binary WOM-codes, the non-binary WOM-codes designed in this thesis contains two writes. The non-binary WOM-codes are thoroughly examined in this chapter as follows.

In Section 4.1 the basic model of a MLC WOM cell is explained together with definitions and notations used. Section 4.2 examines two code construction methods that are used to design non-binary WOM-codes. In Section 4.3, both the code constructions are compared. To further the research on the non-binary WOM-
codes, novel high-rate WOM-codes of higher alphabet size are designed, based on the efficient binary WOM-codes developed in Chapter 3. The chapter is finally concluded in Section 4.4.

4.1 Basic Structure of a Multi-level WOM

A basic structure of a MLC-WOM cell is that the cells have \( q \) distinct states: \( \{0, 1, \ldots, q - 1\} \), with initial state of all cells to be zero. The unique property of WOM cells is that none of the cells are able to decrease their cell state. The definition of a two-write binary WOM-code is extended for the non-binary codes.

**Definition 4.1.1.** Let \( M_i \) be the number of distinct messages that can be written on the \( i \)-th write. A \([n, 2; M_1, M_2]_q\) two-write non-binary WOM-code \( C_q \) is a coding scheme on \( n \) \( q \)-ary cells and two pairs of encoding and decoding rules. The encoding and decoding rules, denoted by \( E_i \) and \( D_i \), are defined as follows.

For each of the \( i \)-th write,

1. \( E_1: \{1, 2, \ldots, M_1\} \rightarrow \{0, 1, \ldots, q - 1\}^n \)

2. For the second write, let the first write cell state be represented by \( s = (s_1, \ldots, s_n) \) and \( m \) be the second write information word. For \( i = 1, 2 \), the second write encoding rule should satisfy the following rule.

\[ E_2(m, s) \geq s \]

3. Let the first and second write information word be represented by \( m_1, E_2(m, s) \geq s \).
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\{1,2,\cdots,M_1\} \text{ and } m_2 \in \{1,2,\cdots,M_2\} \text{ respectively. The decoding rule for each write is defined by the mapping rule}

\[ \mathcal{D}_1 : \{0,1,\cdots,q-1\}^n \rightarrow \{1,2,\cdots,M_1\} \]

such that \( \mathcal{D}_1(\mathcal{E}_1(m_1)) = m_1 \) and \( \mathcal{D}_2(\mathcal{E}_2(m_2, s)) = m_2 \).

The inputs and outputs of the two pairs of encoding and decoding rules are illustrated in Figure 4.1 and Figure 4.2, respectively. Let \( u_1 \in \{1,\cdots,M_1\} \) and \( u_2 \in \{1,\cdots,M_2\} \) represent the information vector of the first and second write. While \( v_1, v_2 \in \{0,1,\cdots,q-1\}^n \) are the cell state vectors after the first and second write.

For the first write encoding operation, the information vector \( u_1 \) is mapped to a unique cell state vector \( v_1 \). While for the second write encoding operation, with the information of the current cell state vector after the first write provided, the information vector \( u_2 \) is mapped to a unique cell state vector \( v_2 \). The decoding procedure for both writes maps the cell state back to the corresponding information vector.

[Diagram 4.1: Block diagram of the first write encoder and decoder.]

[Diagram 4.2: Block diagram of the second write encoder and decoder.]
Definition 4.1.2. The WOM-rate of a two-write $q$-ary WOM-code $C_q$ on the $i$-th write is defined to be

$$R_i(C_q) = \frac{\log_2 M_i}{\log_2 q^n} = \frac{\log_q M_i}{n}.$$  \hspace{1cm} (4.1)

Therefore, the WOM-rate of $C_q$ is the sum of the first and second WOM-rate

$$R(C_q) = R_1(C_q) + R_2(C_q).$$  \hspace{1cm} (4.2)

4.2 Code Construction for Non-binary WOM-codes

In this section, two code constructions for the two-write non-binary WOM-code are introduced. We first propose a code construction that is able to achieve WOM-rates considerably close to the best known WOM-codes with a smaller codeword length. The smaller codeword length would provide less complexity during encoding and decoding operations without sacrificing much storage capacity. A second construction presented in [71] has shown to outperformed other similar code constructions [96] on numerous numbers of occurrences. Furthermore, after conducting a search based on the critical criterion proposed in Chapter 3, we show that the newly designed WOM-codes achieve rates higher than the state-of-the-art codes.
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4.2.1 Code Construction A

Generalizing from the code construction of the binary WOM-codes, assume first that each cell has \( q \) levels. Let \( C[n,k] \) be a linear code with parity check matrix \( H \). The set defined in (3.3) is redefined as

\[
\phi_q = \{ c \in \{0, \cdots, q-1\}^n \mid \hat{S}, \forall x_i \in \{0, \cdots, q-1-c_i\} \}.
\] (4.3)

where \( c_i \) and \( h_i \) represents the \( i \)-th entry of the cell state vector and \( i \)-th column of the parity check matrix of a linear code, respectively. Let the non-empty set \( V = \{0, \cdots, q-1\}^{n-k} \), the set \( \hat{S} \) is defined as

\[
\hat{S} = \{ \sum x_i h_i \text{ spans } V \}.
\] (4.4)

In the code construction for non-binary codes, the matrix \( H_c \) is calculated from the rule defined in (4.5).

\[
H_c^{(i)} = \begin{cases} 
H^{(i)} & \text{, if } c_i \neq q - 1 \\
\text{replace } i\text{-th column with zero vector} & \text{, if } c_i = q - 1
\end{cases}
\] (4.5)

where \( c_i \) is the \( i \)-th entry of the vector \( c \).

**Theorem 4.2.1.** Let \( C[n,k] \) be a linear code with parity check matrix \( H \) and let \( \phi_q \) be the set defined in (4.3). Then there exists an \([n, 2 : |\phi|, q^{n-k}]\) two-write \( q \)-ary WOM-code with WOM-rate

\[
\mathcal{R}(C_q) = \frac{\log_2 |\phi| + \log_2 q^{n-k}}{\log_2 q^n}
\] (4.6)
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Proof. It is necessary to show the existence of the encoding and decoding rules on both writes. Let \( \{c_1, c_2, \cdots, c_{|\phi_q|}\} \) be an ordering of set \( \phi_q \). The encoding rules of both writes are defined as follows.

During the first write, a symbol \( x \in \{1,2,\cdots,|\phi_q|\} \) is written in the WOM cells. Let \( E_1, D_1 \) be the encoding and decoding rule for the first write. For every \( x \in \{1,2,\cdots,|\phi_q|\} \), the encoding and decoding rule maps the symbol \( x \) to a cell state \( c_x \) and vice versa, for example \( E_1(x) = c_x \) and the inverse \( D_1(c_x) = c_x \cdot H^T = x \). On the second write, a different information vector \( y \) of \( n - k \) bits is rewritten on WOM cells, without violating the WOM constraint. Let \( c_x \) be the cell state vector after the first write and \( x = c_x \cdot H^T \). The second write encoding rule is defined as

\[
E_2(y,c_x) = (q - 1) \cdot c_x + c_y ,
\]

where \( c_y \cdot H^T_{c_x} = (q - 1) \cdot x + y \) must be satisfied. For the decoding rule, if \( c' \) is the cell state after two writes, the decoded \( n - k \)-bits information vector in the second write is

\[
D_2(c') = c' \cdot H^T
= (c_x + c_y) \times H^T
= x + (q - 1) \times x + y
= y \pmod{q} .
\]

The second write decoding rule is always preserved when every \( x \in \phi_q \) results in \( \text{rank}(H_x) = n - k \).
Example 4.2.1. Let \( C_3 \) be a two-write 3-ary WOM-code and \( C \) be a linear binary code with parity check matrix

\[
H = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix}.
\] (4.9)

To simplify the illustration, we assume the first write encoding map to be

\[
E_1(x) = c_1
\] (4.10)

such that \( c_1 \cdot H^T = x \) is satisfied. During the first write, the information vector \( x = (20) \) is written in the WOM cells with corresponding cell state \( c_1 = (200) \), derived by the first write encoding map. The process of decoding the first write the cell state vector \( c_1 \) to obtain the information word \( x \) is straightforward and is illustrated below.

\[
D_2(c_1) = c_1 \cdot H^T = (20)
\] (4.11)

On the second write, the user rewrites another information vector \( y = (10) \) on the WOM cells. The final cell state vector after the second write is calculated as shown below.

1. The parity check matrix is altered to

\[
H_x = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix}.
\] (4.12)

2. The equation \( c_y \cdot H_{c_x}^T = (q - 1) \cdot x + y \) must be satisfied, as mentioned in the proof of Theorem 4.2.1.
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\[ c_y \cdot H^T_{c_x} = (q - 1) \times x + y \]
\[ = 2(20) + (10) \]
\[ = 20 \text{ (mod 3)} \] (4.13)

3. After the above manipulation, the cell state vector of the second write is \( c_y = (012) \) and the cell state vector after both writes is \( c' = (212) \). The decoding rule for the second write is as follows.

\[ D_2(c') = (212) \times H^T \]
\[ = (10) \text{ (mod 3)} \] (4.14)

Since there were no requirements specified in Theorem 4.2.1 for the chosen linear code, the user is free to select any available linear codes. Since the WOM-codes discussed in this section are targeted for data storage applications, investigation is done on specifically WOM-codes with high WOM-rates, which is further explored in Section 4.3.

4.2.2 Code Construction B

Prior to describing the second code construction, we briefly outline the conventional encoding and decoding of decimal numbers, where each decimal digit is mapped to a unique vector \( \nu \in \{0,1,\ldots,q-1\}^n \). The mapping rule is defined below.
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\[ \delta_{q,n}(v) = \sum_{k=1}^{n} q^{n-k} v_k. \] (4.15)

This mapping is easily verified to be one-to-one and that the inverse exists. The procedure of performing the encoding of decimal digit \( \delta_{q,n}(v) \) to obtain the encoded vector \( v = (v_1, v_2, \ldots, v_n) \) is

\[ v_k = \left\lfloor \frac{\delta_{q,n}(v)}{q^{n-k}} \right\rfloor. \] (4.16)

and after each computation of \( v_k \), decimal digit \( \delta_{q,n}(v) \) is updated to

\[ \delta_{q,n}(v) = \delta_{q,n}(v) - v_k \times q^{n-k}. \] (4.17)

On the other hand, the procedure of decoding the vector \( v \) to obtain its corresponding decimal digit is calculated from (4.15). It has been proven in [71] that for all \( m, q \geq 2 \), an \( C_q^m[n, 2; M_1^m, M_2^m]_q^m \) WOM-code exists if and only if an \( C_q[n, 2; M_1, M_2]_q \) WOM-code exists.

**Definition 4.2.1.** If \( R(C_q) \) is the WOM-rate of a WOM-code \( C_q[n, 2; M_1, M_2]_q \), then the WOM-rate of higher alphabet size WOM-codes constructed from \( C_q \), denoted as \( C_q^m[n, 2; M_1^m, M_2^m]_q^m \), is

\[ R(C_q^m) = m \times R(C_q). \] (4.18)

We remark that the WOM-code which is used to construct higher alphabet size WOM-codes is referred to as a base code in this chapter.
Furthermore, it has also been shown in [71] that maximizing the WOM-rate of the base code used in the non-binary WOM-code construction, would also maximize the WOM-rate for the higher alphabet size WOM-code. Therefore, we proposed to leverage on the highest rate binary WOM-code discovered in Section 3.4 to construct higher alphabet size WOM-codes (e.g. $q = 2^m$).

A drawback of the best known WOM-codes presented in [71] is that they lack of a practical code design, which implies that the codes are not physically available. The novelty of the work on the non-binary WOM-code is that the codes designed are able to achieve the highest coding efficiency for the parameters specified and also have a practical code construction. Table 4.1 provides the mapping of how information bits are mapped to their corresponding codewords for the first and second-write of the popular two-write binary WOM-code found by Rivest and Shamir, denoted as the $[3,2:4,4]_2$ WOM-code. In Example 4.2.2, the non-binary WOM-code constructed from the $[3,2:4,4]_2$ WOM-code is presented.

**Table 4.1: Mapping of Rivest and Shamir $[3,2:4,4]_2$ WOM-code.**

<table>
<thead>
<tr>
<th>Information word</th>
<th>Encoded word</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First write</td>
</tr>
<tr>
<td>00</td>
<td>000</td>
</tr>
<tr>
<td>01</td>
<td>010</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>11</td>
<td>001</td>
</tr>
</tbody>
</table>
Example 4.2.2. Let Rivest and Shamir’s binary WOM-code be denoted as $C_2[3,2;4,4]_2$. It is proven in [71] that another 4-ary WOM-code can be constructed from $C_2$ and is denoted by $C_4[3,2;4^2,4^2]_2$. Both the first and second write operation encode four information bits. The first step of the encoding operation is done by using $C_2$, where information vectors $(11,01)$ is mapped to codewords $(001,010)$. We label $001$ and $010$ as the first and second triplet respectively. The next step is to extract the first entry of each triplet and append them to obtain $(v_1,v_2,v_3) = (00,01,10)$. Finally using mapping $\delta_{q,n}(v_i)$, where $i = 1,2,3$, the encoded word for the first write is $(0,1,2)$. The second write codeword can be calculated with the same procedure and is summarized in the table below.

Table 4.2: First and second write mapping between information bits and codeword of $C_4$.

<table>
<thead>
<tr>
<th>Write number</th>
<th>Information word</th>
<th>Codeword</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(11,01)</td>
<td>(0,1,2)</td>
</tr>
<tr>
<td>2</td>
<td>(01,10)</td>
<td>(1,2,3)</td>
</tr>
</tbody>
</table>

For the code $C_4$, let the first write codeword be $c_1 = (c_{11},c_{12},c_{13})$ and the second write codeword be $c_2 = (c_{21},c_{22},c_{23})$. The constraint of the WOM is not violated as $c_{2k} \geq c_{1k}$ for all values of $k$. Therefore, the constructed non-binary code is a valid WOM-code. Based on Definition 4.2.1, the WOM-rate of the constructed 4-ary
WOM-code is $4 \times 2/3 = 4/3$. If an 8-ary WOM-code was constructed the WOM-rate would be $8 \times 2/3 = 16/3$ instead.

4.3 Code Construction Comparison

4.3.1 WOM-codes Designed from Construction A

The non-binary WOM-codes with the highest WOM-rate, designed by construction A, is presented in this section. Akin to the binary WOM-code, we design the non-binary WOM-codes with BCH codes as the base code. The best possible simulation is conducted using the BCH code with parameters $n = 7$, $k = 4$ and $q = 4$. Higher parameters would result in insufficient memory. The parity check matrix of the mentioned BCH code is given as follows.

\begin{align}
H_1 &= \begin{bmatrix}
1 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 1
\end{bmatrix}_{3 \times 7} \tag{4.19}
\end{align}

Next, we present another parity check matrix $H_2$, which has a slightly bigger dimension as compared to $H_1$.

\begin{align}
H_2 &= \begin{bmatrix}
1 & 0 & 1 & 3 & 2 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 3 & 2 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 3 & 2 & 1
\end{bmatrix}_{3 \times 8} \tag{4.20}
\end{align}

In order to evaluate its merits benchmarking with what is available on literature, we define a measure known as efficiency which is the ratio of its WOM-rate and the capacity. The capacity for any 4-ary WOM-code with two writes was proven in [22, 24] to be $r_4 = 3.3219$ and the efficiency of the WOM-code is calculated by
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\[ \eta_4 = \frac{\mathcal{R}(C_4)}{f_4}. \]  

(4.21)

The WOM-rate and coding efficiency when both \( H_1 \) and \( H_2 \) are used as the parity check matrix of the base code is tabulated in Table 4.3.

**Table 4.3: WOM-rate comparison benchmarked against 4-ary WOM-codes constructed with code constructions [71].**

<table>
<thead>
<tr>
<th></th>
<th>Best known 4-ary WOM-codes</th>
<th>Achieved by ( H_1 )</th>
<th>Achieved by ( H_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((n, k))</td>
<td>(33, 22)</td>
<td>(8, 3)</td>
<td>(31, 21)</td>
</tr>
<tr>
<td>(\mathcal{R}(C_4))</td>
<td>2.9856</td>
<td>2.3407</td>
<td>2.9572</td>
</tr>
<tr>
<td>(\eta_4)</td>
<td>89.88%</td>
<td>70.46%</td>
<td>89.02%</td>
</tr>
</tbody>
</table>

The 4-ary WOM-code that achieves WOM-rate of 2.9856 has parameters of \( n = 33 \) and \( k = 22 \) [23]. Although the WOM-rate achieved by \( H_2 \) has efficiency reduced by approximately 0.8%, it only requires parameters of \( n = 8 \) and \( k = 4 \). With a reduction of 75.7% in the codeword length \( n \) and 81.8% reduction in dimension \( k \), the complexity at the encoder and decoder is greatly reduced. We conclude that by using construction A, a small efficiency can be sacrificed to design WOM-codes with a significant reduction in complexity at the encoder and decoder. The WOM-code designed achieves a close enough WOM-rate to the best known WOM-rate. It can be one of the future works after this PhD to explore an analytical approach to efficiently calculate the WOM-rate given the designed code's parity check matrix. Currently, the WOM-rates are calculate by running simulations, which has limitations to how large parameters \( n, k \) and \( q \) can be.
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4.3.2 WOM-codes Designed from Construction B

Applying the best known two-write binary WOM-codes to the code construction B, WOM-codes with larger alphabet size are designed. The WOM-rates achieved were higher than what was achieved in [71]. The best non-binary WOM-codes are presented as follows.

Section 3.3 proposed that a two-write binary WOM-code can be efficiently constructed from any linear block code $C$ using a critical criterion to maximize the WOM-rate. The search criterion was carried out for binary BCH codes with $n = 31$ and the results are tabulated in Table 4.4. From the second column of Table 4.4, the highest WOM-rate achieved is 1.4962, constructed with the binary BCH [31,21]. This binary WOM-code is applied as a base code to construct higher alphabet size (e.g. $q = 4, 8$) WOM-codes and the results are summarized in the third and fourth column of Table 4.4.

Table 4.4: WOM-rates of the WOM-codes constructed from BCH codes.

<table>
<thead>
<tr>
<th>Base Code</th>
<th>$\mathcal{R}(C_q)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$q = 2$</td>
</tr>
<tr>
<td>BCH [31,26]</td>
<td>1.4059</td>
</tr>
<tr>
<td>BCH [31,21]</td>
<td>1.4962</td>
</tr>
<tr>
<td>BCH [31,16]</td>
<td>1.4518</td>
</tr>
<tr>
<td>*Best prior-art WOM-code [33,22]</td>
<td>1.4928</td>
</tr>
</tbody>
</table>

* The best prior-art WOM-codes is extracted from [23,71]

Similar to the binary case, the efficiency of the newly designed binary WOM-code is calculated. For a fair comparison, the non-binary case $q = 4$ is
considered. Although WOM-codes designed by construction A allows the codeword length and dimension to be reduced by a significant amount, the coding efficiency is 0.8\% lesser than the best prior-art WOM-code. However, the best WOM-code designed by construction B is able to achieve an increase of 1\% increase in efficiency. It is reiterated again that the best known WOM-code from literature is obtain from a computer search and therefore lacks a practical code design, which might lead to a complicated encoding and decoding process. The result of the comparison between construction A and B benchmarking against the best known 4-ary WOM-code is compared in Table 4.5.

### Table 4.5: Comparison of WOM-rates between state-of-the-art WOM-code and the achieved WOM-codes from construction A and B.

<table>
<thead>
<tr>
<th></th>
<th>WOM-codes found in literature</th>
<th>Achieved by construction A</th>
<th>Achieved by construction B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{R}(C_4)$</td>
<td>2.9856</td>
<td>2.9572</td>
<td>2.9924</td>
</tr>
<tr>
<td>$\eta_4$</td>
<td>89.88%</td>
<td>89.02%</td>
<td>90.08%</td>
</tr>
</tbody>
</table>

### 4.4 Conclusion

In this chapter, two code constructions were presented for non-binary WOM-codes. The WOM-codes designed in this chapter focuses on two writes, because higher re-writability will greatly penalize both the WOM-rates and the memory storage efficiency, which is undesirable for data storage applications. Code construction A has shown its capability of producing high WOM-rate codes without
requiring large values of $n$ and $k$. Sacrificing 0.8% of coding efficiency can result in the codeword length $n$ to be reduced by approximately 75.7% and dimension $k$ to be reduced by approximately 81.8%. Another efficient code construction method proposed in [71] is briefly described and using the proposed code design criterion, we managed to design efficient two-write WOM-codes, whose efficiency is 1% higher than those available in literature.

An analytical approach to efficiently calculate the WOM-rate given the designed base code's parity check matrix remains open for future research. Currently, the WOM-rates are calculated by running simulations, which has limitations to how large parameters $n$, $k$, and $q$ can be. Using the method proposed by code construction B, we discovered non-binary WOM-codes that had better rates than all previously known codes.
Codes based on RM are a new information representation scheme and was proposed as a novel information representation scheme for multilevel NVM [26]. The conventional programming scheme used in Flash memories can easily result in overshooting and block eraser, which seriously affect the lifetime of Flash [28]. In addition, the drift of the threshold voltage in aging devices also leads to read errors. Similar to Flash memories, the multilevel phase-change memory (PCM) has an impairment of resistance drift [32], which may affect the memory sensing accuracy significantly. By programming and ranking the cell levels to their relative values rather than the accurate absolute values, the RM codes have shown potential to avoid overshooting during programming and reduce the read errors due to the drift of threshold voltage or resistance values.

RM codes are currently encoded and decoded based on the table look-up, which may occupy large memory space and can easily become an engineering impossibility with long codeword lengths. In this work, approaches are proposed to encode and decode RM codes based on a lexicographic ordering based on the
principle of a conventional enumerative coding scheme. The lexicographic ordering of each RM code is proposed to be calculated analytically instead of deriving it through brute-force enumerative methods. Thereafter, a novel enumerative coding scheme is proposed that analytically maps the RM codewords with its rank and vice versa. Further analysis showed that the computational complexity of the encoder and decoder is reduced.

5.1 Prior-art Codes Based on RM Schemes

5.1.1 Full RM Codes

The RM scheme was initially proposed by [77] to combat problems of overshooting and memory endurance in aging Flash memory devices. They are most commonly referred to as RM codes. For differentiation purpose in this work, they are labeled as the full RM (FRM) codes.

In the RM scheme of \( n \) memory cells, information is stored as the rank of cells, in descending order. Let \( s = (s_1, s_2, \ldots, s_n) \) denote the absolute value of \( n \) cells, whereby \( s_j \neq s_1 \), for all \( j \neq l \). Induced by the absolute values of the \( n \) cells, information about the relative values of these cells is represented in the form of a vector. For example, given \( n = 5 \) and the absolute values of the cell states are

\[
s = (1.2, 3.4, 9.2, 6.8, 4.5). \quad (5.1)
\]

The induced permutation codeword, denoted by \( c_R \), is given by

\[
c_R = (3, 4, 5, 2, 1). \quad (5.2)
\]
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5.1.2 Partial RM Codes

There has been a significant number of works evolving around RM codes [72, 73]. One drawback of the RM scheme is that a large number of comparisons are needed to determine the relative order of the memory cells in the RM codeword during decoding. In order to lower the number of comparisons required, partial rank modulation code (PRM) [74] was proposed, where only the highest cell values are considered for information representation. The PRM scheme is denoted with \((n, \rho)\)-PRM. That is, for an \((4,2)\)-PRM code, given that the absolute values are \(s = (1.2, 3.4, 6.8, 4.5)\), the induced PRM code is represented as \(c_p = (3,4 \mid 2,1)\) to emphasize that information is represented by the first two entries. Since only the relative order of the top 2 cells contains information, the shortened PRM codeword is represented as \(c = (3,2)\). Throughout this chapter, the shortened codeword \(c\) is used during encoding and decoding.

Currently both encoding and decoding of the RM codes and PRM codes are based on memory consuming LUT. It is easy to verify that sizes of the LUT for RM and PRM scheme are \(n!\) and \(\binom{n}{\rho}\rho!\), respectively. Plotting these two functions in Figure 5.1, we observe that the size of the LUT can be reduced through PRM by decreasing the number of effective channel bits used to represent the information bits (i.e. reducing value of parameter \(\rho\)). However, even in the scenario of the PRM code, the increase in the size of the LUT with respect to \(n\) is still exponential. Thus, the memory space will quickly become insufficient for RM or PRM codes with long codeword lengths (e.g. \(n > 24\)).
5.2 Simplified Enumerative Coding Scheme

In this section we proposed a novel enumerative coding scheme, which provides an analytical approach to compute the lexicographic index \( i_c(c) \), which is specifically designed for RM/PRM codes. As the simplified approach, proposed in Section II, is computationally expensive for long codeword length \( n \), the novel approach aims to provide a more efficient method to compute \( i_c(c) \) for large \( n \).

Before introducing the novel enumerative coding, we propose the definition of two crucial vectors used during the encoding and decoding operations – the position vector \( v \) and the weight vector \( w \).

### 5.2.1 Simplified Enumerative Coding for RM

A conventional enumerative scheme was first described by Cover in [75].

The scheme provides a unique ordering that maps information bits into codewords,
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using an intuitive and straightforward method. The method first list out all codewords before the exhaustive search is performed to retrieve the location of a particular codeword. In this section, we give a brief review of the conventional scheme suggested by Cover. We define \( C \) to represent the set of codewords, with length \( n \) and alphabet size \( q \), that corresponds to the set of distinct information bits. Let \( c = (c_1, c_2, \cdots, c_n) \) be an element of a set \( C = \{1, 2, \cdots, q\}^n \). For any \( k \leq n \), the number of codewords with the first \( k \) coordinates given by \((c_1, c_2, \cdots, c_k) \in C\) is represented by \( n_c(c_1, c_2, \cdots, c_k) \). It has also been proven in [75] that \( x \) have a lower rank than \( y \) if and only if the lexicographic index \( i_c(x) < i_c(y) \) and the lexicographic index is defined as

\[
i_c(c) = \sum_{j=1}^{n} \sum_{m=1}^{c_j-1} n_c(c_1, c_2, \cdots, c_{j-1}, m).
\] (5.3)

The conventional enumerative scheme discussed was not customized for codes based on RM, which have an added constraint that no two entries of the codeword are the same. It also includes an exhaustive search required during encoding of \( c \) to calculate its corresponding rank \( i_c(c) \). Therefore, we present a simplified enumerative coding scheme that is customized for a PRM code, denoted by \((n, \rho)\)-PRM.

Definition 5.2.1. Let \( C \) be an \((n, \rho)\)-PRM code. A codeword \( c = (c_1, c_2, \cdots, c_\rho) \in C \) if the following conditions are satisfied.

- \( c_i \in \{1, 2, \cdots, n\} \), for \( 1 \leq i \leq \rho \)
- \( c_i = c_j \) if and only if \( i = j \)
A closer look at Definition 5.2.1 reveals that the RM code is a specific type of PRM code when $\rho = n - 1$. If $C$ represents the codewords in the $(n, \rho)$-PRM code, the calculation of $n_C$ is defined in the theorem that follows.

**Theorem 5.2.1.** Let $C$ be an $(n, \rho)$-PRM code. The number of codewords in $C$ with the first $k$ coordinates of $c$ as $(c_1, c_2, \ldots, c_k)$ is

$$n_C(c_1, \ldots, c_k) = \begin{cases} (n-k)! & \text{if } c_i \neq c_j, \text{ for all } i \neq j, \\ 0 & \text{otherwise} \end{cases} \quad (5.4)$$

**Proof.** Let $C \subseteq \{1, 2, \ldots, n\}^\rho$ denote the set of codewords in $(n, \rho)$-PRM code and let $c = (c_1, c_2, \ldots, c_\rho)$. To satisfy conditions stated in Definition 1, one can easily deduce that $n_C(c_1, \ldots, c_k) = 0$ if there exists a $c_i = c_j$, for some $i \neq j$ and $k \leq \rho$. For the remaining part of the proof, it suffices to derive an expression for $n_C(c)$ that corresponds to the remaining combinations of $(c_1, \ldots, c_k)$. This is equivalent to counting the number of codewords with prefix $(c_1, \ldots, c_k)$, which is

$$n_C(c_1, \ldots, c_k) = (n - k)[n - (k + 1)] \cdots [n - (k + (\rho - k) - 1)]$$

$$= (n - k)(n - k - 1) \cdots (n - \rho - 1)$$

$$= \frac{(n-k)!}{(n-\rho)!} \quad (5.5)$$

The following example is provided to show the analytical computation of the lexicographic rank $i_C(c)$. 

\[ \square \]
Example 5.2.1. Let $C$ be an (4,3)-PRM code. Consider a codeword $c = (3,1,2) \in C$, the lexicographic index is

$$
I_c(3,1,2) = \sum_{j=1}^{3} \sum_{m=1}^{c_j-1} n_c(c_1, c_2, \ldots, c_{j-1}, m)
$$

$$
= n_c(1) + n_c(2) + n_c(3,1,1)
$$

$$
= 2 \times \frac{(4 - 1)!}{(4 - 3)!}
$$

$$
= 12.
$$

Theorem 5.2.1 provides a straightforward method of calculating the corresponding value of $n_c(c)$ for all codes based on any RM scheme. From the ranking based on (5.3), there exists a one-to-one lexicographic mapping for each decimal digit to a unique RM codeword $c \in C$. In the section that follows, we illustrate the encoding and decoding operations.

5.2.2 Encoding Scheme

Let $C$ be an $(n,p)$-PRM code. The encoder takes a decimal digit $i_c(c)$ as its input, and computes the unique codeword $c = (c_1, c_2, \ldots, c_p) \in C$. Due to the characteristic of codes based on RM, we define a set

$$
J_i = \begin{cases}
\{1, \ldots, n\}, & \text{if } i = 1 \\
\{1, \ldots, n\} \setminus \{c_1, \ldots, c_{i-1}\}, & \text{if } i > 1
\end{cases}
$$

(5.7)
The prior value of \( c_i \)'s are omitted to ensure that the constraint \( c_i = c_j \) if and only if \( i = j \) is not violated. The procedure of obtaining the codeword \( c \) is explained as follows.

1. Let \( J_1[j] \) be the \( j \)-th entry of set \( J_i \). If \( n_c(J_1[j]) < i_c(c) < n_c(J_1[j + 1]) \), the first entry of \( c \) is \( c_1 = J_1[j] + 1 \) and update \( i_c(c) = i_c(c) - n_c(J_1[j]) \). Otherwise, \( c_1 = J_1[j] \). The set \( J_2 \) representing the set of possible entries of \( c_2 \) is updated after the value of \( c_1 \) is finalized.

\[
J_2 = \{1, 2, \ldots, n\} \setminus c_1
\]

(5.8)

2. For the remaining \( i \)-th entries of the codeword \( c \) (e.g. \( i = 2, \ldots, \rho \)), if
\[
n_c(c_1, \ldots, c_i-1, J_i[j]) < i_c(c) < n_c(c_1, \ldots, c_i-1, J_i[j + 1])
\]
we set \( c_i = J_i[j + 1] \) and update \( i_c(c) = i_c(c) - n_c(c_1, \ldots, c_i-1, J_i[j]) \). Otherwise \( c_i = J_i[j] \). The set of possible entries of \( c_{i+1} \) is

\[
J_{i+1} = \{1, 2, \ldots, n\} \setminus \{c_1, \ldots, c_i\}
\]

(5.9)

The following example illustrates the proposed encoding scheme.

**Example 5.2.2.** Let \( C \) be an \( (8,4) \)-PRM code. For a lexicographic index \( i_c(c) = 49 \), we wish to derive the corresponding codeword \( c = (c_1, c_2, c_3, c_4) \). Equation (5.3) is rewritten as

\[
49 = \sum_{j=1}^{4} \sum_{m=1}^{c_j-1} n_c(c_1, c_2, \ldots, c_{j-1}, m)
\]

(5.10)

**Iteration 1:** \( c_1 \in J_1 = \{1, 2, 3, 4, 5, 6, 7, 8\} \)

- \( c_1 = 1: \sum_{m=1}^{6} n_c(m) = 0 < 49 \)
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- \( c_1 = 2: \sum_{m=1}^{1} n_c(1, m) = 210 > 49 \)
- From the above computation, the first entry of the codeword is \( c_1 = 1 \) and we update \( i_c(c) = 49 - 0 = 49 \).

**Iteration 2:** \( c_2 \in \mathcal{J}_2 = \{2, 3, 4, 5, 6, 7, 8\} \)
- \( c_2 = 2: \sum_{m=1}^{1} n_c(1, m) = 0 < 49 \)
- \( c_2 = 3: \sum_{m=1}^{2} n_c(1, m) = 30 < 49 \)
- \( c_2 = 4: \sum_{m=1}^{3} n_c(1, m) = 60 > 49 \)
- From the above computation, the second entry of the codeword is \( c_2 = 3 \) and we update \( i_c(c) = 49 - 30 = 19 \).

**Iteration 3:** \( c_3 \in \mathcal{J}_3 = \{2, 4, 5, 6, 7, 8\} \)
- \( c_3 = 2: \sum_{m=1}^{1} n_c(1,3, m) = 0 < 19 \)
- \( c_3 = 4: \sum_{m=1}^{3} n_c(1,3, m) = 5 < 19 \)
- \( c_3 = 5: \sum_{m=1}^{4} n_c(1,3, m) = 10 < 19 \)
- \( c_3 = 6: \sum_{m=1}^{5} n_c(1,3, m) = 15 < 19 \)
- \( c_3 = 7: \sum_{m=1}^{6} n_c(1,3, m) = 20 > 19 \)
- From the above computation, the third entry of the codeword is \( c_3 = 6 \) and we update \( i_c(c) = 19 - 15 = 4 \).

**Iteration 4:** \( c_4 \in \mathcal{J}_4 = \{2, 4, 5, 7, 8\} \)
- \( c_4 = 2: \sum_{m=1}^{1} n_c(1,3,6, m) = 0 < 4 \)
- \( c_4 = 4: \sum_{m=1}^{3} n_c(1,3,6, m) = 1 < 4 \)
- \( c_4 = 5: \sum_{m=1}^{4} n_c(1,3,6, m) = 2 < 4 \)
- \( c_4 = 7: \sum_{m=1}^{6} n_c(1,3,6, m) = 3 < 4 \)
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- \( c_4 = 8; \sum_{m=1}^{7} n_c(1,3,6,m) = 4 = i_c \)

- From the above computation, the first entry of the codeword is \( c_4 = 8 \) and we update \( i_c(c) = 4 - 4 = 0 \).

When \( i_c(c) \) is reduced to zero, we terminate the algorithm and obtain the RM code \( c = (1,3,6,8) \).

We remark that for the iterations in Example 5.2.2, the values of the prior \( c_i \)'s are omitted to ensure that the condition, \( c_i = c_j \) if and only if \( i = j \), is not violated. From Example 5.2.2, the possible values of \( c_2 \) are \{2,3,4,5,6,7,8\}, because we omit the prior value \( c_1 = 1 \).

5.2.3 Decoding Scheme

On the other hand, the decoder provides the inverse operation to achieve the same mapping. Unlike the encoder which performs an exhaustive search, the decoder performs a series of arithmetic operations shown in (5.3) to evaluate the lexicographic index \( i_c(c) \) of the corresponding codeword \( c \in C \). The procedure of obtaining the lexicographic index is illustrated below.

**Example 5.2.3.** Let \( C \) be an \((8,4)\)-PRM code. The decoded lexicographic index of codeword \( c = (1,3,6,8) \) is
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\[ i_c(1, 3, 6, 8) = \sum_{j=1}^{4} \sum_{m=1}^{c_{j-1}} n_c(c_1, c_2, \cdots c_{j-1}, m) \]
\[ = \sum_{m=1}^{2} n_c(1, m) + \sum_{m=1}^{5} n_c(1, 3, m) + \sum_{m=1}^{7} n_c(1, 3, 6, m) \]
\[ = \frac{6!}{4!} + 3 \times \frac{5!}{4!} + 4 \times \frac{4!}{4!} = 49. \]  

(5.11)

5.2.4 Algorithm Implementation

The algorithms related to the encoding and decoding operation for the simplified enumerative coding scheme is discussed in this section. We consider three algorithms, the first is function \textsc{calcnc} which is implemented to compute the value of \( n_c(c_1, \cdots, c_k) \). This function is used in both the encoder and decoder implementation, represented by functions \textsc{simpleencoder} and \textsc{simpledecoder} respectively.

1. \textsc{calcnc}: To calculate the number of codewords in \( C \) such that the first \( k \) entries is given by \( (c_1, \cdots, c_k) \). The input parameters required are the first \( k \) coordinates and the parameters defining the PRM code \(-n\) and \( \rho\).
Algorithm 1 Calculate the number of codewords in \( C \) for which the first \( k \) coordinates are given by \((c_1, \cdots, c_k)\).

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>procedure <code>CALCNC((c_1, \cdots, c_k), n, p)</code></td>
</tr>
<tr>
<td>2:</td>
<td>( k = \text{length of } (c_1, \cdots, c_k) )</td>
</tr>
<tr>
<td>3:</td>
<td><code>count = 1</code></td>
</tr>
<tr>
<td>4:</td>
<td>for ( i \leftarrow 0 ) to ( k - 1 ) do</td>
</tr>
<tr>
<td>5:</td>
<td><code>count = 1</code></td>
</tr>
<tr>
<td>6:</td>
<td>for ( j \leftarrow 0 ) to ( k - 1 ) do</td>
</tr>
<tr>
<td>7:</td>
<td>if ( j \neq i ) and ( c[j] = c[i] ) then</td>
</tr>
<tr>
<td>8:</td>
<td><code>count = count + 1</code></td>
</tr>
<tr>
<td>9:</td>
<td>end if</td>
</tr>
<tr>
<td>10:</td>
<td>end for</td>
</tr>
<tr>
<td>11:</td>
<td>if <code>count &gt; 1</code> then</td>
</tr>
<tr>
<td>12:</td>
<td><code>return 0</code></td>
</tr>
<tr>
<td>13:</td>
<td>end if</td>
</tr>
<tr>
<td>14:</td>
<td>end for</td>
</tr>
<tr>
<td>15:</td>
<td><code>return \frac{(n-k)!}{(n-p)!}</code></td>
</tr>
<tr>
<td>16:</td>
<td><code>end procedure</code></td>
</tr>
</tbody>
</table>

2. **SimpleEncoder**: The function is an implementation to achieve the desired one-to-one mapping between \( i_c(c) \to c \), described in Section 5.2.1. The function \( \text{ENCODER} \) requires input parameters \( i_c(c), n \) and \( p \) to return the corresponding encoded codeword \( c \). The algorithm first initialized a set \( \mathcal{I}_i \) as the set of possible values for \( c_i \)'s, and next evaluate the value of each \( c_i \) iteratively. The integer value of \( c_i \) is increased until \( \sum n_c \geq i_c(c) \). When this criterion is met, the finalized value of \( c_i \) is removed from \( \mathcal{I}_i \). Algorithm 2 presents the details of the `SimpleEncoder` function.
3. **SIMPLEDECODER**: On the other hand, the decoder provides the inverse operation to achieve the one-to-one mapping $c \rightarrow i_c(c)$. Unlike the encoder,
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which performs some form of coarse-to-fine search, the decoder performs a series of arithmetic operations, in order to evaluate the value of $i_c(c)$. Algorithm 3 presents the details of the \texttt{SIMPLEDECODER} function.

<table>
<thead>
<tr>
<th>Algorithm 3 Simplified Decoding Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: \textbf{procedure} SIMPLEDECODER(c, n, $\rho$)</td>
</tr>
<tr>
<td>2: \hspace{1em} $i_c = 0$</td>
</tr>
<tr>
<td>3: \hspace{1em} for $i \leftarrow 0$ to $\rho - 1$ do</td>
</tr>
<tr>
<td>4: \hspace{2.5em} $x = \text{zeroes}(i + 1)$</td>
</tr>
<tr>
<td>5: \hspace{2.5em} if $i \neq 0$ then</td>
</tr>
<tr>
<td>6: \hspace{4em} for $j \leftarrow 0$ to $i - 1$ do</td>
</tr>
<tr>
<td>7: \hspace{5.5em} $x[j] = c[j]$</td>
</tr>
<tr>
<td>8: \hspace{4em} end for</td>
</tr>
<tr>
<td>9: \hspace{1em} end if</td>
</tr>
<tr>
<td>10: \hspace{1em} for $j \leftarrow 0$ to $c[i] - 2$ do</td>
</tr>
<tr>
<td>11: \hspace{2.5em} $x[i] = x[i] + 1$</td>
</tr>
<tr>
<td>12: \hspace{1em} $i_c = i_c + \text{CALCNC}(x, n, \rho)$</td>
</tr>
<tr>
<td>13: \hspace{1em} end for</td>
</tr>
<tr>
<td>14: \hspace{1em} end for</td>
</tr>
<tr>
<td>15: \hspace{1em} \textbf{return} $i_c$</td>
</tr>
<tr>
<td>16: \textbf{end procedure}</td>
</tr>
</tbody>
</table>

5.3 A Novel Enumerative Coding Scheme

In this section, a novel enumerative coding scheme is proposed. The novel coding scheme provides an analytical approach to compute the lexicographic index $i_c(c)$ that is customized for codes based on RM schemes. As the simplified approach proposed in Section 5.2 is computationally expensive for long codeword length $n$, the novel approach aims to provide a more efficient method to compute $i_c(c)$ for larger $n$. Before introducing the novel enumerative coding, the definition of two crucial vectors used during the encoding and decoding operations – the position vector $\mathbf{v}$ and the weight vector $\mathbf{w}$, is proposed.
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5.3.1 Preliminaries

The definition of position vector $\mathbf{v}$ is first presented and the details of obtaining $\mathbf{v}$ from a codeword $c$ of an $(n, \rho)$-PRM code is explained in Example 5.3.1.

**Definition 5.3.1.** Let $C$ be an $(n, \rho)$-PRM code and $c = (c_1, c_2, \ldots, c_p) \in C$. A position vector $\mathbf{v} = (v_1, v_2, \ldots, v_p)$ is defined as follows. Each $v_i \in \{0, 1, \ldots, |J_i| - 1\}$, where set $J_i$ is defined by (5.7) and $c_i \in J_i$. The possible values of $c_i$ are tabulated in the first row of the table below.

<table>
<thead>
<tr>
<th>$c_i$</th>
<th>1</th>
<th>2</th>
<th>$\ldots$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_i$</td>
<td>0</td>
<td>1</td>
<td>$\ldots$</td>
<td>$</td>
</tr>
</tbody>
</table>

The corresponding value of $v_i$ can be extracted from the table above.

The following example illustrates the procedure of obtaining $\mathbf{v}$ from a particular RM codeword $c$.

**Example 5.3.1.** For a $c = (2, 5, 3)$, we aim to deduce its corresponding position vector $\mathbf{v} = (v_1, v_2, v_3)$ of a $(5, 3)$-PRM code.

1. For $c_1 = 2$, we have set $J_1 = \{1, 2, 3, 4, 5\}$.

   $\begin{array}{|c|c|c|c|c|c|}
   \hline
   c_i & 1 & 2 & 3 & 4 & 5 \\
   \hline
   v_i & 0 & 1 & 2 & 3 & 4 \\
   \hline
   \end{array}$

   $\Rightarrow v_1 = 1$.

2. For $c_2 = 5$, we have set $J_2 = \{1, 3, 4, 5\}$.

   $\begin{array}{|c|c|c|c|c|c|}
   \hline
   c_i & 1 & 3 & 4 & 5 \\
   \hline
   v_i & 0 & 1 & 2 & 3 \\
   \hline
   \end{array}$

   $\Rightarrow v_2 = 3$.
3. For $c_3 = 3$, we have set $J_3 = \{1, 3, 4\}$.

<table>
<thead>
<tr>
<th>$c_i$</th>
<th>1</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_i$</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

$\Rightarrow v_3 = 1$.

Therefore the unique position vector $c = (2, 5, 3)$ corresponding to is $v = (1, 3, 1)$.

Unlike the position vector $v$ which is unique to each codeword, the weight vector $w$, introduced in Definition 5.3.2 is unique to each $(n, \rho)$-PRM code.

**Definition 5.3.2.** Let $C$ be an $(n, \rho)$-PRM code. A weight vector is defined as $w = (w_1, w_2, \ldots, w_\rho)$ and $w_i$ denotes the number of codewords in $C$ with $v_i = 0$, where $v_i$ represents the $i$-th entry in the corresponding position vector $v$.

Given an $(5, 3)$-PRM code is denoted as $C$. The codewords $c \in C$ and its corresponding position vector $v$ are listed down in Table 5.1. The first entry of the weight vector $w$ represents the number of codewords with the first entry of their corresponding position vector as $v_1 = 0$ (e.g. total number of codewords with the general form $c = (1, c_2, c_3)$). The total number of combinations of codewords with such a configuration is $w_1 = 4 \times 3 = 4! / 2!$. The rest of the weight vector entries are calculated similarly. Hence, we obtain the weight vector $w = (12, 3, 1)$ for PRM-code $C$. 
Table 5.1: Lexicographic ranking of RM codeword \( c \) and its corresponding entries for \( v = (v_1, v_2, v_3) \).

<table>
<thead>
<tr>
<th>( c )</th>
<th>( v_1 )</th>
<th>( v_2 )</th>
<th>( v_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,2,3)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(1,2,4)</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(1,2,5)</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>(1,3,2)</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(1,3,4)</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(1,3,5)</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>(5,4,3)</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

However, if \( n \) gets too large, it is impractical to list down all the codewords and count the number of codewords to obtain the values of \( w_i \). Theorem 5.3.1 provides a more efficient method to compute the weight vector \( w \) for a particular \((n, \rho)\)-PRM code.

**Theorem 5.3.1.** Let \( C \) be an \((n, \rho)\)-PRM code and a weight vector be \( w = (w_1, w_2, \ldots, w_p) \). For \( 1 \leq i \leq \rho \),

\[
 w_i = \frac{(n - i)!}{(n - \rho)!}. \tag{5.12}
\]

**Proof.** Let \( c = (c_1, c_2, \ldots, c_p) \in C \). From Definition 5.3.2, it is known that \( w_i \) represents the number of combinations of \((c_1, c_2, \ldots, c_p)\) such that \( v_i = 0 \). This is equivalent to finding the total number of combinations of codewords with such a configuration

\[
(1,2,\ldots,i,c_{i+1},\ldots,c_p), \tag{5.13}
\]
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where $c_k \in \{k, k+1, \cdots, n\}$, for all $i < k < n$. The total number of combinations is

$$\prod_{m=k}^{n} |c_m| = (n-i)(n-(i+1)) \cdots [n-(i+\rho-i-1)]$$

$$= \frac{(n-i)!}{(n-\rho)!}.$$ (5.14)

Example 5.3.2 illustrates the details of computing the weight vector $w$ corresponding to a (5,3)-PRM code.

Example 5.3.2. For a (5,3)-PRM code the weight vector is calculated as shown below.

$$w = \left(\frac{(5-1)!}{(5-3)!}, \frac{(5-2)!}{(5-3)!}, \frac{(5-3)!}{(5-3)!}\right) = (12, 3, 1)$$ (5.15)

5.3.2 Encoding Scheme

In this section, the encoding scheme of the novel enumerative coding is discussed. The simplified encoding scheme requires an exhaustive search that returns the location of a specified codeword. The novel encoding scheme replaces the exhaustive search with an analytical approach to efficiently return the location of the codeword. Before presenting the encoder, we prove that this proposed enumerative coding scheme achieves a one-to-one lexicographic ordering.

Theorem 5.3.2. Let $C$ be an $(n, \rho)$-PRM code. The unique lexicographic index $i_c(c)$ of a codeword $c \in C$ is

$$i_c(c) = v \cdot w$$ (5.16)
where \( v, w \) are the position and weight vector respectively.

**Proof.** From Definition 3, each \( w_i \) represents the number of codewords in \( C \) such that \( v_i = 0 \). If \( p = 1 \), we let \( v = v_1 = 0 \). The position vector \( w \) can be reduced to just a single entry \( w_1 \), where \( w_1 = 1 \) is easily verified. For the specific case, the index \( i_c(c) \) is reduced to

\[
i_c(c) = v_1 \times w_1 = v_1.
\]  

(5.17)

Since \( v \) is unique to a different codeword and \( i_c(c) = v_1 \), it is easy to verify that there exists a 1-to-1 lexicographic ordering.

For \( p > 1 \), the position vector and weight vector are defined as \( v = (v_1, v_2, \ldots, v_p) \) and \( w = (w_1, w_2, \ldots, w_p) \) respectively. For codewords with corresponding position vectors of the general form \( v = (0, \ldots, v_{p-1}, v_p) \), the lexicographic index is reduced to

\[
i_c(c) = v_{p-1} \times w_{p-1} + v_p.
\]  

(5.18)

Established from the above argument, the lexicographic mapping of codewords \( c \) is provided in Table 5.2. Eventually all the codewords in the RM code \( C \) are accounted for in this lexicographic ordering.
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Table 5.2: Mapping of the RM codeword to its corresponding $v$ and $i_c(c)$.

<table>
<thead>
<tr>
<th>Codeword $c$</th>
<th>Position vector $v$</th>
<th>Lexicographic index $i_c(c) = v_{p-1}w_{p-1} + v_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(1,2,\ldots,\rho-1,\rho)$</td>
<td>$(0,\ldots,0)$</td>
<td>$0$</td>
</tr>
<tr>
<td>$(1,2,\ldots,\rho-1,\rho+1)$</td>
<td>$(0,\ldots,0,1)$</td>
<td>$1$</td>
</tr>
<tr>
<td>$(1,2,\ldots,\rho-1,\rho+2)$</td>
<td>$(0,\ldots,0,2)$</td>
<td>$2$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$(1,2,\ldots,\rho-1,n)$</td>
<td>$(0,\ldots,0,w_{p-1}-1)$</td>
<td>$w_{p-1}-1$</td>
</tr>
<tr>
<td>$(1,2,\ldots,\rho,\rho-1)$</td>
<td>$(0,\ldots,1,0)$</td>
<td>$w_{p-1}$</td>
</tr>
<tr>
<td>$(1,2,\ldots,\rho,\rho+1)$</td>
<td>$(0,\ldots,1,1)$</td>
<td>$w_{p-1}+1$</td>
</tr>
<tr>
<td>$(1,2,\ldots,\rho,\rho+2)$</td>
<td>$(0,\ldots,1,2)$</td>
<td>$w_{p-1}+2$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$(1,2,\ldots,\rho,n)$</td>
<td>$(0,\ldots,1,w_{p-1}-1)$</td>
<td>$w_{p-1}+w_{p-1}-1$</td>
</tr>
<tr>
<td>$(1,2,\ldots,\rho+1,\rho-1)$</td>
<td>$(0,\ldots,2,0)$</td>
<td>$2w_{p-1}$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
</tbody>
</table>

Given an $(n,\rho)$-PRM code $C$ and lexicographic index $i_c(c)$, the encoding operation is described below.

1) The weight vector $\mathbf{w} = (w_1, w_2, \ldots, w_\rho)$ of $C$ is calculated by Equation (5.12).

2) The position vector $\mathbf{v} = (v_1, v_2, \ldots, v_\rho)$ is calculated.

For all $j = 1, 2, \ldots, \rho$:

- The $j$ entry of $\mathbf{v}$ is $v_j = \left[ \frac{i_c(c)}{w_j} \right]$.

- Next, the index $i_c(c)$ is updated to $i_c(c) \mod w_j$.

3) Lastly, the RM code $c = (c_1, c_2, \ldots, c_\rho)$ is derived from $\mathbf{v}$. The first entry $c_1 = v_1 + 1$. For $j = 2, \ldots, \rho$, the $j$-th entry of $c$ is extracted from the table below, where the second row of the table is the possible entries of $c_j$. 
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From the outline of the encoding scheme described above, we provide the detailed routine for the computation of codeword $c$.

<table>
<thead>
<tr>
<th>$v_j$</th>
<th>0</th>
<th>1</th>
<th>...</th>
<th>$j - 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_j$</td>
<td>1</td>
<td>2</td>
<td>...</td>
<td>$n - j + 1$</td>
</tr>
</tbody>
</table>

An example is illustrated to observe the encoding operation of the novel enumerative scheme.

**Example 5.3.3.** Let $C$ be the set containing codewords from an $(8,4)$-PRM code. We encode the following index $i_c(c) = 49$ to derive its corresponding codeword $c = (c_1, c_2, c_3, c_4)$.

**Step 1:** Calculate weight vector from (5.12).

\[ w = \begin{bmatrix} 7! & 6! & 5! & 4! \\ 4! & 4! & 4! & 4! \end{bmatrix} = [120, 30, 5, 1] \]
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Step 2: Calculate \( \mathbf{v} \) such that \( \mathbf{i}_c(c) = \mathbf{v} \cdot \mathbf{w} \). From the above conditions,

\[
49 = 120v_1 + 30v_2 + 5v_3 + v_4.
\]

To satisfy the equation, \( \mathbf{v} = (0, 1, 3, 4) \).

Step 3: Derive \( c \) from \( \mathbf{v} = (0, 1, 3, 4) \). The first entry of \( c \) is \( c_1 = v_1 + 1 = 1 \).

Excluding \( c_1 = 1 \) from the set of possible values of \( c_2 \).

<table>
<thead>
<tr>
<th>( v_2 )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_2 )</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

Therefore \( v_2 = 1 \rightarrow c_2 = 3 \). Excluding \( c_1 = 1, c_2 = 3 \) from the set of possible values of \( c_3 \).

<table>
<thead>
<tr>
<th>( v_3 )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_3 )</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

Therefore \( v_3 = 3 \rightarrow c_3 = 6 \). Excluding \( c_1 = 1, c_2 = 3, c_3 = 6 \) from the set of possible values of \( c_4 \).

<table>
<thead>
<tr>
<th>( v_4 )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_4 )</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

Finally, we have \( v_4 = 4 \rightarrow c_4 = 8 \). Therefore, the codeword corresponding to lexicographic index \( \mathbf{i}_c(c) = 49 \) is \( c = (1, 3, 6, 8) \).

5.3.3 Decoding Scheme

The decoding scheme of the novel enumerative coding is discussed in this section. The simplified decoding scheme performs a series of arithmetic operations which can be computationally expensive for large \( n \). We proposed a novel decoding scheme that provides an efficient analytical approach to return the lexicographic index. The decoding operation is described below.
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1) Similar to the encoder, the weight vector \( \mathbf{w} = (w_1, w_2, \ldots, w_p) \) of \( \mathcal{C} \) is calculated by

\[
    w_i = \frac{(n - i)!}{(n - p)!}.
\]

2) The position vector \( \mathbf{v} = (v_1, v_2, \ldots, v_p) \) is calculated from \( \mathbf{c} \). The first entry of \( \mathbf{v} \) is \( v_1 = c_1 - 1 \). For \( j = 2, \ldots, p \), the \( j \)-th entry of \( \mathbf{v} \) is derived from the table below, where the first row of the table is the possible entries of \( c_j \).

<table>
<thead>
<tr>
<th>( c_j )</th>
<th>1</th>
<th>2</th>
<th>\cdots</th>
<th>( n - j + 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_j )</td>
<td>0</td>
<td>1</td>
<td>\cdots</td>
<td>(</td>
</tr>
</tbody>
</table>

3) The lexicographic index is \( i_c(\mathbf{c}) = \mathbf{v} \cdot \mathbf{w} \).

The detailed routine for computing the lexicographic index \( i_c(\mathbf{c}) \) of the corresponding codeword \( \mathbf{c} \) is outlined in Algorithm 5. Example 5.3.4 illustrates the decoding scheme of the novel enumerative scheme.
Algorithm 5 Novel Decoding Scheme

1: procedure DECODER\(c, n, \rho\)
2: \(w = \text{zeros}(\rho)\)
3: for \(i \leftarrow 1 \rightarrow \rho\) do
4: \(w[i - 1] = \frac{(n - i)!}{(n - \rho)!}\)
5: end for
6: \(v = \text{zeros}(\rho)\)
7: \(I = [1, 2, \ldots, n]\)
8: for \(i \leftarrow 0 \rightarrow \rho - 1\) do
9: \(v[i] \leftarrow \) index of the entry of \(I\) that is equal to \(c_i\)
10: \(I \leftarrow \) remove \(v[i]\) from \(I\)
11: end for
12: \(I = [1, 2, \ldots, n]\)
13: \(i_c(c) = 0\)
14: for \(i \leftarrow 0 \rightarrow \rho - 1\) do
15: \(i_c(c) = i_c(c) + w[i] \cdot v[i]\)
16: end for
17: return \(i_c(c)\)
18: end procedure

Example 5.3.4. Let \(C\) be the set containing codewords from an \((8, 4)\)-PRM code. We decode the codeword \(c = (1, 3, 6, 8)\) to derive its corresponding lexicographic index \(i_c(c)\).

Step 1: Calculate weight vector from (5.12).
\[
w = \left[ \frac{7!}{4!}, \frac{6!}{4!}, \frac{5!}{4!}, \frac{4!}{4!} \right] = [120, 30, 5, 1]
\]

Step 2: Calculate \(v\) from \(c = (1, 3, 6, 8)\).
The first entry of \(v\) is \(v_1 = c_1 + 1 = 1\). Excluding \(c_1 = 1\) from the set of possible values of \(c_2\).

<table>
<thead>
<tr>
<th>(c_2)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v_2)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>
Therefore $c_2 = 3 \rightarrow v_2 = 1$. Excluding $c_1 = 1$, $c_2 = 3$ from the set of possible values of $c_3$.

\[
\begin{array}{cccccc}
  c_3 & 2 & 4 & 5 & 6 & 7 & 8 \\
  v_3 & 0 & 1 & 2 & 3 & 4 & 5 \\
\end{array}
\]

Therefore $c_3 = 6 \rightarrow v_3 = 3$. Excluding $c_1 = 1$, $c_2 = 3$, $c_3 = 6$ from the set of possible values of $c_4$.

\[
\begin{array}{cccccc}
  c_4 & 2 & 4 & 5 & 7 & 8 \\
  v_4 & 0 & 1 & 2 & 3 & 4 \\
\end{array}
\]

The position vector is $v = (0,1,3,4)$.

**Step 3:** The lexicographic index $i_c(c) = v \cdot w = 49$.

### 5.4 Complexity Comparison

Complexity studies the time an algorithm requires as a function of the size of the input function. This approach is commonly used to compare different algorithms that are used to solve the same problem. In this section, the aim is to find an upper bound to the number of operations required to perform the encoding and decoding procedures described in the previous sections. For all the implemented algorithms presented in this work, majority of the key operations performed are assignment based. Hence, the complexity of these algorithms is contributed from the loops and nested loops invoked.
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5.4.1 Encoder Complexity Comparison

The encoder of the simplified enumerative scheme performs an exhaustive search which determines the location of the codeword \( c = (c_1, c_2, \cdots, c_p) \) of the \((n, p)\)-PRM code \( C \). Prior to analyzing the complexity of the simplified encoder, we first examine the complexity of calculating the value of \( n_c(c_1, c_2, \cdots, c_i) \), for some \( i \leq p \). The calculation of \( n_c(c_1, c_2, \cdots, c_i) \) is widely used in the encoder. The value of \( n_c(c_1, c_2, \cdots, c_i) \) represents the total number of codewords with the first \( i \) entries containing \((c_1, c_2, \cdots, c_i)\). From (3), it is observed that the complexity in computing \( n_c(c_1, c_2, \cdots, c_i) \) comes from verifying if every entry in \((c_1, c_2, \cdots, c_i)\) is unique. This investigation would require two for-loops, which translates to a complexity of \( O(i^2) \leq O(p^2) \).

From the outline of the novel enumerative encoding scheme, the set \( J_i \) represents the possible entries of \( c_i \) and \( J_i[j] \) denotes the \( j \)-th entry of set \( J_i \). The value of \( c_i \) is increased iteratively, until

\[
n_c(c_1, c_2, \cdots, c_{i-1}, J_i[j]) \leq i_c(c) \leq n_c(c_1, c_2, \cdots, c_{i-1}, J_i[j + 1]) \tag{5.19}
\]

is satisfied. Since the maximum possible choices of \( c_i \) is \( |J_i| \leq n \), the complexity of deriving each \( c_i \) is \( O(n) \times O(p^2) \). Since there are \( p \) entries for each codeword \( c \in C \), the total complexity for the encoder is

\[
O(np^2) \times O(p) \leq O(n^4). \tag{5.20}
\]

Next, we evaluate the computational complexity for the novel encoder proposed in this work. The computation of the weight and position vectors has a
5.4 Complexity Comparison

complexity $O(\rho)$. From line 2 to 10 for Algorithm 4, the complexity is bounded at $O(\rho)$. It remains to derive an upper bound on the number of operations required for the rest of the encoder. The for-loop in line 13 consists of an operation to locate and remove a value $v_i$, which has an upper bound of $\rho$ operations. Since this particular locate-and-remove operation is nested in a loop, we conclude the upper bound to be $O(n^2) \leq O(\rho^2)$.

By replacing the exhaustive search with an analytical method to calculate the codeword from a lexicographic ordering, we are able to improve the complexity by two orders.

5.4.2 Decoder Complexity Comparison

The improvement in complexity for the novel decoder is evaluated in this section. The simplified decoder performs a series of arithmetic operations, as shown in (5.3). From the analysis above, the operation of calculating $n_c(c_1, c_2, \ldots, c_i)$, for some positive $i \leq \rho$, has complexity $O(\rho^2)$. Since (5.3) consist of two summations, the complexity of the simplified decoder is $O(\rho^4) \leq O(n^4)$.

Algorithm 5 reflects the implementation for the novel decoder proposed in this work. Similar to its encoder, the decoder invokes the $O(\rho)$ algorithm for computing the weight vector. However, a different approach is used to obtain the position vector $v$. The routine of obtaining $v$ by the decoder is defined by lines 6 to 11 in Algorithm 5. The computation of $v = (v_1, v_2, \ldots, v_p)$ consists of a search operation to locate and remove $v_i$. The complexity for the derivation of $v$ at the decoder is $O(\rho^2)$. Finally, the index $i_c(e)$ is calculated by performing the dot
product of $w$ and $v$, which takes an upper bound of $O(p)$. As the process of computing the weight vector $w$, the position vector $v$ and $i_c(e)$, are independent of each other, the complexity of the novel decoding scheme is.

$$O(p^2) \leq O(n^2). \quad (5.21)$$

By replacing the series of arithmetic operations with an analytical approach to calculate the lexicographic ordering from a particular codeword, we are able to reduce the complexity by two orders.

### 5.5 Conclusion

Enumerative coding schemes are essential for the encoding and decoding of RM and PRM codes, as they provide a significant reduction of memory storage space by avoiding the usage of a LUT. Even with the conventional enumerative encoding scheme, where every codeword is assigned a unique lexicographic rank, the encoding and decoding operations are computationally expensive. The encoder requires an exhaustive search while the decoder performs a series of summations to successfully obtain the rank. As the codeword length increases, the conventional enumerative scheme also requires a large computational time.

In this paper, we customized the conventional enumerative scheme and proposed approaches to encode and decode the RM codes based on their lexicographic ordering. An analytical approach is proposed to replace the conventional brute-force enumeration method to compute the rank of each codeword.
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Furthermore, we proposed a novel enumerative coding scheme that further reduces the computational complexity over the simplified enumerative coding by two orders of magnitude for both encoder and decoder.
In this chapter, the analysis on the performance of the RM coded PCM channel model is investigated. The novel RM scheme was initially proposed in [76] for the use in band-limited digital communication. Jiang subsequently proposed the RM scheme to combat asymmetric errors caused by charge leakage apparent in Flash memories [77]. PCM cells experience a phenomenon known as resistance drift and results in asymmetric errors over time. The work presented in this chapter extends the use of RM codes to combat the resistance drift in PCM. A novel hybrid RM (HRM) code is proposed to combat resistance drift in PCM with coding efficiency higher than FRM and PRM. If \( n \) cells are used for storing a single information word, the HRM splits up these \( n \) cells into two subgroups. The \( \rho \) highest resistance level cells forms a subgroup and these cells stores data based on their relative orders. In other words, the \((\rho, \rho-1)\)-FRM code is employed on these \( \rho \) PCM cells. The remaining \( n-\rho \) cells represent an information word based on the uncoded scheme. The detailed explanation is provided later in Section 6.2. Lastly, the performance of the three types of RM codes is benchmarked against the uncoded PCM channel model in Section 6.3. The conclusion is drawn in Section 6.4.

As RM codes are a type of permutation codes, the size of the code increases
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exponentially as described in Chapter 5. In the simulations executed to evaluate the performance of codes based on RM, the novel enumerative coding scheme proposed in Chapter 5 is used to analytically map each information word to its corresponding codeword.

6.1 Brief Summary of RM Codes

Since the detailed analysis of the RM scheme was given in Chapter 5, this section gives a brief review of the prior-art RM coding schemes as a prelude to the proposal of a HRM code. Consider \( n \) Flash memory cells, for \( i = 1,2,\ldots,n \), the charge level of the \( i \)-th cell, which is commonly known as a cell level is denoted by \( c_i \). For RM codes employed in Flash memories, the cell state levels are ranked in an ascending order, while it is suggested in this work that RM codes employed in PCM should be ranked in descending order. The reason will be explained after the definition of a “push-to-bottom” mechanism is presented. The ranks of the \( n \) cells are a permutation of \( \{1,2,\ldots,n\} \). If the permutation is \( [a_1,a_2,\ldots,a_n] \) then the cell state levels are ranked according to the inequality in (6.1).

\[
c_{a_1} < c_{a_2} < \cdots < c_{a_n}
\]  

(6.1)

Cell \( a_1 \) is assumed to have the lowest resistance and cell \( a_n \) the highest resistance value. For any codes based on RM, no two cells can have the same resistance, which is always true in practical situations. In order to modify the relative order of the group of \( n \) cells to obtain a new permutation, “push-to-bottom” operations are performed on these PCM cells. The definition of a “push-to-bottom” mechanism is
presented in Definition 6.1.1. In general, the "push-to-bottom" operation sets the resistance value of a single cell to the lowest among the \( n \) cells.

**Definition 6.1.1.** Let set \( T \) be the set of "push-to-bottom" operations for \( n \) cells. Each "push-to-bottom" operation is defined by

\[
t_i([a_1, \ldots, a_{i-1}, a_i, a_{i+1}, \ldots, a_n]) = [a_i, a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n].
\]  

(6.2)

**Example 6.1.1.** An example of a (3,2)-PRM, defined in Definition 5.2.1, code is given and the initial cell level state is \([1,2,3]\). The total set of transitions functions are listed below.

\[
t_2[1,2,3] = [2,1,3]
\]

\[
t_3[1,2,3] = [3,1,2]
\]

(6.3)

A RM scheme uses the ranks induced by the \( n \) cell levels to represent data. Let \( S_n \) denote the set of permutations of \([1,2,\ldots,n]\), and let \( q \) denote the size of an alphabet \( Q = \{0,1,\ldots,q-1\} \). When the \( n \) cells store the data of alphabet size \( q \), we have a decoding function

\[
D: S_n \to Q
\]

(6.4)

that maps every permutation to some value in the alphabet \( Q \).

The key to a successful "push-to-bottom" operation for PCM is the ability to reduce the value of the cell state such that it is just below the resistance level of all cells. As the name suggest, in order to push the cell state to the bottom of the \( n \) cells, a larger proportion of the PCM material has to be converted to the crystalline phase, achieved by performing set operations. Compared to the reset operation, the set
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operation is less memory degrading and is preferred over the reset operation. In contrast, if a "push-to-top" operation was employed to enable intermediate resistance levels to different amorphous region, the memory degrading reset operation would be required whenever new information is stored.

Before proceeding to propose the new HRM code, the distinction between the work here and prior-art work is summarized. The first RM code suggested for Flash was proposed in [113], which focuses on the motivation and code construction. Other works investigated efficient data movement in Flash memory that minimizes the number of block erasures [114] and fast cell programming algorithms for Flash [115]. The above mentioned theoretical works did not consider a practical code design, where memory cells usually have a maximum number of intermediate levels due to manufacturing limitations. Therefore, a \( q \)-level PCM cell can only have RM codes with a maximum codeword length \( n \leq q \); such that every cell are distinguishable (e.g. have a different cell state). An important measure missing from the related studies is the coding efficiency. Since the thesis focus is on data storage, codes designed must have a high coding efficiency (e.g. \( \geq 90\% \)).

6.2 Hybrid RM Codes to Combat Resistance Drift

6.2.1 Hybrid RM Codes

In this section, the novel HRM code is proposed to combat resistance drift in PCM with coding efficiency higher than FRM and PRM. Assume that \( n \) PCM cells are selected for storing a single information word, the HRM scheme splits up these
n cells into two subgroups. The $\rho$ highest resistance level cells forms the first subgroup and these cells stores an information word $m_1$ according to their relative orders. In other words, the $(\rho, \rho-1)$-FRM code is employed on these $\rho$ PCM cells. The remaining $n-\rho$ cells represent another information word $m_2$ based on the uncoded scheme. Appending both the information words $m_1$ and $m_2$ together, the information word stored on the $n$ PCM cells is illustrated by $m = m_1m_2$. For easy reference throughout this thesis, this HRM code is denoted by $(n, \rho)$-HRM.

The PRM code on the other hand, only considers $\rho$ out of $n$ cells for data storage, while the remaining $n-\rho$ cells are ignored. Due to this characteristic of PRM codes, a significant amount of code rate is lost, which translates to low coding efficiency. In order to reduce redundancy, the HRM code leverages on the $n-\rho$ cells to store uncoded data. The full participation of all $n$ cells for data storage results in a higher code rate and better storage efficiency. The improvement in storage efficiency over the FRM and PRM codes is provided in Section 6.2.2. Thereafter, the performance evaluation of the FRM, PRM and HRM codes are summarized in Section 6.3.

A scenario is provided to further illustrate the newly designed HRM code. For instance, a user has a total of eight PCM cells (e.g. $n = 8$) and the parameter $\rho$ is assumed to take on the value 4. The details of the HRM codes are further explained using the eight PCM cells illustrated in Figure 6.1. From the figure, the four highest resistance PCM cells are represented by cell 5, 6, 7 and 8, and these four cells will participate in RM. Specifically, we have the cell state vector
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\[ c = (c_5, c_6, c_7, c_8) = (5, 7, 8, 6) \]  \hspace{1cm} (6.5)

whereby the ranking of the cell states corresponds to the vector \( r' = (5, 8, 6, 7) \). Subsequently, vector \( r' \) is normalized by reducing it with the least cell index value (e.g. cell 5) to obtain the RM codeword \( r = (1, 4, 2, 3) \). Using the simplified enumerative coding scheme proposed in Section 5.2, the RM codeword \( r \) corresponds to the decimal digit 4 and information vector \( i_r = (0, 1, 0, 0) \).

Figure 6.1: Cell states of 8 PCM cells with \( q = 8 \) distinct levels. The shaded boxes represent the current resistance state of each cell (e.g. cell 1 is at state “1” and cell 8 is at state 6).

For the remaining lowest \( n - p = 4 \) cells, there are four distinct resistance states for programming. Hence, by the conventional method of rewriting data without RM, two bits can be stored on each of these four cells (e.g. state 1 is mapped to “00”, state 2 is mapped to “01”, state 3 is mapped to “10” and state 4 is mapped to “11”). The lowest four cell states are represented by cell 1, 2, 3 and 4 and they have
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cell state vector

\[ c' = (c_1, c_2, c_3, c_4) = (1, 2, 3, 4). \]  

(6.6)

Without the implementation of any RM codes, the cell state vector corresponds to an information vector \( i_c = (0, 0, 1, 1, 0, 1, 1) \). Vectors \( i_c \) and \( i_r \) are then combined, yielding the corresponding information vector \( i = (0, 0, 1, 1, 0, 1, 0, 1, 0, 1, 0, 0) \).

6.2.2 Code Rate Analysis

In this section, a thorough code rate comparison is performed for the available variants of the RM codes, namely the FRM, PRM and HRM. The analysis is an important investigation to deduce the redundancy caused by implementation of these RM codes into practical PCM systems. Redundancy should be kept to its minimum in order to maximize the storage efficiency and the code rate achieved.

A. FRM Code Rate

The code rate analysis begins with the FRM. Let \( Q \) be represented with the set \( \{1, 2, \ldots, q\} \) and a multi-level PCM cell with \( q \) levels. A RM code \( C \) with length \( n = q \) would have a codeword \( c = (c_1, c_2, \ldots, c_q) \), with the condition that each \( c_i \in Q \) and \( c_i \neq c_j \) for all \( i \neq j \). For any RM code with length \( n \), it can be easily validated that the total number of distinct messages is \( n! \). Therefore the maximum number of bits stored in the \( n \) cells is the floor function of

\[ M_c = \log_2(n!) \]  

(6.7)

Without RM implementation, each \( q \)-level PCM cell is able to store \( \log_2 q \) bits.
Therefore, the uncoded $n$ PCM cells are able to store $n \times \log_2 q$ bits. The code rate for the full RM is

$$\mathcal{R}(C) = \frac{M_c}{n \times \log_2 q}. \quad (6.8)$$

We wish to add on that for a multi-level PCM cell with $q$ levels, the maximum codeword length is $q$. Table 6.1 shows the code rate of the full RM codes with parameters $n = q$, where $q$ is the number of distinct cell state levels in a MLC PCM cell, and $\rho = n - 1$. We remark that as the number of levels in each cell increases, the code rate improves as well. In other words, there is less redundancy for cells with more levels, which translates to better storage efficiency.

**Table 6.1: Code rate of FRM codes for $q = 4, 8, 16, 32$.**

<table>
<thead>
<tr>
<th>No. of Levels in Each Cell $q$</th>
<th>$(n, n-1)$-PRM</th>
<th>$\mathcal{R}(C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>(4,3)</td>
<td>0.5731</td>
</tr>
<tr>
<td>8</td>
<td>(8,7)</td>
<td>0.6375</td>
</tr>
<tr>
<td>16</td>
<td>(16,15)</td>
<td>0.6914</td>
</tr>
<tr>
<td>32</td>
<td>(32,31)</td>
<td>0.7354</td>
</tr>
</tbody>
</table>

**B. PRM Code Rate**

For an $(n, \rho)$-PRM code, the maximum number of bits stored is calculated by taking the floor function of

$$M_p = \log_2 \left[ \binom{n}{\rho} \rho! \right]. \quad (6.9)$$

The code rate computation for PRM code is similar to the case for the FRM.
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\[ R(C) = \frac{M_p}{n \times \log_2 q} \quad (6.10) \]

Table 6.2 shows the code rate of multi-level PCM cells for the PRM codes with parameters \( n = q = 4, 8, 16, 32 \) and \( \rho = n/2 \). Akin to the FRM, as the number of levels in each cell increases, the code rate improves as well. In other words, there is less redundancy for cells with more levels, which translates to better storage efficiency. For all \( q \), we observed that the code rate for the \((n, \rho)\)-PRM code is less than the \((n, n - 1)\)-PRM, which is commonly known as the FRM code. Although the PRM code provides a less complex decoder contributed from the reduction in the number of sorting operations required during decoding, the storage efficiency is greatly reduced.

**Table 6.2: Code rate of PRM codes for \( q = 4, 8, 16, 32 \) and \( \rho = n/2 \).**

<table>
<thead>
<tr>
<th>No. of Levels in Each Cell ( q )</th>
<th>((n, n - 1))-PRM</th>
<th>( R(C) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>(4,2)</td>
<td>0.4481</td>
</tr>
<tr>
<td>8</td>
<td>(8,4)</td>
<td>0.4464</td>
</tr>
<tr>
<td>16</td>
<td>(16,8)</td>
<td>0.4524</td>
</tr>
<tr>
<td>32</td>
<td>(32,16)</td>
<td>0.4588</td>
</tr>
</tbody>
</table>

**C. HRM Code Rate**

Finally, we present the code rate for the hybrid RM. For an \((n, \rho)\)-HRM code, the maximum number of bits stored is calculated by taking the floor function of

\[ M_h = \log_2 (\rho!) + (n - \rho) \cdot \log_2 (n - \rho). \quad (6.11) \]
The code rate for the \((n, \rho)\)-HRM code is determined by Equation (6.12). As the prior-art RM codes were designed without consideration for a practical code construction [74, 77], the derivation of the code rate for the FRM and PRM is an overestimate. For example, considering an \((8,4)\)-PRM code, the maximum number of bits allowed to be stored on the 8 cells are \(M_p = \lfloor \log_2 (\frac{8}{4})4! \rfloor = 30\). For the FRM and PRM codes, this floor function is not accounted in the code rate computation provided in (6.8) and (6.10). For the proposed HRM codes, practical code designs have been considered and hence the code rate for an \((n, \rho)\)-HRM is

\[
R(C) = \frac{\lfloor M_h \rfloor}{n \times \log_2 q},
\]  

(6.12)

Table 6.3 shows the code rate of multi-level PCM cells for the HRM codes with parameters \(n = q = 4, 8, 16, 32\) and \(\rho = n - 2\). Similar to the prior-art RM codes (e.g. FRM and PRM), the number of levels in each cell is proportional to the code rate. Therefore the cells with more levels achieve better storage efficiency.

It is consistent from the code rate analysis for the RM codes that an increase in the number of levels available in the PCM cell will translate to a higher code rate to yield better storage efficiency. On the other hand, the number of levels cannot be increased infinitely due to practical considerations. For the PCM channel performance evaluation, the optimal number of levels available in each PCM cell is selected to be 16.
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Table 6.3: Code rate of HRM codes for $q = 4, 8, 16, 32$ and $p = n/2$.

<table>
<thead>
<tr>
<th>No. of Levels in Each Cell $q$</th>
<th>$(n, p)$-PRM</th>
<th>$R(C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>(4,2)</td>
<td>0.3750</td>
</tr>
<tr>
<td>8</td>
<td>(8,4)</td>
<td>0.5000</td>
</tr>
<tr>
<td>16</td>
<td>(16,8)</td>
<td>0.6094</td>
</tr>
<tr>
<td>32</td>
<td>(32,16)</td>
<td>0.6750</td>
</tr>
</tbody>
</table>

6.3 Performance Evaluation of Various RM Codes

Before analyzing the RM performance, it is necessary to state the assumptions and parameters that define the characteristics of the PCM cell’s behavior. For all channel simulations carried out in this work, the adaptive threshold detection method is employed to verify the resistance cell state of the PCM cells. The motivation for employing the adaptive threshold detector has been provided in this section.

6.3.1 Simulation Setup

From the PCM channel model discussed in Chapter 2, equation (2.7) and (2.8) showed that the PCM resistance drift characteristics is determined by the noise parameters $\nu$ and $\beta$. The GST material was evaluated by [31] and through experimental studies, it was confirmed that $\nu_{\text{max}} = 0.11$. Hence, throughout all the simulations carried out in this work, the parameter $\nu_{\text{max}}$ is kept as 0.11 and the value of $\beta$ is calculated from Figure 6.2, whereby the data points are obtained from [31]. The value of the noise parameter $\beta$ for PCM cells was accessed in [31] using
the Blahut-Arimoto algorithm presented in [33]. Figure 6.2 shows the noise parameter $\beta$ as a function of the first measured logarithmic resistance $R_{rv}$. The triangle data points are experimental data extracted from [31], while the dotted line is the best fit line of the general quadratic function $y = c_1x^2 + c_2x + c_3$, where variable $x = \log_{10} R_{rv}$ and variable $y = \beta$. Using the fit function available on gnuplot [40], the best fit line is expressed with Equation (6.13).

$$y = -0.0004x^2 + 0.0045x - 0.0121.$$  (6.13)

From the code rate analysis, it was concluded that channel simulations were carried out with PCM cells that contains 16 distinct levels. The minimum and maximum resistances for a PCM cell is assumed to be $10^4 \Omega$ and $10^8 \Omega$ respectively, and is divided into 16 equally spaced intervals that represent a unique cell state level. The cells are initially programmed with its desired resistance level with a 3% variance. It is because the cost to ensure that the resistance level of every cell in each state has exactly the same initial resistance is too high; hence the inclusion of a variance in programming the initial resistance of a PCM cell is meant to provide a more realistic channel model. The initial resistance is represented by $R_0$ and the first measured resistance is denoted by $R_{rv}$ for each cell state is tabulated in Table 6.4. From the analysis of resistance drift in Section 2.2.3, cells with higher resistance have a larger proportion of amorphous material and hence, will result in greater resistance drift over time. Therefore, the increment from $R_0$ to $R_{rv}$ is the least in set 1 and the most in set 16. The simulation settings are further summarized in Table 6.4.
6.3 Performance Evaluation of Various RM Codes

Figure 6.2: Noise parameter $\beta$ over the first measured logarithmic resistance $R_{rv}$.

Table 6.4: Simulation settings for PCM analytical channel model.

<table>
<thead>
<tr>
<th>Cell State</th>
<th>$R_0$</th>
<th>$R_{rv}$</th>
<th>$v$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13335</td>
<td>13340</td>
<td>0.003437</td>
<td>-0.00034</td>
</tr>
<tr>
<td>2</td>
<td>23714</td>
<td>23723</td>
<td>0.010313</td>
<td>-6.9E-05</td>
</tr>
<tr>
<td>3</td>
<td>42170</td>
<td>42182</td>
<td>0.017188</td>
<td>0.000156</td>
</tr>
<tr>
<td>4</td>
<td>74989</td>
<td>75007</td>
<td>0.024062</td>
<td>0.000331</td>
</tr>
<tr>
<td>5</td>
<td>133352</td>
<td>133387</td>
<td>0.030937</td>
<td>0.000456</td>
</tr>
<tr>
<td>6</td>
<td>237137</td>
<td>237195</td>
<td>0.037812</td>
<td>0.000531</td>
</tr>
<tr>
<td>7</td>
<td>421697</td>
<td>421784</td>
<td>0.044688</td>
<td>0.000556</td>
</tr>
</tbody>
</table>

$y = -0.0004 x^2 + 0.0045 x - 0.0121$
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<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8</td>
<td>749894</td>
<td>750014</td>
<td>0.051562</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1333521</td>
<td>1333688</td>
<td>0.058437</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2371374</td>
<td>2371599</td>
<td>0.065313</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>4216965</td>
<td>4217256</td>
<td>0.072187</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>7498942</td>
<td>7499305</td>
<td>0.079062</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>13335214</td>
<td>13335665</td>
<td>0.085937</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>23713737</td>
<td>23714281</td>
<td>0.092812</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>42169650</td>
<td>42170302</td>
<td>0.099687</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>74989421</td>
<td>74990231</td>
<td>0.106563</td>
</tr>
</tbody>
</table>

These simulations provide further insights on how the RM code impacts the performance of the PCM. Investigations are carried out varying the length of the code and the number of cells used for the RM coding scheme. These simulations are benchmarked against the PCM channel model without implementing the RM codes.

For an accurate BER performance evaluation for the RM codes, the adaptive threshold detection scheme is employed in the PCM channel simulations. The following paragraphs compare the advantage of an adaptive threshold detection scheme over a fixed threshold detector. Theoretical works [105] have also validated that the adaptive thresholds detection schemes have outperformed the fixed thresholds methods for both binary and non-binary scenarios. An illustration is provided in Figure 6.3, where a single-level cell contains two distinguishable states - bit “0” and “1”. Initially, both cell states have equivalent variance, but after a period of time \( T \) seconds, the mean of bit “0” is shifted to the right and its variance is increased. With the shift in mean resistance of the cell states and increased variance, a higher probability of error is accounted for when the fixed threshold \( \xi_1 \) is applied after \( 7 \) seconds has elapsed from the first time the cell state is verified. By employing the adaptive threshold detection scheme, the fixed threshold \( \xi_1 \) can be
adjusted to a new threshold level $\xi_2$ to minimize the probability of error. This statement is proven in the following paragraphs.

The theoretical analysis for the adaptive threshold detection is compared with the fixed threshold detection for a single-level PCM cell (e.g. $q = 2$). Assume the fixed threshold level is $\xi_1$ and the cell state of each distinct level is denoted by $x_1$ and $x_2$. Initially the cell states have a Gaussian distribution that are $x_1 \sim N(\mu_1, \sigma^2)$ and $x_2 \sim N(\mu_2, \sigma^2)$. From Figure 6.2, we observed that an error occurs at the overlapping regions of the Gaussian distributed curves. Therefore, the probability of error, after a period of $t$ seconds, is calculated as follows.

$$
\Pr(\text{error}|\xi_1) = \Pr(x_2 > \mu_1 + \xi_1 \cup x_2 \leq \mu_2 - \xi_1)
= \Pr(x_2 > \mu_1 + \xi_1) + \Pr(x_2 \leq \mu_2 - \xi_1)
= \Pr(Z > \frac{\xi_1}{\sigma}) + \Pr(Z \leq -\frac{\xi_1}{\sigma})
= 2\left[1 - \Phi\left(\frac{\xi_1}{\sigma}\right)\right]
$$

where the function $\Phi(x)$ is the c.d.f. for a zero-mean, unit-variance Gaussian distribution.

Let the error probability be $\Pr(\text{error}|\xi_2)$ when the adaptive threshold detector is applied. Whenever $x_1 < x_2$, the threshold is set to be between $x_1$ and $x_2$. Thus no errors are contributed in this case. However errors are observed for all $x_1 \geq x_2$. The probability of error for the adaptive threshold detector is summarized in the equation below.
Pr(error | $\xi_2$) = Pr($x_1 \geq x_2$)

$$= \int_{-\infty}^{\infty} \frac{1}{\sigma\sqrt{2\pi}} \exp\left[\frac{-(z - (\mu - \xi_2))^2}{2\sigma^2}\right] \phi\left[\frac{z - (\mu - \xi_2)}{\sigma}\right] dz$$ (6.14)

It is observed from Figure 6.4 that the error rate for the adaptive threshold detection is significantly smaller than the fixed threshold detection. The previous derivation of error probabilities explains the advantage of adaptive thresholds. When using fixed thresholds, a cell can be in error simply by having its charge level deviate enough to leave its initial threshold interval. With adaptive thresholds, cells have to deviate relative to each other to cause an error. In other words, two cells’ voltage levels must cross over before an error can take place, which has a lower probability. Since the adaptive threshold detector provides a higher memory sensing accuracy as compared to the fixed threshold detector, the PCM channel simulations carried out in this thesis employed the adaptive threshold detector.
6.3 Performance Evaluation of Various RM Codes

In Chapter 5, a novel enumerative coding scheme is proposed in order to compute the lexicographic index of the RM code analytically rather than obtaining it through a brute-force enumeration and hence simplifying the complexity of the encoder and decoder. Due to the availability of an analytical computation method, the need for a memory-consuming table look-up is not required. In this study, the enumerative scheme is included in the channel simulations and the BER of the PCM system is investigated.

Figure 6.3: Resistance level distribution of two distinct PCM cell states. For time (a) $t = 0$ seconds and (b) $t = T$ seconds.
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Figure 6.4: Error rate for two cells $x_1$ and $x_2$ as a function of $\sigma$ for fixed threshold detection against adaptive threshold detection, where $\xi_1 = 1/2$.

A block diagram of the PCM channel simulation is shown in Figure 6.5 and is used for analyzing the various RM codes performance. The study mainly focuses on three variants of RM codes; namely FRM, PRM and HRM codes. To keep the BER analysis of the RM coded systems clear and concise, thermal crosstalk is not considered in the study.

Figure 6.5: Block diagram of RM coded PCM communication channel.

In the following subsection, the evaluation begins with the search for a HRM coded system with the best channel performance. Thereafter, a comparison is carried
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out, whereby the HRM system is compared with prior-art FRM and PRM codes. For fair comparison, the code rate is fixed for all RM codes.

6.3.2 Investigation of Varying Parameter $\rho$

First, the codeword length of the HRM code is fixed at $n = 16$ while varying the parameter $\rho$ that represents the number of PCM cells used for the RM scheme. As mentioned during the simulation setup, each PCM cell has 16 distinct levels. When the number of levels in the cell and the codeword length are the same (e.g. $n=q=16$), the RM code loses its ability to rewrite new information, through the “push-to-bottom” operation. As a RM code requires all cells to be at a unique state, each of the cell states available on the 16-level PCM cell corresponds to either one of the $n$ cells. If a “push-to-bottom” operation is executed, there is no unique cell state available to convert either of the $n$ cells such that all of them will be unique. However, sacrificing the ability to rewrite information is suggested in this thesis so that code rate loss can be kept to the minimum. Although the capability of rewriting is impacted, the ability to combat against resistance drift is still intact, which is the goal for implementing HRM codes in this work.

The evaluation of the proposed HRM is initially investigated with the highest number of cells begin used for ranking, which is $\rho = 14$ (e.g. by setting $\rho = 15$ is essentially the FRM code). In Figure 6.6, curve 6 depicts this particular HRM code (e.g. (16,14)-HRM code). Channel simulations were subsequently carried out with decreasing values of $\rho = 10, 12$ (depicted by curves 4 and 5 in Figure 6.6) and an improvement in the PCM channel performance is observed. However, further
decrease of parameter $\rho = 4, 6, 8$ resulted in a decrease in channel performance (depicted by curves 1 to 3 in Figure 6.6). Therefore, with a given amount of drift experienced by the PCM cells, an optimal number of cells should be selected for ranking.

Figure 6.6: Simulation result from varying parameter $\rho$.

The code rate of each HRM code is examined to fully understand the trend observed in the PCM channel simulations for varying $\rho$. We plot the code rate functions of the FRM, PRM and HRM for codeword length $n = 16$ in Figure 6.7 and observed the following trend. From Table 6.4, as $\rho$ decreases from 14 to 10 the code rate is reduced as well. The increased code rate loss implies that redundancy is increased. Further decrease in the value of $\rho$ results in an increase in code rate instead. This is in contrast to the prior trend for the higher values of $\rho$. Due to this trend in the code rates of the HRM codes, a similar trend is observed in the channel
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performance of the HRM coded system. The channel performance improvement is compared with the uncoded system and is summarized in Table 6.5. The improvement is calculated with a reference point on the x-axis, where the uncoded system intersects the x-axis at $x = 5.75$. For a 16 level PCM cell, the optimal number of cells used for ranking is 10.

Table 6.5: Improvement comparison between RM codes with varying $\rho$.

<table>
<thead>
<tr>
<th>Curve</th>
<th>$n$</th>
<th>$\rho$</th>
<th>Code rate</th>
<th>PCM Channel Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>4</td>
<td>0.6250</td>
<td>40.0%</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>6</td>
<td>0.6094</td>
<td>43.5%</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>8</td>
<td>0.6094</td>
<td>47.8%</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>10</td>
<td>0.5156</td>
<td>86.1%</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>12</td>
<td>0.5625</td>
<td>78.3%</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>14</td>
<td>0.5938</td>
<td>69.6%</td>
</tr>
</tbody>
</table>

From the investigation above, it is concluded that with a given amount of resistance drift determined by the PCM cell characteristics, there is an optimal number of cells required for ranking to obtain the best PCM channel performance. This trend is in sync with the code rate loss, where the best performance channel has the greatest code rate loss (curve 4) and the worse performance channel has the least code rate loss (curve 1). The code rates achieved by the FRM, PRM and HRM with codeword length $n = 16$ are illustrated in Figure 6.7. The dotted lines are prior-art RM codes, while the solid lines are the code rate achieved by the HRM proposed in this work. From the graph, code rates of PRM codes decreases as $n$ increases, while the HRM codes, similar to the FRM, has its code rates increasing together with an
increase in codeword length \( n \). For \( \rho = 4 \), the larger codeword length (e.g. \( n \geq 13 \)) is able to achieve code rates higher than any FRM or PRM codes with \( n = 16 \).

![Figure 6.7: Code rate analysis of FRM, PRM and HRM with length \( n = 16 \).](image)

6.3.3 Investigation of Varying Codeword Length

After obtaining the optimal \( \rho \) for a 16 level PCM cell, the next step is to optimize the length of the codeword \( n \). Figure 6.8 presents the result of investigating
the impact of varying the length $n$ of a RM code. Each of the curves depicts the transition from an uncoded PCM communication channel to a RM coded PCM system with decreasing code rate. The performance for the uncoded system has shown to be significantly poorer than the RM coded system. From the simulation results, it is noted that as the length of the codeword increases, the PCM channel performance improves. The improvement is summarized in Table 6.6. From the investigation above, the HRM code that achieves the best channel performance is the $(16,10)$-HRM code. An inference can hence be drawn, where given an amount of resistance drift controlled by the PCM cell characteristics; an optimal value of $\rho$ can be deduced such that the channel performance is maximized.

![Figure 6.8: Simulation result from varying parameter $n$.](image)
Table 6.6: Improvement comparison between RM codes with varying n.

<table>
<thead>
<tr>
<th>Curve</th>
<th>n</th>
<th>p</th>
<th>PCM Channel Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>10</td>
<td>86.1%</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>10</td>
<td>79.1%</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>10</td>
<td>72.2%</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>10</td>
<td>68.7%</td>
</tr>
</tbody>
</table>

6.3.4 Investigation of Varying RM Codes

In this section, the BER obtained from the various RM coded channel simulations are analyzed. The proposed (16,10)-HRM is compared with prior-art FRM and PRM codes. For a fair comparison, the code rates of these various RM codes are kept approximately equal. The uncoded system is used as a benchmark for the BER improvement of the RM coded system. The BER result for the investigation of the various RM codes is illustrated in Figure 6.9. Curve 3 depicts the FRM scheme with $n = 13$. Taking the reference point from the x-axis (e.g. $BER = 0.0001$), the uncoded system intersects the x-axis at $x = 5.75$ while the full RM system intersects at approximately $x = 9.90$. The performance improvement for the FRM is around 72.2%. For code rates to be approximately equal, the (16,9)-PRM code is selected. Curve 2 intersects the x-axis at $x = 10.50$ resulting in an improvement of 82.6%. Lastly, the (16,10)-HRM code is illustrated by curve 1 and an improvement of 86.1% is achieved. This result is summarized in Table 6.7 for easy reference. The comparison has concluded that with approximately the same code rate sacrificed, the HRM is able to provide a better channel performance gain as compared to its counterparts (e.g. FRM and PRM).
Figure 6.9: BER channel performance of FRM, PRM and HRM keeping their code rate approximately consistent.

Table 6.7: Performance improvement of RM codes benchmarked against the uncoded system.

<table>
<thead>
<tr>
<th>Type of RM codes</th>
<th>$\mathcal{R}(C)$</th>
<th>Performance Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRM</td>
<td>0.508</td>
<td>72.2%</td>
</tr>
<tr>
<td>PRM</td>
<td>0.543</td>
<td>82.6%</td>
</tr>
<tr>
<td>HRM</td>
<td>0.516</td>
<td>86.1%</td>
</tr>
</tbody>
</table>
6.4 Conclusion

In this chapter, we have analyzed the bit error rates of three different types of RM schemes—FRM, PRM, and HRM. From the performance evaluation of RM coded PCM communication channel, for a given amount of drift experienced by a PCM cell, there is an optimal number of cells that are required to be ranked (e.g. search for the optimal value of $p$). Upon obtaining the value of $p$, channel simulations varying the codeword length $n$ are executed to search for the optimized $(n, p)$-HRM code that results in the best channel performance for a given PCM resistance drift characteristics. To ensure that a fair comparison is carried out, the code rates of FRM, PRM, and HRM are kept approximately the same. With the same amount of redundancy, it is observed that the HRM achieved an improvement of 86.1% over the uncoded systems, while the FRM and PRM each achieved an improvement of 72.2% and 82.6% respectively. Therefore, the HRM code is able to improve the PCM channel performance of the FRM coded system by 13.9% and the PRM coded system by 3.5%.

The RM scheme was suggested in [77] as a scheme to effectively combat resistance drift phenomenon present in PCM systems by leveraging on the relative order of the PCM cells for data storage. However, it is essential to note that errors will still appear if the relative ranks of the cells change due to non-uniform resistance drift. When such an error occurs, the only method is to employ the ECC to help correct the erroneous data bits to the corrected data bits. The work in this thesis can serve as a starting point for future research of ECC in PCM systems.
CHAPTER 7

CONCLUSION OF THESIS

7.1 Conclusion

In this thesis, coding strategies targeted to improve the lifetime and memory sensing accuracy of non-volatile memory (NVM) devices are presented. The write-once memory (WOM) codes were targeted for lifetime enhancement in NVM while the rank modulation (RM) codes were a focus on improving memory sensing accuracy especially in multi-level NVM devices. First, two-write WOM-codes that were proposed in this thesis have achieved WOM-rates higher than the state-of-the-art WOM-codes, resulting in better storage efficiency. This is a particularly difficult task as prior-art codes have achieved coding efficiency of 92.32% and 86.75% for the unrestricted and restricted WOM-codes, respectively. Conducting brute-force search operations would be a futile method to achieve near capacity improvements in the WOM-rates. Instead, from the analysis of the code construction, this thesis has proposed a criteria criterion to design capacity approaching WOM-codes and further improve the code rate of the unrestricted and restricted WOM-rate by 2% and 1%, respectively.
7.1 Conclusion

For the research on improving the memory sensing accuracy, a new variant of the RM code was proposed to combat the asymmetric errors due to resistance drift in phase change memory (PCM) cells. PCM channel simulations were carried out where different variants of RM codes were evaluated. Benchmarking the proposed RM code against existing RM codes have also been conducted. To our knowledge, the work done in this thesis is the first thorough and comprehensive study of efficient storage codes for PCM devices.

The merits and the contributions of this thesis are summarized below.

1. Proposed novel criterion to design WOM-codes which achieves storage efficiencies higher than the state-of-the-art codes (Chapter 3 and 4).
   - From the analysis of the code construction method, the WOM-rate is maximized when the selected base code has a large hamming distance. Based on this rationale, binary BCH codes were selected as the base code to construct binary WOM-codes.
   - The work is further extended to cover two-write non-binary WOM-codes and subsequently showed that high-rate non-binary WOM-codes can also be constructed from these efficient binary WOM-codes.
   - The best known WOM-codes from literature were constructed by means of a computer search that does not have a practical encoder/decoder. On the other hand, WOM-codes designed using the proposed criterion have not only achieved an efficiency improvement
of 2% for the binary codes and 1% for the non-binary codes, they also have a practical encoder/decoder available in literature.

2. Development of a novel enumerative coding scheme that computes the lexicographic index of the RM codewords analytically (Chapter 5).
   - Instead of the brute-force enumeration, the novel enumerative coding scheme was proposed to replace the memory consuming table look-up and analytically compute the lexicographic index of a RM codeword.
   - Investigation work on the computational complexity of the conventional enumerative scheme and the proposed novel enumerative scheme customized for RM codes was carried out. Analysis showed that the proposed novel scheme is able to reduce both the encoder and decoder’s computational complexity by two orders of magnitude each.

3. Designed a novel hybrid RM (HRM) code to combat asymmetric errors contributed by resistance drift from PCM cells (Chapter 6).
   - With a given amount of resistance drift that is determined by the PCM cell properties, an optimal number of cells should be selected for ranking such that the storage efficiency and channel performance are maximized.
From the code rate analysis, the proposed HRM codes demonstrated higher code rates as compared to the partial RM (PRM) codes that have the same parameters, which then translate to better storage efficiency. Details on the code rate improvement for different multi-level PCM cells are given in the Table 7.1. For PCM cells with four distinct levels, the (4,2)-HRM code has exhibit a lower achieved code rate as compared to the (4,2)-PRM. This is because the prior-art PRM codes were designed without consideration for practical code designs. Therefore, the code rate computation for the PRM codes is an overestimate, while the code rate computation for the HRM codes has considerations for practical code designs.

Table 7.1: Comparison of code rate improvement for the HRM against the PRM codes.

<table>
<thead>
<tr>
<th># of distinct levels</th>
<th>(n, p)</th>
<th>Code rate</th>
<th>Code rate improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Partial RM</td>
<td>Hybrid RM</td>
</tr>
<tr>
<td>4</td>
<td>(4,2)</td>
<td>0.4481</td>
<td>0.3750</td>
</tr>
<tr>
<td>8</td>
<td>(8,4)</td>
<td>0.4464</td>
<td>0.5000</td>
</tr>
<tr>
<td>16</td>
<td>(16,8)</td>
<td>0.4524</td>
<td>0.6094</td>
</tr>
<tr>
<td>32</td>
<td>(32,16)</td>
<td>0.4588</td>
<td>0.6750</td>
</tr>
</tbody>
</table>

4. Performance analysis of bit error rates (BER) of various codes based on RM with PCM channel model (Chapter 6).

- Computer simulations validate the performance of the three types of RM schemes, with the HRM being the best performing among the
three. The performance improvement of the three various RM codes are summarized in Table 7.2.

Table 7.2: Performance evaluation for various RM codes benchmarking against the uncoded PCM system.

<table>
<thead>
<tr>
<th>Type of RM codes</th>
<th>$\mathcal{R}(C)$</th>
<th>Performance Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRM</td>
<td>0.508</td>
<td>72.2%</td>
</tr>
<tr>
<td>PRM</td>
<td>0.543</td>
<td>82.6%</td>
</tr>
<tr>
<td>HRM</td>
<td>0.516</td>
<td>86.1%</td>
</tr>
</tbody>
</table>

7.2 Suggestions for Future Work

The work in this thesis shows that efficient storage coding techniques can overcome the various key issues faced by PCM devices. In particular, the WOM-codes were targeted to extend the lifetime of these memory cells whereas the RM codes focus on improving memory sensing accuracy in PCM. The latter is hindered by the undesirable resistance drift phenomenon. The two families of storage codes can certainly do with more explorations such as the following.

1. Development of efficient WOM-codes with more than two-writes capabilities.

WOM-codes with higher rewritability relates to a longer lifetime for PCM devices. In this thesis, two-write WOM-codes were studied as higher write WOM-codes will result in larger code rate lost, which cause degradation of memory storage efficiency. The best known rates for WOM-codes with more than two writes are summarized in Table 7.3. For these WOM-codes with
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greater rewritability, there is a 20% to 40% redundancy while the two-write WOM-codes achieved in this work have approximately 5% redundancy. An efficient code construction method for the high-rates multiple write WOM-codes is able to achieve an efficiency of approximately 95% or more is certainly desirable for data storage.

Table 7.3: Efficiency comparison for best known WOM-codes with more than two writes.

<table>
<thead>
<tr>
<th>No. of Writes</th>
<th>Best Known WOM-rates [109]</th>
<th>Capacity</th>
<th>Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.6102</td>
<td>2.0000</td>
<td>80.51</td>
</tr>
<tr>
<td>4</td>
<td>1.8566</td>
<td>2.3219</td>
<td>79.96</td>
</tr>
<tr>
<td>5</td>
<td>1.9689</td>
<td>2.5850</td>
<td>76.17</td>
</tr>
<tr>
<td>6</td>
<td>2.1331</td>
<td>2.8074</td>
<td>75.98</td>
</tr>
<tr>
<td>7</td>
<td>2.1723</td>
<td>3.0000</td>
<td>72.41</td>
</tr>
<tr>
<td>8</td>
<td>2.2544</td>
<td>3.1699</td>
<td>70.98</td>
</tr>
<tr>
<td>9</td>
<td>2.2918</td>
<td>3.3219</td>
<td>68.99</td>
</tr>
<tr>
<td>10</td>
<td>2.3466</td>
<td>3.4594</td>
<td>67.83</td>
</tr>
</tbody>
</table>

2. Combination of prior-art ECC with WOM and RM codes.

The RM scheme was suggested as a scheme to efficiently combat resistance drift phenomenon present in PCM systems by leveraging on the relative order of the PCM cells for data storage. However, it is important to note that errors will still appear if the relative ranks of the cells change due to non-uniform resistance drift. When such error occurs, deployment of the ECC is the only approach to help correct the erroneous data bits. The newly designed storage codes proposed in this thesis can be combined with prior-art ECC to guarantee lifetime enhancement while providing error correction capabilities. However the key to successful ECC for codes based on RM
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requires a well defined function to determine the distance between two
distinct RM codewords, and must be studied as a future work. This research
work will be a starting point to further develop coding schemes to provide
ECC capabilities with lifetime enhancement and accurate memory sensing
advantage.

3. Development of a channel model for thermal crosstalk [110]

For improvement in storage densities, the size of PCM cells continues to
scale down, which brings about new challenges. Therefore, the development
of coding techniques to overcome these problems is essential for the success
of PCM technologies in future practical applications. A critical issue known
as thermal crosstalk that is contributed from intercellular disturbance has
been widely recognized. There has been no appropriate analytical channel
model proposed in literature up till now. To ensure a more realistic analytical
mathematical channel model, the thermal crosstalk phenomenon should be
taken into consideration during modeling.

4. Design of coding and detection techniques to combat both resistance drift
and thermal crosstalk in PCM.

There has not yet been any report on an appropriate channel coding or
detection schemes to tackle both the resistance drift and thermal crosstalk
issues in PCM. In this thesis, the HRM scheme was proposed as an efficient
detection technique to combat resistance drift. An efficient finite-state
encoding methods to design capacity-approaching constrained codes to
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combat thermal crosstalk has been recently reported [111]. A possible future work would be the analysis of merging both coding techniques and subsequently propose a single novel scheme that has the capability to combat issues arising from the resistance drift and thermal crosstalk.
Based on the work reported in this thesis, the author has contributed the following publications.
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