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Abstract

Scene understanding is an important and fundamental problem in computer vision and is critical in applications of robotics and augmented reality. Scene understanding includes many tasks such as scene labeling, object recognition and scene classification. Most previous scene understanding methods focus on outdoor scenes. In contrast, indoor scene understanding is more challenging, due to poor illumination and cluttered objects. With the wide availability of affordable RGB-D cameras such as Kinect, huge changes have been made to indoor scene analysis due to the rich 3D geometry information provided by depth measurements.

Feature extraction is the key part for scene understanding tasks. Most of the early methods extract hand-crafted features. However, the performance of such feature extractors highly depends on variations in hand-crafting and combinations. The designing process requires empirical understanding of data, thus hard to systematically extend to different modalities. In addition, the hand-crafted features usually capture a subset of recognition cues from raw data, which might ignore some useful information. Thus, in this research, we focus on feature learning with raw data as input.

Particularly, we explore feature learning on three different tasks of indoor scene understanding using RGB-D input:

- Scene labeling: The aim is to densely assign a category label (e.g. table, TV) to each pixel in an image. Inspired by the success of unsupervised feature learning, we start by adapting the existing unsupervised feature learning technique to directly learn features from RGB-D images. Typically, better performance could be achieved by further applying feature encoding over the learned features to build
"bag of words” type of features. However, feature learning and feature encoding are performed separately, which may result in suboptimal solution. We propose to jointly optimize these two processes to derive more discriminative features.

- Object recognition: Most of the feature learning methods for RGB-D object recognition either learn the features for individual modalities independently, or treat RGB-D simply as undifferentiated four-channel data, which cannot adequately exploit the complementary relationship between the two modalities. To address the above issues, we propose a general Convolutional Neural Networks (CNN) based multi-modal learning method for RGB-D object recognition. Our multi-modal layer is designed to not only discover the most discriminative features for each modality, but also harness the complementary relationship between the two modalities.

- Scene classification: Methods for scene classification task to leverage local information share a similar pipeline: first densely extracting CNN features from different locations and scales of an image, and then using an encoding method. However, for state-of-the-art feature encoding techniques such as Fisher Vector (FV), since their components in Gaussian Mixture Model (GMM) are derived from densely sampled local features, many components are likely to be noisy and not informative. Such noisy property of local features has not been well considered in the existing works. Further considering the FV features from different modalities, we propose a modality and component aware feature fusion framework for RGB-D scene classification.

In this thesis, various experiments have been constructed to evaluate the performance of the proposed techniques in comparison to the state-of-the-art methods on different RGB-D databases. Encouraging results show that the proposed techniques significantly boost the performance in the studied scene understanding tasks.
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Chapter 1

Introduction

1.1 Background

Scene understanding is a fundamental and important problem of computer vision, including many tasks such as scene labeling, object detection and recognition, scene classification. It plays an important role in robotics applications including housekeeping and automatic driving, and augmented reality applications which bring enriched interactive experience to people. Scene understanding work started from outdoor scenarios. Compared with outdoor scene understanding, indoor scene understanding could be more challenging since indoor scene could be more complex and cluttered than outdoor. It has been shown in [75] that many scene understanding models that work well for outdoor scenes perform poorly in the indoor domain.

Understanding indoor scene is an easy task for human being even with a single flat image. For example, in Figure 1.1, people can quickly spot wardrobe, bed and nightstand in the scene. In addition to objects, rich contextual information can be inferred, such as: the nightstand is partly occluded by the bed, several props are supported by the nightstand. 3D structure of floor and walls can be quickly known, and the scene can be identified as bedroom.
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Figure 1.1: Understanding indoor scene is an easy task for people. Semantic information of objects and the whole scene could be inferred.

For an automatic indoor scene understanding system, the task is challenging due to a number of factors: relatively poor lighting condition, messy object distribution (objects are occluded by each other), and large variance of features for objects and scenes in the same category.

With the wide availability of affordable RGB-D cameras including time-of-flight cameras and structured light cameras [23], it is possible to obtain dense and accurate depth data along with RGB images. For example, Microsoft Kinect [65] is equipped with the infrared camera to generate the depth images by capturing the continuously projected infrared structured light. The depth image generated by Kinect has a resolution of $480 \times 640$ and can be automatically calibrated with the RGB image. The synchronized depth information brings rich 3D geometry information. Combination of color and depth information provides a great chance to significantly boost the performance on
indoor scene understanding.

Various approaches have been proposed for RGB-D scene understanding. In general, they can be divided into two categories from the perspective of feature generation: methods with hand-crafted features and methods with learned features. Hand-crafted features such as Scale-invariant feature transform (SIFT) [63] and Local binary patterns (LBP) [72] are used to describe color and texture information of color images and 3D geometry information of depth images. The problem with hand-crafted features is that they cannot be readily extended to different datasets or other modalities, since they are often manually tuned for the conditions encountered in the studied datasets. In addition, hand-crafted features can only capture a subset of the cues that are useful for recognition. To minimize the need of hand-crafted features, many methods have been proposed to learn features from raw data.

This thesis investigates feature learning for scene understanding using RGB-D input with different focuses. In particular, we explore three different tasks: scene labeling, object recognition and scene classification.

1.2 Objective and Research Scope

1.2.1 Scene Labeling

Scene labeling is an integral part of scene understanding and involves densely assigning a category label to each pixel in an image. Most previous scene labeling works dealt with outdoor scenarios [22, 24, 28, 57, 66, 89]. For indoor scenes, with the help of low-cost RGB-D cameras, noticeable improvements in accuracy and robustness of the scene labeling task have been achieved.
Hand-crafted features were used in several previous works on RGB-D scene labeling. These include the use of SIFT [84], LBP [72], Histogram of oriented gradients (HOG) [16], texton [45], spin image [84], class-specific location [45], planarity [12], height above the ground, 3D shape contexts, size features [30], and some sophisticated features such as kernel descriptors (KDES) [76].

To reduce the dependency of hand-crafted features, several works have applied feature learning for RGB-D indoor scene labeling. In [73], pixels of patches are encoded with example patches selected from input data. Multi-scale convolutional neural networks (CNN) is used in work [15] for RGB-D feature learning. Both methods obtained limited performance for indoor scene labeling.

Recently, unsupervised feature learning has achieved great success in many applications including object recognition [52] and action recognition [53], where features learned via unsupervised method are used as local features instead of previous hand-crafted features. It is shown that better performance can be achieved by further applying feature encoding over the learned features to build “bag of words” type of features in [53, 97]. However, they perform feature learning and feature encoding separately, which might cause inconsistency between the two components since feature learning is not optimized for feature encoding and feature encoding is also not optimized for feature learning.

Such research gap between feature learning and encoding motives us to design a joint framework in Chapter 3 for RGB-D scene labeling.

1.2.2 Object Recognition

The target of object recognition is to classify an RGB-D image containing one object in it. Recognizing commonplace objects of indoor scenes is a challenging task as objects in real-world indoor rooms have large variation both in color and geometry.
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Similar with scene labeling task, quite a few methods have been proposed to extract hand-crafted features to describe the object images [48, 84]. In addition, to relief the dependency on hand-crafted features, several recent methods have been proposed for feature learning from raw data directly. There is a substantial leap in object recognition [49] performance using convolutional neural networks (CNN) trained on large-scale datasets such as ImageNet [19]. For RGB-D object recognition, representative methods include convolutional-recursive deep learning [88], hierarchical matching pursuit [9, 10], convolutional k-means descriptors [7], hierarchical sparse coding [107] and local coordinate coding [98].

However, the relationship between different modalities have not been thoroughly investigated in these feature-learning methods for RGB-D object recognition. Most of the methods either learn features from color and depth modalities separately, or simply treat RGB-D as undifferentiated four-channel data. The major shortcoming for the separate learning of these methods is that the relation between the two modalities is ignored and the feature learning of one modality is not adjusted by the other modality. The major shortcoming for a simple four-channel learning is that the combination may not be physically meaningful and may not capitalize on different characteristics of the modalities.

Thus, in Chapter 4 of this thesis, we explore the relation of multiple modalities based on deep learning structure for RGB-D object recognition.

1.2.3 Scene Classification

Classifying scene is a difficult problem, especially for indoor environment, due to the large intra-class variation with vast differences in spatial layouts within each scene class. To investigate the utility of CNN in scene classification tasks, a scene-centric dataset known as Places [114] has been introduced. Although there was reported performance
improvement using a scene-centric CNN, it became obvious that global CNN features extracted from full images were too spatially rigid to be optimal for scene classification.

Several methods [26, 106, 116] have been proposed for classifying RGB scene images using local instead of global information. They share a similar pipeline: CNN features were densely extracted at different locations and scales of an image, encoded as a combined feature representation (e.g. via *Fisher vectors* (FV) [74, 79]) and then classified using *support vector machines* (SVM). Results show that the local features are competitive when compared to full-image based CNN features and provide important complementary information. However, only a small subset of local features are likely to be discriminative in a scene classification task. In many existing works, a task-independent feature representation is used, such as a comprehensive *Gaussian mixture model* (GMM) which models all features for encoding Fisher vectors; this tends to result in overfitting when training regressors.

There are also a few methods proposed for scene classification on RGB-D images [5, 30, 60, 90]. Most of these directly concatenate features from color and depth modalities together prior to classification. Such a direct combination does not adequately exploit the relationship between the different modalities of color and depth.

Thus, in Chapter 5 we propose a framework to effectively fuse Fisher Vector features from different modalities.

### 1.3 Summary of Contributions

The thesis has made several contributions to the RGB-D scene understanding related research with different focuses.
• For scene labeling task, we propose an unsupervised joint feature learning and encoding (JFLE) framework for RGB-D scene labeling. The main novelty of our learning framework lies in the joint optimization of feature learning and feature encoding in a coherent way which significantly boosts the performance. By stacking basic learning structure, higher-level features are derived and combined with lower-level features for better representing RGB-D data. Moreover, to explore the nonlinear intrinsic characteristic of data, we further propose a more general joint deep feature learning and encoding (JDFLE) framework that introduces nonlinear mapping into JFLE. Experimental results show that our approaches achieve competitive performance, compared with state-of-the-art methods, while our methods do not need complex feature handcrafting and feature combination and can be easily applied to other datasets.

• For object recognition task, motivated by the intuition that different modalities should contain not only some modal-specific patterns but also some common patterns, we propose a multi-modal feature learning framework for RGB-D object recognition. We first construct deep CNN layers for color and depth separately, and then connect them with our carefully designed multi-modal layers, which fuse color and depth information by enforcing a common part to be shared by features of different modalities. In this way, we obtain features reflecting shared properties as well as modal-specific properties in different modalities. Supervised information is further integrated into the framework to extract more discriminative features.

• For scene classification task, we investigate a framework allowing greater spatial flexibility, in which the Fisher vector encoded distribution of local CNN features, obtained from a multitude of region proposals per image, is considered. The CN-
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N features are computed from an augmented pixel-wise representation comprising multiple modalities of RGB, *Horizontal disparity, Height above ground, and Angle between the local surface normal and direction of inferred gravity* (HHA) and surface normals, as extracted from RGB-D data. More significantly, we make two postulates: (1) component sparsity — that only a small variety of region proposals and their corresponding FV GMM components contribute to scene discriminability, and (2) modal non-sparsity — within these discriminative components, all modalities have important contribution. In our framework, these are implemented through regularization terms applying group lasso to GMM components and exclusive group lasso across modalities. By learning and combining regressors for both proposal-based FV features and global CNN features, we are able to achieve encouraging results highly competitive to the state-of-the-art algorithms.

1.4 Thesis Organization

The remainder of this report is organized into the following parts: Chapter 2 reviews the related work of scene understanding and some related techniques of feature learning. In Chapter 3 we introduce our unsupervised joint feature learning and encoding method for RGB-D scene labeling. In Chapter 4 we present the multi-modal sharable and specific feature learning method for object recognition. In Chapter 5 we propose a modality and component aware feature fusion method for scene classification. Finally, we conclude our work and provide some future directions in Chapter 6.
Chapter 2

Literature Review

In this chapter, we mainly review the existing research works related to RGB-D scene understanding. In particular, methods for scene labeling, object recognition and scene classification are reviewed. Also, we review related literature in feature learning.

2.1 Scene Labeling

Early work on scene labeling focused on outdoor color imagery, and typically used Conditional Random Field (CRF) or Markov Random Field (MRF). The nodes of the graphical models were pixels [33,83], superpixels [24,66] or a hierarchy of regions [57]. Local interactions between nodes were captured by pairwise potentials, while unary potentials were used to represent image observations, via features such as SIFT [63] and HOG [16]. An alternative inference framework was presented in [89], in which a very efficient recursive neural network (RNN) was used to greedily merge neighboring superpixels according to a learned scoring function. In a departure from the earlier approaches involving hand-crafted feature extraction, Grangier et al. [28] used convolutional networks for scene labeling. Farabet et al. [22] later adopted multiscale convolutional networks to automatically learn low and high-level texture and shape features from raw
pixels, and further proposed the “purity” of class distributions as an optimization goal, in order to maximize the likelihood that each segment contains only one object. They achieved state-of-the-art performance on the commonly used Stanford Background [27] and SIFT Flow datasets [61]. Indoor scene labeling is a harder problem, but it has become more accessible recently with the advent of affordable RGB-D cameras such as Kinect.

**Hand-crafted feature based methods for RGB-D scene labeling:** Silberman and Fergus [85] released a large-scale RGB-D dataset containing 7 scene types and 13 semantic labels. They employed RGB-D SIFT and 3D location priors as features and used MRFs to ensure contextual consistency. Koppula *et al.* [48] achieved high accuracy on semantic labeling of point clouds via a mixed integer optimization method. They however require the extraction of richer geometry features from 3D+RGB point clouds rather than the more limited height field from a single RGB-D image, and also depend on a computationally intensive optimization process with long running time. In an extension to Silberman and Fergus’s work, Ren *et al.* [76] evaluated six kernel descriptors and eventually chose four of them. Besides, more comprehensive geometry features of superpixels were added to further boost the performance. With the additional features, we achieve a performance improvement to the previous state-of-the-art method [76] on the NYU depth dataset V1. Cadena and Kosecka [12] proposed various new features including entropy for associating superpixel boundaries to vanishing points, and neighborhood planarity. Gupta *et al.* [30] proposed an object boundary detection method which naturally combines color and depth information. With better bottom-up segmentation, they extract generic and class-specific features to encode superpixels. Muller *et al.* [68] proposed to fuse color, depth information with a random forest approach. They built a CRF model not only based on spatial relations in 2D but also geometry relations in 3D. Khan *et al.* [45] proposed a CRF framework with long range interaction based
on geometry features as higher order potentials besides the unary and pairwise potentials. Hermans et al. [34] proposed a CRF-based scene labeling method and created a consistent 3D semantic reconstruction of indoor scenes based on 2D results. All these methods mentioned above require manual fine-tuning in feature design and also in the combination of different features.

Learned feature based methods for RGB-D scene labeling: To reduce the dependency on hand-crafted features, several feature learning methods have been proposed to learn features for RGB-D scene labeling. Pei et al. [73] learned features by projecting raw pixels of patches onto selected example patches. Such an encoding method may not be powerful enough since the input raw pixel values are usually redundant and noisy. Lai et al. [50] proposed an unsupervised method for labeling point clouds of tabletop objects with RGB-D videos as the input. They presented a hierarchical sparse coding technique for learning features from 3D point cloud data. Recently, convolutional neural network has consistently achieved superior performance in computer vision tasks. Couprie et al. [15] applied the convolutional neural network (CNN) method of Farabet et al. [22] to indoor RGB-D scene labeling. The depth data was treated as an additional channel besides RGB, and a multiscale convolutional network was used to ensure the features capture a larger spatial context. Although this method was demonstrated to be effective for outdoor scenes, the performance on RGB-D indoor scenes is much less satisfactory. Eigen and Fergus [21] proposed to use an end-to-end CNN structure to predict depth, surface normals and semantic labels. Instead of extracting CNN features from superpixels, they directly predicted pixel-level labels. To our knowledge, their method is current state of the art. These CNN-based methods are supervised, while our method in Chapter 3 focuses on unsupervised learning.
2.2 Object Recognition

**Hand-crafted feature based methods for RGB-D object recognition:** Many methods focusing on the design of hand-crafted features have been proposed for RGB-D object recognition. For example, Lai et al. [51] used hand-crafted features including spin images [42] and SIFT descriptors [64] for depth images, while textons [59], color histograms [1] and SIFT descriptors were used for color images. Lai et al. also utilized the bag-of-words-based *Efficient Match Kernel* (EMK) to encode local hand-crafted features, and derived an image-level representation via integrating EMK features in different spatial parts. Using the encoded features, they evaluated the recognition performance of different classifiers: a linear support vector machine, a Gaussian kernel support vector machine and a random forest classifier. Bo et al. [8] developed a set of kernel features for depth images that model sizes, 3D shapes, and depth edges to further improve recognition performance.

**Learned feature based methods for RGB-D object recognition:** To minimize the need of hand-crafted features, several recent methods have been proposed for unsupervised learning of features from raw data directly, to be used in RGB-D object recognition. In particular, Bo et al. [10] proposed to use a *Hierarchical Matching Pursuit* (HMP) method [8] based on sparse codes derived not only from RGB-D images but also gray-scale intensities and surface normals, computed via K-SVD [2]. These features captured high-level information from local patches. Blum et al. [7] described a feature learning approach which learns dictionaries from RGB-D data based on K-means clustering of local-patch features, where the image patches are extracted around the interest points detected by SURF features [6]. Socher et al. [88] outlined a framework which integrated *Convolutional Neural Networks* (CNN) and *Recursive Neural Networks* (RNN) to learn features from color and depth separately, where the single-layer CNN is pre-
trained in an unsupervised manner to produce lower-level features while the RNN learns higher-level features.

For existing methods that learn features from color and depth modalities separately and concatenate them prior to classification, the major shortcoming is that the relation between the two modalities is ignored and the feature learning stage of one modality would not be effected by other modalities, and thus the complementary nature of different modalities cannot be fully exploited. For other methods that simply combine the modalities from the outset and adopt a conventional approach to learn features, the major shortcoming is that the combination is not physically meaningful.

### 2.3 Scene Classification

Object recognition performance has recently been boosted through the use of well designed CNN techniques in conjunction with extensive labeled data. To adapt the current CNN techniques for scene classification, Zhou et al. introduced a large scene-centric dataset called Places and showed significant performance improvement on scene classification using a CNN trained on this dataset, as compared to directly applying the CNN pretrained on the object-centric dataset ImageNet. Although a scene-centric dataset more appropriately captures the richness and diversity of scene imagery, the typical way of extracting global CNN features from full images may not adequate handle the geometric variability of complex indoor scenes.

Several methods have been proposed to leverage local CNN features to enhance discriminative capability. Gong et al. proposed densely extracting multi-scale CNN activations, aggregating the activations of each scale via vector of locally aggregated descriptors (VLAD), and concatenating the multi-scale VLAD features together.
as the final feature representation. Yoo et al. [106] presented a similar framework, except they used Fisher Vectors (FV) as the encoding method. In another work [116], Zuo et al. showed the importance of the complementary information provided by local features, where they derived local features by learning a discriminative and shareable feature transformation filter bank for local image patches. Among all these methods, few of them take direct care to exclude non-discriminative local features that can lead to overfitting.

There are also several other works that are not developed for scene classification, but related to our method. In particular, Yang et al. [102] approached the multi-label image classification problem through multi-view learning, where they derived a feature view by extracting CNN features from object proposals followed by the FV encoding, and constructed a label view using strong labels. Zhang et al. [113] dealt with fine-grained image categorization, where they proposed to use feature selection to remove noisy features in FV. Their feature selection is based on the relevance of individual features to class labels, which are calculated independently in different feature dimensions.

On the topic of RGB-D scene classification, Gupta et al. [29, 30] described a method to detect contours in RGB-D images and use them for semantic segmentation, further treating the quantized semantic segmentation output as local features for scene classification. Banica et al. [5] proposed to apply second-order pooling [13] of hand-crafted features mainly for semantic segmentation as well as on scene classification. Song et al. [90] introduced a large scale RGB-D dataset called the SUNRGBD Dataset with ground truth and baselines for different scene understanding tasks. For scene classification, they directly used pre-trained CNN in [114] to extract CNN features from RGB and HHA. Liao et al. [60] proposed to include a regularization on semantic segmentation to improve scene classification performance, where their cost function to train CNN contains both the loss of scene classification and the loss of semantic segmentation.
2.4 Feature Learning

**Deep Learning:** A number of deep learning methods have been proposed in computer vision in recent years, which aim to learn invariant and hierarchical feature representations for different applications. Representative deep learning methods include deep belief networks [35], convolutional deep belief networks [56], deep Boltzmann machines [78], and stacked denoising autoencoders [94]. Most of them have demonstrated promising performance in visual analysis.

Among these deep learning methods, deep convolutional neural networks have produced excellent performance in a number of vision tasks. In 1998, LeCun *et al.* [54] proposed a convolutional neural network structure to deal with handwritten digit recognition problem. In 2012, another representative work was proposed by Krizhevsky *et al.* in [49]. They achieved superior image classification performance on the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [18,19] with a large CNN using 1.2 million labeled images. Techniques such as dropout, data augmentation and engineering trick of adjusting step size help to make CNN more trainable. Since then, tremendous interests have been attracted to this deep learning field. CNNs provide consistently high performance on various vision tasks such as scene labeling [22], object detection [25], video classification [44], house number digit classification [81], image super-resolution [20], image quality assessment [43], action recognition [40], face verification [91], pedestrian detection [110], and pose estimation [93]. In addition, deep convolutional neural networks start to show advancement on text understanding from word-level [67] or character-level [112] inputs. There are also a few methods [109, 87] which visualize the intermediate features of CNNs to help us understand the insight of what CNNs learn and adjust the network design accordingly.
In Chapter 4, we focus on RGB-D object recognition by integrating multi-modal feature learning with CNN. In Chapter 5, we use CNN to extract local and global features of scenes. There are also some approaches that use deep learning for other tasks on RGB-D data. For example, Lenz et al. [58] proposed a deep learning method for robotic grasps detection. They used stacked auto-encoder structures and derived multi-modal features by encouraging each dimension of the learned features using information from only a subset of the modalities. Hu et al. [36] focus on the RGB-D activity recognition task by fusing multiple different hand-crafted features.

**Multi-modal methods:** We wish to point out that our work on RGB-D object recognition in Chapter 4 is inspired by the multiview learning method proposed by Liu et al. in [62], which explores the consistency and complementary properties in multiview data. However, their method is based on nonnegative matrix factorization and focuses on semi-supervised learning, which cannot handle the data unseen in the training stage. In contrast, our multi-modal feature learning framework is based on matrix transformation which extracts both shared common patterns and modal-specific properties of different modalities, and is integrated with CNN based supervised deep learning for RGB-D object recognition. Jia et al. [41] and Klami et al. [46] proposed methods which share similar idea with our method. Jia et al. [41] proposed to factorize the information into shared and private parts using sparse coding and structure sparsity for human pose estimation. Klami et al. [46] proposed a dependency-seeking clustering algorithms with variational Bayes. In addition, the method of Daumé [17] shares a similar idea with our method but focuses on transfer learning. Daumé proposed to augment data by containing general and specific versions of features. With the augmented data from both domains, their method trains a classifier which could classify data from the target domain, while leveraging information from both the source and target domains. In another
recent work [111], Zhang et al. [111] proposed a new discriminative canonical correlation analysis (DCCA), which regards color as the main modality and depth as the auxiliary information for an object recognition task. They considered a transfer learning setting where color and depth images are used in training while only color images are used in testing. Their target task is different from ours.

**Structure Sparsity:** Our proposed method for RGB-D scene classification in Chapter 5 utilizes the methods of structure sparsity. Structure sparsity is an extension of the standard sparsity concept, which aims to facilitate arbitrary structures on the feature set [37]. The effectiveness of structure sparsity for feature learning has been widely proven in different applications such as face recognition [99], web page recognition [115], image super resolution [103], action recognition [105], and object recognition [69].

Here we discuss several representative pieces of research that are relevant to our method. In particular, Tibshirani [92] proposed the idea of “lasso” (least absolute shrinkage and selection operator) which minimizes the squared errors with an $l_1$-norm regularization term. It essentially shrinks some coefficients and sets others to 0. The relationship between the loss function and the regularization term is analyzed in [92].

Yuan and Lin [108] further lasso for variable selection with predefined groups, which is usually called “group lasso”. Their key assumption is that if a few features in a group are important, then the whole group is regarded as important. For tasks benefiting from the selection of important groups, their method improves the performance of the traditional lasso. Zhou et al. [115] further developed a new form of regularization called “exclusive lasso”, where they focused on multi-task feature selection. Their assumption is that features that are important for one category become less likely to be important for other categories, and thus their idea is to introduce the competition among different tasks for the same feature. Kong et al. [47] shared a similar idea with Zhou et al. [115], but they
focused on feature selection with multi-group of features. They proposed “exclusive group lasso” to encourage features in different groups to co-exist, which is different from group lasso that enforces inter-group sparsity. Combining with the traditional lasso, exclusive group lasso demonstrates its effectiveness on the spoken letter classification task [115]. In Chapter [5] we combine both group lasso and exclusive group lasso in our feature fusion framework to solve the scene classification problem.
Chapter 3

Unsupervised Joint Feature Learning and Encoding for RGB-D Scene Labeling

The approach proposed in this chapter attempts to learn visual patterns from RGB-D input via an unsupervised learning framework. At the heart of our unsupervised learning algorithm, we perform feature learning and feature encoding jointly in a two-layer stacked structure, called joint feature learning and encoding framework (JFLE), which is very different from the conventional way of feature learning followed by feature encoding (e.g. BOW, sparse coding), i.e. two separate processes. Moreover, to explore the nonlinear intrinsic characteristics of data, we further extend the JFLE framework to a more general framework called joint deep feature learning and encoding (JDFLE), which uses a deep model with stacked nonlinear layers to model the input data. Fig. 3.1 illustrates the proposed overall framework. The input to the learning structure (either JFLE or JDFLE) is a set of patches densely sampled from RGB-D images, and the learning output is the set of corresponding path features, which are then combined to generate superpixel features. Finally, linear SVMs are trained to map superpixel features to scene labels.
Figure 3.1: Our framework for RGB-D indoor scene labeling. Our method learns features from raw RGB-D input with two-layer stacking structure. Features of the two layers are concatenated to train linear SVMs over superpixels for labeling task.

The contributions of this chapter are threefold. First, we propose an unsupervised joint feature learning and feature encoding framework (JFLE) that makes feature learning and feature encoding help each other in a coherent manner. Second, we further develop a more general JDFLE framework which replaces the linear mapping in JFLE by multiple nonlinear sub-layers. Third, we apply our joint frameworks on RGB-D scene labeling. We conduct extensive experiments to demonstrate the effectiveness of the proposed joint frameworks.

3.1 Joint feature learning and encoding

In this section, we describe our proposed basic feature learning framework, called joint feature learning and encoding (JFLE), which performs joint feature learning and encod-
Figure 3.2: Detailed illustration of feature extraction of the first layer: $s \times s$ color and depth patches are flattened into vectors $X$ and $Y$. $Z$ is the input vector obtained by concatenating $X$ and $Y$. With learned filter matrix $W$ and dictionary $U$, the sparse encoding coefficients $V$ can be derived, which represents the feature of a $s \times s$ patch. By concatenating the features of $(S-s+1)^2 \times s$ small patches, we get the feature of a $S \times S$ big patch.
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ing in one optimization framework.

3.1.1 Single-layer feature learning structure

Our approach is based on the unsupervised feature learning algorithm [52], which is to minimize the following objective function

\[
\min_W \| W^T WZ - Z \|^2_2 + \lambda_1 g(WZ)
\]  

where \( Z \) is a set of \( d \)-dimensional raw input data vectors, i.e. \( Z = [z_1, \cdots, z_m] \in \mathbb{R}^{d \times m} \), \( W \in \mathbb{R}^{d' \times d} \) is the transform matrix which projects \( Z \) into a \( d' \)-dimensional feature space, \( g \) is the smooth \( L_1 \) penalty function [52], and \( \lambda_1 \) is a tradeoff factor. Eq. (3.1) essentially seeks the transformation matrix \( W \) that can minimize the reconstruction error (first term) and the smooth \( L_1 \) penalty on learned features \( WZ \) (second term). The transform matrix \( W \in \mathbb{R}^{d' \times d} \) is often chosen to be overcomplete, i.e. \( d' > d \), for better performance, as demonstrated in the study [14]. Note that \( Z \) has gone through the whitening preprocess, i.e. the input data vectors are linearly transformed to have zero mean and identity covariance [52]. Such unsupervised feature learning method has been proven to be successful in the application of object recognition [52].

Previous methods [53,97] show that better performance can be achieved by further applying feature encoding over the learned features to build “bag of words” type of features. However, they perform feature learning and feature encoding separately, which might cause inconsistency between the two components since feature learning is not optimized for feature encoding and feature encoding is also not optimized for feature learning.

Therefore, motivated by the above observation, in this chapter we propose to perform feature learning and feature encoding in a joint framework with the following objective
function:
\[
\min_{W,V,U} \|W^T WZ - Z\|_2^2 + \lambda_1 g(WZ)
+ \lambda_2 \|WZ - UV\|_2^2 + \lambda_3 |V|_1
\]

subject to \( \|u_k\|_2 \leq 1, k = 1, 2, \ldots, K. \)

where \( U = [u_1, \ldots, u_K] \in \mathbb{R}^{d' \times K} \) represents the dictionary which has \( K \) bases, and \( V \) denotes the feature encoding coefficients. Compared with Eq. (3.1), the newly added two terms in Eq. (3.2) aim to find sparse feature representation for the learned feature \( WZ \).

At the same time, there is a L2-norm constraint for \( u_k \) to avoid trivial solutions which just scale down \( V \) and scale up \( U \). By jointly learning \( W, V \) and \( U \) in Eq. (3.2), we integrate feature learning and feature encoding into a coherent framework, where the two parts are optimized to help each other. With the optimized \( W \), transformed data \( WZ \) could be encoded by more descriptive dictionary \( U \) and the final features \( V \) become more efficient.

In particular, for RGB-D scene labeling we learn multi-modality features. Instead of learning \( W \) for color and depth information separately, we consider different modalities jointly and their relationship is implicitly reasoned. Specifically, let \( X = [x_1, \ldots, x_m] \in \mathbb{R}^{d_1 \times m} \) denote the input RGB vectors, and \( Y = [y_1, \ldots, y_m] \in \mathbb{R}^{d_2 \times m} \) denote the input depth vectors. Then, \( Z \) in Eq. (3.1) is simply formed by cascading color and depth information as \( Z = [X; Y] \in \mathbb{R}^{d \times m} (d = d_1 + d_2) \).

3.1.2 Optimization Process

In the proposed unsupervised feature learning Eq. (3.2), we need to optimize \( W, U \) and \( V \) together. We solve this problem by updating three variables iteratively. \( W, U \) and \( V \) are initialized randomly. Given a training data matrix \( Z \), we first fix \( U \) and \( V \), the cost
Figure 3.3: Left: the unsupervised learning structure of the first layer. Right: the second layer structure. $F_1$ is the first-layer feature. $F_2$ is the second-layer feature.
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Algorithm 1: Optimization process.

**Input:** Raw data from multiple modalities: \( Z \)

**Output:** Transformation matrix \( W \), Dictionary \( U \), Sparse encoding \( V \)

**Step 1: Initialization.**

\( W, U \) and \( V \) are randomly initialized;

**Step 2: Iteratively optimize over \( W, U \) and \( V \). while \( \text{iter} \leq \text{max_iter} \) do

- Fix \( U \) and \( V \) in Eq. (3.2):
  - Can be solved by unconstrained optimizer L-BFGS and update \( W \)
- Fix \( W \) and \( U \) in Eq. (3.2):
  - A linear regression problem Eq. (3.3) over \( V \) with L1 norm regularization on the coefficients.
  - Optimized by feature-sign search algorithm and update \( V \)
- Fix \( W \) and \( V \) in Eq. (3.2):
  - A least square problem Eq. (3.4) with quadratic constraints over \( U \)
  - Optimized by Lagrange dual and update \( U \)

end

The optimization process can then be minimized by using the unconstrained optimizer (e.g. Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method \([80]\), Conjugate Gradient (CG) method \([80]\)) to update \( W \). When fixing \( W \) and \( U \), similar to the sparse coding work \([104]\), Eq. (3.2) becomes a linear regression problem with regularization on the coefficients, which can be solved efficiently by optimization over each coefficient \( v_m \) with the feature-sign search algorithm \([55]\). At last, when \( W \) and \( V \) are fixed, it becomes a least square problem with quadratic constraints, which can be easily solved.

The optimization process is shown in Algorithm 1.

\[
\min_V \lambda_2 \|WZ - UV\|_2^2 + \lambda_3 |V|_1
\]  

(3.3)
\[
\min_U \lambda_2 \|WZ - UV\|_2^2 \\
\text{subject to } \|u_k\|_2 \leq 1, \ k = 1, 2, \ldots, K.
\] (3.4)

### 3.1.3 Hierarchical feature learning

What we present in section 3.1.1 is just a one-layer feature learning structure. Considering that there exists multi-level information in visual data such as intensity, edge, object, etc [56], it is often preferred to learn hierarchical features so as to describe low-level and high-level properties simultaneously. In our case, we stack the single-layer feature learning structure to capture the higher-level features. Particularly, we first learn the low-level features using the single-layer structure. Then, the output of the low-level structure \(V\) is treated as the input for the higher level. Considering the output of the first-layer learning structure is of high dimension, PCA is used to reduce its dimension so that the same structure can be reused for the high-layer feature learning. We use PCA for efficiency, otherwise the dimension of the output of the first layer will be too high to process in the second layer. In the stacked structure, the input \(Z\) of higher level would contain lower-level features from the two modalities produced by the lower-level feature learning.

### 3.1.4 Application on RGB-D scene labeling

For the RGB-D scene labeling application, when the input data has large size, the learning process becomes less efficient. To address this, we make use of small patch features to represent big patches. Our main framework for RGB-D labeling is as follows. We first run our unsupervised learning on randomly sampled small patches \((s \times s)\) to learn the optimal transform matrix \(W\) and the dictionary \(U\). Then, for each densely sampled big patch \((S \times S, S > s)\), with the obtained \(W\) and \(U\) we derive the feature vector \(V\) for its
overlapped $s \times s$ small patches. Features of $S \times S$ patches are then obtained by concatenating all its overlapped $s \times s$ patches’ features together. Finally, superpixel technique is incorporated to ensure that pixels in the same superpixel take the same label.

Fig. 3.2 shows the detailed first-layer feature extraction process. In particular, we extract input raw data from two different modalities (color and depth). We convert the color image to grayscale. At the beginning, $m \times s \times s$ RGB-D small image patches are randomly sampled. For each $s \times s$ small patch, $X$ is $s^2$-d raw color data by flating the patch into a vector. The same goes for raw depth data $Y$. Concatenating them together, we have $Z$, $2s^2$-d data. For each $S \times S$ big patch, there are $(S - s + 1)^2 s \times s$ small patches. After the unsupervised feature learning process, a small patch is then represented by a sparse vector $V$ ($K$-dimensional) computed from $W$ and $U$. Concatenating the features of $(S - s + 1)^2$ small patches together, we obtain the features of a big patch. To avoid over-fitting caused by the high dimensionality of the big patch features, we use max-pooling to reduce the dimensionality. We conducted max pooling among $(S - s + 1)^2$ small patches.

To capture higher-level features, we stack two single-layer structure together. Fig. 3.3 shows the two-layer feature learning structure, where the output features of the first layer are used as the input for the second layer. Specifically, the first-layer output feature vectors are further processed through dimension reduction by PCA so that the vectors could be resized to $S \times S$ data patches. Same as the first layer, $s \times s$ small patches in these $S \times S$ big patches are sampled as training data of the second layer. After the learning process of the second layer, these $S \times S$ patches are represented by the concatenated features of their $s \times s$ patches. At last, the features from the two different layers are concatenated together as the final representation of the raw patches.

In our patch size setting, we set $S$ as 10 and $s$ as 7 for both layers. The input data is normalized between the two modalities. We choose the dictionary size $K$ as 1024. With
learned $W$ and $U$, the output of the first layer is 1024-d $V$. After PCA transformation, it is rescaled as 100-d data. The 100-d data is then resized to $10 \times 10$ patches, where the overlapping $7 \times 7$ patches are the training input for the second layer. By concatenating 16 1024-d features, we get a 16384-d feature vector for a $10 \times 10$ patch. Then, max-pooling is used to reduce the dimension to 1024-d for one layer. Concatenating the features of the two layers, we finally obtain a 2048-d feature for each $10 \times 10$ patch.

After feature learning process, scene labeling is done using the learned patch features. Considering that predicting the pixel-wise labeling independently could be noisy and pixels with the same color in local regions should take the same label, we oversegment RGB-D images using globalized Probability of boundary (gPb) hierarchical segmentation method [3], where we follow the adaptation to RGB-D images proposed by Ren et al. [76] to linearly combine the Ultrametric Contour Maps (UCM) results of RGB and depth. UCM is the output of the gPb oversegmentation method. The $10 \times 10$ patches are obtained by densely sampling over a grid with a unit distance of eight pixels. Finally, each superpixel is represented by averaging the features of all the patches whose centers are located in the region.

### 3.2 Joint deep feature learning and encoding

By simultaneously performing feature learning and feature encoding, JFLE can obtain more efficient transformation matrix $W$ and more descriptive dictionary $U$, compared with separate learning and encoding. Note that JFLE is under the assumption that the transformed data are vectors in an Euclidean space, meaning that each vector can be represented by the linear combination of a small number of vectors in dictionary. However, the original RGB-D data might need more complex description of the nonlinear...
manifold, as indoor objects usually have large variation in appearance. The linear assumption might be inappropriate as it ignores the important intrinsic characteristic of data. In this section, we introduce nonlinear mapping as an extension to our joint feature learning and encoding method. Instead of using transformation matrix to generate features, we use nonlinear mapping to map raw data to a more descriptive feature space. There have been works about nonlinear mapping. For example, Xie et al. [101] proposed to optimize the dictionary and sparse coding on a Riemannian manifold instead of Euclidean space. Shirazi et al. [82] presented a visual tracking system based on distance computed via non-Euclidean geometry of Grassmann manifolds. Harandi et al. [32] proposed to conduct sparse coding and dictionary learning for the Riemannian structure of Symmetric Positive Definite matrices.

We introduce stacked nonlinear layers to model a flexible nonlinear mapping. By doing so, we extend our framework of joint feature learning and feature encoding to a more general nonlinear model called joint deep feature learning and encoding (JDFLE), which incorporates intrinsic characteristic of the input data.

3.2.1 Formulation

Fig. 3.4 illustrates one single-layer structure of JDFLE. Instead of just using one projection matrix to model the mapping, we construct a neural network to learn features of objects. Raw RGB-D data are passed through multiple nonlinear transformation sub-layers. For example, passing the input data $Z$ through one nonlinear sub-layer results in $A^{(1)}(Z) = t(W_1Z + b_1)$, where $W_1$ denotes the projection matrix to be learned, $b_1$ denotes the bias, and $t$ is a nonlinear activation function. In this way, data are modeled in a more complex manifold, the discriminative nature could be captured better, and the sparse coding process would not loss the important information. Similar to the linear framework of JFLE, the nonlinear framework of JDFLE also performs feature learning and
Figure 3.4: Illustration of one single-layer structure in the proposed nonlinear framework. Given raw data of an RGB-D patch, we map it with several nonlinear sub-layers (here we have 2 sub-layers): each sub-layer contains linear projection matrix $W$, bias $b$ and a nonlinear activation function. With the constraints of feature encoding (sparse coding), and the reconstruction constraints for each sub-layer (reconstruction and regularization of bias $b$), better dictionary and feature mapping could be learned.
feature encoding jointly, while the key difference is that the feature learning of JDFLE maps the original data to a nonlinear feature space which could be better sparse coded.

The notation of the output of one nonlinear sub-layer can be expressed as

\[ A^{(m)}(Z) = t(W_mA^{(m-1)}(Z) + b_m) \]  

with \( A^{(0)}(Z) = Z \). With the nonlinear features, we perform feature learning and feature encoding jointly by adding feature encoding constraints on the top sub-layer output, and at the same time apply the reconstruction constraints and the bias regularization constraints on each sub-layer. Specifically, we minimize the following objective function:

\[
\min_{W,b,U,V} F = F_1 + F_2 + F_3 \\
= \left( \left\| A^{(M)}(Z) - UV \right\|_2^2 + \xi_1 \| V \|_1 \right) \\
+ \lambda \sum_{m=1}^{M} \left( \left\| W_m^T W_mA^{(m-1)}(Z) - A^{(m-1)}(Z) \right\|_2^2 \right) \\
+ \xi_2 g \left( W_mA^{(m-1)}(Z) \right) + \xi_3 \sum_{m=1}^{M} \| b_m \|_2^2
\]  

subject to \( \| u_k \|_2 \leq 1, k = 1, 2, \ldots, K \).

where \( F_1 \) denotes the constraints of feature encoding (i.e. the sparse coding criteria for the non-linearly-mapped data), \( F_2 \) denotes the reconstruction constraints for each sub-layer (i.e. for sub-layer \( m \), data can be reconstructed using the transposed projection matrix \( W_m^T \)), \( F_3 \) denotes the regularization constraints for the bias \( b_m \) for each sub-layer, \( M \) is the total number of sub-layers, and \( \xi_1, \xi_2, \xi_3 \) and \( \lambda \) are tradeoff parameters, which are positive.

### 3.2.2 Optimization

To solve the optimization problem in (3.6), we iteratively optimize \( \{W, b\} \), \( U \) and \( V \). Particularly, when fixing \( W \) and \( b \) to optimize \( U \) or \( V \), the operation is the same as that
in JFLE (see Algorithm 1). When fixing \( U \) and \( V \), we optimize \( W \) and \( b \) of each sub-layer by gradient descent process [4]. The gradients of the objective function \( F \) with respective to \( W_m, b_m \) for \( m = 1, 2, \cdots, M \) can be derived as

\[
\frac{\partial F}{\partial W_m} = \Phi_1^{(m)} A^{(m-1)T} + \Phi_2^{(m)} \tag{3.7}
\]

\[
\frac{\partial F}{\partial b_m} = \Phi_1^{(m)} + \xi_3 b_m \tag{3.8}
\]

with

\[
\Phi_1^{(M)} = 2(A^{(M)} - UV) \otimes t'(H^{(M)}) \tag{3.9}
\]

\[
\Phi_2^{(M)} = C^{(M)} \tag{3.10}
\]

\[
\Phi_1^{(m)} = W_{m+1}^T \Phi_1^{(m+1)} \otimes t'(H^{(m)}) \tag{3.11}
\]

\[
\Phi_2^{(m)} = C^{(m)} + \left( \sum_{k=m+1}^{M} R^{(k)} A^{(m)} \right) \otimes t'(H^{(m)}) A^{(m-1)T} \tag{3.12}
\]

where \( \otimes \) denotes the element-wise multiplication operation, and \( C^{(m)}, R^{(m)} \) and \( H^{(m)} \) are defined as

\[
C^{(m)} = 2W_m A^{(m-1)} (W_m^T W_m A^{(m-1)} - A^{(m-1)})^T \]

\[
\quad + 2W_m (W_m^T W_m A^{(m-1)} - A^{(m-1)}) A^{(m-1)T} \]

\[
\quad + \xi_2 g'(W_m A^{(m-1)}) A^{(m-1)T} \tag{3.13}
\]

\[
R^{(m)} = \left\| W_m^T W_m A^{(m-1)} (Z) - A^{(m-1)} (Z) \right\|_2^2 \]

\[
\quad + \xi_2 g(W_m A^{(m-1)} (Z)) \tag{3.14}
\]

\[
H^{(m)} = W_m A^{(m-1)} (Z) + b_m. \tag{3.15}
\]

With the gradients, we iteratively update \( W_m \) and \( b_m \) until convergence:

\[
W_m = W_m - \mu \frac{\partial F}{\partial W_m} \tag{3.16}
\]

\[
b_m = b_m - \mu \frac{\partial F}{\partial b_m} \tag{3.17}
\]
We use \( \tanh \) as the activation function \( t \):

\[
t(x) = \tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}
\]

\[
t'(x) = \tanh'(x) = 1 - \tanh^2(x).
\]

Same as that in JFLE, \( g(x) \) is defined as

\[
g(x) = \sqrt{\xi^2 + x^2}
\]

where \( \xi \) is a parameter.

What we present above is just one single-layer nonlinear structure (with multiple sub-layers) of the JDFLE. We further stack the single-layer nonlinear structure to have a hierarchical structure to capture multi-level information in RGB-D data, similar to that for JFLE described in section 3.1.3.

### 3.3 Experiments

#### 3.3.1 Dataset

We use the benchmark dataset - the NYU depth dataset [84, 86], including version 1 (V1) and version 2 (V2), for evaluation. The V1 dataset contains 2347 RGB-D images captured in 64 different indoor scenes labeled with 12 categories plus an unknown class. The V2 dataset consists of 1449 images captured in 464 different scenes.

#### 3.3.2 Implementation details

For each stacked layer, we randomly sample 20000 \( 7 \times 7 \) patches as training data. We run 50 iterations to learn the feature mapping and dictionary \( U \) in our unsupervised learning frameworks for both JFLE and JDFLE.
In the JFLE framework, the size of $W$ is $200 \times 98$. The parameters $\lambda_1$, $\lambda_2$ and $\lambda_3$ in Eq. (3.2) are set to 0.1, 0.5 and 0.15. Each iteration takes about 17 minutes on average on a PC with Intel i5 3.10GHz CPU and 8G memory. $\xi$ is set as $10^{-5}$ for both JFLE and JDFLE.

For JDFLE framework, we pass raw data through 2 nonlinear mapping sub-layers ($M = 2$) for one single layer. The sizes of $W_1$ and $W_2$ are set to $98 \times 150$ and $150 \times 200$ respectively. Two such single-layer structures are stacked as shown in Fig. 3.3, similar to the JFLE framework. The parameters $\lambda$, $\xi_1$, $\xi_2$, $\xi_3$ in Eq. (3.6) are set to 2, 0.03, 0.1, 0.1. Each iteration takes about 21 minutes on average.

For a superpixel, we calculate the mean values of all its $10 \times 10$ patches’ features. With the labeled superpixels in the training list, we train a one-vs-all linear SVM for each category. For NYU depth dataset V1 [84], we use 60% data for training and 40% data for testing which is the same as that of [76]. For NYU depth dataset V2 [86], we use the
Table 3.1: Class-average accuracy comparison of different methods on the NYU depth dataset V1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td></td>
</tr>
<tr>
<td>JFLE</td>
<td>61.71%</td>
</tr>
<tr>
<td>gradient KDES [76]</td>
<td>51.84%</td>
</tr>
<tr>
<td>color KDES [76]</td>
<td>53.27%</td>
</tr>
<tr>
<td>spin/surface normal KDES [76]</td>
<td>40.28%</td>
</tr>
<tr>
<td>depth gradient KDES [76]</td>
<td>53.56%</td>
</tr>
<tr>
<td>Combined</td>
<td></td>
</tr>
<tr>
<td>Silberman and Fergus [84]</td>
<td>53%</td>
</tr>
<tr>
<td>Pei et al. [73]</td>
<td>50.50%</td>
</tr>
<tr>
<td>Ren et al. [76]</td>
<td>71.40%</td>
</tr>
<tr>
<td>Combining ours with Ren’s</td>
<td>72.94%</td>
</tr>
</tbody>
</table>

training/testing splits provided by the dataset: 795 images for training and 654 images for testing.

We produce a confusion matrix whose diagonal elements represent the pixel-level labeling accuracy for each category in Fig. 3.5.

The average value of the diagonal of the confusion matrix is used as the performance metric. Note that different oversegmentation levels lead to different scene labeling results. We report the best performance of different oversegmentation levels. We would also like to point out that in this research we focus on feature learning and thus we did not further apply contextual models such as MRFs to smooth the class labels. For fair comparison, we only report the results of other methods without further smoothing, except the method of Khan et al. [45], as the higher-order graphical model is one of their major contributions.
Table 3.2: Class-average accuracy results of our method with different settings on the NYU depth dataset V1.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>JFLE (first layer)</td>
<td>54.76%</td>
</tr>
<tr>
<td>JFLE (second layer)</td>
<td>52.90%</td>
</tr>
<tr>
<td>Sparse coding after feature learning</td>
<td>45.67%</td>
</tr>
<tr>
<td>k-means encoding after feature learning</td>
<td>22.32%</td>
</tr>
<tr>
<td>Separate learning from two modalities</td>
<td>50.74%</td>
</tr>
</tbody>
</table>

Table 3.3: Individual class label accuracy on the NYU depth dataset V1 with only one-layer features. The bold numbers are to indicate the cases that extra depth features hurt the performance. In contrast, the performance is boosted when jointly learning from two modalities for all the categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Learning only from color modality</th>
<th>Separate learning from two modalities</th>
<th>Joint learning from two modalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>bed</td>
<td>58.08%</td>
<td>57.11%↓</td>
<td>62.55%</td>
</tr>
<tr>
<td>blind</td>
<td>56.63%</td>
<td>55.19%↓</td>
<td>60.40%</td>
</tr>
<tr>
<td>book</td>
<td>54.88%</td>
<td>47.97%↓</td>
<td>60.99%</td>
</tr>
<tr>
<td>cabinet</td>
<td>34.66%</td>
<td>38.40%</td>
<td>44.77%</td>
</tr>
<tr>
<td>ceiling</td>
<td>61.77%</td>
<td>79.52%</td>
<td>75.36%</td>
</tr>
<tr>
<td>floor</td>
<td>67.70%</td>
<td>83.20%</td>
<td>81.37%</td>
</tr>
<tr>
<td>picture</td>
<td>35.56%</td>
<td>47.35%</td>
<td>51.71%</td>
</tr>
<tr>
<td>sofa</td>
<td>43.99%</td>
<td>57.37%</td>
<td>54.48%</td>
</tr>
<tr>
<td>table</td>
<td>19.27%</td>
<td>23.68%</td>
<td>30.40%</td>
</tr>
<tr>
<td>tv</td>
<td>47.56%</td>
<td>59.83%</td>
<td>73.15%</td>
</tr>
<tr>
<td>wall</td>
<td>70.75%</td>
<td>69.73%↓</td>
<td>71.62%</td>
</tr>
<tr>
<td>window</td>
<td>33.69%</td>
<td>36.50%</td>
<td>38.73%</td>
</tr>
<tr>
<td>other</td>
<td>3.70%</td>
<td>3.87%</td>
<td>6.28%</td>
</tr>
</tbody>
</table>
Figure 3.6: Visual comparisons of our JFLE and JDFLE results. From left to right: original color images, the results of combining our JFLE features and Ren’s features, the results of combining our JDFLE features and Ren’s features, ground truth.
Table 3.4: Labeling accuracy on the NYU depth dataset V1 for first-layer, second-layer, both-layer feature learning and feature encoding structure. Second column: the results of our JFLE framework. Third column: the results of our JDFLE framework.

<table>
<thead>
<tr>
<th></th>
<th>JFLE</th>
<th>JDFLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>First layer</td>
<td>54.76%</td>
<td>59.46%</td>
</tr>
<tr>
<td>Second layer</td>
<td>52.90%</td>
<td>57.18%</td>
</tr>
<tr>
<td>Two layers</td>
<td>61.71%</td>
<td>63.28%</td>
</tr>
<tr>
<td>Combined with</td>
<td>72.94%</td>
<td>73.68%</td>
</tr>
<tr>
<td>Ren’s</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.3.3 Results

3.3.3.1 Comparisons on dataset V1

Table 3.1 shows the average labeling results of different methods on the NYU depth dataset V1. We compare the result of our two-layer JFLE method with: 1) the result of Silberman and Fergus [84]; 2) the result of Pei et al. [73]; 3) the result of single kernel descriptor(KDES) [76]; 4) the result of Ren et al. [76] (combining four KDESs and geometry features); 5) the result of combining the features of our JFLE method and Ren’s.

It can be seen from Table 3.1 that our method significantly outperforms the method of Silberman and Fergus, as they mainly use SIFT features on color and depth images. Our method also outperforms the method of Pei et al. [73], as they use selected patches which are usually redundant and noisy in encoding. However, our result does not outperform that of Ren et al. [76]. We argue that Ren et al. [76] evaluated six kernel based features, integrated four of them: gradient, color, depth gradient, spin/surface normal. For six kernel descriptors, each of them has several hyperparameters to be tuned. The authors also conducted sophisticated evaluation process to select which of them to be used for classification and finally chose four of them. The weights between these descriptors also need to be tuned to obtain the best combination. In contrast, we just learn a single type of
features directly from raw pixel values. If we compare our result with that of each single descriptor of [76], our method achieves superior performance. Compared to [76], our method does not need any detailed hand-crafting of features. Moreover, by combining our and Ren’s features together, the classification accuracy can be further improved, suggesting that our features capture significant complementary visual patterns which cannot be captured by those of [76].

**Evaluating different feature learning and encoding settings:** Here, we give detailed evaluations on our linear method with only one-layer feature learning and feature encoding structure under different settings. In particular, we compare the following five setups: 1) our JFLE method with the features learned from the first layer; 2) our JFLE method with the features learned from the second layer alone; 3) separate learning: conducting feature learning with (3.1) to get filter matrix $W$ and then performing sparse coding to encode filtered data $WZ$; 4) conducting feature learning with (3.1) and then use k-means clustering result as hard quantization to encode filtered data $WZ$; 5) learning features from two modalities separately with our JFLE cost function. Table 3.2 shows the results of the five different setups.

Comparing the results of setups 1, 3 and 4 in Table 3.2, we can see that joint feature learning and encoding performs much better than the setups using separate processing. Particularly, for setup 3, we run 50 iterations to update $W$ and then conduct sparse coding for 50 iterations to encode $WZ$. Compared with the way of iteratively updating $W$ and $U$ for 50 iterations in setup 1, setup 3 cannot guide $W$ to help find descriptive $U$. For setup 4, important feature information is lost when quantized by k-means.

Comparing the results of setups 1 and 5 in Table 3.2, we can see that joint learning from two modalities outperforms separate learning. This is because separate learning ignores the complimentary information between the two modalities, for which the extra features
learned from depth alone might hurt the performance, as shown in Table 3.3. On the contrary, our algorithm implicitly infers the correlation between the two modalities and could find better combination of them, which leads to better performance for all the classes (see Table 3.3).

Comparing the results of setups 1 and 2 in Table 3.2, we can see that the high-level features captured by the second layer alone are not sufficient. Only when combining with low-level features together, we can achieve a performance improvement of 7% (see Table 3.1), compared with using the first-layer features alone. The detailed comparison of confusion matrices between one-layer JFLE and two-layer JFLE is shown in Fig. 3.5. For individual classes: “bed”, “blind”, and “window”, low level visual information e.g. intensity, edge is not enough to describe objects in these classes. We can observe that performances of these classes are significantly improved by combining high-level features.

**Efficacy of JDFLE:** To illustrate the efficacy of the JDFLE framework, the comparison with results of the JFLE framework on NYU dataset V1 is shown in Table 3.4. We can see that the JDFLE framework improves the performance of first-layer, second-layer, and two-layer structures compared to JFLE. This is because we learn more general model for data through several nonlinear projections, and the simultaneously learned dictionary becomes more efficient to encode the data. In Fig. 3.6, several visual examples are shown to illustrate the improvement made by JDFLE framework.

### 3.3.3.2 Comparisons on dataset V2

We also compare our results on NYU depth dataset V2 with the following existing works that have reported results on the dataset V2: 1) Couprie et al. [15], which automatically learns features from raw data input, similar to our method; 2) Cadena and Kosecka [12];
3) Khan et al. [45], [12] and [45] both include a lot of hand-crafted appearance and geometry features. Table 3.9, 3.10, and 3.11 show the individual class labeling accuracy results on the NYU depth dataset V2 with the same 4-class, 13-class, 40-class settings. For 40-class setting, we also show the Jaccard index of each class. The overall performance summaries are shown in Table 3.5 and 3.6 including: overall pixel-level accuracy (Pix. Acc.) and average pixel-level labeling accuracy for all classes (Per-Class Acc.) for 4-class, 13-class, 40-class settings, the mean pixel-frequency weighted Jaccard index (Freq. Jaccard), and the flat mean Jaccard index (Av. Jaccard) for the 40-class setting. It can be seen that our JFLE and JDFLE methods in general achieve the competitive accuracy compared to [15], [12] and [45]. We would like to point out that a very recent work [21] by Eigen and Fergus reported a better performance on NYU depth dataset V2, e.g. its pixel-level accuracy for 40-class setting has reached 62.9%. However, their method is based on CNN with supervised information required, while we use unsupervised feature learning, i.e. deriving features without using any label information. A direct comparison with their method is unfair as the problem settings are different. Compared with JFLE, JDFLE also achieves improved performance on NYU depth dataset V2. Table 3.7 shows the comparison between 4-class average class accuracy performance of JFLE and JDFLE with first-layer, second-layer, both-layer structures.

Fig. 3.8 and Fig. 3.9 show some examples of pixel labeling results on NYU depth dataset V1 and V2 respectively. The visualization results demonstrate that the learned local features can well represent objects in the scene. Note that since our work focuses on feature learning, we did not use CRFs or MRFs to smooth class labels.

\[\dagger\] Khan et al. [45] used a different label set. See the details in Table 3.10.
Table 3.5: Labeling accuracy of 4-class and 13-Class settings on the NYU depth dataset V2.

<table>
<thead>
<tr>
<th></th>
<th>4-Class</th>
<th></th>
<th>13-Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Couprie et al. [15]</td>
<td>64.5</td>
<td>63.5</td>
<td>52.4</td>
</tr>
<tr>
<td>Cadena and Kosecka [12]</td>
<td>64.9</td>
<td>64.1</td>
<td>52.8</td>
</tr>
<tr>
<td>Khan et al. [45]</td>
<td>69.2</td>
<td>65.6</td>
<td>69.7</td>
</tr>
<tr>
<td>JFLE</td>
<td>67.8</td>
<td>65.3</td>
<td>47.4</td>
</tr>
<tr>
<td>JDFLE</td>
<td>69.7</td>
<td>66.9</td>
<td>52.8</td>
</tr>
</tbody>
</table>

Table 3.6: Labeling accuracy of 40-class on the NYU depth dataset V2.

|                  | 40-Class |                  |          |          |
|------------------|----------|------------------|----------|
| JFLE             | 48.9     | 27               | 35.8      | 17.4      |
| JDFLE            | 51.6     | 29.2             | 38.1      | 19        |

Table 3.7: Labeling accuracy on the NYU depth dataset V2 for first-layer, second-layer, both-layer feature learning and feature encoding structure using our proposed JFLE and JDFLE frameworks.

<table>
<thead>
<tr>
<th></th>
<th>JFLE</th>
<th>JDFLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>First layer</td>
<td>60.2%</td>
<td>62.4%</td>
</tr>
<tr>
<td>Second layer</td>
<td>58.7%</td>
<td>61.3%</td>
</tr>
<tr>
<td>Two layers</td>
<td>65.3%</td>
<td>66.9%</td>
</tr>
</tbody>
</table>
Figure 3.7: Scene labeling accuracy under different $\lambda$ values with single-layer JDFLE structure on NYU depth dataset V1.

Table 3.8: The results of different settings of JDFLE.

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two nonlinear sub-layers</td>
<td>59.46%</td>
</tr>
<tr>
<td>One nonlinear sub-layers</td>
<td>58.21%</td>
</tr>
</tbody>
</table>

3.3.3.3 Parameter analysis

**Different settings of JDFLE:** Different nonlinear structures could be constructed to learn the nonlinear mapping of the input RGB-D data. In Table 3.4, we show the result with two nonlinear sub-layers (i.e. $M = 2$) to map the data. We also test more shallow network with $M = 1$. The results are shown in Table 3.8. It can be seen that with only one nonlinear sub-layer, the result is worse than that of two sub-layers. We did not see the performance improvement using more than two nonlinear sub-layers.

**Effect of different $\lambda$:** Fig. 3.7 shows the accuracy results under different $\lambda$ in Eq. (3.6)
Table 3.9: Individual class labeling accuracy of 4-Class setting on the NYU depth dataset V2.

<table>
<thead>
<tr>
<th></th>
<th>Ground</th>
<th>Furniture</th>
<th>Props</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Couprie et al. [15]</td>
<td>87.3</td>
<td>45.3</td>
<td>35.5</td>
<td>86.1</td>
</tr>
<tr>
<td>Cadena and Kosecka [12]</td>
<td>87.3</td>
<td>60.6</td>
<td>33.7</td>
<td>74.8</td>
</tr>
<tr>
<td>Khan et al. [45]</td>
<td>87.1</td>
<td>54.7</td>
<td>32.6</td>
<td>88.2</td>
</tr>
<tr>
<td>JFLE</td>
<td>90.1</td>
<td>46.3</td>
<td>43.3</td>
<td>81.4</td>
</tr>
<tr>
<td>JDFLE</td>
<td>87.3</td>
<td>50.7</td>
<td>47.4</td>
<td>82.2</td>
</tr>
</tbody>
</table>

Table 3.10: Individual class labeling accuracy of 13-Class setting on the NYU depth dataset V2.

<table>
<thead>
<tr>
<th></th>
<th>bed</th>
<th>objects</th>
<th>chair</th>
<th>floor</th>
<th>sofa</th>
<th>table</th>
<th>wall</th>
<th>window</th>
<th>books</th>
<th>tv</th>
</tr>
</thead>
<tbody>
<tr>
<td>Couprie et al. [15]</td>
<td>38.1</td>
<td>8.7</td>
<td>34.1</td>
<td>42.4</td>
<td>62.6</td>
<td>87.3</td>
<td>40.4</td>
<td>24.6</td>
<td>10.2</td>
<td>36.1</td>
</tr>
<tr>
<td>Khan et al. [45]</td>
<td>32.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>JFLE</td>
<td>47.8</td>
<td>12.4</td>
<td>23.5</td>
<td>16.7</td>
<td>68.1</td>
<td>84.1</td>
<td>26.4</td>
<td>39.1</td>
<td>35.4</td>
<td>65.9</td>
</tr>
<tr>
<td>JDFLE</td>
<td>48.2</td>
<td>19.5</td>
<td>26.2</td>
<td>24.8</td>
<td>63.2</td>
<td>89.5</td>
<td>21.3</td>
<td>37</td>
<td>36.3</td>
<td>76.4</td>
</tr>
</tbody>
</table>

with single-layer JDFLE structure on NYU depth dataset V1. Recall that λ denotes the tradeoff between feature learning and feature encoding. If λ is too small, feature encoding becomes dominating while weak feature learning will not be able to learn discriminative features. On the other hand, if λ is too big, feature learning becomes dominate while weak feature encoding will not be able to produce effective sparse representation. Fig. 3.7 clearly shows such a tradeoff, which suggests an optimal λ value around 2.

### 3.4 Summary

In this chapter, we describe our method for RGB-D scene labeling task. In particular, we propose joint feature learning and encoding framework (JFLE), where we optimize feature learning and feature encoding jointly. We stack learning framework to learn hierarchical features. Extensive empirical studies have been conducted on NYU depth dataset V1 and V2, which validate the efficacy of JFLE. To make the learning process
Table 3.11: Individual class labeling accuracy of 40-Class setting on the NYU depth dataset V2.

<table>
<thead>
<tr>
<th>Class</th>
<th>NYUFLE</th>
<th>FLE</th>
<th>JFLE</th>
<th>JDFLE</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>wall</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>floor</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>cabinet</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>bed</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>chair</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>sofa</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>table</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>door</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>window</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>book</td>
<td>77.4</td>
<td>69</td>
<td>78</td>
<td>88</td>
<td>94</td>
</tr>
<tr>
<td>shelf</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>picture</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>counter</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>blinds</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>desk</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>shelves</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>curtain</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>dresser</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>pillow</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>mirror</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>floor mat</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>clothes</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>ceiling</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>books</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>fridge</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>television</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>paper</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>towel</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>shower</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>curtain</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>box</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>whiteboard</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>person</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>night stand</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>toilet</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>sink</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>lamp</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>bathtub</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>bag</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>other struct</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>other furnit</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
<tr>
<td>other prop</td>
<td>64.1</td>
<td>72</td>
<td>69</td>
<td>74</td>
<td>83</td>
</tr>
<tr>
<td>other item</td>
<td>61.4</td>
<td>66</td>
<td>77</td>
<td>81</td>
<td>86</td>
</tr>
</tbody>
</table>
Figure 3.8: 15 example results on NYU depth dataset V1. Rows 1st, 4th and 7th: color images. Rows 2nd, 5th and 8th: the results of combining our JDFLE features and Ren’s features. Rows 3rd, 6th and 9th: ground truth. Note that since we focus on feature learning, we did not use CRFs to smooth the labels. So the results might look a bit noisy.
Figure 3.9: 12 example results on NYU depth dataset V2. Rows 1st and 4th: color images. Rows 2nd and 5th: the results of our JDFLE features. Rows 3rd and 6th: ground truth.
more general, we further extend JFLE to *joint deep feature learning and encoding* (JD-FLE), where nonlinear mapping is used instead of linear projection.
Chapter 4

MMSS: Multi-modal Sharable and Specific Feature Learning for RGB-D Object Recognition

To exploit the implicit dependence between different modalities, we propose a multi-modal learning framework for RGB-D object recognition that treats color and depth as two modalities. At the heart of our method, we jointly explore two kinds of feature properties: shared common patterns of different modalities, and modal-specific patterns owned by individual modalities. We learn a compact and discriminative representation by transforming the data of each modality to a new feature domain with two parts: the common feature part shared by all modalities and the modal-specific part. By concatenating the shared and modal-specific features from all modalities, we obtain the final object representation which has the intended desirable properties. Supervised information is further integrated into the framework to enhance discriminative capability. CNN layers are constructed to form the input to our multi-modal feature learning framework, and the information of the multi-modal learning framework is back-propagated to the early CNN layers. The multi-modal feature learning and the back-propagation are iteratively performed until convergence. Fig. 4.1 shows the structure of the proposed multi-modal feature learning framework.
Figure 4.1: Illustration of our proposed multi-modal feature learning framework. The inputs $X$ and $Y$ are the activations of the second fully connected layers of the CNNs pre-trained on color and depth separately. The inputs are transformed by $W_1$ and $W_2$ respectively, and the transformed features $T_1$ and $T_2$ are enforced to share a common part $T_c$. The labeling information $L$ is integrated in the learning process to enhance the discrimination.
4.1 Proposed Approach

4.1.1 Conventional CNN-based Learning Structure

Of the various ways of using CNNs with RGB-D data, a straightforward approach is to combine RGB and depth data from the outset as a four-channel input to the convolutional neural network, as shown in Fig. 4.2a (akin to what is used in Couprie et al. [15] for scene labeling), where green, blue, yellow and red boxes indicate convolutional, pooling, fully-connected and softmax layers, respectively. Alternatively, discriminative features can be extracted independently from color and depth images by concatenating the activations of the second fully-connected layers of the two modalities, and feeding them into the last fully-connected layer with dense connections. From the final softmax layer, supervised information is back-propagated to the independent networks for both modalities. Such a structure is shown in Fig. 4.2b.

Figure 4.2: Different CNN structures for RGB-D data. Green, blue, yellow and red boxes indicate convolutional, pooling, fully-connected and softmax layers, respectively.
4.1.2 Proposed Multi-modal Learning Structure

Rather than adopting the above two conventional learning structures that involve some simple fusions of color and depth data, we propose to explore the relationship between the two modalities. We develop an architecture for multi-modal feature learning carried out in conjunction with convolutional neural networks. Specifically, we first pre-train CNNs on color and depth images separately, as shown in Fig. 4.2 (c) and (d). Then, the activations of the second fully-connected layers of the two modalities are fed into the proposed multi-modal feature learning framework shown in Fig. 4.1.

Our main idea is that the desired features should reflect the agreement or shared properties between different modalities, while at the same time they should contain the modal-specific properties that are only captured by one of the modalities. To realize such a goal, we explicitly enforce the learned features of different modalities to share a common part. In addition, the weights between different modalities are simultaneously learned in our framework without prior knowledge of which modality is the most important one.

In Fig. 4.1, \( X = [x_1, x_2, \ldots, x_N] \in \mathbb{R}^{M_1 \times N} \) denotes the activations (with \( M_1 \) dimensions) of the second fully-connected layer of the CNN for color images in one data batch with \( N \) images. Similarly, \( Y \in \mathbb{R}^{M_2 \times N} \) denotes the activations of the CNN for depth images in one data batch. Our objective is to learn a new feature representation \( T \) containing two sets of properties: 1) common properties shared by two modalities; and 2) modal-specific properties captured separately by individual modalities.

Let \( T_1 \in \mathbb{R}^{M_1' \times N} \) and \( T_2 \in \mathbb{R}^{M_2' \times N} \) denote the learned features for the color and depth modalities respectively. Here we enforce \( T_1 \) and \( T_2 \) to 1) share a common part \( T_c \in \mathbb{R}^{K_c \times N} \), and 2) contain modal-specific parts \( T_{1s} \in \mathbb{R}^{K_{1s} \times N} \) and \( T_{2s} \in \mathbb{R}^{K_{2s} \times N} \) respectively, where \( M_i' = K_c + K_{is}, i = 1, 2 \), as illustrated in Fig. 4.3 The learned features for the two
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Figure 4.3: Illustration of the transformation matrix.

Figure 4.4: Illustration of the regression coefficient matrix.
modalities are therefore: $T_1 = [T_1s; T_c]$ and $T_2 = [T_2s; T_c]$. We further denote $W_i \in \mathbb{R}^{M_i \times M_i}$ as the transformation matrix for modality $i$. Our task is then to learn the appropriate transformation matrices $W_i$ to obtain the features $T_1 = W_1X$ and $T_2 = W_2Y$. The final learned features are $T = [T_c; T_1s; T_2s]$.

Finally, we require an additional matrix $W \in \mathbb{R}^{(K_c+K_1s+K_2s) \times N_c}$ to map the feature $T$ representation to actual labels for $N_c$ number of classes, as illustrated in Fig. 4.4. Here we incorporate supervised learning by enforcing $W^T T$ to be close to the ground truth label $L$.

### 4.1.3 Formulation

To learn features containing both shared and modal-specific properties, we formulate our cost function as

$$\min_{\{W_1, W_2, \alpha_1, \alpha_2, T_1, T_2, W\}} F = F_1 + F_2 + F_3$$

$$= \alpha_1 (\|W_1X - T_1\|^2_F + \|W_1^T T_1 - X\|^2_F + \lambda_1 g(T_1))$$

$$+ \alpha_2 (\|W_2Y - T_2\|^2_F + \|W_2^T T_2 - Y\|^2_F + \lambda_2 g(T_2))$$

$$+ \beta (\|W^T T - L\|^2_F + \lambda_2 \|W\|_{2,1})$$

subject to $\alpha_1 + \alpha_2 = 1, \alpha_1 \geq 0, \alpha_2 \geq 0$ (4.1)

where $\|\cdot\|_F$ and $\|\cdot\|_{2,1}$ denote the Frobenius norm and $l_{2,1}$ norm. $F_1$ is the cost for regulating the color modality, in which: the first term enforces $T_1$ to be similar to the $W_1$-transformed $X$, the second term encourages the ability of $T_1$ to reconstruct $X$ when back-transformed via $W_1^T$, while the third term $g$ is the smooth $L_1$ penalty function [52].

Likewise, $F_2$ corresponds to the cost for regulating depth modality. $\alpha_1, \alpha_2$ are weights for color and depth modalities. $\lambda_1$ and $\lambda_2$ are trade-off parameters for regularization. $\beta$ is the trade-off parameter for $F_3$. Although the definitions of $F_1$ and $F_2$ seem to indicate that color and depth modalities are optimized independently, in fact $T_1$ and
$T_2$ are not independent since they are explicitly required to share a common part $T_c$. By concatenating $T_c$ and the modal-specific parts $T_{1s}$, $T_{2s}$, the final representation for each image is $T = [T_c; T_{1s}; T_{2s}]$. The third part, $F_3$ in (4.1), incorporates supervised information to enhance the discriminative power of the learned features, in which $W$ is the regression coefficient matrix and the $l_{2,1}$ norm ensures $W$ to be row-wise sparse, thus acting as a feature selector in $T$. Fig. 4.3 illustrates the matrix transformation in $F_1$, while Fig. 4.4 shows the regression coefficient matrix in $F_3$.

After we derive the learned matrices $W$, $W_1$ and $W_2$ in the training stage, the features of any test image can be directly computed as: $T_{1s} = W_{1s}X$, $T_{2s} = W_{2s}Y$, $T_c = (W_{1c}X + W_{2c}Y)/2$. With the multi-modal feature representation $T = [T_c; T_{1s}; T_{2s}]$, the final recognition result will be directly computed as $WT$.

### 4.1.4 Alternating Optimization

In this research, we employ the typical alternating optimization strategy to obtain a local optimal solution for (4.1). The pipeline of the algorithm is briefly described in Alg. 2. First, $W$, $W_1$, $W_2$ and $T$ are initialized randomly, and $\alpha_i$ is initialized as 0.5. All these variables including $W$, $W_i$, $T$ and $\alpha_i$ will be learned and updated in Alg. 2. Other parameters such as $\lambda_1$, $\lambda_2$ and $\beta$ in (4.1) are set via cross validation.

In Step 2.1, we fix $W_i$, $W$, $T$, and update $\alpha_i$. $\alpha_1$ and $\alpha_2$ allow the different modalities to have different weights since they are unlikely to play the same role. When $W_i$, $W$, $T$ are fixed, we can construct the following Lagrange function based on (4.1):

$$L(\alpha, \eta) = \alpha_1 C_1 + \alpha_2 C_2 + \beta C - \eta(\alpha_1 + \alpha_2 - 1).$$

(4.2)

where $C_1$, $C_2$ and $C$ are the corresponding constant values in (4.1) due to fixing $W_i$, $W$, $T$. $\eta$ is the Lagrange multiplier. $\beta$ is trade-off parameter for $F_3$ of our cost function.
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Algorithm 2: Optimizing the proposed multi-modal feature learning framework

**Input:** Training set with two modalities: X, Y, the corresponding ground truth label L.

**Output:** Feature projection matrix: W₁, W₂. Regression coefficient matrix W.

**Step 1 (Initialization):**
Initialize W, W₁, W₂, T, α₁, α₂.

**Step 2 (Optimization):**

1. Fix W, W₁, W₂, T
   - Update α₁, α₂ according to (4.5).
2. Fix W₁, W₂, T, α₁, α₂
   - Update W according to (4.7).
3. Fix W, W₁, W₂, α₁, α₂
   - Update T₁ and T₂ according to (4.10).
4. Fix W, T, α₁, α₂
   - Update W₁, W₂ according to (4.12).

**end loop** until convergence

Unfortunately, the solution to (4.2) will be trivial. For example, if C₁ is less than C₂, then the solution of minimizing (4.2) will be: α₁ = 1 and α₂ = 0, which means only one modality will be used in the feature learning. Experimentally we found that this leads to suboptimal results. In order to utilize the information from different modalities, we modify our cost function to

\[
\min_{\{W_1, W_2, \alpha_1, \alpha_2, T_1, T_2, W\}} F = F_1 + F_2 + F_3 \\
= \alpha_1^p \left( \|W_1 X - T_1\|_F^2 + \|W_1^T T_1 - X\|_F^2 + \lambda_1 g(T_1) \right) \\
+ \alpha_2^p \left( \|W_2 Y - T_2\|_F^2 + \|W_2^T T_2 - Y\|_F^2 + \lambda_2 g(T_2) \right) \\
+ \beta \left( \|W^T T - L\|_F^2 + \lambda_2 \|W\|_{2,1} \right) \\
\text{subject to } \alpha_1 + \alpha_2 = 1, \alpha_1 \geq 0, \alpha_2 \geq 0
\]  

(4.3)

where \( p > 1 \) is an additional parameter. By adding \( p \), the objective becomes nonlinear for \( \alpha_i \) and the two modalities will be constrained to obtain shared common pattern and modal-specific patterns in T, while at the same time keeping the most of the original information in T. In this way, the Lagrange function becomes

\[
L(\alpha, \eta) = \alpha_1^p C_1 + \alpha_2^p C_2 + \beta C - \eta(\alpha_1 + \alpha_2 - 1).
\]  

(4.4)
By setting $\frac{\partial L(\alpha, \eta)}{\partial \alpha}$ and $\frac{\partial L(\alpha, \eta)}{\partial \eta}$ to 0, $\alpha_i$ can be updated as:

$$\alpha_i = \left( \frac{1}{C_i} \right)^{1/(p-1)} \frac{1}{\sum_{i=1}^{2} \left( \frac{1}{C_i} \right)^{1/(p-1)}}. \tag{4.5}$$

In Steps 2.2-2.4, we update the other variables using the gradient descent algorithm, where the same learning rate $\gamma$ is used. In particular, the regression coefficient matrix $W$ is updated in Step 2.2. According to [71], the derivative of the cost function with respect to $W$ can be expressed as

$$\frac{\partial F}{\partial W} = 2\beta (T(W^T T - L)^T + \lambda_2 EW) \tag{4.6}$$

where $E$ is a diagonal matrix with $e_{kk} = 1/2\|w_k\|_2$, and $w_k$ is the $k$th row of $W$. Then, $W$ is updated according to the gradient descent rule:

$$W \leftarrow W - \gamma \frac{\partial F}{\partial W}. \tag{4.7}$$

In Step 2.3, the feature representation $T$ is updated. Considering that $T$ contains a common part $T_c$ and modal-specific parts $T_{1s}$ and $T_{2s}$, we update these three parts separately. In this way, the learned features contain both shared common properties and modal-specific properties. The derivatives of $F$ with respect to $T_c$ and $T_{1s}$, and the mechanism for updating $T_c$ and $T_{1s}$ (and likewise for $T_{2s}$) are shown below:

$$\frac{\partial F}{\partial T_c} = 2\alpha_1^p \left[ (T_c - W_{1c} X) + W_{1c} (W_{1c}^T T_c - X) + \lambda_1 g'(T_c) \right]$$

$$+ 2\alpha_2^p \left[ (T_c - W_{2c} Y) + W_{2c} (W_{2c}^T T_c - Y) + \lambda_1 g'(T_c) \right]$$

$$+ 2\beta W^{(c)} (W^{(c)^T} T_c - L) \tag{4.8}$$

$$\frac{\partial F}{\partial T_{1s}} = 2\alpha_1^p \left[ (T_{1s} - W_{1s} X) + W_{1s} (W_{1s}^T T_{1s} - X) + \lambda_1 g'(T_{1s}) \right]$$

$$+ 2\beta W^{(1s)} (W^{(1s)^T} T_{1s} - L). \tag{4.9}$$
The common part and the modal-specific parts of $T$ are updated according to the gradient descent rule:

$$T_c \leftarrow T_c - \gamma \frac{\partial F}{\partial T_c} \quad T_{1s} \leftarrow T_{1s} - \gamma \frac{\partial F}{\partial T_{1s}}.$$  \hspace{1cm} (4.10)

In Step 2.4, when $T$, $W$ and $\alpha_i$ are fixed, $W_i$ is updated in a similar way, i.e.,

$$\frac{\partial F}{\partial W_1} = 2\alpha^p_1 \left[ (W_1X - T_1)X^T + T_1(W_1^TT_1 - X)^T \right] \hspace{1cm} (4.11)$$

$$W_1 \leftarrow W_1 - \gamma \frac{\partial F}{\partial W_1}. \hspace{1cm} (4.12)$$

In our framework, $X$ and $Y$ are the activations of the second fully-connected CNN layers. The results of the multi-modal learning will then be back-propagated to the lower layers of CNN by

$$\frac{\partial F}{\partial X} = 2\alpha^p_1 \left[ W_1^T(W_1X - T_1) - (W_1^TT_1 - X) \right]. \hspace{1cm} (4.13)$$

The multi-modal feature learning and the back-propagation are iteratively performed until convergence. Here, we have shown the formulation for a two-modal problem. It is straightforward to extend to a multi-modal formulation by representing the learned features with the concatenation of the common part and the modal-specific parts from additional modalities.

4.2 Experiments

To evaluate the effectiveness of our proposed multi-modal feature learning framework, we perform object recognition experiments on the RGB-D Object Dataset [51] and the 2D3D Dataset [11]. The details of the experiments and the results are described in the following subsections.
4.2.1 Datasets and Experiment Setup

**RGB-D Object Dataset:** This dataset has 51 object classes and contains RGB-D images of 300 distinct objects taken from multiple views. They are commonplace objects such as cups, keyboards, fruits and vegetables. Each object is video-recorded with cameras mounted at three different elevation angles of approximately $30^\circ$, $45^\circ$ and $60^\circ$. There are in total 207,920 RGB-D image frames, with roughly 600 images per object.

We conduct experiments for both category recognition and instance recognition. We adopt the same setup as [10], where images are sampled from every 5th frame of the videos. For the category recognition, we run the 10 random splits provided. For each split, one object from each class is sampled, resulting in 51 test objects. There are some 34,000 images for training and 6900 images for testing. For the instance recognition, we use images captured from elevation angles of $30^\circ$ and $60^\circ$ for training, and test on the images of the $45^\circ$ angle (leave-sequence-out).

**2D3D Dataset:** This dataset consists of 154 objects in 14 different classes. Each object is recorded by a $PMD^{TM}$ CamCube 2.0 time-of-flight camera with views at every 10° around the vertical axis, resulting in a total of 5544 RGB-D images. For category recognition, we adopt the setting of [11]. After excluding some classes with few examples, 6 objects of each class are used for training and the remaining objects are used for testing. For each training (testing) object, only 18 views out of 36 views are used. Eventually 82 objects in 1476 RGB-D images are regarded as training data, while 74 objects in 1332 RGB-D images are used for testing.

**Architecture of CNNs:** As we consider two modalities, for each modality we construct a smaller network than the one in [49] in order to ensure that the data of the two modalities can be placed in the GPU memory simultaneously. The input images are resized
to $150 \times 150$. For the color modality, there are 96 kernels of size $7 \times 7 \times 3$ with stride 2, 96 kernels of size $5 \times 5 \times 96$ with stride 2, 112 kernels of size $3 \times 3 \times 96$ with stride 1, 128 kernels of size $3 \times 3 \times 112$ with stride 1, and 128 kernels of size $3 \times 3 \times 128$ with stride 1, for the filters of the 1st, 2nd, 3rd, 4th and 5th convolutional layers, respectively. The two fully-connected layers have the sizes of 1024 and 512 respectively. A dropout of 0.5 probability is used for the first fully-connected layer. For each $150 \times 150$ image, overlapping $142 \times 142$ images are cropped for data augmentation. There are max-pooling layers following the first, the second and the fifth convolutional layers. ReLu non-linearity \cite{49} is applied to the output of every convolutional layer and every fully-connected layer. Note that when initializing CNNs by independently training with color and depth images as shown in Fig. 4.2(c) and (d), the final fully-connected layer has a size equal to the number of categories, which is then fed into the final softmax layer. We use the same architecture for both color and depth modalities, apart from the size of filters in the first convolutional layer (3 channels for color and 1 channel for depth).

**Parameters setting:** For our multi-modal learning framework, the dimension $M_k'$ of the transformed features is set to be the same as $M_k = 512$, although it could be different. Half of the $M_k'$-dimensional features are enforced to be the same between the two modalities, i.e. $K_c = 256$ and $K_d = 256$. The parameters $p$, $\beta$, $\lambda_1$, $\lambda_2$, $\gamma$ are set as 2, 1000, 1, 20, 0.001 respectively via cross validation for all the experiments for both the RGB-D object and 2D3D datasets.

### 4.2.2 Results on RGB-D Object Dataset

**Comparison with different baselines of using CNNs:** We compare with five different CNN-based baselines: 1) CNN trained using RGB images only (Fig. 4.2(c)), named ‘RGB CNN’; 2) CNN trained using depth images only (Fig. 4.2(d)), named ‘Depth
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CNN’; 3) RGB-D used as the four-channel input to a CNN (Fig. 4.2(a)), named ‘RGB-D CNN with 4-channel input’; 4) CNN with separate training for color and depth at the lower layers, followed by concatenating the activations of the second fully-connected layer (fc7) and feeding them into the last fully-connected layer (Fig. 4.2(b)), named ‘RGB-D CNN connected at fc7’; 5) Similar setting with 4), but two modalities are concatenated at the fifth convolutional layer (conv5), named ‘RGB-D CNN connected at conv5’.

The top part of Table 4.1 shows the recognition results of the five baselines on RGB-D Object Dataset. It can be seen that although simply adding depth as the fourth channel of the CNN input (‘RGB-D CNN with 4-channel input’) greatly improves the performance of those only using one modality (‘RGB CNN’ and ‘Depth CNN’), extracting features separately from color and depth and connecting them at the later stage (‘RGB-D CNN connected at conv5’) performs better with significant gain. This is because separately learning features at the early stage for different modalities result in more independent features, which could prevent the CNN from primarily learning features for the predominant modality.

Following [10], we also use surface normals to replace the depth map as the input, which results in another three baselines: 6) CNN trained using surface normals only, named ‘Surface Normals (SN) CNN’; 7) RGB and surface normals used as the six-channel input to a CNN, named ‘RGB-SN CNN with 6-channel input’; 8) CNN with separate training for color and surface normals at the lower layers, followed by concatenating the activations of the second fully-connected layer and feeding them into the last fully-connected layer, named ‘RGB-SN CNN connected at fc7’; 9) Similar setting with 8), but two modalities are concatenated at conv5, named ‘RGB-SN CNN connected at conv5’. The comparison in Table 4.1 indicates that surface normals can better represent
Figure 4.5: Confusion matrix of the category recognition results on RGB-D Object Dataset. The vertical axis shows the true labels and the horizontal axis shows the predicted labels.
Table 4.1: Comparison of different baselines of using CNNs on RGB-D Object Dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB CNN</td>
<td>74.6 ± 2.9</td>
</tr>
<tr>
<td>Depth CNN</td>
<td>75.5 ± 2.7</td>
</tr>
<tr>
<td>RGB-D CNN with 4-channel input</td>
<td>80.2 ± 1.9</td>
</tr>
<tr>
<td>RGB-D CNN connected at fc7</td>
<td>84.7 ± 2.1</td>
</tr>
<tr>
<td>RGB-D CNN connected at conv5</td>
<td>85.1 ± 2.0</td>
</tr>
<tr>
<td>Surface Normal (SN) CNN</td>
<td>76.3 ± 2.5</td>
</tr>
<tr>
<td>RGB-SN CNN with 6-channel input</td>
<td>80.7 ± 2.1</td>
</tr>
<tr>
<td>RGB-SN CNN connected at fc7</td>
<td>85.0 ± 2.4</td>
</tr>
<tr>
<td>RGB-SN CNN connected at conv5</td>
<td>85.5 ± 2.2</td>
</tr>
<tr>
<td>RGB-SN CNN connected at conv5 (pretrained)</td>
<td>86.8 ± 2.1</td>
</tr>
</tbody>
</table>

geometry information than the depth map. To further boost the performance, we use images of first 50 classes of ILSVRC2012 [77] to pretrain CNN layers of both color and surface normals, which leads to another baseline: 10) named ‘RGB-SN CNN connected at conv5 (pretrained)’, achieving the best performance among all the baselines.

Table 4.2 compares the results of our proposed multi-modal learning with the best baseline, ‘RGB-SN CNN connected at conv5 (pretrained)’. Note that our method also uses surface normals to replace depth images and uses pretrained CNN layers. It can be seen from Table 4.2 that our method outperforms the best baseline by 1.7% in recognition accuracy. This is mainly because our method extracts both shared common patterns and modal-specific patterns of different modalities, which cannot be achieved through simply connecting color and surface normals by a fully-connected layer.

Comparison with state-of-the-art methods: We also compare our method with state-of-the-art methods including: 1) Lai et al. [51]: using SIFT and spin images for depth, and SIFT, color histogram and texton histogram for color; 2) Blum et al. [7]: using con-
Table 4.2: Comparison of our method with the best baseline. Here the CNNs in both methods are pretrained with a subset of ILSVRC2012 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB-SN CNN connected at conv5 (pretrained)</td>
<td>86.8 ± 2.1</td>
</tr>
<tr>
<td>Ours</td>
<td>88.5 ± 2.2</td>
</tr>
</tbody>
</table>

Table 4.3: Comparison with state-of-the-art methods on RGB-D Object Dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Category (%)</th>
<th>Instance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lai et al. [51]</td>
<td>81.9 ± 2.8</td>
<td>73.9</td>
</tr>
<tr>
<td>Blum et al. [7]</td>
<td>86.4 ± 2.3</td>
<td>90.4</td>
</tr>
<tr>
<td>Socher et al. [88]</td>
<td>86.8 ± 3.3</td>
<td>-</td>
</tr>
<tr>
<td>Zhang et al. [111]</td>
<td>-</td>
<td>86.6</td>
</tr>
<tr>
<td>Bo et al. [10]</td>
<td>87.5 ± 2.9</td>
<td>92.8</td>
</tr>
<tr>
<td>Ours</td>
<td>88.5 ± 2.2</td>
<td>94.0</td>
</tr>
</tbody>
</table>

volutional k-means descriptors; 3) Socher et al. [88]: using Recursive Neural Network plus CNN; 4) Zhang et al. [111]: using transfer learning based method; 5) Bo et al. [10]: using sparse coding based feature learning with additional input channels such as grayscale image and surface normals. The comparison results are shown in Table 4.3. It can be seen that our method achieves the best performance, outperforming state-of-the-art method in both category recognition and instance recognition.

The confusion matrix of our final results is shown in Fig. 4.5 whose diagonal elements represent the recognition accuracy for each category. Fig. 4.6 shows a few misclassification examples. For instance, in Fig. 4.6(a) the light bulb is misclassified as a cap due to similar geometrical shapes. Likewise, the tomato is misclassified as a potato due to strong similarities in both color and shape. In Fig. 4.6(b), the cellphone is misclassified as toothbrush as there is a missing part of the surface normals, which is misleading.
4.2.3 Results on 2D3D Dataset

We use the CNNs pretrained as described in Sec 4.2.2 and fine-tuned on RGB-D Object Dataset for the initialization. Table 4.4 shows the comparison between our method and the best baseline approach, ‘RGB-SN CNN connected at conv5 (pretrained)’. This table also shows the comparison results of our method and state-of-the-art methods on this dataset, including Bo et al. [10] and Browatzki et al. [11], which use multiple descriptors such as 3D shape context and depth buffer for depth and multiple descriptors such as SURF and self similarity features for color. Similar remarks as those for the results on RGB-D Object Dataset can be made here, i.e. our multi-modal feature learning method achieves superior performance to state-of-the-art methods. The confusion matrix is shown in Fig. 4.7.
CHAPTER 4. MMSS: MULTI-MODAL SHARABLE AND SPECIFIC FEATURE LEARNING FOR RGB-D OBJECT RECOGNITION

Figure 4.7: Confusion matrix of the category recognition results on 2D3D Dataset.

Table 4.4: Comparison on 2D3D Dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Browatzki et al. [11]</td>
<td>82.8</td>
</tr>
<tr>
<td>Bo et al. [10]</td>
<td>91.0</td>
</tr>
<tr>
<td>RGB-SN CNN connected at conv5 (pretrained)</td>
<td>89.2</td>
</tr>
<tr>
<td>Ours</td>
<td>91.3</td>
</tr>
</tbody>
</table>


4.2.4 Parameter Analysis

In our method, there are some important parameters. One is

\[ R = \frac{K_c}{K_c + K_{ls}} \]  

(4.14)

which ranges from 0 to 1 and controls the percentage of the shared features occupying the transformed features (note that \( K_{1s} = K_{2s} \) in our setting). Fig. 4.8 shows how the category recognition performance on RGB-D Object Dataset split 1 varies with different \( R \). When \( R \) is too small, the recognition accuracy is relatively low since there is only a small portion of common features between the two modalities, which cannot fully exploit the shared properties. On the other hand, when \( R \) is too large, the modal-specific features will vanish.

Another important parameter is \( \beta \), which balances the relation between the feature re-
construction constraints and the supervised constraints. Fig. 4.9 shows the accuracy performance under different $\beta$ values on RGB-D Object Dataset. It can be seen that an excessively small or large weight will result in a performance drop, especially when a small weight is set on the supervised cost.

4.3 Summary

In this chapter, we describe our method for RGB-D object recognition task, where we treat RGB and depth as two different modalities. This method is motivated by the intuition that different modalities should contain both modal-specific patterns and common patterns shared by different modalities. We construct CNNs for different modalities and connect them with our carefully-designed multi-modal layers. We have conducted ex-
tensive experiments on RGB-D Object dataset and 2D3D dataset. The results show that our method outperforms the state-of-the-art methods.
Chapter 5

Modality and Component Aware Feature Fusion for RGB-D Scene Classification

For scene classification task, we start with the standard pipeline for local feature extraction and feature encoding. In particular, we use an existing object proposal extractor to generate region proposals from each RGB-D image, representing each proposal by the corresponding local CNN features obtained from different modalities. Similar to [31], we extract CNN features from RGB and HHA (horizontal disparity, height above ground, and angle between the local surface normal and direction of inferred gravity). In order to more explicitly capture geometric information, we also extract CNN features from an additional modality of surface normals (SN). For each modality, we use FV to encode the region-proposal-based CNN features.

As for FV, only a small subset of features are likely discriminative for scene classification task. In addition, the relation between different modalities should be well exploited. To address these two issues, we make two important postulates: Firstly, we consider component sparsity: we should not attempt to utilize all features in the FV GMM components, but rather seek out only a few key components that maximally con-
Proposal CNN features

Figure 5.1: Our framework: we first extract proposals from each RGB-D image. Then for all the proposals and the full image, we derive CNN features from different modalities: RGB, HHA and surface normal (SN). For each image, the proposal based CNN features for each modality are encoded by Fisher Vector (FV), and the resulted multimodal FV features are regarded as the input to our modality and component aware feature fusion. Finally we combine the regression results of the proposal based FV features and the full-image based CNN features to get the final classification result.
tribute to scene discriminability. Secondly, modal non-sparsity is considered: for these key discriminative components, all modalities will significantly contribute to the discriminability because they provide important complementary information.

To this end, we propose a modality and component aware feature fusion framework for RGB-D scene classification on the extracted multi-modal FV features. In the feature fusion step, we incorporate different levels of structure sparsity regularization that effectively extract discriminative features from different modalities and different GMM components in FV. In order to only consider GMM components in the FV which are discriminative, we first enforce inter-component sparsity to discount unnecessary components. Second, we propose to enhance intra-modal component sparsity with inter-modal non-sparsity. In this way, we encourage discriminative features in different modalities to co-exist. Finally, by learning and combining regressors for both proposal-based FV features and full-image CNN features, our method outperforms state-of-the-art methods on the SUNRGBD Dataset [90] and NYU Depth Dataset V2 [70].

Fig. 5.1 shows an overview of the proposed framework.

5.1 Multi-modal Proposal-based Global Feature Representation

In our framework, local information is incorporated through the use of region proposals and their corresponding local CNN features. More specifically, we use the publicly available proposal extractor [31] to extract region proposals from each RGB-D image. For each proposal, the local CNN features are then computed from both color and geometry data. In addition to the two modalities (RGB and HHA) used in [31], we further include a third modality of surface normals (SN) into our framework, represented as unit 3D vectors. Since all three modalities comprise three channels each, we start with
the same 8-layer CNN model pretrained on the Places Dataset \cite{zhou2014learning} for each modality, but then fine-tuned independently. We use the activations of the first fully connected layer (fc6, i.e. layer 6 in the 8-layer CNN) in each modality as the CNN features for each proposal. In order to reduce computational complexity, the number of dimensions $d$, in the CNN fc6 activation vectors is reduced from 4096 to 400 per modality via PCA. In this way, given an RGB-D image with $J$ extracted object proposals, each proposal in each modality is represented by its corresponding CNN feature vector $\vec{f}_{ij} \in \mathbb{R}^d$.

The CNN features for all proposals within a single RGB-D image is then encoded with the standard Fisher Vector (FV) \cite{perronnin2007 Fisher Vector, zuerich2009 Fisher Vector} approach. The FV encoding consists of a $K$-component Gaussian Mixture Model (GMM) with parameters of $\lambda_k = \{w_k, \mu_k, \Sigma_k\}, k = 1 \ldots K$, where $w_k, \mu_k$ and $\Sigma_k$ are the mixing weight, mean and covariance matrix (assumed diagonal) of the $k$-th Gaussian component respectively. The gradient vectors (w.r.t. mean $\mu_k$ and standard deviation $\sigma_k$) are:

\begin{align}
\mathbf{g}^{\vec{f}}_{\mu_k} &= \frac{1}{\sqrt{w_k}} \sum_{j=1}^{J} \gamma_j(k) \left( \frac{\vec{f}_{ij} - \mu_k}{\sigma_k} \right) \\
\mathbf{g}^{\vec{f}}_{\sigma_k} &= \frac{1}{\sqrt{2 \pi \sigma_k}} \sum_{j=1}^{J} \gamma_j(k) \left( \frac{(\vec{f}_{ij} - \mu_k)^2}{\sigma_k^2} - 1 \right)
\end{align}

(5.1)

where $\gamma_j(k)$ is the soft assignment weight of $\vec{f}_{ij}$ to the $k$-th component:

$$\gamma_j(k) = P(k \mid \vec{f}_{ij}, \lambda).$$

(5.2)

Concatenating the two gradient vectors leads to a $2Kd$-dimensional FV for each modality. By further collating FVs from the three modalities, we obtain a multi-modal feature representation for image $i$, given by $\vec{x}_i \in \mathbb{R}^D$, where $D = 6Kd$. 
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5.2 Modality and Component Aware Feature Fusion

5.2.1 Formulation

Let $X = [\tilde{x}_1, \tilde{x}_2, \cdots, \tilde{x}_N] \in \mathbb{R}^{D \times N}$ denote the multi-modal FVs derived from $N$ input RGB-D images, $Y \in \mathbb{R}^{N \times C}$ be the ground truth label matrix with $C$ classes, and $W \in \mathbb{R}^{D \times C}$ be the transformation or weight matrix that maps input features $X$ into the label domain via $X^T W$.

We formulate our method as solving a regression problem with several regularization terms:

$$\min_W F = R + R_1 + R_2 + R_3$$

$$= \frac{1}{2} \left\| X^T W - Y \right\|_F^2 + \lambda_1 \left\| W_{(P)} \right\|_2^2 + \lambda_2 \left\| W_{(Q)} \right\|_1^2 + \lambda_3 \left\| W \right\|_1$$

(5.3)

The first term $R$ is the standard least-squares regression term. It encourages the transformation $X^T W$ to closely reconstruct the labels, biasing towards a $W$ that extracts discriminative information from the features. $R_3$ is the common $l_1$-norm regularization term to invoke only a sparse set of features, while $R_1$ and $R_2$ are explained in detail below. $\lambda_1$, $\lambda_2$ and $\lambda_3$ are positive tradeoff parameters.

**Component Regularization Term** $R_1$: Since the GMM components of the FV encoding are constructed from all region proposals, which are obtained in a generic fashion, many of these components do not contribute discriminative power for distinguishing between scene classes. Thus, we propose a regularization term based on group lasso [108] which should result in only the expected few discriminative components being associated with large weights, while the remaining components will be associated with zero or small
Figure 5.2: Illustration of the component regularization term, where each component is treated as a group and each group is encouraged to have either all zero weights (white squares) or multiple non-zero weights (colorful squares).

weights. Specifically we define

\[
R_1 = \|W(P)\|_2^1 = \sum_{j=1}^{C} \sum_{l=1}^{L} \| (W(P))_{j} \|_2^1
\]  \hspace{1cm} (5.4)

where \((W(P))_{j} \in \mathbb{R}^{2d}\) denotes the weights for the \(i\)-th component of the \(j\)-th class. There are \(K\) components for each modality, resulting in \(L = M \times K\) components in total, where \(M\) is the number of modalities (\(M = 3\)). Eq. (5.4) essentially applies \(l_2\)-norm regularization within each component (because the parameters of a component should have similar importance) and \(l_1\)-norm regularization across different components. Fig. 5.2 illustrates the idea of the component-based regularization, where a component is encouraged to have either all zero weights or multiple non-zero weights.

**Modality Regularization Term** \(R_2\): Although it may be that the discriminative power of different modalities are different, it is expected that for the sparse set of discriminative features, their discriminability comes from a mixture of modalities, rather than due to a single modality in isolation (i.e. scene classification will not be optimally performed using only data from one modality). Thus, we propose to use the regularization term of
exclusive group lasso \[ [115] \] to encourage discriminative features from different modalities to co-exist, while features within one modality are encouraged to compete with each other. Fig. 5.3 illustrates the idea of modality regularization, where each modality is encouraged to be associated with sparse non-zero weights within itself, but not so across different modalities. We define the modality regularization term as:

\[
R_2 = \|W(Q)\|_1^2 = \sum_{j=1}^{C} \sum_{m=1}^{M} (\| (W(Q)_m^j) \|_1)^2
\]

(5.5)

where \((W(Q)_m^j) \in \mathbb{R}^{2Kd}\) denotes the weights for the \(i\)-th modality of the \(j\)-th class. Eq. (5.5) essentially applies \(l_1\)-norm regularization within each modality to encourage sparsity and \(l_2\)-norm like regularization across different modalities to encourage balance.

### 5.2.2 Optimization

To optimize the transformation matrix \(W\) in (5.3), we compute the derivative of the overall cost function w.r.t. \(W_j \in \mathbb{R}^D\) for class \(j\), based on existing solutions developed
for the lasso, group lasso and exclusive lasso techniques. Specifically:

\[
\frac{\partial F}{\partial W_j} = XX^T W_j - X\vec{y}_j + \lambda_1 D^{(1)}_j W_j + 2\lambda_2 D^{(2)}_j W_j + \lambda_3 D^{(3)}_j W_j
\]

(5.6)

where \(\vec{y}_j \in \mathbb{R}^N\) denotes the label vector for all training images in class \(j\), while \(D^{(1)}_j, D^{(2)}_j\) and \(D^{(3)}_j\) are all diagonal \(D \times D\) matrices dependent on \(W_j\). The \(i\)-th diagonal elements of \(D^{(1)}_j, D^{(2)}_j\) and \(D^{(3)}_j\) are calculated as

\[
D^{(1)}_{ij} = \frac{1}{\| (W_j)^{1}_i \|_2}
\]

\[
D^{(2)}_{ij} = \frac{\| (W_j)^{2}_i \|_1}{|W_j|}
\]

\[
D^{(3)}_{ij} = \frac{1}{2|W_{ij}|}
\]

(5.7)

Detailed derivations can be found in [47, 95, 96].

Once the derivative \(\frac{\partial F}{\partial W_j}\) is available, \(W_j\) is updated as

\[
W_j \leftarrow W_j - \gamma \frac{\partial F}{\partial W_j}
\]

(5.8)

where \(\gamma\) is the learning rate. As \(D^{(1)}_j, D^{(2)}_j\) and \(D^{(3)}_j\) depend on \(W_j\), we update \(D_j\) and \(W_j\) in an iterative way. The optimization pipeline is shown in Algorithm 0.

Using this optimization procedure, we learn an optimal transformation matrix \(W\). In the testing stage, once the multi-modal FV features \(X\) of a test RGB-D image have been extracted, the regression values are computed simply using \(X^T W\), with the maximum regression value regarded as the classification result.

To further leverage global features, we also adapt the proposed feature fusion framework to the multi-modal CNN features applied on full images. Compared with the proposal-based feature fusion framework, the only difference is that the full-image based framework does not have components, because it is a single measurement rather than modeled...
Algorithm 3: The optimization pipeline

Input: $X$: multi-modal FV features; 
$Y$: ground-truth label matrix. 

Step 1 (Initialization): 
Initialize $W$ as zero matrix. 

Step 2 (Optimization): 
For each class $j$  
While not converged do  
2.1. Fixing $W_j$, update $D_j^{(1)}$, $D_j^{(2)}$ and $D_j^{(3)}$ according to (5.7).  
2.2. Fixing $D_j^{(1)}$, $D_j^{(2)}$ and $D_j^{(3)}$, update $W_j$ according to (5.8). 
end while until convergence 
end for

as a distribution. In other words, the cost function of the full-image based framework only contains $R$, $R_2$ and $R_3$ terms of (5.3). Finally, the regression values from both the proposal-based and the full-image based frameworks are added to obtain the final classification.

5.3 Experiments

To evaluate the effectiveness of our proposed modality and component aware feature fusion framework, we perform scene classification experiments on the SUNRGBD Dataset [90] and the NYU Depth Dataset V2 [86]. The details of the experiments and the results are described in the following subsections.
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Figure 5.4: Confusion matrices of ‘FV (L1)’ (left) and ‘FV (Modality+Component+L1)’ (right) on SUNRGBD Dataset. It shows that by adding the modality and component regularization terms, the performance is improved for almost all the classes.

5.3.1 Datasets and Experimental Setup

SUNRGBD Dataset: This dataset has 19 scene categories. It consists of 10,335 RGB-D scene images, including 3,784 Kinect v2 images, 1,159 Intel RealSense images captured by Song et al. [90], 1,449 Kinect v1 images taken from the NYU Depth Dataset V2 [86], 554 Kinect v1 images selected from the Berkeley B3DO Dataset [38], and 3,389 Asus Xtion images selected from SUN3D videos [100]. We follow the experimental settings stated in [90] and only keep categories with more than 80 images. Using the publicly available split, there are in total 4,845 images for training and 4,659 images for testing.

NYU Depth Dataset V2: This dataset consists of 1,449 images. It has 27 scene categories but only a few of them are well represented. Following the procedures stated in [30], the original 27 categories are reorganized into 10 scene categories, including the 9 most common categories and an ‘other’ category for images in the remaining cat-
CHAPTER 5. MODALITY AND COMPONENT AWARE FEATURE FUSION FOR RGB-D SCENE CLASSIFICATION

Categories. We use the publicly available split, which has 795 images for training and 654 images for testing.

Metrics: For both datasets, we report the means of diagonal values of the confusion matrices, which are the average precisions over all scene classes. Another metric we considered is the overall accuracy, which is the precision over all test images. Since we found these two metrics to be strongly correlated, only the former is listed for presentation conciseness.

Fine-tuning: Our starting point is the current state-of-the-art CNN model (Places-CNN) for scene classification, pre-trained on the Places Dataset \[114\] (2.5 million RGB images with 205 scene categories). To better adapt the pre-trained CNN network for RGB-D data, especially for the HHA and surface normal modalities, we fine-tuned the Places-CNN with our relevant data. For the SUNRGBD Dataset, we fine-tuned the Places-CNN with each of the three modalities (RGB, HHA and surface normals) from training images, utilizing image-level labels. For the NYU Depth Dataset V2, the fine-tuning was carried out in two stages: first with images from the SUNRGBD Dataset (but excluding the NYU V2 images), then using training images from the NYU Depth Dataset V2.

After one of the fine-tuned CNNs has operated on a region proposal in an image, the CNN activation vector of the first fully connected layer (fc6) is extracted. As stated previously, based on a collection of such vectors in training images, PCA is then used to reduce these 4096-dimensional vectors to 400 dimensions, and further encoded as GMM-based Fisher vectors.

Parameters: The parameter settings for the two datasets are identical. The number of GMM components \( K \) for each modality is 64. The PCA-reduced dimensionality of the CNN activation vector is 400. The parameters \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) in \( 5.3 \) for proposal-based feature fusion are set at 0.005, 0.01 and 0.001 respectively. For full-image-based feature
Table 5.1: Comparing the classification results of the proposal based FV features and the full-image based CNN features under different modalities with linear SVM classifier on SUNRGBD Dataset.

<table>
<thead>
<tr>
<th>Accuracy (%)</th>
<th>Full (SVM)</th>
<th>FV (SVM)</th>
<th>FV+Full (SVM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>40.4</td>
<td>36.2</td>
<td>-</td>
</tr>
<tr>
<td>HHA</td>
<td>36.3</td>
<td>34.6</td>
<td>-</td>
</tr>
<tr>
<td>SN</td>
<td>34.3</td>
<td>30.6</td>
<td>-</td>
</tr>
<tr>
<td>RGB+HHA</td>
<td>44.9</td>
<td>39.7</td>
<td>-</td>
</tr>
<tr>
<td>RGB+HHA+SN</td>
<td>45.7</td>
<td>41.2</td>
<td>45.9</td>
</tr>
</tbody>
</table>

Table 5.2: Comparison of different baselines of our proposed feature fusion framework on SUNRGBD Dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FV (SVM)</td>
<td>41.2</td>
</tr>
<tr>
<td>FV (L1)</td>
<td>41.0</td>
</tr>
<tr>
<td>FV (Modality + L1)</td>
<td>43.9</td>
</tr>
<tr>
<td>FV (Component + L1)</td>
<td>42.7</td>
</tr>
<tr>
<td>FV (Modality+Component+L1)</td>
<td>45.1</td>
</tr>
<tr>
<td>Full (SVM)</td>
<td>45.7</td>
</tr>
<tr>
<td>Full (L1)</td>
<td>44.9</td>
</tr>
<tr>
<td>Full (Modality + L1)</td>
<td>45.4</td>
</tr>
<tr>
<td>Combine FV and Full</td>
<td>48.1</td>
</tr>
</tbody>
</table>

When optimizing $W_j$ for each class, the number of iterations is fixed at 100.

5.3.2 Results on SUNRGNBD Dataset

We first compare the linear SVM classification results of the proposal-based FV features and the full-image-based CNN features obtained from different combinations of fusion ($\lambda_1 = 0$), we set $\lambda_2$ and $\lambda_3$ to be 0.001 and 0.0001 respectively. The learning rates $\gamma$ in (5.8) are set at $10^{-4}$ and $10^{-8}$ for proposal-based and full-image-based feature fusion respectively. When optimizing $W_j$ for each class, the number of iterations is fixed at 100.
modalities, without including our proposed regularization terms. We considered three baselines: 1) ‘Full (SVM)’: the full-image-based CNN features with SVM; 2) ‘FV (SVM)’: the proposal-based FV features with SVM; and 3) ‘FV+Full (SVM)’: concatenating the full-image features and the FV features prior to linear SVM classification.

Table 5.1 shows the comparison results. Among the three individual modalities, RGB-B features achieve the best performance; however, it is clear that combination of the three modalities substantially improves performance. The comparisons between ‘RGB-B+HHA’ and ‘RGB+HHA+SN’ indicate that expressing surface normals (SN) as explicitly separate from HHA leads to improved performance, although both are indirectly extracted from depth images. More importantly, we can see that ‘FV (SVM)’ performs poorly compared with ‘Full (SVM)’, despite ‘FV (SVM)’ features having 51,200 dimensions \((D = 6Kd = 6 \times 64 \times 400)\) while ‘Full (SVM)’ features only have \(4096 \times 3\) dimensions. Even the combination of ‘FV+Full (SVM)’ only slightly improves the performance. This is mainly due to many dimensions of the FV features not having discriminative power but which cause regressor overfitting, unless better regularization is used (as implemented in our proposed feature fusion framework).

Table 5.2 shows the impact of our modality and component aware feature fusion frameworks with the added regularization terms. Here we consider seven other settings: 1) ‘FV (L1)’: using our framework only on proposal-based CNN features and with only the \(R_3\) (L1-norm) regularization term active; 2) ‘FV (Modality+L1)’: proposal-based fea-

### Table 5.3: Comparison with state-of-the-art methods on SUNRGBD Dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Song et al. [90]</td>
<td>39.0</td>
</tr>
<tr>
<td>Liao et al. [60]</td>
<td>41.3</td>
</tr>
<tr>
<td>MCAFF</td>
<td>48.1</td>
</tr>
</tbody>
</table>
features only with $R_2$ and $R_3$ active; 3) ‘FV (Component+L1)’: proposal-based features only with $R_1$ and $R_3$ active; 4) ‘FV (Modality+Component+L1)’: proposal-based features only with $R_1$, $R_2$ and $R_3$ active; 5) ‘Full (L1)’: using our framework only on full-image based CNN features, with only $R_3$ active; 6) ‘Full (Modality+L1)’: full-image features only with $R_2$ and $R_3$ active; 7) ‘Combine FV and Full’: combined regression using both ‘FV (Modality+Component+L1)’ and ‘Full (Modality+L1)’, which is our final result.

From Table 5.2, we can see that our feature fusion framework is very effective for the multi-modal FV features, greatly improving the performance from 41.0% under the setting of ‘FV (L1)’ to 45.1% under the setting of ‘FV (Modality+Component+L1)’. It demonstrates that the discriminative information of the high-dimensional multi-modal FV features can be better extracted with the developed structure sparsity regularization. Although ‘Full (Modality+L1)’ does not outperform ‘Full (SVM)’ (mainly because the full-image based CNN features are not of high dimensions), the combination of the regression results of the FV features and the full-image based features (‘Combine FV and Full’) achieves the best performance. This suggests that the proposal-based features contain pertinent local information not represented in full-image-based features.

Table 5.3 shows comparison with state-of-the-art methods. Our method is called MCAF-F (Modality and Component Aware Feature Fusion). We compared with: 1) Song et al. [90], which directly uses pre-trained Places-CNN to extract features from RGB and HHA followed by RBF kernel SVM for classification; and 2) Liao et al. [60], which incorporates features extracted from semantic segmentation to improve scene classification. It can be seen that our proposed method significantly outperforms the two state-of-the-art methods.

In Fig. 5.4 we visualize the confusion matrix to give the performance comparison between ‘FV (L1)’ and ‘FV (Modality+Component+L1)’. It can be seen that there is a performance improvement for almost every class. We can also spot some misclassification.
cases, *e.g.* many ‘lab’ images are misclassified as ‘office’, and some ‘lecture_theatre’ images are misclassified as ‘classroom’. These are due to both visual and semantic similarity between such classes. Fig. 5.5 shows the effect of choosing different $\lambda_2$ when fixing $\lambda_1$ and $\lambda_3$ as 0.005 and 0.001.

### 5.3.3 Results on NYU Depth Dataset V2

We also obtained results on NYU Depth Dataset V2, where we can make similar observations to those for the SUNRGBD Dataset. Table 5.4 compares the classification results of the proposal-based FV features and the full-image-based CNN features with linear SVM classifier. Table 5.5 compares the results under different baseline settings of our modality and component aware feature fusion framework. In this dataset, we can also see that the ‘FV (Modality+Component+L1)’ baseline significantly outperforms ‘FV (L1)’ by over 6%, which further proves the effectiveness of the structured sparsity promoted by our feature fusion method. By combining the regression results of ‘FV
Table 5.4: Comparing the classification results of the proposal based FV features and the full-image based CNN features under different modalities with linear SVM classifier on NYU Depth Dataset V2.

<table>
<thead>
<tr>
<th>Accuracy (%)</th>
<th>Full (SVM)</th>
<th>FV (SVM)</th>
<th>FV+Full (SVM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>53.5</td>
<td>49.2</td>
<td>-</td>
</tr>
<tr>
<td>HHA</td>
<td>51.5</td>
<td>52.2</td>
<td>-</td>
</tr>
<tr>
<td>SN</td>
<td>51.7</td>
<td>44.8</td>
<td>-</td>
</tr>
<tr>
<td>RGB+HHA+SN</td>
<td>58.5</td>
<td>55.8</td>
<td>58.7</td>
</tr>
</tbody>
</table>

Table 5.5: Comparison of different baselines of our proposed feature fusion framework on NYU Depth Dataset V2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FV (SVM)</td>
<td>55.8</td>
</tr>
<tr>
<td>FV (L1)</td>
<td>53.5</td>
</tr>
<tr>
<td>FV (Modality + L1)</td>
<td>56.7</td>
</tr>
<tr>
<td>FV (Component + L1)</td>
<td>55.5</td>
</tr>
<tr>
<td>FV (Modality+Component+L1)</td>
<td>59.8</td>
</tr>
<tr>
<td>Full (SVM)</td>
<td>58.5</td>
</tr>
<tr>
<td>Full (L1)</td>
<td>58.8</td>
</tr>
<tr>
<td>Full (Modality + L1)</td>
<td>59.1</td>
</tr>
<tr>
<td>Combine FV and Full</td>
<td>63.9</td>
</tr>
</tbody>
</table>

(Modality+Component+L1)’ and ‘Full (Modality+L1)’, we further improve the performance significantly.

Table 5.6 shows comparisons with state-of-the-art methods. Gupta et al. [29,30] used the semantic segmentation output (i.e. the probabilities of belonging to different semantic classes) as local features and applied spatial pyramid (SPM) on them. We also show the results of the three baselines in [29]: 1) histograms of vector quantized color SIFT as features with SPM; 2) histograms of geocentric textons with SPM; 3) combination of 1) and 2) with SPM.
Figure 5.6: Confusion matrix of our final results (‘Combine FV and Full’) on NYU Depth Dataset V2.

Table 5.6: Comparison with state-of-the-art methods on NYU Depth Dataset V2. We reimplemented the second-order pooling method [5] and show the results as ‘O2P’.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gupta et al. [29]</td>
<td>45.4</td>
</tr>
<tr>
<td>SPM on SIFT [29]</td>
<td>38.9</td>
</tr>
<tr>
<td>SPM on G. Textons [29]</td>
<td>33.8</td>
</tr>
<tr>
<td>SPM on SIFT+G. Textons [29]</td>
<td>44.9</td>
</tr>
<tr>
<td>O2P on color SIFT and LBP</td>
<td>41.0</td>
</tr>
<tr>
<td>O2P on depth SIFT and LBP</td>
<td>48.5</td>
</tr>
<tr>
<td>O2P on color+depth</td>
<td>50.9</td>
</tr>
<tr>
<td>MCAFF</td>
<td>63.9</td>
</tr>
</tbody>
</table>
Recently, Banica et al. [5] made use of second-order pooling (O2P) [13] of hand-crafted features mainly for the RGB-D semantic segmentation problem, but they also directly apply O2P features for scene classification as an additional application. For RGB-D scene classification on NYU Depth Dataset V2, they reported a very high classification results of 83.81%. Despite our careful reimplementation of their method in detailed consultation with one of the authors, we were unable to reproduce and verify their published percentages; hence we only list the results obtained from our implementation of the O2P method in Table 5.6. Specifically, we conduct second-order pooling on SIFT and Local Binary Patterns (LBP) for both color and depth images. The pooling was done in subregions of a 1, 2 × 2 and 4 × 4 SPM. Fig. 5.6 shows the confusion matrix of our final results (‘Combine FV and Full’). We can see that the results of ‘home_office’ and ‘other’ classes were not as good as other classes, since ‘others’ is not well defined, while ‘home_office’ is significantly confused with ‘living_room’.

5.4 Summary

In this chapter, we describe our method for RGB-D scene classification task. We propose a modality and component aware feature fusion framework, where we fuse Fisher Vector features from different modalities. In particular, we apply group lasso to GM-M components and exclusive group lasso across modalities to enforce both component sparsity and modal non-sparsity. In this way, discriminative feature dimensions are associated with larger weights. We conduct experiments on SUNRGBD dataset and NYU depth dataset V2. Our method outperforms the state-of-the-art methods.

*We attempted a careful reimplementation in consultation with an author of [5] based on codes of [13], who was also unable to figure out the reason for the discrepancy in results.
Chapter 6

Conclusions and Future Work

6.1 Conclusion

In this thesis, we have studied related topics of feature learning for RGB-D scene understanding and proposed solutions for scene labeling, object recognition and scene classification, respectively.

Firstly, in Chapter 3, we have presented an unsupervised feature learning framework that learns features from RGB-D data for scene labeling task. Our method considers unsupervised feature learning and feature encoding problems together and implicitly infers the relationship between two modalities. Furthermore, we have also extended the framework with stacked nonlinear projections to make it more general. By stacking the learning framework, our method could learn hierarchical features. Linear SVMs are trained on superpixels to produce the final labeling. We conducted experiments on NYU depth dataset V1 and V2 and obtained comparable results with state-of-the-art methods including those using hand-crafted features and those learned features from raw data.

Secondly, in Chapter 4, we have proposed a CNN-based multi-modal feature learning framework for RGB-D object recognition task. Instead of fusing color and depth data from the outset or concatenating separately learned features before the classification,
we extract both features with shared common patterns and features with modal-specific patterns in a joint framework. The experimental results show that our method integrated with CNN layers greatly boosts the performance. Our method outperforms state-of-the-art approaches on both of RGB-D Object Dataset and 2D3D Dataset.

Thirdly, in Chapter 5, we have proposed a modality and component aware feature fusion framework that effectively makes use of high-dimensional FV features from RGB, HHA and surface normal modalities. We formulate our method as a regression problem with regularization terms corresponding to modality and component related structure sparsity. By combining the regression results of the proposal based multi-modal FV features and the full-image based multi-modal CNN features, our method outperforms state-of-the-art methods for scene classification on the SUNRGBD Dataset and the NYU Depth Dataset V2.

6.2 Future Work

This thesis focuses on RGB-D scene understanding and feature learning problems. Four directions can be explored for future works:

- **Scene labeling with contextual information:** Currently, our proposed method for scene labeling learns feature of each patch independently, which ignores the contextual information in other image regions. One future direction could be feature learning considering contextual information for scene labeling. This concept is different from that of the traditional methods, which conduct an MRF or CRF process after the feature extraction process. The feature learning process itself should consider the contextual information. In this way, the learned features could contain the contextual knowledge and be more discriminative.
• **Multi-modal problem for other tasks:** In this thesis, we have discussed some related methods to deal with multi-modal problems. Currently, we focus on RGB-D scene understanding. In the future, we could make use of multi-modal fusion methods on other tasks. For example, there are a large amount of images on social media. Many images are with captions or short describing texts. Image and text could be fused together as two modalities. Carefully designed fusion methods could boost the performance than direct concatenation.

• **Holistic scene understanding:** In this thesis, the tasks of scene understanding including scene labeling, object recognition, scene classification are tackled separately. Each isolated task suffers from information limitation, e.g. the scene labeling task needs help provided by object recognition to indicate higher-level features instead of just local information, the object detection would be easier if the scene type information is available.

Thus, another interesting direction of future work is holistic scene understanding combining tasks of scene labeling, object detection and scene classification. Rather than treating other tasks as black boxes, all tasks could be combined with joint optimization. By jointly inferring these tasks, high-level and low-level clues could be guided by each other and errors could be reduced. In this way, the understanding of the indoor scene could be fine-grained with higher accuracy.

• **Dynamic scene understanding:** In robotics applications, obtaining semantic labels for image sequences in RGB-D videos is significant for robots to interact with the dynamic environment. By quickly identifying objects when the robot is navigating the room, robots could decide where to move next and how to manipulate with objects. Or when there are people nearby, robots could decide the next actions to help people by understanding the dynamic change. The labels should be
consistent across the video. By combining temporal-spatial information, the system would be more robust and efficient. To achieve that, a fast system is needed. By distributing the scene understanding structure on current GPUs with powerful computing capacity, we expect to work out a system with high speed.
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