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Summary

A cognitive radio is an intelligent radio network in which unlicensed users (i.e., secondary users) can opportunistically access idle channels when such channels are not occupied by licensed users (i.e., primary users). The main purpose of cognitive radio networks (CRNs) is to utilize the available spectra which become more and more scarce due to the boom of wireless communication systems. In CRNs, wireless nodes can operate based on an AC power supply. However, this is feasible only for fixed wireless nodes. A mobile node instead has to operate on the energy from a battery. Accordingly, the battery has to be charged or replaced regularly to ensure sufficient energy supply for the mobile nodes. Alternatively, energy harvesting techniques have been introduced as a promising solution to perpetuate operations of the mobile nodes. With wireless energy transfer, batteries can be replenished without using any physical connection for charging or battery replacement.

Recently, radio frequency (RF) energy harvesting techniques with high efficiency have been introduced. Such techniques allow a wireless node to harvest and convert electromagnetic waves from ambient RF sources (e.g., TV, radio towers and cellular base stations) into energy which can be used for data transmissions. With the RF energy harvesting capability, the wireless node can continue its operation without physically changing or recharging its battery. In RF powered CRNs, secondary users can harvest energy from radio signals by using RF energy harvesting devices and then use such energy to transmit data to the primary channels. To obtain enough energy and spectrum access opportunities for data transmissions, the secondary users must search for not only idle channels to transmit their packets, but also busy channels to harvest RF energy. The channel access, which determines the channel to transmit packets or to harvest RF energy, is a crucial step to achieve optimal performance for
the secondary system. Therefore, in this thesis, we mainly focus on channel access strategies in RF powered CRNs with the goal of optimizing for the secondary network performance while still guaranteeing the quality-of-service for primary systems.

The thesis presents two major contributions. Firstly, we study the channel access problem in which a secondary user selects a channel to access for packet transmissions or to harvest RF energy. We formulate the channel access problem as a Markov decision process (MDP) and adopt the linear programming technique to maximize the throughput for the secondary user. We then propose an online learning algorithm to obtain the optimal channel access policy for the secondary user. With the proposed learning algorithm, the secondary user can observe and adapt the channel access decision to achieve its objective. Secondly, we study the scenario with multiple secondary users coexisting in the same network and they want to cooperate to maximize the joint objective. In this case, we introduce an approach using a round robin scheduling and each secondary user is equipped with an online learning algorithm in order to explore the surrounding environment and make optimal decisions. After that, we introduce a decentralized partially observable MDP framework to model the cooperation among secondary users without coordination and propose a decentralized learning algorithm through using the policy gradient and the Lagrange multiplier method.

In summary, this thesis mainly focuses on the channel access problem for RF powered CRNs which is one of the most important issues of CRNs as well as wireless powered CRNs. In all research works studying channel access strategies in wireless powered CRNs in the literature, they considered only one licensed channel. To the best of our knowledge, this is the first work that studies the performance optimization problem for RF powered CRNs with multiple licensed channels taken into considerations. In addition, in this thesis, we also present novel models as well as solutions to address the channel access problem.
Chapter 1

Introduction

1.1 Cognitive Radio Networks and Wireless Energy Harvesting Techniques

1.1.1 Cognitive Radio Networks

1.1.1.1 Definition and characteristics

The rapid development of wireless technologies led to the introduction of many new wireless communication networks such as machine-to-machine communications [2], body sensor networks [3], and mobile cloud computing [4]. Consequently, there is a boom in using wireless devices to meet human demands. According to the report of ABI research center [5], the number of wireless devices in 2014 was around 16 billion, and it is expected to exceed 40 billion by 2020. However, in contrast with the development of wireless devices, the spectrum bandwidth capacity is limited and non-expandable which is the main reason hindering the development of wireless networks. Therefore, we need to find appropriate solutions to overcome this issue.

A cognitive radio is an intelligent radio network in which unlicensed users (i.e., secondary users) can opportunistically access idle channels when such channels are not occupied by licensed users (i.e., primary users). The main purpose of cognitive radio networks (CRNs) is to utilize effectively the available spectra which are more and more scarce due to the boom of wireless communication systems. Basically, we can define a cognitive radio as a radio that can change its transmitter parameters based

---

\footnote{In the thesis, terms, i.e., unlicensed users, secondary users, and cognitive users, are used interchangeably. Similarly, terms, i.e., licensed users, and primary users, are also used interchangeably.}
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on interaction with the environment it operates in [6]. From this definition, there are two major characteristics of cognitive radios that are different from traditional communication systems, namely, cognitive capability and reconfigurability [7].

- **Cognitive capability:** This characteristic enables cognitive users to obtain necessary information from their environment.

- **Reconfigurability:** After gathering the environment information, with the reconfigurability characteristic, cognitive users can dynamically adjust their operating modes to environment variations in order to achieve optimal performance.

With these characteristics, there are four main functions which need to be implemented on cognitive users.

- **Spectrum sensing:** The goal of the spectrum sensing function is to determine the status of the spectrum and the activity of the licensed users by periodically sensing the target frequency band.

- **Spectrum analysis:** The information obtained from sensing the spectrum is used to schedule and plan for the spectrum access process of the cognitive users.

- **Spectrum access:** After a spectrum access decision is made based on the spectrum analysis, the spectrum holes are accessed by the cognitive users.

- **Spectrum mobility:** Spectrum mobility is a function related to the change of operating frequency bands of the cognitive users. The spectrum change has to ensure that the data transmission process by cognitive users can continue in a new spectrum band.

Under these functions, cognitive users can utilize the limited spectrum resource in a more efficient and flexible way.
1.1.1.2 Architecture, applications and challenges

**Architecture:** A general cognitive radio network architecture can be illustrated as in Figure 1.1 with two main networks, called primary networks and cognitive networks, which coexist in the same environment to utilize the joint spectra. The joint spectra are divided into sub-bands to provide for different kinds of users. In general, the spectrum bands can be divided into two catalogs, i.e., licensed and unlicensed bands. Licensed bands are reserved for particular objects with specific applications, e.g., TV channels, radio, or mobile communications, while unlicensed bands can be used by anyone without requiring any permission. In cognitive radio networks, licensed users are collected to the primary base stations (BSs) through indicated licensed channels, while secondary users are collected to secondary BSs or other cognitive devices (e.g., ad-hoc cognitive networks) through unlicensed channels or licensed channels when such channels are not occupied by primary users. The crucial objective of this architecture is to maximize the efficiency of using spectra for wireless users.

**Applications, implementations and standardizations:** Cognitive radios can be used in many wireless systems in practice to improve the efficiency of using bandwidth for such systems. For example, cognitive radio networks can be adopted in wireless body area networks and machine-to-machine communications to help a huge number of wireless devices in these networks to communicate with each other or with other devices through using licensed/unlicensed channels. Also, there are many applications of cognitive radios in other conventional wireless systems, e.g., cellular networks, mesh networks, and vehicular networks, as showed in [8].

There are some applications of cognitive radios which have been already implemented in practice. In particular, in 2011, the Federal Communication Commission (FCC) in the United States authorized the use of cognitive radios in TV spectrum [9]. This policy will allow unlicensed users to transmit signals to the broadcast television spectrum (also known as white space spectrum) at locations where the spectrum is not being used by licensed users. At the same time, the first well known global wireless
standard based on cognitive radios, i.e., IEEE 802.22, was released [10]. The IEEE 802.22 standard enables broadband wireless access using cognitive radio techniques in white spaces and this makes a significant amount of spectrum available for business and other services. More applications and standardizations of cognitive radios in wireless systems can be found in [11,12].

**Challenges and issues:** Although cognitive radios are promising solutions to address effectively the bandwidth scarcity problem for wireless networks, there have been still relatively many challenges which hinder the development of cognitive radios in practice. Such challenges can stem from the implementation, the technology, or regulatory issues. In Fig. 1.2, we provide a taxonomy of issues along with challenges for the development of cognitive radio technology.
1.1.2 Wireless Energy Harvesting Techniques

1.1.2.1 Motivations and the development of energy harvesting techniques

In wireless communication networks, wireless nodes can operate based on an AC power supply. However, this is feasible only for fixed wireless nodes. A mobile node instead has to operate on a battery. Accordingly, the battery has to be charged or replaced regularly to ensure the sufficient energy supply for the mobile nodes. Alternatively, energy harvesting techniques have been introduced as a promising solution to perpetuate operations for mobile nodes. With the wireless energy transfer, batteries can be replenished without using any physical connection for charging or the battery replacement.

Energy harvesting is a process which enables external energy sources (e.g., solar power, wind power, and thermal power) converted into electrical energy and supply for electric devices. Converting ambient energy into electrical energy has received a lot of attentions and there are a lot of practical applications for human beings. For example, dams have been implemented in many countries in the world to provide an essential energy source for human daily life. Alternatively, solar power systems also
have been implemented widely as green energy sources to serve human demands.

Although conventional energy harvesting techniques have been ubiquitously applied in practice, they are not really attractive to wireless communication systems for various reasons. First, energy sources used in conventional energy harvesting techniques are often dynamic and limited by locations, and thus they cannot be applied for general cases in wireless systems. In addition, to harvest energy from the environment, wireless nodes need to be equipped with special conversion devices (e.g., solar cells or dams) which are expensive and relatively big in size, making them inconvenient for deploying along with wireless nodes. Therefore, some wireless energy harvesting techniques which can be used more efficiently in wireless communication systems have been introduced.

Wireless energy harvesting, also known as wireless power transfer [13, 14], is a technique which enables power transferred wirelessly from a power source to electrical devices with the aim to help such devices operate without depending on traditional energy sources (e.g., fuel, solar, and battery). Different from conventional energy harvesting techniques, e.g., thermoelectrics, piezoelectric, and photovoltaic, the power supply sources used in wireless energy harvesting techniques are often stable, controllable, and very efficient. For example, recently Samsung has released a new product, called fast wireless charging pad (EP-PN920TBEGUS) [15], which can support wireless charging for multiple Samsung wireless devices, e.g., Galaxy Note 5 and Galaxy S6 Edge+, very quickly at multiple locations simultaneously. Therefore, wireless energy harvesting techniques have been receiving a lot of attentions recently.

1.1.2.2 Classification of wireless energy harvesting techniques

The development of wireless energy harvesting techniques leads to two major research directions, namely, radiative wireless harvesting and magnetic wireless harvesting. While the radiative wireless harvesting techniques use electromagnetic waves (typically radio frequency (RF) waves and microwaves) as a means to convey energy to the wireless nodes, the magnetic wireless harvesting techniques adopt magnetic fields
as a medium environment to transfer energy to the destination. Based on the transmission medium, i.e., radiative and magnetic medium, we also can classify wireless energy harvesting techniques into two classes, namely, far-field wireless energy harvesting and near-field wireless energy harvesting techniques, respectively. The reason is that while electromagnetic waves can be transmitted to far distances, the magnetic field between the source node and the destination node is limited to a short distance. In the following, we will present more details about these techniques.

**Near-field wireless energy harvesting techniques:** These techniques are developed based on the principle of magnetic field coupling (also called inductive coupling) between coupled coils and there are two potential techniques, called *magnetic inductive coupling* and *magnetic resonance inductive coupling*.

**Magnetic inductive coupling:** Magnetic inductive coupling [16] is a technique using magnetic fields to transfer energy between coupled wire coils based on Faraday’s law of induction. In particular, when there is an electrical current moving through a wire coil (L1), it will generate a magnetic field and if we place a second wire coil (L2) in this magnetic field, the magnetic field can induce a current in the second wire coil as illustrated in Fig. 1.3. Such current then can be used to maintain the operation of the wireless node or be stored in the battery. Typically, the operating frequency of the magnetic inductive coupling technique (MICT) is in the KHz range and thus the transfer efficiency of this technique reduces significantly as the distance

![Figure 1.3: Inductive coupling.](image-url)
between two coupled coils increases. It was shown in [17] that the effective energy transfer distance of MICT is few centimeters, but the transfer power can reach a few kilowatts. The advantages of MICT are safety to human health, high efficiency over short distances, convenience in implementing and operating. Thus, applications of MICT could be electric toothbrushes, mobile wireless chargers, and wireless powered medical implants.

**Magnetic resonance inductive coupling:** Basically, the operation principle of magnetic resonance inductive coupling technique (MRICT) is similar to that of MICT, i.e., based on the magnetic field between two coupled wire-coils. However, there is a difference in designing resonance circuits of the wire coils which makes differences for such techniques. As shown in Fig. 1.4, the coupled wire coils used in MRICT are equipped with resonance circuits (R1 and R2) which are able to resonate with their internal capacitance, i.e., C1 and C2, respectively. Then, by using resonance circuits, the coupled wire coils are able in turn to resonate at the same resonant frequency and thereby dramatically increase the coupling capability as well as the transferred power amount. The key idea behind this technique is that resonance circuits can exchange energy at a much higher rate and thus the same amount of energy can be conveyed to a greater distance [18]. In 2007, a group of researchers from MIT demonstrated that by using the MRICT we can transfer 60 Watts of energy over a distance of 2 meters with approximately 40% efficiency [19]. With the ability of transferring power to a few meters, MRICT can be applied to many areas such as portable charging devices, electric vehicles, and so on.

**Far-field wireless energy harvesting techniques:** Far-field wireless energy harvesting techniques are methods that enable energy transfer to a distant destination (up to a few kilometers) based on the electromagnetic radiation. Basically, the electromagnetic radiation is the emission of energy of electromagnetic waves when such waves are propagated to the space. According to Maxwell’s theory [20], in electromagnetic waves, changes in the electrical field are always associated with a wave in
the magnetic field in one direction, and vice versa. This process is taking place continuously in the direction of the wave propagation and enables electromagnetic waves to carry information as well as energy to a far distance. Radio frequency (RF) is a typical example of the electromagnetic waves, which is used widely in practice. In order to harvest energy from RF signals, a wireless node needs to be equipped with a receive antenna and a set of transforming devices, e.g., impedance matching, voltage multiplier, and capacitor, as illustrated in Fig. 1.5. It was shown in [21] that the efficiency of the RF energy harvesting techniques strongly depends on the ability of the receive antenna, the accuracy of the impedance matching circuit, and the proficiency between the voltage multiplier and the capacitor. The recent real implementation [22] has demonstrated that RF energy harvesting techniques can achieve the efficiency up to 84% with a 5.8 dBm input power. Although RF energy harvesting techniques can transmit energy to a long distance, the amount of transferred power is relatively small compared with MICT and MRICT techniques. Thus, these techniques are applicable to wireless sensor nodes and some mobile devices which require a moderate amount of energy.

1.1.2.3 Comparison

In Table 1.1, we provide a summary and comparisons among three different techniques, i.e., MICT, MRICT, and RF energy harvesting technique (EHT). From Table 1.1, we can see that different EHTs have different characteristics, and thus they will have different applications in practice. Among the three EHTs, RF EHT is an outstanding
candidate which is the most suitable for CRNs. Thus, in this thesis, we mainly focus on studying applications of RF EHT in CRNs.

Table 1.1: The comparison among wireless energy harvesting techniques.

<table>
<thead>
<tr>
<th></th>
<th>MICT</th>
<th>MRICT</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strength</td>
<td>Very high</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Very high</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Multicast</td>
<td>Difficult</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Mobility</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Safety</td>
<td>Magnetic</td>
<td>Safe</td>
<td>Safe</td>
</tr>
<tr>
<td>Distance</td>
<td>Very short (few centimes)</td>
<td>Short (few centimes to few meters)</td>
<td>Long (up to few kilometers)</td>
</tr>
<tr>
<td>Applications</td>
<td>Mobile charging, electric toothbrush, and medical implant</td>
<td>Mobile charging, vehicle charging, and household electrical appliances</td>
<td>RIFD tags, wireless sensors, and unmanned planes</td>
</tr>
</tbody>
</table>

1.2 An Overview of Markov Decision Processes

1.2.1 The Markov Decision Process Framework

The MDP is defined by a tuple \( <S, A, P, R, T> \) where,

- \( S \) is a finite set of states,
- \( A \) is a finite set of actions,
- \( P \) is a transition probability function from state \( s \) to state \( s' \) after action \( a \) is taken,
• $R$ is the immediate reward obtained after action $a$ is made, and

• $T$ is the set of decision epoch which can be finite or infinite.

$\pi$ denotes a “policy” which is a mapping from a state to an action. The goal of an MDP is to find an optimal policy to maximize or minimize a certain objective function. An MDP can be finite or infinite time horizon. For the finite time horizon MDP, we need to find an optimal policy $\pi^*$ to maximize the expected total reward that is defined as follows:

$$\max \mathcal{V}_\pi(s) = \mathbb{E}_{\pi,s}\left[\sum_{t=1}^{T} R(s_t'|s_t, \pi(a_t))\right]$$ \hspace{1cm} (1.1)

where $s_t$ and $a_t$ are the state and action at time $t$, respectively.

For the infinite time horizon MDP, the objective can be to maximize the expected discounted total reward or to maximize the average reward. The former is defined as follows:

$$\max \mathcal{V}_\pi(s) = \mathbb{E}_{\pi,s}\left[\sum_{t=1}^{T} \gamma^t R(s_t'|s_t, \pi(a_t))\right],$$ \hspace{1cm} (1.2)

while the latter is expressed as follows:

$$\max \mathcal{V}_\pi(s) = \lim_{T \to \infty} \inf \frac{1}{T} \mathbb{E}_{\pi,s}\left[\sum_{t=1}^{T} R(s_t'|s_t, \pi(a_t))\right].$$ \hspace{1cm} (1.3)

Here, $\gamma$ is the discounting factor and $\mathbb{E}[\cdot]$ is the expectation function.

### 1.2.2 Solutions of MDPs

Here we introduce solution methods for MDPs with the discounted total reward. The solutions for MDPs with the average reward are very similar to those of MDPs with the discounted total reward and they can be found in [23].

#### 1.2.2.1 Solutions for finite time horizon Markov decision processes

In a finite time horizon MDP, the system operation takes place in a known period of time. In particular, the system starts at state $s_0$ and continues to operate in the next $T$ periods. The optimal policy $\pi^*$ is to maximize $\mathcal{V}_\pi(s)$ in (1.1). If we denote $v^*(s)$
as the maximum achievable reward at state $s$, then we can find $v^*(s)$ at every state recursively by solving the following Bellman’s optimal equations [24]:

$$v_t^*(s) = \max_{a \in A} \left[ R_t(s, a) + \sum_{s' \in S} P_t(s'|s, a) v_{t+1}^*(s') \right].$$  \hspace{1cm} (1.4)

Based on the optimal Bellman equations, two typical approaches for finite time horizon MDPs exist.

- **Backwards induction**: Also known as a dynamic programming approach, it is the most popular and efficient method for solving the Bellman’s equations. Since the process will be stopped at a known period, we can first determine the optimal action and the optimal value function at the last time period. We then recursively obtain the optimal actions for earlier periods back to the first period based on the Bellman optimal equations.

- **Forward induction**: This forward induction method is also known as a value iteration approach. The idea is to divide the optimization problem based on the number of steps to go. In particular, given an optimal policy for $(t - 1)$ time steps to go, we calculate the Q-values for $k$ steps to go. After that, we can obtain the optimal policy based on the following equations:

$$Q_t(s, a) = R(s, a, s') + \sum_{s'} P(s, a, s') v_{t-1}^*(s'),$$

$$v_t^*(s) = \max_{a \in A} Q_t^*(s, a) \quad \text{and} \quad \pi_t^*(s) = \arg \max_{a \in A} Q_t^*(s, a),$$

where $v_t(s)$ is the value of state $s$ and $Q_t(s, a)$ is the value of taking action $a$ at state $s$. This process will be performed until the last period is reached.

Both approaches have the same complexity which depends on the time horizon of an MDP. However, they are used differently. Backward induction is especially useful when we know the state of MDPs in the last period. By contrast, forward induction is applied when we only know the initial state.
1.2.2.2 Solutions for infinite time horizon Markov decision processes

Solving an infinite time horizon MDP is more complex than that of a finite time horizon MDP. However, the infinite time horizon MDP is more widely used because in practice the operation time of systems is often unknown and assumed to be infinite. Many solution methods were proposed.

- **Value iteration (VI):** This is the most efficiently and widely used method to solve an infinite time horizon discounted MDP. This method has many advantages, e.g., quick convergence, ease of implementation, and is especially a very useful tool when the state space of MDPs is very large. Similar to the forward induction method of a finite time horizon MDP, this approach was also developed based on dynamic programming. However, for infinite time horizon MDP, since the time horizon is infinite, instead of running the algorithm for the whole time horizon, we have to use a stopping criterion (e.g., \(|v_t^* - v_{t-1}^*| < \epsilon\)) to guarantee the convergence [24].

- **Policy iteration (PI):** The main idea of this method is to generate an improving sequence of policies. It starts with an arbitrary policy and updates the policy until it converges. This approach consists of two main steps, namely policy evaluation and policy improvement. We first solve the linear equations to find the expected discounted reward under the policy \(\pi\) and then choose the improving decision policy for each state. Compared with the value iteration method, this method may take fewer iterations to converge. However, each iteration takes more time than that of the value iteration method because the policy iteration method requires solving a set of linear equations.

- **Linear programming (LP):** Unlike the previous methods, the linear programming method aims to find a static policy through solving a linear program [25]. After the linear program is solved, we can obtain the optimal value \(v^*(s)\), based on which we can determine the optimal policy \(\pi^*(s)\) at each state. The linear programming method is relatively inefficient compared with the value and policy
iteration methods when the state space is large. However, the linear pro-
gramming method is very useful for MDPs with constraints since the constraints can
be included as linear equations in the linear program [26]. Also, there are many
software tools developed to solve the linear program efficiently, e.g., Matlab,
making LP more convenient to use.

- **Approximation method**: Approximate dynamic programming [27] was specifi-
cally developed for large MDPs. This method approximates the value functions
(whether policy functions or value functions) by assuming that these functions
can be characterized by a reasonable number of parameters. Thus, we can seek
the optimal parameter values to obtain the best approximation, e.g., as given
in [27, 28] and [29].

- **Online learning**: The aforementioned methods are performed in an offline fash-
ion (i.e., when the transition probability function is provided). However, they
cannot be used if the information of such function is unknown. Learning algo-
rithms were proposed to address this problem [28, 30]. The idea of this solution
is based on the simulation-based method that evaluates the interaction between
an agent and its interaction system. Then, the agent can adjust its behavior to
achieve its goal (e.g., trial and error).

Note that the solution methods for discrete time MDPs can be applied for con-
tinuous time MDPs through using uniformization techniques [31, 32]. The solutions
of discrete time MDPs that solve the continuous time MDPs are also known as semi-
MDPs (SMDPs).

### 1.2.3 Extensions of MDPs and Complexity

Next we present some extensions of an MDP, the relation of which is shown in Fig-
ure 1.6.
1.2.3.1 Partially observable Markov decision processes (POMDPs)

In classical MDPs, we assume that the system state is fully observable by an agent. However, in many wireless systems, due to hardware limitations, environment dynamics, or external noise, the wireless nodes may not have full observability. Therefore, a POMDP [33] becomes an appropriate tool for such an incomplete information case. In POMDPs, the agent has to maintain the complete history of actions and observations in order to find an optimal policy, i.e., a mapping from histories to actions. However, instead of storing the entire history, the agent maintains a belief state that is the probability distribution over the states. The agent starts with an initial belief state \( b_0 \), based on which it takes an action and receives an observation. Based on the action and the received observation, the agent then updates a new belief state. Therefore, a POMDP can be transformed to an MDP with belief state [34, 35]. Additionally, for a special case when the state space is continuous, parametric POMDPs [36] can be used.

1.2.3.2 Multi-agent Markov decision processes (MMDPs)

Unlike an MDP which is for a single agent, an MMDP allows multiple agents to cooperate to optimize a common objective [37]. In MMDPs, at each decision time, the agents stay at certain states and they choose individual actions simultaneously. Each agent is assumed to have a full observation of the system state through some information exchange mechanisms. Thus, if the joint action and state space of the
agents can be seen as a set of basic actions and states, an MMDP can be formulated as a classical MDP. Thus, the solution methods for MDPs can be applied to solve MMDP. However, the state space and action space will drastically grow as the number of agents increases. Therefore, approximate solution methods are often adopted.

### 1.2.3.3 Decentralized partially observable Markov decision processes (DEC-POMDPs)

Similar to MMDPs, DEC-POMDPs [38] are for multiple cooperative agents. However, in MMDPs, each agent has a full observation to the system. By contrast, in DEC-POMDPs, each agent observes only a part of the system state. In particular, the information that each agent obtains is local, making it difficult to solve DEC-POMDPs. Furthermore, in DEC-POMDPs, because each agent makes a decision without any information about the action and state of other agents, finding the joint optimal policy becomes intractable. Therefore, the solution methods for a DEC-POMDP often utilize special features of the models or are based on approximation functions to circumvent the complexity issue [39, 40]. Note that a decentralized Markov decision process (DEC-MDP) is a special case of a DEC-POMDP in which if all agents share their observations, they will have a global system state. In wireless systems, when the communication among cooperative wireless nodes is costly or impossible, the DEC-POMDP could be the best framework.

### 1.2.3.4 Stochastic games (SGs)

While MMDPs and DEC-POMDPs consider the cooperative interaction among agents, stochastic games (or Markov games) model the case where agents are non-cooperative and they aim to maximize their own payoffs rationally [41]. In particular, agents know states of all others in the system. However, due to the different objective functions that lead to the conflict among agents, finding an optimal strategy given the strategies of other agents is complex [42]. Note that the extension of stochastic games is known as a partial observable stochastic game [43] (POSG) which has a fundamental difference in observation. Specifically, in POSGs, the agents know only local
states. Therefore, similar to DEC-POMDPs, POSGs are difficult to solve due to the incomplete information and decentralized decisions.

It was proved that both finite time and infinite time horizon MDPs can be solved in a complete polynomial time by dynamic programming [44, 45]. However, extensions of MDPs may have different computation complexity. For example, for POMDPs, the agents have incomplete information and thus they need to monitor and maintain a history of observations to infer the belief states. It was shown in [46] that the complexity of POMDPs can vary in different circumstances and the worst case complexity is PSPACE-complete [44, 46]. Since MMDPs can be converted to MDPs, its complexity in the worst case is P-complete. However, with multiple agents and partial observation (i.e., DEC-POMDP, DEC-MDP, and POSG), the complexity is dramatically increased. It was pointed out in [38] that even with just two independent agents, the complexity for both finite time horizon DEC-MDPs and DEC-POMDPs is NEXP-complete. Table 1.2 summarizes the worst case complexity. Note that partially observable problems are undecidable because infinite time horizon PODMPs are undecidable as shown in [47].

<table>
<thead>
<tr>
<th>Model</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDP</td>
<td>P-complete</td>
</tr>
<tr>
<td>MMDP</td>
<td>P-complete</td>
</tr>
<tr>
<td>POMDP (finite time horizon)</td>
<td>PSPACE-complete</td>
</tr>
<tr>
<td>DEC-MDP (finite time horizon)</td>
<td>NEXP-complete</td>
</tr>
<tr>
<td>DEC-POMDP (finite time horizon)</td>
<td>NEXP-complete</td>
</tr>
<tr>
<td>POSG (finite time horizon)</td>
<td>NEXP-complete</td>
</tr>
</tbody>
</table>

1.3 Scope, Contributions and Organization

1.3.1 Research Motivations

Recently, the development of wireless power transfer technologies has brought a new research direction for cognitive radio networks (CRNs), called CRNs with wireless energy harvesting, which has been receiving significant growing attention. By integrating wireless power transfer technologies into CRNs, secondary users are able to
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not only access licensed channels opportunistically, but also harvest energy wirelessly
to support their data transmissions. As a result, CRNs with wireless energy harvesting
techniques can improve the spectrum utilization, the network performance, and
also enhance the efficiency for both primary and secondary systems.

Among available wireless energy harvesting techniques, radio frequency (RF) energy
harvesting is considered as a particularly appropriate solution for CRNs because
of its outstanding advantages.

- **Pervasive environment**: RF sources are available almost everywhere, which pro-
  provides an abundant energy resource for wireless nodes.

- **Long distance**: RF energy can propagate and transfer over long distances, which
  creates favorable conditions for mobile devices.

- **Multiple directions**: RF energy is broadcast in all directions allowing multiple
  users harvesting energy from the same source simultaneously.

- **Controllable power**: RF energy is controllable by adjusting transmit power at
  the RF sources.

- **Stability**: Compared with ambient energy sources, e.g., solar, wind, and heat, RF
  energy is much more stable, and it does not depend on environment conditions,
  e.g., day/night and rain/shine, as well as the wireless nodes’ locations, e.g.,
  indoor or outdoor.

Because of the advantages of using RF energy harvesting techniques in CRNs, there
are many research exploring this topic. In this thesis, we focus on the performance
optimization problems for CRNs with RF energy harvesting capability.

In this thesis, we adopt a Markov decision process (MDP) framework as a key
tool to formulate and solve optimization problems. First, MDPs have a long his-
tory of successful applications in many areas such as population, agriculture, and
manufacturing [48]. Many applications of MDPs have been implemented in wireless
communication systems [49] and in the real world [50]. However, applications of MDPs
in CRNs with RF energy harvesting capability have still not yet been well investigated and this makes room for us to study on this topic. Furthermore, models and solutions of MDPs are very diverse and flexible which bring great opportunities for applying MDPs to solve stochastic optimization problems, especially in the dynamic environments like CRNs and wireless energy transfer.

1.3.2 Organization, Contributions and the Connection among Research Issues

The organization and the main contributions of the thesis are summarized as follows.

- **Chapter 1:**
  - We introduce some fundamental backgrounds about cognitive radio networks, wireless energy harvesting techniques (WEHTs). Furthermore, applications and comparisons of WEHTs are also presented.
  - We provide an overview of Markov decision processes including the formulation, models, and solutions. In addition, extensions of MDP models along with their solutions and complexities are given.

- **Chapter 2:**
  - We discuss research works related to problems of harvesting wireless energy sources in CRNs together with analysis and comparisons among them.
  - We highlight the significance and novelty of our works compared with other related works in the literature.

- **Chapter 3:**
  - We design a channel access model for an SU in a CRN with RF energy harvesting capability in which the SU is able to harvest energy from PUs’ signals and then use such energy to transmit packets to an idle channel.
  - We introduce an optimization formulation based on an MDP and adopt the linear programming method to obtain the optimal channel access policy for the SU given the probability distribution function of the channel state.
– We propose an online learning algorithm to help the SU adapt with the change of the environment and to obtain the optimal policy without the knowledge of the channel state.

– We also provide the case with complete information about the channel state and use this case as a benchmark to evaluate our proposed solutions.

– We present extensive performance evaluation to show the convergence as well as the efficiency of the proposed learning algorithm. In addition, comparisons and analysis are provided to demonstrate the efficiency of the proposed learning algorithm in a dynamic environment.

– The proof of the convergence of the learning algorithm is also provided.

• Chapter 4:

– For the cooperative problem among SUs, we first propose an approach using a round robin scheduling and each SU is equipped with an online learning algorithm in order to help SUs explore their environment and to make optimal decisions.

– We adopt the decentralized partially observable MDP framework to model the cooperation among SUs without coordination. We then study a decentralized learning algorithm through using the policy gradient and the Lagrange multiplier method to help SUs make local optimal decisions without full information from others.

– Extensive performance evaluations and comparisons are performed to demonstrate the efficiency as well as the convergence of the learning algorithms.

– The proof of the convergence of the decentralized learning algorithm is also provided.

• Chapter 5:

– We present conclusions for the thesis and propose some potential research directions.
Chapter 3 and Chapter 4 present two typical scenarios in CRNs with RF energy harvesting capability, i.e., optimizing the performance for independent SUs and for cooperative SUs, respectively. To find the optimal policy for an independent SU, we consider three cases, when the SU has complete, incomplete, and unknown information about environment, and propose corresponding solutions using MDP frameworks. For the scenario with multiple SUs that want to cooperate, obtaining full and complete information from all SUs to find the centralized optimal policy is intractable. Therefore, we propose two approaches, namely, TDMA-learning and decentralized learning algorithm, which can reduce significantly the communication overhead and avoid the computation complexity of centralized solutions. The relation between Chapter 3 and Chapter 4 is illustrated in Fig. 1.7.

Figure 1.7: The relation between Chapter 3 and Chapter 4.
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Literature Review

In this chapter, we first discuss problems studied in cognitive radio networks (CRNs) with RF energy harvesting techniques. We then present some related works which exploit general energy harvesting techniques in CRNs. Finally, we identify research trends in this topic and introduce the scope and the novelty of the thesis.

2.1 Cognitive Radio Networks with RF Energy Harvesting

2.1.1 Channel Access Strategy for Secondary Users

Similar to cognitive radio networks (CRNs), the channel access problem in RF powered CRNs has also received a lot of attention from researchers in the literature. In [51], a secondary user (SU) is equipped with a finite energy buffer to harvest energy from primary signals when it is close enough to primary transmitters. In addition, the SU can transmit data to its destination when it is sufficiently far away from primary transmitters. Based on these assumptions the authors proposed a stochastic-geometry model for the CRN where primary users (PUs) and SUs are distributed as independent homogeneous Poisson point processes (HPPPs) [52]. In this model, PUs are protected from interference from the SU by a guard zone and they transfer a significant amount of RF energy to the SU when it lies in a harvesting zone. Based on the stochastic-geometry model, the authors adopted the Markov-chain theory to derive the transmission probability of the SU and then used a Poisson approximation method to derive the maximum throughput for the SU. An important result found
in this paper is that the maximum throughput of the SU is linearly increasing with increasing PUs’ density. Furthermore, the PUs’ density is inversely proportional to the transmission probability of the SU.

In [51], the authors assumed that all SUs have to be fully charged before they can transmit data. This implies that all SUs transmit data with the same power which may limit the network capacity for the secondary system. Therefore, the authors in [53] proposed the energy-based opportunistic spectrum access (OSA) strategy which allows the SUs to use the variable power mode to transmit data instead of waiting until full charging as in [51]. With the proposed OSA strategy, an SU can transmit data when it is outside of the guard zone and its harvested energy level is greater than a predefined threshold. As a result, the reliability and stability of the secondary system can be significantly improved.

Park et. al. [54] studied an optimal mode selection policy for an SU in a CRN with RF energy harvesting capability. It was assumed that the SU can harvest energy when the PU transmits data or transmit data when the PU is idle. However, the SU cannot harvest RF energy and access the primary channel simultaneously, thus it has to opt between access mode and harvest mode at the beginning of each time slot. Alternatively, it is assumed that the SU does not have any information about the current state of the channel in advance, but it knows a part of channel state (e.g., idle channel probability). Therefore, the partially observable MDP (POMDP) framework was adopted to obtain the optimal mode selection policy for the SU. In order to improve the energy efficiency as well as the spectrum usage efficiency of the proposed model, the authors then proposed appropriate solutions in [55] and [56]. In particular, in [55], the authors developed a method to adjust the energy causality constraint and the collision constraint, which results in increasing the probability of accessing the occupied channel. While in [56], a theoretical upper bound on the maximum achievable throughput given the aforementioned constraints was derived with the main aim of deeply examining impacts of the temporal correlation of the primary system to the secondary system. Then, in [57] Park et. al. designed an optimal spectrum access strategy in order to obtain the theoretical maximum achievable throughput as
presented in [56]. The numerical results then verified that by taking the temporal
correlation of the primary system into account, the proposed strategy can achieve
high efficiency in using the harvested energy.

Some variations of [54] were studied in [58] and [59]. Specifically, in [58], based on
the current energy level, the SU has three actions to choose from at each time epoch,
i.e., sensing, accessing without sensing, or sleeping, instead of using two actions as
in [54], i.e., sensing or sleeping. Then the optimization problem was formulated as a
linear program which can be efficiently solved by using software tools, e.g., Matlab.
The main aim of this paper is to prove that the spectrum sensing process of the SU is
not always useful especially when the SU is very limited by energy. Different from [54,
58], [59] considered a scenario in which the secondary system consists of a secondary
transmitter (AP) and a set of secondary receivers (SRs). Then, a cooperative spectrum
sensing strategy including three stages was proposed. In the first state, all SRs use
their energy detection to make local decisions (i.e., harvesting energy or transmitting
data) and send requests to the AP in the second stage. After that, in the third stage,
the AP makes the final decision, i.e., choosing one of the SRs for the data transmission
or harvesting energy for all SRs. It is clear that with the cooperative spectrum sensing,
the sensing accuracy will be higher and the network performance of the secondary
system will be greater, but this kind of network requires more cooperative SRs and
this may cause a communication overhead.

In addition to channel access strategies for CRNs with RF energy harvesting tech-
niques, there were also some related works studying these strategies for correlated
networks, e.g., wireless body area networks and device-to-device communications. In
particular, in [60], the cognitive radio network with RF energy harvesting capability
for body area networks was studied. In particular, physiological information of a pa-
tient is gathered by sensors and sent to the hospital through primary channels when
these channels are not occupied by primary users. Sensors are assumed to be pow-
ered by RF energy scavenging and then they use this energy to access the channels
opportunistically. Alternatively, the authors discussed challenges in designing and
implementing the physical, MAC, and the network layer and introduced some potential solutions. Finally, a practical scenario was examined to evaluate the considered solutions for the proposed model in utilizing the harvested RF to power sensor nodes. Through the obtained results, the authors concluded that RF energy harvesting is a promising future for the power supply in wireless body area networks.

The authors in [61] introduced a model for cognitive device-to-device (D2D) communications using RF energy harvesting in cellular networks. In this model, D2D transmitters are able to harvest RF energy from ambient interference caused by transmissions of macro base stations and cellular users, and then perform spectrum sensing to opportunistically access a predefined nonexclusive D2D channel. To deal with the multi-channel and the coexistence of the cellular and D2D users, two different spectrum access channel policies for cellular communication were presented. Under these channel access policies, a packet is transmitted successfully from a D2D transmitter to its receiver if the D2D channel is free and the signal-to-interference-plus-noise ratio (SINR) at the D2D receiver satisfies the required threshold. The authors then adopted tools from stochastic geometry in order to evaluate the performance of the aforementioned system. One of the most important findings in this paper is that under the low density of base stations, downlink channels have better performance than uplink channels. However, in an environment with high density of base stations, uplink channels are preferable for D2D transmissions.

2.1.2 Relaying

In relaying CRNs with RF energy harvesting technique, relay nodes can be used to improve performance for such networks through supporting source nodes to transmit data to their far destination nodes. There are two typical scenarios considering in such networks corresponding to two main functions of the relay nodes, i.e., relay for secondary systems and primary systems.

2.1.2.1 Relaying for secondary systems

[62] studied an application of RF energy harvesting technique in a cognitive amplify-and-forward relaying network. In particular, there is a cognitive radio network with
one PU and three SUs, called a source SU (SS), a relay SU (RS), and a destination SU (DS), as illustrated in Fig. 2.1. The RS forwards the information received from SS to the DS by using the energy harvested from RF signals of the SS with the aim to maximize the throughput of the secondary system. At the beginning of each time slot, the SUs sense the primary channel. If the primary channel is busy, SUs use the IDLE mode. On the other hand, if the primary channel is idle, SUs can perform the transmit data process which consists of two phases, i.e., from SS to RS and from RS to DS (each phase lasts for $\frac{1}{2}$ time slot). Given the proposed system, the authors formulated the throughput maximization problem and then adopted an approximation method using the upper bound to mitigate the complexity of the optimization problem. In addition, a suboptimal algorithm was developed in order to achieve the near-optimal throughput performance. The results demonstrated that the throughput obtained by the proposed approximation algorithm is close to that of the optimal solution, and it has a significant gain compared with the separate management algorithm. A similar model was investigated in [63], but under the underlay CRN. Moreover, in [63], the authors focused on deriving the outage probability for the secondary system with the aim of improving the energy conversion efficiency for such a secondary system.

![Figure 2.1: Relay-assisted cognitive radio networks.](image)

In [64], a similar relay cognitive radio model with RF energy harvesting techniques was studied, but different from [62, 63], in [64] the relay node harvests energy from the primary transmitter’s signals instead of the secondary transmitter’s signals. In
addition, different from [62] which considers an overlay spectrum sharing cognitive radio with the amplify-and-forward relaying technique, in [64], the authors took an underlay spectrum sharing cognitive radio with the decode-and-forward relaying technique into account. The aim of [64] is to demonstrate that the use of relay CRNs with simultaneous wireless information and power transfer (SWIPT) will not cause any loss of diversity gain, although it can reduce the outage performance of the system. Thus, it was concluded that, to improve the network performance, one of the possible ways is adopting the MIMO technique for SWIPT CRNs.

In [65, 66], the authors extended the scenario introduced in [62] by considering a set of secondary relay nodes instead of only one secondary relay node as in [62]. With the coexistence of multiple relay nodes in the secondary system, the problem now becomes how to select the best relay node and how to control the transmission power at the secondary transmitter and the relay nodes. There are some differences in designing relay powered CRNs which lead to differences in finding the joint optimal relay selection and power allocation scheme in [65, 66]. For example, in [65], the authors considered a two-way amplify-and-forward relaying method while in [66] a one-way decode-and-forward method for the secondary system was examined. Then, corresponding optimal solutions were presented to maximize the throughput of the secondary system under interference constraints for the primary system.

Another scenario was introduced in [67] in which the secondary relay node is powered by the secondary users’ signals instead of the primary users’ signals. In [67], the authors proposed a framework for CRNs using the decode-and-forward two-way relaying technique. In this network, there are two SUs, namely, A and B, communicating through a secondary relay node (R) by two-way communications. Node R is assumed to be able to harvest RF energy from both A and B, and it then uses such harvested energy to forward packets for both A and B, i.e., A → R → B and B → R → A. To improve the network performance for the secondary system, there are two relaying mechanisms, namely, multiple access broadcast (MABC) and time division broadcast (TDBC), and two power transfer policies, called, dual-source (DF)
and single-fixed source (SFS), were proposed. The differences between the two protocols are presented in Fig. 2.2. In addition, in the data transmission phase, to protect the PU’s signals, the authors defined the maximum tolerance interference parameter to control the transmit power of SUs. Through numerical results, the authors showed that the MABC protocol can achieve better performance than that of the TDBC protocol, while the DS policy always gets better efficiency than that of the SFS policy in both relaying protocols.

Figure 2.2: The comparison of the data frame structure between TDBC and MABC protocol in two-way relay cognitive radio network (TWRCN).

2.1.2.2 Relaying for primary systems

[68] considered a scenario in which there are two primary users, denoted by S and D, who want to exchange information, but the distance between them is too far and thus they cannot communicate directly with each other. However, there is a secondary user R who volunteers to relay signals for primary users S and D. At the same time, the secondary relay node R also has its own information and wants to transmit to the secondary user C as illustrated in Fig. 2.3. Consequently, the node R has to transmit the primary relay information and its own information simultaneously. It is assumed that when the relay node R receives signals from the primary node, it is able to extract information and energy from the received RF signals. Then, by using the harvested energy, the relay node can transmit information to primary and secondary nodes. For the proposed aforementioned network, the authors formulated the outage probability expressions for the primary system and derived lower/upper
bounds of outage probability for the secondary system. From analysis results, it was
demonstrated that the proposed protocol has better outage performance than direct
transmission without spectrum sharing. More numerical results can be found in [69].

A similar model was also considered in [70]. However, instead of using the decode-
and-forward protocol as in [68], the authors in [70] adopted the amplify-and-forward
protocol for the relay process. In addition, in [70], the authors proposed three schemes
for the energy and information cooperation problem between PUs and SUs. For
each scheme, the authors introduced corresponding optimization solutions, and they
also indicated that the scheme based on the power splitting can achieve larger rate
region than that of the time splitting scheme if the harvested energy is sufficient.
Nevertheless, in [70], the authors did not consider the time constraint in which a
secondary relay node needs to forward the whole received PU’s signals to the primary
receiver. To overcome this issue, the authors in [71] proposed a time-divided power
splitting scheme taking both the influence of time division proportion and the power
splitting into account. By using this scheme, it was proved that the relay SU will
have enough time to forward all received data from the PU if the energy supply is
sufficient.

In [72], the authors also considered using an SU as a relay node to help a PU to
transmit data to an access point (AP). However, different from all aforementioned
works, in [72], the authors considered the case when RF energy is harvested at the
primary node. In particular, the authors assumed that the AP can transfer power to its PU over the forward link. Furthermore, to enhance the energy harvesting efficiency, the SU who is nearest to the PU will be chosen to transmit RF energy beside the harvested power from the AP. For the data transmission efficiency, the potential SU who has the best channel quality will be selected to forward data to the AP for the PU. As a redemption, a part of the available primary bandwidth will be used for data transmissions of SUs. Numerical and simulations results verified that the throughput of the primary system can be significantly improved through the proposed system.

[73] extended the scenario in [68] with a set of secondary relay nodes instead of only one as in [68]. Due to the multiple relay nodes, the authors proposed a protocol with three phases to address the relay selection and the resource allocation for the RF powered cognitive relay system. In the first phase, all relay nodes harvest energy from the PU’s signals. Then, in the second phase, the PU transmits data to relay nodes and one of the relay nodes will be selected to forward data to the primary receiver based on an optimal relay selection algorithm with the aim of maximizing the throughput for the primary system. Finally, in the third phase, the selected secondary relay node transmits the PU’s received signals together with its own signals to the corresponding destinations. Numerical results showed that the proposed relay selection algorithm is more efficient in the low SNR scenario.

Different from all above works which use SUs as relay nodes, in [74], the authors studied a scenario in which there is a relay node in the primary system to help a PU to transmit data to its distance destination. In particular, the authors introduced an underlay two-hop CRN including a primary transmitter $P_t$, a primary receiver $P_r$ and relay node $R$ to help $P_t$ communicate with $P_r$, which coexists with a secondary system including a secondary base station (SBS) and multiple SUs. In the first hop, when $P_t$ transmits data to the $R$, SUs can harvest energy from the nearby PU’ signals. Then, in the second hop when the $R$ relays data to the $P_r$, SUs can use the harvested energy to communicate with their SBS through adopting the dynamic spectrum access technique. The authors showed that the proposed framework not only greatly
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enhances the secondary system’s performance, but also helps the primary system get more profits for both energy transfer and spectrum sharing.

2.1.3 Time Scheduling for Secondary Users

In CRNs using energy harvesting techniques, SUs not only find opportunities to access primary channels, but also have to harvest energy. The problem is that if the energy harvesting time is too long, the data transmission time will be reduced, while if the energy harvesting time is insufficient, the harvested energy will not be adequate for the data transmission phase. This leads to the problem of how to balance between the energy harvesting time and the data transmission time for SUs to maximize their performance.

In [75], the authors proposed an online solution to find the optimal trade-off time between the energy harvesting phase (EHP) and the data transmission phase (DTP) for an underlay CRN. In the first phase, i.e., the EHP, the SU harvests energy from a PU’s signals and uses this energy to transmit data in the second phase, i.e., the DTP, under interference constraints with the primary system. Then, to find the optimal trade-off time between the EHP and the DTP, the authors adopted the convex optimization technique and derived the optimal value for the time-sharing ratio in a similar way as in [76]. With the proposed solution, the authors showed that the interference constraints with the primary system are under control and the average achievable rate of the SU is maximized.

The same scenario was also examined in [77], but in [77] the authors also considered a cooperation scenario between the primary system and the secondary system. Specifically, in the second phase, the SU can opt to transmit data to its destination or relay data for the primary system. Consequently, the SU now has to determine not only how much time on the EHP, but also how much power for data relay or data transmission to allocate. For both cases, i.e., cooperation and non-cooperation, the authors proposed corresponding optimal solutions by using close-form solutions with numerical analysis. Simulation results showed that the proposed solutions can achieve
better performance than that of the stochastic cooperation protocol and the optimal underlay transmission protocol.

In underlay CRNs, SUs can access primary channels even when such channels are currently occupied by primary users as long as the interference level of the primary system is under control. However, in overlay CRNs, SUs can only access the primary channels when such channels are idle, i.e., not occupied by PUs. Consequently, sensing is a compulsory process in overlay CRNs. For SUs in overlay CRNs with energy harvesting capability, if they spend more time on the EHP, they may have sufficient energy for the spectrum sensing phase (SSP) and DTP phase, but the remaining time is less resulting in low throughputs. On the other hand, if the SUs spend too much time for the SSP and DTP phase, they can get more available channels and longer time to transmit data, but the harvested energy is insufficient to serve for such tasks. Thus, there were some solutions proposed to overcome this problem.

[78] introduced a strategy, called, one-step-ahead spectrum sensing, with the aim of balancing the time allocation among three phases, i.e., EHP, SSP, and DTP. For the proposed strategy, based on the information about the current system state, e.g., available channels, the current energy level, and idle channel probabilities, and the estimation about the next state, the SU will make the best decision to maximize its throughput. However, the proposed strategy just can obtain a myopic solution, and thus an optimal saving-sensing-transmitting structure was proposed in [79,80] to maximize the average throughput for the SU. In particular, the authors first formulated the time allocation optimization problem as a mixed integer non-linear programming problem and then employed a heuristic algorithm developed from the different evolution algorithms [81] to derive the optimal time structure for three phases. Simulation results verified the efficiency of the proposed solution compared with a stochastic sensing strategy.
Chapter 2. Literature Review

2.1.4 Other Related Issues

2.1.4.1 Power allocation

[82] studied the power allocation problem for a secondary network in which the secondary receiver (SR) is able to harvest RF energy from its secondary transmitter (ST) as well as from a primary transmitter (PT). It was assumed that the secondary system adopts the orthogonal frequency division multiplexing (OFDM) modulation for transmitting data from ST to SR. Thus the main goal of this paper is to find the optimal power allocation policy on each subcarrier and the power splitting ratio (i.e., the power ratio between the energy harvesting process and the information decoding process) at the ST in order to maximize the energy efficiency of the secondary system. The optimization power allocation problem is transformed to an equivalent convex problem that is solved efficiently by using an iterative algorithm. Simulation results showed that the iterative algorithm can achieve a great tradeoff between the energy efficiency and high SINR regions.

Differently from [82], [83] examined the power allocation problem for the primary system and then analyzed its impacts on both the primary system and the secondary system. First, in the secondary system, the secondary transmitter is allowed to transmit packets to the primary channel iff the channel is not occupied by the PU. In addition, ST can harvest energy from the primary transmitter’s signals as well as from the environment. Then, the authors introduced a power allocation scheme for the primary system in which the PT sets the transmission power at time slot $t$ based on the following equation

$$P_p^*(t) = \frac{N_o W (2^{R_p} - 1)}{h_{ppd}(t)}$$

where $N_o$ is the additive white Gaussian noise power spectral density, $W$ is the channel bandwidth, $R_p$ is the targeted primary spectral efficiency, and $h_{ppd}$ is the instantaneous channel gain. Under the proposed power allocation policy, the authors analyzed its impacts to both systems and concluded that by using the proposed policy at the primary system and implementing the RF energy harvesting at the secondary system, we can enhance the throughput for both systems.
2.1.4.2 Scheduling and security

In [84], the authors considered a primary system coexisting with an underlay secondary system which consists of one secondary transmitter (ST) and multiple secondary receivers (SU-Rx$_N$). Each SU-Rx$_n$ is able to harvest RF energy from the PU’s signals or decode information received from the ST at a time. It means that SU-Rx$_n$ cannot carry out both processes concurrently. To avoid the collision among SU-Rx$_n$’ transmissions, there is only one SU-Rx selected to decode information from the ST. Consequently, the SU-Rx with the best channel condition will be scheduled to decode information from the ST, while other SU-Rx will harvest RF energy from the ST’s transmission. Then, in order to maximize the network throughput for the secondary system, a threshold condition using the Max-SNR scheduling [85] was adopted to find the best SU-Rx at each time epoch. Numerical results showed that the proposed scheduling strategy can obtain a desirable QoS for the secondary system.

Similar to [84], the authors in [86] also investigated the scheduling problem for the secondary system by choosing only one secondary receiver at each time slot for data transmission. However, in [86], to guarantee the communication security in the secondary system, the authors employed a resource allocation algorithm which treats both idle secondary receivers and primary receivers as potential eavesdroppers. In addition, different from [84], a non-convex multi-objective optimization problem is formulated with the aim of jointly minimizing the total transmission power of the multi-antenna secondary transmitter and maximizing the efficiency of harvesting energy, while guaranteeing to minimize the interference power leakage-to-transmit power ratio for the primary system. Numerical results then figured out an interesting tradeoff between the considered conflicting system design objectives.

Similar to [86], in [87], the authors considered not only scheduling strategies, but also the security transmission problem for the secondary system. In particular, the authors introduced a secure cognitive device-to-device (D2D) communication in cellular networks. In this network, there is a D2D transmitter (Alice) who wants to transmit data to D2D receivers (Bobs) under an environment with the presence of
D2D eavesdroppers (Eves). Alice is an energy-constrained device which needs to be powered by power beacons (PBs) before it can transmit data to Bobs. The spatial topology of the proposed network is modeled using HPPPs [52]. Each time frame is divided into two time slots. In the first time slot, Alice is scheduled to harvest RF energy from the strongest PB. In the second time slot, Alice uses the harvested energy to transmit packets to one of Bobs based on one of two schemes, so-called, the best receiver selection scheme (BRS), i.e., select the Bob with the best channel, and the nearest receiver selection scheme (NRS), i.e., select the nearest Bob. Based on these two schemes, the authors treated the secrecy throughput as a metric to characterize the security performance for the D2D communications between Alice and Bobs. Through analytical and numerical results, the authors showed that although the BRS achieves the better performance in terms of higher secrecy throughput than that of NRS, it causes more communication overhead than NRS.

### 2.1.4.3 Performance analysis

There were a couple of works studying the feasibility of CRNs with RF energy harvesting techniques through using Markov chain models [88,89]. In particular, in [88] a Markov chain model was adopted to analyze the feasibility of CRNs where SUs can harvest RF energy from only one source, i.e., signals from a PU. In this model, at the beginning of each time slot, the SU senses the PU’s channel and if the channel is not occupied by the PU, the SU will attempt to transmit data to the channel in the rest of the time slot if it has sufficient energy. For such kind of network, there are two constraints which need to be taken into consideration. The first constraint is the energy causality constraint which expresses the relation between the amount of the harvested energy and the ability to transmit data at the SU, while the second constraint is the collision constraint with the PU’s signals which can happen when the SU’s sensing process is wrong, e.g., miss detection. Accordingly, the state of the system is defined as the joint state of the battery levels of the SU and the channel state of the PU. Through using the Markov chain model, many analytical results were
derived with the aim to prove that RF energy harvesting CRNs is a promising solution for delay-tolerant sensor networks.

In [89], the authors also want to show the feasibility of the RF energy harvesting CRNs under the energy constraint. However, in this paper, the Markov chain model just takes the energy constraint into account and thus the system state is interpreted as the energy level at the SU only. Furthermore, in [89], there were two channel access schemes considered, namely, random access and sensing-based access scheme, and the network performance was thus analyzed according to these two schemes. A similar conclusion as in [88] was also presented, i.e., the RF powered CRN is appropriate to low data rate applications.

In [90], the authors presented analytical results for a RF powered CRN in the comparison with the RF powered non-CRNs. In this paper, a similar model as in [51] was considered in which SUs and PUs are distributed as an independent homogeneous Poisson process [52]. However, different from [51] which mainly focuses on channel access strategies, in [90] the authors tended to analyze the gain estimation and the signal to noise ratio for SUs with the aim to demonstrate that compared with non-CRNs, the number of active SUs in CRNs is linearly greater as the number of SUs increases. This implies that by integrating RF energy harvesting techniques into CRNs, we can significantly improve the efficiency for secondary systems.

2.2 Cognitive Radio Networks with Other Wireless Energy Harvesting Techniques

In addition to using RF energy harvesting techniques, there were also many research works exploiting ambient energy sources (AESs), e.g., solar, wind, and so on, for CRNs. The major difference in using the RF energy harvesting techniques and techniques exploiting AESs in CRNs is that techniques exploiting AESs are much dependent on the environment conditions, while RF energy harvesting techniques depend on radio power transmitter sources. Consequently, in CRNs using AESs, the energy process and the data transmission process are usually assumed independently, while
in RF powered CRNs these processes have a strong relation. In particular, both the energy harvesting process and the data transmission process in RF powered CRNs use radio signals as a means to convey data and power and thus they can cause interference if both processes occur concurrently at a wireless node. On the other hand, for CRNs using AESs, the energy harvesting process and the data transmission process can happen simultaneously and the energy harvesting processes are often assumed to be followed by a random process, e.g., Poisson process, which is completely independent with data transmission processes and has no impact on the transmission processes. Consequently, problems considered in CRNs using AESs are often less complicated than that of RF powered CRNs.

Similar to RF powered CRNs, there are also some common problems which are well investigated such as channel access strategies, relaying, time scheduling, and some other related issues, e.g., power control, performance analysis, security, and PU detection. To avoid overlaps with problems discussed in Section 2.1 and because this is not our main concern, in this Section, we just summarize research works studying problems related to CRNs using AESs in Table 2.1 and Table 2.2.

2.3 Research Trends, Scope and Novelty of the Thesis

In Fig. 2.4, we summarize research works in the literature and show the research trends in RF powered CRNs as well as in general wireless powered CRNs. As shown in Fig. 2.4, applications of wireless energy harvesting techniques in CRNs have received a lot of attention recently. In particular, there were just a couple of works in 2012, but they have been increasing doubly every year. Compared with general wireless powered CRNs, RF powered CRNs have been receiving more attention because of their many outstanding advantages as presented in Chapter 1 (Section 1.3). As a result, in this thesis, we mainly focus on studying applications of RF energy harvesting techniques for CRNs.

As shown in Fig. 2.5, channel access strategies and relaying problems are the most interesting topics which account for nearly 60% of research works in CRNs.
with energy harvesting capability. This fact is quite clear when the channel access strategy is the most important problem in CRNs as well as wireless powered CRNs, while relay cognitive radio networks have been receiving a lot of attention recently because of potential advantages of both CRNs and relay networks. There are some other research topics that have also received attention from researchers such as power allocation, time scheduling, scheduling and security, but they are not key issues in wireless powered CRNs and thus we will not take them into account in this thesis.

Figure 2.5: Summary information of the percentage of problems in (a) general wireless powered CRNs and (b) RF powered CRNs.

In this thesis, we mainly focus on the channel access problem for RF powered CRNs which is the most important issue of CRNs as well as general wireless powered CRNs. In all research works studying the channel access strategies in CRNs with wireless energy harvesting capability in the literature, they considered only one primary channel. The channel access problem for wireless powered CRNs will become
more complicated when there is more than one channel for SUs to choose from which will lead to the channel selection problem for SUs. This is a common problem that we have to face in CRNs with energy harvesting in practice when SUs always have a set of licensed channels to choose from and thus they need to find the best channel to sense with the main aim of maximizing their throughput. To the best of our knowledge, our work is the first work that studies the performance optimization problem in RF powered CRNs with the presence of multiple licensed channels. In addition, in this thesis, we also present novel models as well as solutions to address the aforementioned problem.
Table 2.1: Problems exploiting ambient energy sources in cognitive radio networks

<table>
<thead>
<tr>
<th>P</th>
<th>Article</th>
<th>Objective</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[91]</td>
<td>Maximize the SU’s throughput under the PU’ QoS constraint</td>
<td>Propose a feedback-based access and sensing scheme</td>
</tr>
<tr>
<td></td>
<td>[92]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[93]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[94]</td>
<td>Establish and analyze the stability region of the system</td>
<td>Use the stochastic dominance technique [95] and Lyoynes’ theorem [96]</td>
</tr>
<tr>
<td></td>
<td>[97]</td>
<td>Maximize the SU’s throughput</td>
<td>MDP framework with the value iteration algorithm</td>
</tr>
<tr>
<td></td>
<td>[98]</td>
<td>Maximize the SU’s throughput under energy neutrality constraint and fading channel condition</td>
<td>POMDP framework and the value iteration algorithm</td>
</tr>
<tr>
<td></td>
<td>[99]</td>
<td>Ensure energy efficiency as well as throughput performance for the secondary system</td>
<td>Propose an energy level based MAC protocol</td>
</tr>
<tr>
<td></td>
<td>[100]</td>
<td>Maximize the SU’s throughput</td>
<td>Markov chain and Matlab’s solver</td>
</tr>
<tr>
<td></td>
<td>[101]</td>
<td>Maximize the SU’s throughput</td>
<td>Cooperative cognitive relaying protocol</td>
</tr>
<tr>
<td></td>
<td>[102]</td>
<td>Maximize the SU’s throughput</td>
<td>Markov chain and Alamouti coding scheme</td>
</tr>
<tr>
<td></td>
<td>[103]</td>
<td>Maximize the SU’s throughput under PU’s QoS requirement</td>
<td>Design a flexible and dynamic relaying cooperative protocol</td>
</tr>
<tr>
<td></td>
<td>[104]</td>
<td>Maximize the secondary expected utility</td>
<td>Q-learning algorithm</td>
</tr>
<tr>
<td></td>
<td>[105]</td>
<td>Optimize jointly relay selection and power allocation</td>
<td>Lagrangian multiplier method</td>
</tr>
<tr>
<td></td>
<td>[106]</td>
<td>Find the stable throughput region</td>
<td>Use principle of stochastic dominance [95]</td>
</tr>
<tr>
<td></td>
<td>[107]</td>
<td>Design a practical circuit model and transmission protocol</td>
<td>Propose a save-then-transmit protocol</td>
</tr>
<tr>
<td></td>
<td>[108]</td>
<td>Maximize the SU’s throughput under the stability of the PU and SU</td>
<td>The linear-fractional programming [109]</td>
</tr>
<tr>
<td></td>
<td>[110]</td>
<td>Maximize the SU’s throughput</td>
<td>Optimize jointly the sensing duration and the energy detector’s sensing threshold</td>
</tr>
</tbody>
</table>
### Table 2.2: Problems exploiting ambient energy sources in cognitive radio networks

<table>
<thead>
<tr>
<th>P</th>
<th>Article</th>
<th>Objective</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[111]</td>
<td>Optimize transmission power of the secondary transmitter</td>
<td>Employing the sliding window approach</td>
</tr>
<tr>
<td></td>
<td>[112]</td>
<td>Optimize transmission power of the secondary transmitter</td>
<td>Divide the optimization problem into two sub-problems and use analysis to find optimal solution</td>
</tr>
<tr>
<td></td>
<td>[113]</td>
<td>Optimize the SU’s power allocation policy under PU’s interference constraint</td>
<td>Propose the geometric water-filling with peak power constrains and recursion machinery</td>
</tr>
<tr>
<td></td>
<td>[114]</td>
<td>Optimize the SU’s power allocation policy under PU’s interference and SU’s QoS constraints</td>
<td>Develop a non-convex approximation and a successive approximation approach</td>
</tr>
<tr>
<td></td>
<td>[115]</td>
<td>Explore the feasibility of the energy harvesting empowered CRNs in small cellular networks</td>
<td>Design a comprehensive framework to characterize the performance of the cognitive metro-cellular networks powered by solar energy harvesting</td>
</tr>
<tr>
<td></td>
<td>[116]</td>
<td>Optimize the secrecy rate of the PU transmitter</td>
<td>Use the mixed integer non-linear program and a polynomial time algorithm</td>
</tr>
<tr>
<td></td>
<td>[117]</td>
<td>Optimize SU’s throughput under jamming attacks</td>
<td>Use MDP framework and learning algorithms</td>
</tr>
<tr>
<td></td>
<td>[118]</td>
<td>Improve the primary user detection performance</td>
<td>Use hidden Markov model and a 2-D spectrum and power sensing scheme</td>
</tr>
<tr>
<td></td>
<td>[119]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Optimal Channel Access for Cognitive Users with Energy Harvesting Capability

Recently, a radio frequency (RF) energy harvesting technique with high efficiency has been introduced. Such a technique allows a wireless node to harvest and convert electromagnetic waves from ambient RF sources (e.g., TV, radio towers and cellular base stations) into energy which can be used for data transmission. A few recent studies have shown the feasibility of the RF energy harvesting (e.g., [120], [121], [122]). For example, the study in [121] showed that with the transmit power of 0.5W by a mobile phone, 40mW, 1.6mW, and 0.4mW of power can be harvested at the distance of 1, 5, and 10 meters, respectively. With the RF energy harvesting capability, the wireless especially mobile node can perpetuate its operation without physically changing or recharging its battery. Cognitive radio can utilize the RF energy harvesting, where the secondary user is equipped with the RF energy harvesting device. To obtain enough energy and spectrum opportunity for packet transmission, the secondary user must search for not only an idle channel (i.e., spectrum opportunity) to transmit its packets, but also a busy channel to harvest RF energy. The channel access, which determines the channel for the secondary user to transmit a packet or to harvest RF energy, is the crucial component for the secondary user to achieve optimal performance.

In this chapter, we consider the aforementioned cognitive radio network. Specifically, we consider the channel access problem in which the secondary user selects the channel to access for packet transmission or RF energy harvesting. The channel
access policy which provides a mapping from the state of the secondary user to an action (i.e., a channel to select) is the solution. We first introduce the optimization formulation based on a Markov decision process (MDP) for the secondary user to obtain the channel access policy without knowing the current channel status.\(^1\) The objective is to maximize the throughput of the secondary user. However, the optimization requires the secondary user to have model parameters and also solving the optimization entails considerable computation resource, which may not be feasible in practice. Therefore, we propose an online learning algorithm for the secondary user to obtain the channel access policy. With the learning algorithm, the secondary user can observe and adapt the channel access action to achieve the objective. Additionally, we also consider the complete information case, where the secondary user fully knows the status of all the channels. We present the optimization formulation for this case, where the policy is able to achieve the highest throughput. This performance can serve as a benchmark for the secondary user.

The rest of this chapter is organized as follows. Section 3.1 describes the system model and assumptions used in this chapter. Section 3.2 considers the optimization formulation based on an MDP for the secondary user with some statistic information from primary channels. In Section 3.3, we study the online learning algorithm for the secondary user to obtain the channel access policy without the model parameters. Finally, evaluation results are examined in Section 3.4 and we summarize this chapter in Section 3.5.

### 3.1 System Model

We consider a cognitive radio network with \(N\) primary users and a secondary user (Fig. 3.1). Without loss of generality, the primary user \(n\) is allocated with the non-overlapping channel \(n\). The primary users use such channels to transmit data on a time slot basis and all the primary users align to the same time slot structure. Therefore, in one time slot, a channel can be idle or busy (i.e., free or occupied by the

\(^1\)By the “channel status” we mean the channel is idle or busy (i.e., occupied by the primary user).
primary user for data transmission). We consider the secondary user with RF energy harvesting capability. The secondary user performs channel access by selecting one of the channels. If the selected channel is busy, the secondary user can harvest RF energy from the primary user’s transmission. The probability that the secondary user harvests one unit of RF energy successfully from channel $n$ is denoted by $\gamma_n$. The harvested energy is stored in the energy storage, whose maximum size is $E$ units of energy. By contrast, if the selected channel is idle, the secondary user can transmit the packet retrieved from its data queue. The secondary user requires $W$ units of energy for data transmission in a time slot. The probability of successful packet transmission on channel $n$ is denoted by $\sigma_n$. The probability of a packet arrival at the secondary user in a time slot is denoted by $\alpha$. The arriving packet is buffered in the data queue of the secondary user. The maximum capacity of the data queue is $Q$ packets. Note that the batch packet arrival and transmission can be incorporated straightforwardly. Also, the system model consideration and optimization can be extended for multiple secondary users by recalculating the successful packet transmission $\sigma_n$ based on a contention mechanism.

We also consider spectrum sensing errors of the secondary user on the selected channel. The miss detection happens when the actual channel status is busy, but the secondary user senses it to be idle. By contrast, the false alarm happens when the...
actual channel status is idle, but the secondary user senses it to be busy. The miss detection probability and the false-alarm probability are denoted by $m_n$ and $f_n$ for channel $n$, respectively.

We assume that the channel is modeled as a two-state Markov chain. The transition probability matrix of channel $n$ is denoted by

$$C_n = \begin{bmatrix} C_{0,0}(n) & C_{0,1}(n) \\ C_{1,0}(n) & C_{1,1}(n) \end{bmatrix}$$

where “0” and “1” represent idle and busy states, respectively. The probability of the channel $n$ to be idle is denoted by

$$\eta_n = \frac{1 - C_{1,1}(n)}{C_{0,1}(n) - C_{1,1}(n) + 1}. \tag{3.1}$$

The channel access of the secondary user is based on the policy, which could be obtained in the following cases.

- The secondary user has some knowledge about the environment which we refer to as the model parameters. Examples of the model parameters are the probabilities of successful packet transmission and successful RF energy harvesting, and the probability of the channel to be idle. However, the secondary user does not know the current channel status (i.e., whether it is idle or busy) when it selects the channel to sense. We will propose the optimization formulation based on a Markov decision process to obtain the channel access policy. The detail of the formulation is given in Section 3.2.

- The secondary user does not have the knowledge about the environment (i.e., the model parameters). Therefore, the secondary user has to observe the environment and select the channel to access according to its own information. We will study the online learning algorithm to obtain the channel access policy. The detail of the learning algorithm is given in Section 3.3.

- Similar to the first case, in addition to having the model parameters, the secondary user is also assumed to know the current status of all the channels. The optimization is formulated to obtain the channel access policy. Although this case might not be common in practice, the optimization can yield the upper-bound performance for benchmarking. The detail of the optimization formulation for this case is given in Appendix C.
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3.2 Markov Decision Process Formulation

In this section, we present the optimization based on a Markov decision process (MDP) to obtain the channel access policy for the secondary user. Firstly, we define the state and action spaces. Next, we derive the transition probability matrix and describe the optimization formulation. Then, we obtain the performance measures.

3.2.1 State Space and Action Space

We define the state space of the secondary user as follows:

$$\Theta = \left\{ (\mathcal{E}, \mathcal{Q}); \mathcal{E} \in \{0, 1, \ldots, E\}, \mathcal{Q} \in \{0, 1, \ldots, Q\} \right\}$$

where $\mathcal{E}$ and $\mathcal{Q}$ represent the energy level of the energy storage and the number of packets in the data queue of the secondary user, respectively. $E$ is the maximum capacity of the energy storage and $Q$ is the maximum data queue size. The state is then defined as a composite variable $\theta = (e, q) \in \Theta$, where $e$ and $q$ are the energy state and number of packets in the data queue, respectively. The action space of the secondary user is defined as follows: $\Delta = \{1, \ldots, N\}$, where the action $\delta \in \Delta$ is the channel to be selected by the secondary user for transmitting a packet or harvesting RF energy.

3.2.2 Transition Probability Matrix

We express the transition probability matrix given action $\delta \in \Delta$ of the secondary user as follows:

$$P(\delta) = \begin{bmatrix} B_{0,0}(\delta) & B_{0,1}(\delta) & \cdots & B_{0,Q-1}(\delta) & B_{0,Q}(\delta) \\ B_{1,0}(\delta) & B_{1,1}(\delta) & \cdots & \cdots & \cdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ B_{Q,Q-1}(\delta) & B_{Q,Q}(\delta) \end{bmatrix} \quad \left\{ \begin{array}{l} \leftarrow q = 0 \\ \leftarrow q = 1 \\ \vdots \\ \leftarrow q = Q \end{array} \right. \quad (3.3)$$

where each row of matrix $P(\delta)$ corresponds to the number of packets in the data queue (i.e., the queue state). The matrix $B_{q,q'}(\delta)$ represents the queue state transition from $q$ in the current time slot to $q'$ in the next time slot. Each row of the matrix $B_{q,q'}(\delta)$ corresponds to the energy level in the energy storage.\(^2\)

\(^2\)Note that the empty elements in the transition probability matrices are zeros or zero matrices with appropriate sizes.
There are two cases for deriving matrix $B_{q,q}(\delta)$, i.e., $q = 0$ and $q > 0$. For $q = 0$, there is no packet transmission, since the data queue is empty. As a result, the energy level will never decrease. Let $B_0(\delta)$ denote a common matrix for $q = 0$. We have

$$B_0(\delta) = \begin{bmatrix} 1 - \eta_\delta m_\delta^2 \gamma_\delta & \eta_\delta m_\delta^2 \gamma_\delta \\ \vdots & \ddots & \ddots & \ddots & \eta_\delta m_\delta^2 \gamma_\delta \\ & & 1 - \eta_\delta m_\delta^2 \gamma_\delta & \eta_\delta m_\delta^2 \gamma_\delta \\ & & & & 1 \end{bmatrix}$$

where $\eta_\delta = 1 - \eta_\delta$ and $m_\delta = 1 - m_\delta$. Each row of the matrix $B_0(\delta)$ corresponds to the energy level $e$. In this matrix, the energy level of the energy storage increases only when the selected channel $\delta$ is busy, there is no miss detection, and the secondary user successfully harvests RF energy. Then, $B_{0,0}(\delta) = B_0(\delta)\alpha^c$ and $B_{0,1}(\delta) = B_0(\delta)\alpha$, where $\alpha^c = 1 - \alpha$, for when there is no and there is a packet arrival, respectively.

For $q > 0$, we have three sub-cases, i.e., when the number of packets decreases, remains the same, and increases. The number of packets decreases, when the selected channel is idle (with probability $\eta_\delta$), there is no false alarm (with probability $f_\delta^o = 1 - f_\delta$) and no packet arrival (with probability $\alpha^c$), the packet transmission is successful (with probability $\sigma_\delta$), and there is enough energy in the energy storage, i.e., $e \geq W$. The corresponding matrix is defined as follows:

$$B_{q,q-1}(\delta) = \begin{bmatrix} 0 & \cdots & 0 \\ \eta_\delta f_\delta^o \alpha^c \sigma_\delta & \cdots & \eta_\delta f_\delta^o \alpha^c \sigma_\delta \\ \vdots & \ddots & \ddots & \ddots & \eta_\delta f_\delta^o \alpha^c \sigma_\delta \\ & & & & 0 \end{bmatrix}$$

The first $W$ rows of the matrix $B_{q,q-1}(\delta)$ correspond to the energy level $e = 0, \ldots, W - 1$, which is not sufficient for the secondary user to transmit a packet. As a result, there is no change of the number of packets in the data queue. Accordingly, all the elements in these rows are zero. The first $\eta_\delta f_\delta^o \alpha^c \sigma_\delta$ appears at the row for the energy level of $W$, which is for the case when there is sufficient energy for packet transmission. Therefore, the number of packets in the data queue can decrease and the energy level decreases by $W$ units.
The number of packets in the data queue can remain the same. The transition matrix is expressed as follows:

$$
B_{q,q}(\delta) = \begin{bmatrix}
\alpha \circ b^1(\delta) & \alpha \circ b^1(\delta) & \cdots & \alpha \circ b^1(\delta) \\
\vdots & \vdots & \ddots & \vdots \\
\alpha \circ b^1(\delta) & \alpha \circ b^1(\delta) & \cdots & b_{W,0}(\delta) \\
\vdots & \vdots & \ddots & \vdots \\
b_{W,W}(\delta) & b_{W,W+1}(\delta) & \cdots & b_{E,E}^e(\delta)
\end{bmatrix}
$$

$$
\text{← } e = 0 \\
\vdots \\
\text{← } e = W - 1 \\
\text{← } e = W \\
\vdots \\
\text{← } e = E
$$

(3.6)

Again, the first \( W \) rows correspond to the case of not having enough energy for packet transmission without packet arrival. Therefore, the energy level can remain the same with the probability \( b^1(\delta) \) or can increase with the probability \( b^1(\delta) \), but cannot decrease. The energy level increases if the selected channel is busy, there is no miss detection and RF energy is successfully harvested, i.e., \( b^1(\delta) = \eta \circ \delta \circ \delta \circ \delta \circ \delta \). Accordingly, the energy level remains the same with probability \( b^1(\delta) = 1 - \eta \circ \delta \circ \delta \circ \delta \).

The rows from \( e = W \) to \( e = E \) of the matrix \( B_{q,q}(\delta) \) correspond to the case of having enough energy for packet transmission. When the number of packets in queue remains the same, we have the following cases.

- Firstly, we derive the probability that the energy level decreases by \( W \) units, denoted by \( b_{e,e-W}^e(\delta) \). This case happens when

  - the channel is idle with no false alarm, no packet arrival, and unsuccessful packet transmission or

  - the channel is idle with no false alarm, a packet arrival and successful packet transmission, or

  - the channel is busy with miss detection (i.e., the secondary user transmits and collides with the primary user), and no packet arrival.

Therefore, we have \( b_{e,e-W}^e(\delta) = \eta \circ f^o(\sigma^o \circ \delta + \sigma^o \circ \alpha) + \eta \circ m^0 \circ \delta \circ \alpha^o \), where \( \sigma^o \circ \delta = 1 - \sigma^o \).

- Secondly, we derive the probability that the energy level remains the same, denoted by \( b_{e,e}(\delta) \). This case happens when
– the channel is busy with no miss detection, no energy successfully harvested and no packet arrival, or

– the channel is idle with false alarm (i.e., the secondary user defers transmission), and no packet arrival.

Therefore, we have

\[ b_{e,e}^o(\delta) = \eta_0^o m_0^o \gamma_0^o \alpha^o + \eta_0^o f_0^o \alpha^o. \]

• Thirdly, we derive the probability that the energy level increases by one unit, denoted by \( b_{e,e+1}^o(\delta) \). This case happens when the channel is busy with no miss detection, energy successfully harvested, and no packet arrival. Therefore, we have

\[ b_{e,e+1}^o(\delta) = \eta_0^o m_0^o \gamma_0^o \alpha^o. \]

Note that for \( e = E \), the energy level cannot increase more than the capacity of the energy storage, and hence

\[ b_{E,E}^o(\delta) = b_{E-1,E-1}^o(\delta) + b_{E-1,E}^o(\delta). \]

The number of packets in the data queue can increase. The transition matrix is expressed as follows:

\[
B_{q,q+1}(\delta) = \begin{bmatrix}
abla(\delta) & \alpha b^o(\delta) & \cdots & \alpha b^o(\delta) \\
\alpha b^o(\delta) & \alpha b^o(\delta) & \cdots & \alpha b^o(\delta) \\
\cdots & \cdots & \cdots & \cdots \\
b_{W,0}^o(\delta) & b_{W,W}^o(\delta) & b_{W,W+1}^o(\delta) & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
b_{E,E-W}^o(\delta) & \cdots & b_{E,E}^o(\delta)
\end{bmatrix}
\]

\[ \left\{ \begin{array}{l}
e = 0 \\
\vdots \\
e = W - 1 \\
\vdots \\
e = W \\
\vdots \\
e = E \\
\end{array} \right. \]

The first \( W \) rows (i.e., not enough energy to transmit a packet) is similar to that of \( B_{q,q}(\delta) \), but with a packet arrival. Similarly, there are three cases for the rows from \( e = W \) to \( e = E \), when the number of packets in the data queue increases.

• Firstly, we derive the probability that the energy level decreases by \( W \) units, denoted by \( b_{e,e-W}^o(\delta) \). This case happens when

– the channel is idle with no false alarm, unsuccessful packet transmission, and a packet arrival or

– the channel is busy with miss detection, and a packet arrival.

Therefore, we have

\[ b_{e,e-W}^o(\delta) = \eta_0^o m_0^o \gamma_0^o \alpha^o + \eta_0^o m_0^o \delta \alpha^o. \]
• Secondly, we derive the probability that the energy level remains the same, denoted by $b_{e,e}^+(\delta)$. This case happens when
  
  - the channel is busy with no miss detection, no energy successfully harvested and a packet arrival, or
  
  - the channel is idle with false alarm, and a packet arrival.

Therefore, we have $b_{e,e}^+(\delta) = \eta_0^2 m_\delta^2 \gamma_\delta \alpha + \eta_0 f_\delta \alpha.$

• Thirdly, we derive the probability that the energy level increases by one unit, denoted by $b_{e,e+1}^c(\delta)$. This case happens when the channel is busy with no miss detection, energy successfully harvested, and a packet arrival. Therefore, we have $b_{e,e+1}^c(\delta) = \eta_0^2 m_\delta^2 \gamma_\delta \alpha.$

Again, for $e = E$, the energy level cannot increase more than the capacity of the energy storage, and hence $b_{E,E}^+(\delta) = b_{E-1,E-1}^+(\delta) + b_{E-1,E}^+(\delta).$

For the case when the data queue is full, the transition matrix is obtained as follows: $B_{Q,Q}(\delta) = B_{Q-1,Q-1}(\delta) + B_{Q-1,Q}(\delta).$

### 3.2.3 Optimization Formulation

Then we formulate the optimization based on an MDP. Specifically, we will obtain the optimal channel access policy for the secondary user denoted by $\chi^*$ to maximize the throughput of the secondary user. The policy is a mapping from the state to the action to be taken by the secondary user. In other words, given the data queue and energy states, the policy will determine the channel to select. The optimization problem is expressed as follows:

$$\max_{\chi} \mathcal{J}(\chi) = \lim_{t \to \infty} \inf \frac{1}{t} \sum_{k=1}^{t} \mathbb{E}(\mathcal{T}(\theta_k, \delta_k)) \quad (3.8)$$

where $\mathcal{J}(\chi)$ is the average throughput of the secondary user and $\mathcal{T}(\theta_k, \delta_k)$ is an immediate throughput function given state $\theta_k \in \Theta$ and action $\delta_k \in \Delta$ at time step $k$.

Again, the state variable is defined as $\theta = (e, q)$. The immediate throughput function is defined as follows:

$$\mathcal{T}(\theta, \delta) = \begin{cases} 
\eta f_\delta^2 \sigma_\delta, & (e \geq W) \text{ and } (q > 0) \\
0 & \text{otherwise.} 
\end{cases} \quad (3.9)$$
The secondary user successfully transmits a packet if there is enough energy, the queue is not empty, the selected channel is idle, and there is no false alarm.

Then, we obtain the channel access policy from the optimization by formulating and solving an equivalent linear programming (LP) problem [23]. The LP problem is expressed as follows:

\[
\begin{align*}
\max_{\zeta(\theta, \delta)} & \quad \sum_{\theta \in \Theta} \sum_{\delta \in \Delta} \zeta(\theta, \delta) \mathcal{T}(\theta, \delta) \\
\text{s.t.} & \quad \sum_{\delta \in \Delta} \zeta(\theta', \delta) = \sum_{\theta \in \Theta} \sum_{\delta \in \Delta} \zeta(\theta, \delta) P_{\theta, \theta'}(\delta), \quad \theta' \in \Theta \\
& \quad \sum_{\theta \in \Theta} \sum_{\delta \in \Delta} \zeta(\theta, \delta) = 1, \quad \zeta(\theta, \delta) \geq 0
\end{align*}
\]

where \( P_{\theta, \theta'}(\delta) \) denotes the element of matrix \( P(\delta) \) as defined in (3.3) where \( \theta = (e, q) \) and \( \theta' = (e', q') \). Let the solution of the LP problem be denoted by \( \zeta^*(\theta, \delta) \). The channel access policy of the secondary user obtained from the optimization is obtained as follows:

\[
\chi^*(\theta, \delta) = \frac{\zeta^*(\theta, \delta)}{\sum_{\delta' \in \Delta} \zeta^*(\theta, \delta')}, \quad \text{for} \ \theta \in \Theta.
\] (3.11)

### 3.2.4 Performance Measures

Given that the optimization is feasible, we can obtain the channel access policy of the secondary user. The following performance measures can be obtained.

**Average number of packets in the data queue** is obtained from

\[
\bar{q} = \sum_{\delta \in \Delta} \sum_{q=0}^{Q} \sum_{e=0}^{E} q \zeta^*((e, q), \delta).
\] (3.12)

**Average throughput** is obtained from

\[
\tau = \sum_{\delta \in \Delta} \sum_{q=1}^{Q} \sum_{e=W}^{E} \eta_b f_b \sigma_\delta \zeta^*((e, q), \delta).
\] (3.13)

**Average delay** can be obtained using Little’s law as follows:

\[
\bar{d} = \frac{\bar{q}}{\tau}
\] (3.14)

where \( \tau \) is the effective arrival rate which is the same as the throughput.
Note that the optimization formulation presented in this section is based on the assumption that the secondary user does not know the channel status when it selects the channel. Appendix C presents the extended optimization formulation assuming that the secondary user knows the status of all the channels in advance. In other words, the channel status is incorporated as part of the state of the secondary user.

3.3 Learning Algorithm

In Section 3.2, we presented the optimization formulation with known model parameters. However, in practice, the model parameters may not be available to formulate the optimization and obtain the channel access policy for the secondary user. Therefore, in this section, we study the learning algorithm to obtain the channel access policy in an online fashion.

3.3.1 Problem Formulation

![Figure 3.2: The learning model for the secondary user in a cognitive radio network.](image)

Fig. 3.2 shows the schematic of the learning algorithm implemented for the secondary user to obtain the channel access policy. The secondary user is composed of the learning algorithm and controller. The learning algorithm is used to update and maintain the channel access policy, while the controller instructs the secondary user to take the action. In the first step, the learning algorithm indicates to the controller based on the current policy to select the channel to access. In the second step, the controller observes the channel status (i.e., idle or busy) to make the decision to
transmit a packet or harvest RF energy based on the observed channel status. Finally, the controller monitors the result (i.e., whether the packet is successfully transmitted or not and whether the RF energy is harvested successfully or not) and reports to the learning algorithm. This result is used by the learning algorithm to update the channel access policy.

In Section 3.2, to derive the transition probability matrix for the secondary user, we need to know environment parameters, such as idle channel probability, miss detection probability, false alarm sensing error probability, successful packet transmission probability, successful RF energy harvesting probability, and so on. However, in practice, it is not easy and even impossible to obtain these probabilities for secondary users. Therefore, we consider a learning algorithm that is developed based on the simulation-based method [123]. The basic idea of the simulation-based method is based on a “simulator” that can simulate an environment by generating parameters (e.g., idle channel probability) given the system process. After the simulation, the simulator yields the results which will be used by the secondary users to obtain channel access policies. Based on received observations (e.g., a packet is successfully transmitted or a unit of energy is successfully harvested), the secondary users can update their local information (i.e., the energy level and the number of packets in the energy queue and data queue, respectively) accordingly.

With the simulation-based learning algorithm, for a given control policy \( \Psi \), the transition probability function \( P \) can be derived from the transition probability of the local state of the secondary users (i.e., a queue state, and energy state) as follows:

\[
P(\theta(t+1)|\theta(t), \Psi) = \mathcal{P}_{\text{env}} P\left( (e(t+1), q(t+1)) | (e(t), q(t)), \Psi \right),
\]

where \( \mathcal{P}_{\text{env}} \) is the probability function of environment parameters that can be generated by the simulator. \( \theta(t) \in \Theta \) denotes the state of the secondary user at time slot \( t \). \( q(t) \) and \( e(t) \) denote the queue state and the energy state at time slot \( t \), respectively. \( P\left( (e(t+1), q(t+1)) | (e(t), q(t)), \Psi \right) \) is the transition probability of the secondary
user and this probability can be derived as follow:

\[
P\left(\left(\epsilon(t+1), q(t+1)\right)\bigg|\left(\epsilon(t), q(t)\right), \Psi\right) = \begin{cases} 
P(\epsilon(t), q(t))P(a(t)), & \text{if } e(t+1) = E^*, \ q(t+1) = Q^* \\
0, & \text{otherwise,} \end{cases} \tag{3.16}
\]

where \(Q^* = \min\left(\left([q(t) - q^{tr}(t)]^+ + \lambda(t)\right), Q\right), \) and \(E^* = \min\left(\left([e(t) - e^{tr}(t)]^+ + e^{har}(t)\right), E\right).\) Again, \(Q\) is the maximum size of the data queue and \(E\) is the maximum size of the energy storage of the secondary user. Here, \(q^{tr}(t)\) is the number of packets transmitted at time step \(t, \lambda(t)\) is the number of arriving packets, \(e^{har}(t)\) is the amount of energy harvested, and \(e^{tr}(t)\) is the amount of energy used at time slot \(t.\) Furthermore, \([x]^+ = \max(x, 0).\)

To update and maintain the channel access policy for the secondary user, we consider a randomized parameterized policy \(\mu\) that is well known in the literature [124–126]. Specifically, the randomized policy \(\mu\) can be parameterized by vector \(\Phi,\) which is called the randomized parameterized policy \(\mu_\Phi.\) At each time step, when the state of the secondary user is \(\theta,\) the secondary user will select channel \(\delta\) (i.e., the action) with the following probability

\[
\mu_\Phi(\theta, \delta) = \frac{\exp(\phi_{\theta, \delta})}{\sum_{\delta' \in \Delta} \exp(\phi_{\theta, \delta'})} \tag{3.17}
\]

where \(\Phi\) is the parameter vector of the learning algorithm, defined as

\[
\Phi = \begin{bmatrix} \cdots & \phi_{\theta, \delta} & \cdots \end{bmatrix}^T, \text{that is used to help the secondary user to make decisions given the current state. This parameter vector will be adjusted at each time slot after the secondary user observes the results obtained from interactions with the environment. In (3.17), the probability of selecting channel \(\delta\) is normalized. Furthermore, the parameterized randomized policy \(\mu_\Phi(\theta, \delta)\) must not be negative and}

\[
\sum_{\delta \in \Delta} \mu_\Phi(\theta, \delta) = 1. \tag{3.18}
\]

Under the randomized parameterized policy \(\mu_\Phi(\theta, \delta),\) the transition probability function will be parameterized as follows:

\[
P(\theta, \theta', \Psi(\Phi)) = \sum_{\delta \in \Delta} \mu_\Phi(\theta, \delta)P_\delta(\theta, \theta') \tag{3.19}
\]
for all $\theta, \theta' \in \Theta$, where recall that $P_\delta(\theta, \theta')$ is the transition probability from state $\theta$ to state $\theta'$ when action $\delta$ is taken. The objective of the parameterized control policy, which is denoted by $\Psi(\Phi)$, is to maximize the average throughput of the secondary user under the randomized parameterized policy $\mu_\Phi(\theta, \delta)$.

Similarly, we have the parameterized immediate throughput function defined as follows:

$$\mathcal{T}_\Phi(\theta) = \sum_{\delta \in \Delta} \mu_\Phi(\theta, \delta) \mathcal{T}(\theta, \delta). \quad (3.20)$$

Then we need to make some necessary assumptions as follows.

**Assumption 3.1** The Markov chain is aperiodic and there exists a state $\theta^*$ which is recurrent for every of such Markov chain.

**Assumption 3.2** For every state $\theta, \theta' \in \Theta$, the transition probability function $P_\Phi(\theta, \theta')$ and the immediate throughput function $\mathcal{T}_\Phi(\theta)$ are bounded, twice differentiable, and have bounded first and second derivatives.

Assumption 3.1 implies that the system that we consider has a Markov property. Assumption 3.2 ensures that the transition probability function and the immediate reward function depend “smoothly” on $\phi$. This assumption is important when we apply gradient methods for adjusting $\phi$.

Then, we can define the parameterized average throughput (i.e., the throughput under the parameter vector $\Phi$) by

$$\psi(\Phi) = \lim_{t \to \infty} \frac{1}{t} \mathbb{E}_\Phi \left[ \sum_{k=0}^{t} \mathcal{T}_\Phi(\theta_k) \right] \quad (3.21)$$

where $\theta_k$ is the state of the secondary user at time step $k$. $\mathbb{E}_\Phi[\cdot]$ is the expectation of the throughput. Note that this average throughput is defined similar to $\mathcal{J}_T(\cdot)$ given in (3.8). However, $\psi(\Phi)$ is the objective function for the learning algorithm of the secondary user.

Under Assumption 3.1, the average throughput $\psi(\Phi)$ is well defined for every $\Phi$, and does not depend on the initial state $\theta_0$. Moreover, we have the following balance
equations

\[ \sum_{\theta \in \Theta} \pi_\Phi(\theta) P(\theta, \theta', \Psi(\Phi)) = \pi_\Phi(\theta'), \quad \text{for } \theta' \in \Theta \]

\[ \sum_{\theta \in \Theta} \pi_\Phi(\theta) = 1 \]  \hspace{1cm} (3.22)

where \( \pi_\Phi(\theta) \) is the steady-state probability of state \( \theta \) under the parameter vector \( \Phi \). These balance equations have a unique solution defined as a vector \( \Pi_\Phi = [ \cdots \pi_\Phi(\theta) \cdots ]^T \). Then, the average throughput can be expressed as follows:

\[ \psi(\Phi) = \sum_{\theta \in \Theta} \pi_\Phi(\theta) \mathcal{T}_\Phi(\theta). \]  \hspace{1cm} (3.23)

### 3.3.2 Policy Gradient Method

We define the differential throughput \( d(\theta, \Phi) \) at state \( \theta \) by

\[ d(\theta, \Phi) = \mathbb{E}_\Phi \left[ \sum_{k=0}^{T-1} \left( \mathcal{T}_\Phi(\theta_k) - \psi(\Phi) \right) | \theta_0 = \theta \right] \]  \hspace{1cm} (3.24)

where \( T = \min \{ k > 0 | \theta_k = \theta^* \} \) is the first future time that state \( \theta^* \) is visited. Here, we need to note that, the main aim of defining the differential throughput \( d(\theta, \Phi) \) is to represent the relation between the average throughput and the immediate throughput at state \( \theta \), instead of the recurrent state \( \theta^* \). Additionally, under Assumption 3.1, the differential throughput \( d(\theta, \Phi) \) is a unique solution of the following Bellman equation:

\[ d(\theta, \Phi) = \mathcal{T}_\Phi(\theta) - \psi(\Phi) + \sum_{\theta' \in \Theta} P(\theta, \theta', \Psi(\Phi)) d(\theta', \Phi) \]  \hspace{1cm} (3.25)

for all \( \theta \in \Theta \). Then, by using the differential throughput \( d(\theta, \Phi) \), we can obtain the gradient of the average throughput \( \psi(\Phi) \) with respect to the parameter vector \( \Phi \) as stated in Proposition 3.1.

**Proposition 3.1** Let Assumption 3.1 and Assumption 3.2 hold, then

\[ \nabla \psi(\Phi) = \sum_{\theta \in \Theta} \pi_\Phi(\theta) \left( \nabla \mathcal{T}_\Phi(\theta) + \sum_{\theta' \in \Theta} \nabla P(\theta, \theta', \Psi(\Phi)) d(\theta', \Phi) \right). \]  \hspace{1cm} (3.26)

Proposition 3.1 represents the gradient of the average throughput \( \psi(\Phi) \) and the proof of Proposition 3.1 is provided in Appendix A.
3.3.3 An Idealized Gradient Algorithm

Using Proposition 3.1, we can formulate the idealized gradient algorithm based on the form proposed in [127] given as follows:

$$
\Phi_{k+1} = \Phi_k + \rho_k \nabla \psi(\Phi_k) \quad (3.27)
$$

where $\rho_k$ is a step size. In this policy gradient method, we start with an initial parameter vector $\Phi_0$. The parameter vector $\Phi$ is updated at every time step based on (3.27). Under a suitable condition (from Assumption 3.3) of a step size $\rho_k$ and Assumption 3.2, it was proved that $\lim_{k \to \infty} \nabla \psi(\Phi_k) = 0$ and thus $\psi(\Phi_k)$ converges [127].

**Assumption 3.3** The step size $\rho_m$ is deterministic, nonnegative and satisfies the following condition,

$$
\sum_{m=1}^{\infty} \rho_m = \infty, \text{ and } \sum_{m=1}^{\infty} (\rho_m)^2 < \infty. \quad (3.28)
$$

In other words, the value of the step size approaches zero when the time step goes to infinity.

3.3.4 Learning Algorithm

The idealized gradient algorithm can maximize the average throughput $\psi(\Phi_k)$, if we can calculate the gradient of the function $\psi(\Phi_k)$ with respect to $\Phi$ at each time step. However, if the system has a large state space, it is impossible to compute the exact gradient of the average throughput $\psi(\Phi_k)$. Therefore, we alternatively consider an approach that can estimate the gradient $\psi(\Phi_k)$ and update parameter vector $\Phi$ accordingly in an online fashion.

From (3.18), we have $\sum_{\delta \in \Delta} \mu_{\Phi}(\theta, \delta) = 1$, so we can derive that $\sum_{\delta \in \Delta} \nabla \mu_{\Phi}(\theta, \delta) = 0$ for every $\Phi$. From (3.20), we have

$$
\nabla \mathcal{F}_\Phi(\theta) = \sum_{\delta \in \Delta} \nabla \mu_{\Phi}(\theta, \delta) \mathcal{F}(\theta, \delta) \quad (3.29)
$$

$$
= \sum_{\delta \in \Delta} \nabla \mu_{\Phi}(\theta, \delta) (\mathcal{F}(\theta, \delta) - \psi(\Phi)) \quad (3.30)
$$
since
\[ \sum_{\delta \in \Delta} \nabla \mu_{\Phi}(\theta, \delta) = 0. \] (3.31)

Moreover, we have
\[ \sum_{\theta' \in \Theta} \nabla P(\theta, \theta', \Psi(\Phi))d(\theta', \Phi) = \sum_{\theta' \in \Theta} \sum_{\delta \in \Delta} \nabla \mu_{\Phi}(\theta, \delta)P(\theta, \theta')d(\theta', \Phi) \] (3.32)
for all \( \theta \in \Theta \).

Therefore, along with Proposition 3.1, we can derive the gradient of \( \psi(\Phi) \) as follows:
\[
\nabla \psi(\Phi) = \sum_{\theta \in \Theta} \pi_{\Phi}(\theta) \left( \nabla \mathcal{F}(\theta) + \sum_{\theta' \in \Theta} \nabla P(\theta, \theta', \Psi(\Phi))d(\theta', \Phi) \right)
\]
(3.33)
\[
= \sum_{\theta \in \Theta} \pi_{\Phi}(\theta) \left( \sum_{\delta \in \Delta} \nabla \mu_{\Phi}(\theta, \delta)(\mathcal{F}(\theta, \delta) - \psi(\Phi)) + \sum_{\theta' \in \Theta} \sum_{\delta \in \Delta} \nabla \mu_{\Phi}(\theta, \delta)P(\theta, \theta')d(\theta', \Phi) \right)
\]
(3.34)
\[
= \sum_{\theta \in \Theta} \pi_{\Phi}(\theta) \sum_{\delta \in \Delta} \nabla \mu_{\Phi}(\theta, \delta)\left( (\mathcal{F}(\theta, \delta) - \psi(\Phi)) + \sum_{\theta' \in \Theta} P(\theta, \theta')d(\theta', \Phi) \right)
\]
(3.35)
\[
= \sum_{\theta \in \Theta} \sum_{\delta \in \Delta} \pi_{\Phi}(\theta) \nabla \mu_{\Phi}(\theta, \delta)q_{\Phi}(\theta, \delta),
\]
(3.36)
where
\[
q_{\Phi}(\theta, \delta) = \left( \mathcal{F}(\theta, \delta) - \psi(\Phi) \right) + \sum_{\theta' \in \Theta} P(\theta, \theta')d(\theta', \Phi)
\]
(3.37)
\[
= \mathbb{E}_{\Phi} \left[ \sum_{k=0}^{T-1} (\mathcal{F}(\theta_k, \delta_k) - \psi(\Phi)) \right | \theta_0 = \theta, \delta_0 = \delta \right].
\]

Here \( \theta_k \) and \( \delta_k \) are the state and action at time step \( k \), respectively, and \( T = \min \{ k > 0 | \theta_k = \theta^* \} \) is the first future time that the current state \( \theta^* \) is visited. \( q_{\Phi}(\theta, \delta) \) can be interpreted as the differential throughput if action \( \delta \) is taken based on policy \( \mu_{\Phi} \) at state \( \theta \). Then, we present Algorithm 1 that updates the parameter vector \( \Phi \) at the visit to the recurrent state \( \theta^* \).

In Algorithm 1, \( \kappa \) is a positive constant and \( \rho_m \) is a step size that satisfies Assumption 3.3. The term \( F_m(\Phi_m, \tilde{\psi}_m) \) represents the estimated gradient of the average throughput and it is calculated by the cumulative sum of the total estimated gradient
Algorithm 1 Algorithm to update parameter vector \( \Phi \) at the visit to the recurrent state \( \theta^* \)

At the time step \( k_{m+1} \) of the \((m+1)\)th visit to state \( \theta^* \), we update the parameter vector \( \Phi \) and the estimated average throughput \( \tilde{\psi} \) as follows:

\[
\Phi_{m+1} = \Phi_m + \rho_m F_m(\Phi_m, \tilde{\psi}_m),
\]

\[
\tilde{\psi}_{m+1} = \tilde{\psi}_m + \kappa \rho_m \sum_{k'=k_m}^{k_{m+1}-1} \left( \mathcal{F}(\theta_{k'}, \delta_{k'}) - \tilde{\psi}_m \right)
\]

where

\[
F_m(\Phi_m, \tilde{\psi}_m) = \sum_{k'=k_m}^{k_{m+1}-1} \tilde{q}_m(\theta_{k'}, \delta_{k'}) \frac{\nabla \mu_{\Phi_m}(\theta_{k'}, \delta_{k'})}{\mu_{\Phi_m}(\theta_{k'}, \delta_{k'})},
\]

\[
\tilde{q}_m(\theta_{k'}, \delta_{k'}) = \sum_{k=k'}^{k_{m+1}-1} \left( \mathcal{F}(\theta_{k}, \delta_{k}) - \tilde{\psi}_m \right).
\]

of the average throughput between two successive visits (i.e., \( m \)th and \((m+1)\)th visits) to the recurrent state \( \theta^* \). Furthermore, \( \nabla \mu_{\Phi_m}(\theta_{k'}, \delta_{k'}) \) expresses the gradient of the randomized parameterized policy function that is provided in (3.17). Algorithm 1 enables us to update the parameter vector \( \Phi \) and the estimated average throughput \( \tilde{\psi} \) iteratively. Accordingly, we derive the following convergence result for Algorithm 1.

**Proposition 3.2** Let Assumption 3.1 and Assumption 3.2 hold, and let \((\Phi_0, \Phi_1, \ldots, \Phi_{\infty})\) be the sequence of the parameter vectors generated by Algorithm 1 with a suitable step size \( \rho \) satisfying Assumption 3.3, then \( \psi(\Phi_m) \) converges and

\[
\lim_{m \to \infty} \nabla \psi(\Phi_m) = 0,
\]

with probability one.

The proof of Proposition 3.2 is given in Appendix B.

In Algorithm 1, to update the value of the parameter vector \( \Phi \) at the next visit to the state \( \theta^* \), we need to store all values of \( \tilde{q}_m(\theta_n, \delta_n) \) and \( \frac{\nabla \mu_{\Phi_m}(\theta_n, \delta_n)}{\mu_{\Phi_m}(\theta_n, \delta_n)} \) between two successive visits. However, this method could result in slow processing. Therefore, we modify Algorithm 1 to improve the efficiency. First, we rewrite \( F_m(\Phi_m, \tilde{\psi}_m) \) as
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follows:
\[
F_m(\Phi_m, \tilde{\psi}_m) = \sum_{k'=k_m}^{k_{m+1}-1} \tilde{q}_{\Phi_m}(\theta_{k'}, \delta_{k'}) \frac{\nabla \mu_{\Phi_m}(\theta_{k'}, \delta_{k'})}{\mu_{\Phi_m}(\theta_{k'}, \delta_{k'})}
\]
\[
= \sum_{k'=k_m}^{k_{m+1}-1} \frac{\nabla \mu_{\Phi_m}(\theta_{k'}, \delta_{k'})}{\mu_{\Phi_m}(\theta_{k'}, \delta_{k'})} \sum_{k=k'}^{k_{m+1}-1} (\mathcal{F}(\theta_k, \delta_k) - \tilde{\psi}_m)
\]
\[
= \sum_{k'=k_m}^{k_{m+1}-1} (\mathcal{F}(\theta_k, \delta_k) - \tilde{\psi}_m) z_{k+1},
\]
where
\[
z_{k+1} = \begin{cases} 
\frac{\nabla \mu_{\Phi_m}(\theta_{k}, \delta_{k})}{\mu_{\Phi_m}(\theta_{k}, \delta_{k})}, & \text{if } k = k_m, \\
z_k + \frac{\nabla \mu_{\Phi_m}(\theta_{k}, \delta_{k})}{\mu_{\Phi_m}(\theta_{k}, \delta_{k})}, & k = k_m + 1, \ldots, k_{m+1} - 1.
\end{cases}
\]

The detail of the algorithm can be expressed as in Algorithm 2, where \(\kappa\) is a positive constant and \(\rho_k\) is the step size of the algorithm.

**Algorithm 2** Algorithm to update \(\Phi\) at every time step

At time step \(k\), the state is \(\theta_k\), and the values of \(\Phi_k, z_k,\) and \(\tilde{\psi}(\Phi_k)\) are available from the previous iteration. We update \(z_k, \Phi,\) and \(\tilde{\psi}\) according to:

\[
z_{k+1} = \begin{cases} 
\frac{\nabla \mu_{\Phi_k}(\theta_{k}, \delta_{k})}{\mu_{\Phi_k}(\theta_{k}, \delta_{k})}, & \text{if } \theta_k = \theta^* \\
z_k + \frac{\nabla \mu_{\Phi_k}(\theta_{k}, \delta_{k})}{\mu_{\Phi_k}(\theta_{k}, \delta_{k})}, & \text{otherwise}
\end{cases}
\]

\[
\Phi_{k+1} = \Phi_k + \rho_k (\mathcal{F}(\theta_k, \delta_k) - \tilde{\psi}_k) z_{k+1},
\]

\[
\tilde{\psi}_{k+1} = \tilde{\psi}_k + \kappa \rho_k (\mathcal{F}(\theta_k, \delta_k) - \tilde{\psi}_k).
\]

The computation complexity of the Algorithm 2 is provided in Appendix F of the thesis.

3.4 Performance Evaluation

3.4.1 Parameter Setting

We consider the secondary user whose data queue and energy storage have the maximum sizes of 10 packets and 10 units of energy, respectively. The secondary user requires 1 unit of energy for packet transmission. The packet arrival probability is 0.5. There are two channels licensed to primary users 1 and 2. Unless otherwise stated, the probabilities that the channels 1 and 2 will be idle are 0.1 and 0.9, respectively. The probability of successful packet transmission on both the channels is
0.95. The probabilities of successful RF energy harvesting with one unit of energy on
channels 1 and 2 are 0.95 and 0.70, respectively.

For the learning algorithm, we use the following parameters for performance evalu-
ation. We assume that at the beginning of Algorithm 2, the secondary will start with
a randomized policy, where the secondary user will select channels 1 and 2 with the
same probability of 0.5. We set the initial value of $\rho = 0.0005$ and it will be updated
after every 18,000 iterations as follows: $\rho_{k+1} = 0.9\rho_k$. We also set $\kappa = 0.01$.

We evaluate and compare the performance of the secondary user adopting the fol-
lowing channel access policies: complete information, incomplete information, learn-
ing, and random policy. The policy of the complete information case is obtained by
solving the optimization given in Appendix C. This policy yields the upper-bound
performance as the secondary user has complete information about channel status.
The policy of the incomplete information case is obtained from the optimization given
in Section 3.2. In this case, the secondary user does not know the channel status when
it selects the channel to access. The policy of the learning algorithm is obtained from
executing Algorithm 2 given in Section 3.3. Finally, we consider the random policy in
which the secondary user selects channels 1 and 2 randomly with the same probability
of 0.5.

3.4.2 Numerical Results

3.4.2.1 Policies from MDP-based optimization formulations

We consider the policies obtained from the optimization with complete and incomplete
information about the channel status, respectively. Fig. 3.3(a) shows the channel
access policy of the incomplete information case. The z-axis represents the probability
of choosing channel 1. When this probability is high, the secondary user is likely to
select channel 1. By contrast, if the probability is small, the secondary user is likely to
select channel 2. We observe that the secondary user selects channel 1 or 2 depending
on the queue and energy states. In particular, the secondary user selects channel 1
when the energy level is low and the number of packets in the data queue is small.
This is due to the fact that channel 1 is more likely to be busy (i.e., available for
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Figure 3.3: Policy of the secondary user.

(a) Incomplete information case.

(b) Complete information when channel 1 is idle and channel 2 is busy.

(c) Complete information when channel 1 is busy and channel 2 is idle.
RF energy harvesting). By contrast, the secondary user selects channel 2 when the number of packets in the data queue is large and the energy level is high. This is from the fact that channel 2 has higher chance to be idle, which is favorable for the packet transmission by the secondary user. Note that the channel access policy favors the secondary user to select channel 1 more than channel 2 since the probability of successful RF energy harvesting of channel 2 is lower than that of channel 1.

Fig. 3.3(b) and (c) show the policies obtained with complete information, when channel 1 is idle and channel 2 is busy, and when channel 1 is busy and channel 2 is idle, respectively. From Fig. 3.3(b), we observe that when channel 1 is idle and channel 2 is busy, the secondary user almost always selects channel 1, except when the data queue or energy storage is empty. This is for the secondary user to transmit its packet. However, from Fig. 3.3(c), when channel 1 is busy and channel 2 is idle, the secondary user selects channel 1 only when the energy level is low and the number of packets in the data queue is small. This result is similar to that of the incomplete information case. Note that we omit showing the cases when both channels 1 and 2 are idle (or busy) as it is clear for the secondary user to select the channel with a higher probabilities of successful packet transmission (or higher probability of successful RF energy harvesting).

### 3.4.2.2 Convergence of the learning algorithm

Fig. 3.4 shows the convergence of the proposed learning algorithm in terms of the average throughput when the number of channels is varied from two channels to four channels. As shown in Fig. 3.4, when the number of channels is 2, the learning algorithm converges to the average throughput of 0.45 relatively fast within the first $10^6$ iterations. When we increase the number of channels, the convergence rate of the learning algorithm is slightly slower and the average throughput of the secondary user is slightly lower. Specifically, when the number of channels is three and four, the average throughput converges to approximately 0.4491 and 0.4484, respectively, and the learning algorithm converges within from $2 \times 10^6$ to around $3 \times 10^6$ iterations. The reason is that with more number of channels, the secondary user has more actions to
learn. Therefore, the secondary user cannot use an optimal policy during exploring choices of actions, leading to poorer performance. It is also worth noting that, when we vary the idle channel probability of channel 3 and channel 4 within the range from 0.1 to 0.9, the average throughput obtained for both cases will not be changed, i.e., 0.4491 and 0.4484, respectively. The reason is, when the secondary user wants to harvest energy, it will select the channel that has the highest busy channel probability (i.e., 0.1 - the idle channel probability of channel 1) and when the secondary user wants to transmit data, it will select the channel that has the highest idle channel probability (i.e, 0.9 - the idle channel probability of channel 2).

Different from conventional learning processes, the learning algorithm in our model is composed of two processes. In the first learning process, the algorithm needs to determine whether the secondary user should transmit data or harvest energy at a certain state. After that, in the second learning process, the algorithm needs to choose which channel to sense. For example, if the secondary user has large number of packets in the data queue waiting for transmission, the secondary user should sense the channel that has the highest idle channel probability. In fact, the second learning process converges quickly since the number of channels is not too many and it does not impact much to the convergence rate as shown in Fig. 3.4. However, the first learning process has a significant impact on the convergence rate due to the state space of the
secondary user. For example, in our model, the number of states is $11^2 = 121$ and this makes the algorithm converge relatively slow. If we can find the structure of the queues of the secondary user to reduce to the state space, we might speed up for the convergence rate for the learning algorithm significantly. This could be our future work.

Figs. 3.5(a) and (b) show the policies from the learning algorithm at $10^3$ and $10^7$ iterations, respectively. We observe that the former is initialized to be random, the
learning algorithm is able to update the policy so that it is similar to that obtained from the MDP-based optimization (i.e., in the incomplete information case). Therefore, if the secondary user does not have the model parameters to formulate and solve the optimization, the learning algorithm is the only viable solution to obtain the channel access policy.

3.4.2.3 Throughput performance

In this section, we examine the throughput performance of the secondary user obtained from different policies under variation of the parameters. Fig. 3.6(a) shows the average throughput of the system of algorithms when the packet arrival probability is varied. Under the small packet arrival probability (i.e., less than 0.4), all the policies

Figure 3.6: The average throughput of the system when (a) the packet arrival probability is varied and (b) the idle channel probability for channel 1 is varied.
yield almost the same throughput. This is due to the fact that the secondary user can harvest enough RF energy and has sufficient opportunity to transmit its packet. However, at the high packet arrival probability, Fig. 3.6(a) shows that the policy from the optimization with complete information yields the highest throughput, followed by the policy from the optimization with incomplete information. This is due to the fact that the policy in the complete information case can fully exploit the channel status to achieve the optimal performance. However, in the incomplete information case, the secondary user is still able to optimize its channel access, which yields higher throughput than that of the random policy. We observe that the learning algorithm yields the throughput close to that of the policies obtained from the optimizations, and it is much higher than that of the random policy. When the arrival probability is higher than 0.5 the system reaches to the saturated state and thus the average throughput is not increased.

Fig. 3.6(b) considers the case when the idle probability of channel 1 is varied and the packet arrival probability is fixed at 0.5. Note that the packet arrival probability will be set at 0.5 for the rest of this section when we compare the average throughput of the secondary user under different input parameters. As the idle probability of channel 1 increases (i.e., becomes less busy), the throughput first increases, since the secondary user has more opportunity to transmit its packets. However, at a certain point, the throughput decreases. This decrease is due to the fact that channel 1 is mostly idle and the secondary user cannot harvest much RF energy. Therefore, there is not enough energy to transmit the packets, and hence the throughput decreases.

Fig. 3.7(a) shows the throughput of the secondary user under different probability of successful RF energy harvesting from channel 1. When the secondary user has higher chance to successfully harvest RF energy from one of the channels, the performance improves. Again, the secondary user with complete information achieves the highest throughput, and the channel access policy with incomplete information still yields the throughput higher than that of the random policy. The policy from the learning algorithm still achieves the throughput close to those from the optimizations. Similarly, when the successful data transmission probability increases, the
Figure 3.7: Throughput under different successful harvesting probabilities for channel 1 (a) and successful data transmission probabilities (b).
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Figure 3.8: The average throughput of the system when (a) the false alarm probability and (b) the miss detection probability is varied.

system throughput is also increased and the average throughput obtained by the proposed learning algorithm approached to the incomplete information and the complete information case as indicated in Fig. 3.7(b).

We then consider the impacts of the miss detection and false alarm sensing error to the average throughput of the secondary user in Fig. 3.8. When the false alarm probability increases, the average throughput will decrease for all algorithms. Fur-
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Therefore, the average throughput of the proposed learning algorithm is close to that of the incomplete information and the complete information case, and it is still higher than the average throughput of the random policy. However, when the miss detection probability is varied, the incomplete information case and the complete information case are not always the best solutions. Specifically, when the miss detection probability increases from 0.1 to 0.2, the average throughput obtained by the incomplete information and complete information cases is greater than that of the learning algorithm. However, when the miss detection probability increases from 0.2 to 0.9, the average throughput of the incomplete information and complete information cases will be lower than that of the learning algorithm. The reason is that when the secondary user wants to harvest energy, it will sense channel 1 (in the case of the incomplete information and complete information) since channel 1 has higher busy channel probability providing better opportunity for the secondary user to harvest energy. However, when the miss detection probability is high, the sensing result is also highly incorrect. In particular, the channel is busy but the sensing result is idle and thus the secondary user will transmit data on the sensed channel. As a result, collision will occur and thus instead of harvesting energy, the secondary will lose energy due to accessing the wrongly sensed channel. The energy level in the energy storage will be low. Furthermore, for the policies of incomplete and complete cases shown in Figs. 3.3(a) and (c), respectively, when the energy level in the energy storage is low, the secondary user will select channel 1 to sense. This process will continue and lead to the reduced average throughput of the system as shown in Fig. 3.8(b).

Different from the incomplete information and the complete information cases, the learning algorithm is able to adapt with the different kinds of the environment and the average throughput obtained by the learning algorithm is always better than the random policy as shown in Fig. 3.8(b).

3.4.2.4 Other performance

We evaluate the average number of packets in the data queue and the packet blocking probability of the secondary user (Figs. 3.9(a) and (b), respectively). As the
packet arrival probability increases, the average number of packets and the blocking probability increase. If the packet arrival probability is too large, the data queue of the secondary user will be mostly full. Therefore, the secondary user cannot accept incoming packet, resulting in more blocked packets.

### 3.5 Summary

We have considered a cognitive radio network in which the secondary user is equipped with the RF energy harvesting capability. The secondary user can transmit a packet if the selected channel is not occupied by the primary user. Alternatively, the secondary user can harvest RF energy from the primary user’s transmission if the selected channel is occupied. In this network, the secondary user has to perform channel access.
to select the best channel given its state. We have first presented the optimization formulation based on Markov decision process to obtain the channel access policy. This formulation does not need the secondary user to know the current channel status. However, the optimization still requires the model parameters, which may not be available in practice. Therefore, we have adopted the online learning algorithm which is able to interact with the environment and take appropriate actions. Additionally, we have considered the optimization in the case where the channel status is known by the secondary user. This complete information case can yield the upper-bound performance for a benchmarking purpose. Finally, we have performed the performance evaluation, which shows the success of using learning algorithm in terms of efficiency and convergence.
### Table 3.1: Summary of key notations of Chapter 3

<table>
<thead>
<tr>
<th>Notation</th>
<th>Physical meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of primary channels</td>
</tr>
<tr>
<td>$\gamma_n$</td>
<td>The probability that a secondary user harvests one unit of RF energy successfully from channel $n$</td>
</tr>
<tr>
<td>$E$</td>
<td>The maximum energy queue size</td>
</tr>
<tr>
<td>$W$</td>
<td>The energy required for data transmission in a time slot</td>
</tr>
<tr>
<td>$\delta_n$</td>
<td>The probability of successful packet transmission on channel $n$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>The probability of a packet arrival at the secondary user</td>
</tr>
<tr>
<td>$Q$</td>
<td>The maximum data queue size</td>
</tr>
<tr>
<td>$m_n$</td>
<td>The miss detection probability</td>
</tr>
<tr>
<td>$f_n$</td>
<td>The false alarm probability of the secondary user</td>
</tr>
<tr>
<td>$\sigma_n$</td>
<td>The probability of successful packet transmission on channel $n$</td>
</tr>
<tr>
<td>$C_n$</td>
<td>The transition probability matrix of channel $n$</td>
</tr>
<tr>
<td>$\eta_n$</td>
<td>The probability that channel $n$ is idle</td>
</tr>
<tr>
<td>$\mathcal{E}$</td>
<td>The energy level of the energy storage</td>
</tr>
<tr>
<td>$\mathcal{Q}$</td>
<td>The number of packets in the data queue</td>
</tr>
<tr>
<td>$\theta$</td>
<td>The state of the state space $\Theta$</td>
</tr>
<tr>
<td>$\theta^*$</td>
<td>The revisit state</td>
</tr>
<tr>
<td>$T$</td>
<td>The first future time that state $\theta^*$ is revisited</td>
</tr>
<tr>
<td>$\delta$</td>
<td>The action of the action space $\mathcal{\Delta}$</td>
</tr>
<tr>
<td>$\mathbf{P}(\delta)$</td>
<td>The transition probability matrix of the system given action $\delta$</td>
</tr>
<tr>
<td>$e, q$</td>
<td>The energy state and queue state</td>
</tr>
<tr>
<td>$\bar{e}, d$</td>
<td>The average number of packets and delay</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>The solution of the linear programing problem</td>
</tr>
<tr>
<td>$\chi^*$</td>
<td>The optimal channel access policy</td>
</tr>
<tr>
<td>$\bar{J}$</td>
<td>The average throughput</td>
</tr>
<tr>
<td>$\mathcal{J}$</td>
<td>The immediate throughput</td>
</tr>
<tr>
<td>$\phi$</td>
<td>The steady state probability</td>
</tr>
<tr>
<td>$\mu$</td>
<td>The parameterized randomized policy</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>The parameter vector</td>
</tr>
<tr>
<td>$\psi$</td>
<td>The average throughput (for the learning algorithm)</td>
</tr>
<tr>
<td>$\tilde{\psi}$</td>
<td>The estimated average throughput</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>The control policy</td>
</tr>
<tr>
<td>$\pi$</td>
<td>The steady state probability</td>
</tr>
<tr>
<td>$d(\theta, \Phi)$</td>
<td>The differential throughput at state $\theta$ under the parameter vector $\Phi$</td>
</tr>
<tr>
<td>$q_{\Phi}(\theta, \delta)$</td>
<td>The differential throughput at state $\theta$ under the parameter vector $\Phi$ and action $\delta$ is taken based on the policy $\mu_{\Phi}$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>The step size</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>The positive constant</td>
</tr>
<tr>
<td>$F_m$</td>
<td>The estimated gradient of the average throughput at the $m$-th visit</td>
</tr>
</tbody>
</table>
Chapter 4

Performance Optimization for Cooperative Multiuser Cognitive Radio Networks with RF Energy Harvesting Capability

For the RF energy harvesting cognitive radio network under consideration, there are four different cases depending on the number of secondary users and available channels in the network as follows:

- **Single secondary user and single channel (SUSC) case**: This is the simplest case where a secondary user will always sense a channel to find a chance to transmit data or harvest RF energy. In this case, the problem is straightforward. If the sensed channel is busy due to the transmission of the primary user, the secondary user has an opportunity to harvest and store RF energy in its energy storage. By contrast, if the sensed channel is idle, then the secondary user has a chance to transmit its packet.

- **Single secondary user and multiple channels (SUMC) case**: There is only one secondary user, but there are multiple channels. In practice, the secondary user cannot sense all channels at the same time (e.g., due to hardware limitation) and thus the secondary user faces the problem of selecting a channel to sense. Different channels may have different idle channel probability and primary user’s signal strength. Therefore, the secondary user has to make a decision of channel selection to maximize its performance (e.g., maximum throughput or minimum
average number of packets waiting in the data queue). This case was studied in Chapter 3 with both online and offline methods.

- **Multiple secondary users and single channel (MUSC) case:** In this case, we have multiple secondary users sharing one common channel. If the channel is busy, then all secondary users can harvest RF energy from the busy channel. However, if the secondary users sense the channel to be idle, then the secondary users face the multiple access channel (i.e., to transmit a packet or not). To avoid the undesirable transmission collision caused when there is more than one secondary user transmitting data simultaneously, which degrades spectrum utilization and wastes energy, we can use multiple access schemes such as backoff algorithm [128] or time division multiple access (TDMA) technique [129]. More solutions for the channel multiple-access problem in wireless networks can be found in [12,129].

- **Multiple secondary users and multiple channels (MUMC) case:** This is the most complex case and it is also the main focus of this chapter. In this case, we face not only the channel selection problem (as in the SUMC case), but also the multiple access channel problem (as in the MUSC case) at the same time. Additionally, along with incomplete information from the environment and multiple decision makers from secondary users, finding the optimal control policy for secondary users is challenging.

In this chapter, we consider the RF energy harvesting cognitive radio network with multiple secondary users and multiple available primary channels. In this network, secondary users are able to harvest RF energy from the busy channel and this harvested energy will be used to transmit data over an idle channel. Furthermore, we consider the case in which the secondary users cooperate in order to maximize the network performance in terms of the average throughput of the network. The secondary users are assumed to have no prior information of primary channels and they also cannot sense all channels simultaneously. Consequently, at decision epochs,
the secondary users need to select one of channels to sense such that the average throughput for the system is maximized. To address the cooperative optimization problem among the secondary users, we propose two approaches as follows. In the first approach, we consider the case where the secondary users are cooperative in a round-robin scheduling and each secondary user is equipped with an online learning algorithm in order to help secondary users explore the environment (i.e., primary channels) and then to make optimal decisions. In the second approach, secondary users are assumed to cooperate in a decentralized fashion without coordination. In this case, we formulate the cooperative optimal problem for secondary users as the decentralized partially observable Markov decision process model [38] with the aim of obtaining the decentralized optimal channel access policies for secondary users. Moreover, to deal with the curse of model and the curse of dimensionality (caused by multiple decision makers and incomplete information) for the decentralized system, we study a decentralized learning algorithm developed based on the policy gradient and the Lagrange multiplier methods. The learning algorithms can work without prior environment parameters (e.g., the idle channel probability, the channel sensing error probability, and the successful packet transmission probability). Extensive performance evaluation and comparisons are performed to show the efficiency as well as the convergence of the learning algorithms.

The rest of the chapter is organized as follows. Section 4.1 introduces the system model together with the assumptions. Section 4.2 studies a learning solution based on the TDMA technique and Section 4.3 investigates a decentralized learning algorithm. Experiments are performed and results are analyzed in Section 4.4. We then summarize the chapter in Section 4.5.

4.1 System Model and Assumptions

We consider a RF energy harvesting cognitive radio network with multiple secondary users and multiple channels as shown in Fig. 4.1. In this system model, there are $N$ secondary users sharing $M$ channels that are allocated to primary users. The primary
users use the channels to transmit data in a time slot basis. The secondary users are assumed to be equipped with a data queue and an energy storage. The data queue is used to store data generated or collected from other sensors and the maximum size of the data queue for secondary user \( n \), for \( n \in \{1, \ldots, N\} \) is denoted by \( Q_n \). The energy storage is a battery which can store RF energy harvested from radio signal\(^1\) and the maximum capacity of the energy storage of secondary user \( n \) is denoted by \( E_n \).

In each time slot, the probability of a packet arriving at the data queue of secondary user \( n \) is denoted by \( \lambda_n \). The secondary user utilizes the energy in its energy storage for packet transmission. The amount of harvested RF energy by the secondary user depends on the channel status. Specifically, if the secondary user \( n \) senses the channel \( m \) and the channel \( m \) is busy, then secondary user \( n \) can harvest a unit of energy with a certain probability (i.e., a successful RF energy harvesting probability). However, if the channel \( m \) is idle, then secondary user \( n \) cannot harvest any energy. Conversely, the secondary user \( n \) can transmit a packet on the channel \( m \) or do nothing. If the

\(^1\)The design and implementation of circuits, antenna, and process of RF energy harvesting are beyond the scope of this thesis. The details may refer to [121,130] for more details.
receiver of the secondary user receives the transmitted packet successfully (i.e., no collision and no error), the receiver will send back an ACK to the secondary user. Upon receiving the ACK, the secondary user then removes this packet from its data queue. By contrast, if the packet transmission is unsuccessful, the packet is still in the data queue and the secondary user has to re-transmit the packet later. The unsuccessful packet transmission happens due to the collision with primary user’s transmission or other secondary users’ transmissions, or channel error.

The channel sensing can be in error. The false alarm sensing error happens when a channel is idle, but the secondary user senses it to be busy. The miss detection happens when a channel is busy, but the secondary user senses it to be idle. The probabilities of such sensing error events are called false alarm probability and miss detection probability.

In the following, we consider two multiple access schemes for the secondary users. Firstly, the secondary users can access a channel based on a TDMA fashion in which a round-robin scheduling is applied. However, this scheme requires coordination among secondary users, e.g., to determine the sequence of packet transmissions. Alternatively, the secondary users can perform random access in a decentralized fashion. However, in this scheme, collision among secondary users can happen. We derive the optimal channel access policies and perform performance comparisons for both schemes.

4.2 A TDMA Learning Algorithm for RF Energy Harvesting Cognitive Radio Networks

We first consider the TDMA method for multiple accesses of secondary users. In particular, the secondary users are scheduled for channel access in a round-robin fashion. We propose a learning algorithm, that is similar to the learning algorithm studied in Chapter 3, for the secondary users to make optimal decisions to adapt with environment conditions.
4.2.1 Problem Formulation

We define the state space of the secondary user $n$ as follows\(^2\):

$$S = \{(e, d, \vartheta); e \in \{0, 1, \ldots, E\}, d \in \{0, 1, \ldots, D\}, \vartheta \in \{0, 1\}\}, \quad (4.1)$$

where $e$, $d$, and $\vartheta$ represent the energy level of the energy storage, the number of packets in the data queue, and the time schedule of the secondary user $n$, respectively. $E$ is the maximum capacity of the energy storage and $D$ is the maximum data queue size. For the time schedule of each secondary user, it has two values, i.e., 0 and 1. For $\vartheta = 0$ and $\vartheta = 1$, the secondary user $n$ is not scheduled and is scheduled for transmitting a packet in the current time slot, respectively. The state of secondary user $n$ is then defined as a composite variable $s = (e, d, \vartheta) \in S$.

$A$ is the action space of secondary user $n$, which is a set of available channels for secondary users to select from. Then, at each time slot, each secondary user has to make a decision $a \in A = \{0, 1, \ldots, M\}$ to select one of the channels to sense. $a = 0$ means that the secondary user $n$ does not select any channel.

We define the immediate reward function for each secondary user as follows:

$$\mathcal{R}(s, a) = \begin{cases} 1, & \text{if a packet is successfully transmitted} \\ 0, & \text{otherwise}. \end{cases} \quad (4.2)$$

We then consider a randomized parameterized policy [124–126]. Under the randomized parameterized policy, when secondary user $n$ is at state $s$, the secondary user will select action $a$ with the probability $\mu(\Theta)(s, a)$ given as follows:

$$\mu(\Theta)(s, a) = \frac{\exp(\theta(s, a))}{\sum_{a_i \in A} \exp(\theta(s, a_i))}, \quad (4.3)$$

where $\Theta = \{\theta(s, a) \in \mathbb{R}\}$ is the parameter vector of secondary user $n$ at state $s$. Additionally, every $\mu(\Theta)(s, a)$ must not be negative and $\sum_{a \in A} \mu(\Theta)(s, a) = 1$.

Under the randomized parameterized policy $\mu(\Theta)(s, a)$, the transition probability function will be parameterized as follows:

$$p(s'|s, \Psi(\Theta)) = \sum_{a \in A} \mu(\Theta)(s, a)p(s'|s, a), \quad (4.4)$$

\(^2\)The TDMA technique is used in this case to avoid the collision among secondary users, and thus, the problem formulation for every secondary user is the same. Therefore, we omit the indicator of secondary users in this section for brevity of presentation.
for all $s, s' \in S$, where $p(s'|s, a)$ is the transition probability from state $s$ to state $s'$ when action $a$ is taken. Similarly, we have the parameterized immediate throughput function defined as follows:

$$\mathcal{F}(s, \Theta) = \sum_{a \in A} \mu_\Theta(s, a) \mathcal{F}(s, a). \quad (4.5)$$

The objective of the policy is to maximize the average throughput of the secondary user under the randomized parameterized policy $\mu_\Theta(s, a)$, which is denoted by $\Psi(\Theta)$.

Similar to the learning algorithm in Chapter 3, we need to make some necessary assumptions as follows.

**Assumption 4.1** The Markov chain is aperiodic and there exists a state $s^*$ which is recurrent for each of such Markov chain.

**Assumption 4.2** For every state $s, s' \in S$, the transition probability $p(s'|s, \Psi(\Theta))$ and the immediate throughput function $\mathcal{F}(s, \Theta)$ are bounded, twice differentiable, and have bounded first and second derivatives.

Then, we can define the parameterized average throughput (i.e., the throughput under the parameter vector $\Theta$) by

$$\psi(\Theta) = \lim_{t \to \infty} \frac{1}{t} \mathbb{E}_\Theta \left[ \sum_{k=0}^{t} \mathcal{F}(s_k, \Theta_k) \right], \quad (4.6)$$

where $s_k$ is the state of the secondary user at time step $k$. $\mathbb{E}_\Theta[\cdot]$ is the expectation under parameter vector $\Theta$. Under Assumption 4.1, the average throughput $\psi(\Theta)$ is well defined for every $\Theta$, and does not depend on the initial state $\Theta_0$. Moreover, we have the following balance equations

$$\sum_{s \in S} \pi_\Theta(s)p(s'|s, \Psi(\Theta)) = \pi_\Theta(s'), \text{ for } s' \in S,$$

$$\sum_{s \in S} \pi_\Theta(s) = 1, \quad (4.7)$$

where $\pi_\Theta(s)$ is the steady-state probability of state $s$ under the parameter vector $\Theta$. These balance equations have a unique solution defined as a vector $\Pi_\Theta = [\pi_\Theta(s) \cdots \pi_\Theta(s)]^\top$. Then, the average throughput can be expressed as follows:

$$\psi(\Theta) = \sum_{s \in S} \pi_\Theta(s) \mathcal{F}(s, \Theta). \quad (4.8)$$
4.2.2 Learning Algorithm Based on Policy Gradient Method

To update the parameter vector Θ, we will use the algorithm based on the gradient method as introduced in [127] as follows:

$$\Theta_{k+1} = \Theta_k + \rho_k \nabla \psi(\Theta_k),$$

(4.9)

where $\rho_k$ is a step size and $\nabla \psi(\Theta_k)$ is the gradient of average throughput. Under a suitable step size satisfying Assumption 4.3 and Assumption 4.1, it is proved that $\lim_{k \to \infty} \nabla \psi(\Theta_k) = 0$ and thus $\psi(\Theta_k)$ converges [127].

**Assumption 4.3** The step size $\rho_k$ is deterministic, nonnegative and satisfies the following conditions,

$$\sum_{k=1}^{\infty} \rho_k = \infty, \text{ and } \sum_{k=1}^{\infty} (\rho_k)^2 < \infty.$$  

(4.10)

We then propose Proposition 4.1 to calculate the gradient of the average throughput as follows:

**Proposition 4.1** Let Assumption 4.1 and Assumption 4.2 hold, then

$$\nabla \psi(\Theta) = \sum_{s \in S} \pi_{\Theta}(s) \left( \nabla \mathcal{T}(s, \Theta) + \sum_{s' \in S} \nabla p(s'|s, \Psi(\Theta)) d(s', \Theta) \right),$$

(4.11)

where $d(s', \Theta)$ is the differential throughput at state $s'$. In general, we can define the differential throughput at state $s$ as follows:

$$d(s, \Theta) = \mathbb{E}_{\Theta} \left[ \sum_{k=0}^{T-1} \big( \mathcal{T}(s_k, \Theta) - \psi(\Theta) \big) | s_0 = s \right],$$

(4.12)

where $T = \min\{k > 0 | s_k = s^*\}$ is the first future time that state $s^*$ is visited. Here, we need to note that, the main aim of defining the differential throughput $d(s, \Theta)$ is to represent the relation between the average throughput and the immediate throughput at state $s$, instead of the recurrent state $s^*$. Additionally, under Assumption 4.1, the differential throughput $d(s, \Theta)$ is a unique solution of the following Bellman equation defined as follows:

$$d(s, \Theta) = \mathcal{T}(s, \Theta) - \psi(\Theta) + \sum_{s' \in S} p(s'|s, \Psi(\Theta)) d(s', \Theta),$$

(4.13)
for all \( s \in S \).

Proposition 4.1 presents the gradient of the average throughput \( \psi(\Theta) \) and the proof of Proposition 4.1 can be done in a similar way as Appendix A.

We then propose a learning algorithm that allows secondary users to update the parameter vector \( \Theta \) at each time step based on estimating the gradient of average throughput (Algorithm 1).

**Algorithm 1 Algorithm to update \( \Theta \) at every time step**

At time step \( k \), the state is \( s_k \), and the values of \( \Theta_k \), \( z_k \), and \( \tilde{\psi}(\Theta_k) \) are available from the previous iteration. We update \( z_k \), \( \Theta_k \), and \( \tilde{\psi} \) according to:

\[
\begin{align*}
    z_{k+1} &= \begin{cases}
    \frac{\nabla \mu_{\Theta_k}(s_k, a_k)}{\mu_{\Theta_k}(s_k, a_k)}, & \text{if } s_k = s^* \\
    z_k + \frac{\nabla H_{\Theta_k}(s_k, a_k)}{\mu_{\Theta_k}(s_k, a_k)}, & \text{otherwise},
    \end{cases} \\
    \Theta_{k+1} &= \Theta_k + \rho_k(\mathcal{F}(s_k, a_k) - \tilde{\psi}_k)z_{k+1}, \\
    \tilde{\psi}_{k+1} &= \tilde{\psi}_k + \kappa \rho_k(\mathcal{F}(s_k, a_k) - \tilde{\psi}_k).
\end{align*}
\]

In Algorithm 1, \( \kappa \) is a positive constant and \( \rho_k \) is the step size of the algorithm. The convergence of Algorithm 1 can be proved in a similar way as Appendix B. Furthermore, the computation complexity of the Algorithm 1 is provided in Appendix F of the thesis.

### 4.3 A Decentralized Solution for RF Energy Harvesting Cognitive Radio Networks

In this section, we consider the case where secondary users cooperate in a decentralized manner. We first formulate the cooperative optimization problem as decentralized partially observable Markov decision process [38] (DEC-POMDP) and then examine a decentralized learning algorithm to obtain optimal policies for secondary users.

#### 4.3.1 Optimization Formulation

We formulate the optimization problem for the RF energy harvesting cognitive radio network with multiple secondary users and multiple channels (i.e., the MUMC case)
as a DEC-POMDP in a discrete time system. A general DEC-POMDP model can be defined as a tuple $<N, S, A, p, g, O, o>$, where

- $N$ is the total number of secondary users,
- $S$ is a finite set of states and it is known as the global state space of the network,
- $A$ is a finite set of joint actions,
- $p$ is a joint transition probability function,
- $g$ is the global immediate reward function,
- $O$ is a finite set of joint observations, and
- $o$ is a joint observation probability function.

4.3.1.1 State space

We define $S \triangleq (S_1 \times \cdots \times S_n \times \cdots \times S_N)$, as the global system state space where $S_n$ is the local state space of secondary user $n$.

We define the state space of the secondary user $n$ as follows:

$$S_n = \left\{ (e_n, d_n); e_n \in \{0, 1, \ldots, E_n\}, d_n \in \{0, 1, \ldots, D_n\}, \right\}$$

(4.17)

where $e_n$, and $d_n$ represent the energy level of the energy storage, and the number of packets in the data queue, respectively. Again, $E_n$ is the maximum capacity of the energy storage and $D_n$ is the maximum data queue size. The state of secondary user $n$ is then defined as a composite variable $s_n = (e_n, d_n) \in S_n$.

4.3.1.2 Action space

The joint action space $A$ is a composition of sets of local action spaces from secondary users. The joint action space can be defined as follows

$$A \triangleq (A_1 \times \cdots \times A_n \times \cdots \times A_N),$$

(4.18)

where $A_n$ is the local state space of secondary user $n$ that is a set of available channels for secondary users to select from. Then, at each time slot, each secondary user has to make a decision $a_n \in A_n = \{0, 1, \ldots, M\}$ to select one of the channels to sense. $a_n = 0$ means that the secondary user $n$ does not select any channel.
4.3.1.3 Transition probability function

The transition probability matrix for secondary users \( n \) can be expressed as follows:

\[
P_n(a_n) = \begin{bmatrix}
B^n_{0,0}(a_n) & B^n_{0,1}(a_n) & \cdots & \cdots & B^n_{D_n,D_n-1}(a_n) \\
B^n_{1,0}(a_n) & B^n_{1,1}(a_n) & \cdots & \cdots & B^n_{D_n,D_n-1}(a_n) \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
& & & B^n_{D_n,D_n}(a_n) & B^n_{D_n,D_n}(a_n)
\end{bmatrix}
\]

where each row of matrix \( P_n(a_n) \) corresponds to the number of packets in the data queue. Each element of matrix \( P_n(a_n) \), i.e., matrix \( B^n_{d_n,d'_n}(a_n) \), corresponds to the transition of the data queue state from \( d_n \) in the current time slot to \( d'_n \) in the next time slot. Then, similar to \( P_n(a_n) \), we will construct matrix \( B^n_{d_n,d'_n}(a_n) \), where each element of matrix \( B^n_{d_n,d'_n}(a_n) \) represents the transition of the energy level from state \( e_n \) to state \( e'_n \). There are two cases to derive matrix \( B^n_{d_n,d'_n}(a_n) \), i.e., for \( d_n = 0 \) and \( d_n > 0 \). For \( d_n = 0 \), since the data queue is empty, the energy level will never decrease and it only increases when the sensed channel is busy, no miss detection sensing error, and the secondary user harvests energy successfully. In the case of \( d_n > 0 \), we have to consider three sub-cases, namely, when the number of packets decreases, remains the same, or increases. The number of packets decreases when the sensed channel is idle, there is no false alarm sensing error, there is no arrival packet, the energy storage is not empty, and the packet is transmitted successfully. Similarly, for the rest of the cases, we will consider specific sub-cases and construct corresponding matrices for these cases. Then we can construct a joint transition probability matrix for the system from all transition probability matrices of secondary users.

However, to derive a joint transition probability matrix for the whole system, we need to know the transition probability matrix of each secondary user. Furthermore, to derive transition probability matrices for secondary users, we need to know environment parameters, e.g., idle channel probability, miss detection probability, false alarm sensing error probability, successful packet transmission probability, and successful RF energy harvesting probability. However, in practice, it is not easy and even impossible to obtain these probabilities for secondary users. Therefore, similar to the
learning algorithm in Chapter 3, we propose a learning algorithm that is developed based on the simulation-based method [123]. With the simulation-based learning algorithm, for a given control policy $\Psi$, the joint transition probability function $p$ can be derived from the transition probability of the local state of the secondary users (i.e., a queue state, and energy state) as follows:

$$p(s(t+1)|s(t), \Psi) = p_{\text{env}} \left( \frac{(d(t+1), e(t+1))}{(d(t), e(t)), \Psi} \right), \quad (4.20)$$

where $p_{\text{env}}$ is the probability function of environment parameters that can be generated by the simulator. $s(t) \in S$ denotes the joint state of the system at time slot $t$. $d(t)$ and $e(t)$ denote the joint queue state and joint energy state at time slot $t$, respectively. $p\left( \frac{(d(t+1), e(t+1))}{(d(t), e(t)), \Psi} \right)$ is the joint transition probability of secondary users and this probability can be derived from the transition probability of the local states (i.e., queue state and energy state of secondary users) as follows:

$$p\left( \frac{(d(t+1), e(t+1))}{(d(t), e(t)), \Psi} \right) = \left\{ \begin{array}{ll}
\prod_{n=1}^{N} p(d_n(t), e_n(t))p(a_n(t)), & \text{if } d_n(t+1) = D^*_n, \ e_n(t+1) = E^*_n \\
0, & \text{otherwise},
\end{array} \right. \quad (4.21)$$

where $D^*_n = \min \left( \left\lfloor \left[ d_n(t) - \phi_n(t) \right]^+ \right\rfloor, D_n \right)$, and $E^*_n = \min \left( \left\lfloor [e_n(t) - c_n(t)]^+ \right\rfloor, E_n \right)$. Again, $D_n$ is the maximum size of the data queue and $E_n$ is the maximum size of the energy storage of secondary user $n$. Here, $\phi_n(t)$ is the number of packets transmitted by secondary user $n$ at time step $t$, $\phi_n(t)$ is the number of arriving packets, $y_n(t)$ is the amount of energy harvested, and $c_n(t)$ is the amount of energy used at time slot $t$. Furthermore, $[x]^+ = \max(x, 0)$.

### 4.3.1.4 Global immediate reward function

In this model, we consider the case when all secondary users cooperate to maximize the network throughput. Thus, the global immediate reward function can be defined as follows:

$$g(s(t), a(t)) = \sum_{n=1}^{N} g(s_n(t), a_n(t)) = \sum_{n=1}^{N} r_n(t). \quad (4.22)$$

Here, the global immediate reward is the number of packets transmitted successfully at time slot $t$. 
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4.3.1.5 Observations and observation probability function

In our system model, the observation of each secondary user is its local information from the data queue and the energy storage. Therefore, the observation of each secondary user is identical to its local state and thus the observation probability function is defined in the same way as in (4.21).

4.3.2 Parameterization for DEC-POMDP

Similar to Section 4.2, we use a parameterized randomized policy [124–126]. Under the parameterized randomized policy, when secondary user \( n \) is at state \( s_n \), the secondary user will select action \( a_n \) with the probability \( \mu_{\Theta_n}(s_n, a_n) \) given as follows:

\[
\mu_{\Theta_n}(s_n, a_n) = \exp\left(\frac{\theta_{s_n,a_n}}{\sum_{a_i \in A_n} \exp\left(\theta_{s_n,a_i}\right)}\right),
\]

where \( \Theta_n = \{\theta_{s_n,a_n} \in \mathbb{R}\} \) is the parameter vector of secondary user \( n \) at state \( s_n \). Moreover, every \( \mu_{\Theta_n}(s_n, a_n) \) must not be negative and \( \sum_{a_n \in A_n} \mu_{\Theta_n}(s_n, a_n) = 1, \forall n \).

Under the parameterized randomized policies of the secondary users, the joint transition probability function and the average cost criterion can be parameterized as follows:

\[
p(s'|s, \Psi(\Theta)) = \sum_{a \in A} \mu_{\Theta}(s, a)p(s'|s, a),
\]

\[
g(s, \Theta) = \sum_{a \in A} \mu_{\Theta}(s, a)g(s, a),
\]

where \( \mu_{\Theta}(s, a) = \prod_{n=1}^{N} \mu_{\Theta_n}(s_n, a_n) \) and \( \Theta \) is a joint parameter vector of the system.

Then, we can define the parameterized average throughput by

\[
\bar{C}(\Theta) = \lim \sup_{T \to \infty} \frac{1}{T} \mathbb{E}_{\Psi(\Theta)} \left[ \sum_{t=1}^{T} g(s(t), \Theta) \right]
\]

where \( T \) is the total time horizon.

We consider the case when the secondary users cooperate to obtain a joint optimal stationary control policy \( \Psi(\Theta) \) to maximize the average throughput for the system. However, the actions of secondary users are made based on their local information. As a result, the optimization problem is partially observable and the control policy \( \Psi_n(\Theta_n) \) is a function of a local state only. Furthermore, when we want to control
energy consumption for sensing process of secondary user \( n \), we can impose the following constraint that on average the energy consumption for spectrum sensing must not exceed a threshold \( \mathcal{D}^*_n \) per time slot, i.e.,

\[
\mathcal{D}_n \leq \mathcal{D}^*_n, \quad \forall n.
\] (4.27)

Consequently, the optimization problem with the constraint can be defined as follows:

\[
\max_{\Theta} \mathcal{C}(\Theta) = \sum_{n=1}^{N} \mathcal{C}_n(\Theta) = \lim_{T \to \infty} \frac{1}{T} \mathbb{E}_{\Psi(\Theta)} \left[ \sum_{t=1}^{T} g(s(t), \Theta) \right],
\] s.t. \( \mathcal{D}_n(\Psi(\Theta)) = \mathcal{D}_n(\Theta) \leq \mathcal{D}^*_n, \quad \forall n, \) (4.28)

where \( g(s(t), \Theta) \) is the parameterized common immediate throughput generated at the joint state \( s(t) \) after the joint action \( a(t) \) is made, and \( \mathcal{C}(\Theta) \) is the parameterized average total throughput. \( \mathcal{D}_n \) denotes the average energy consumption for sensing channels of secondary user \( n \) and \( \mathcal{D}^*_n \) denotes the target threshold that we want to control.

### 4.3.3 Lagrange Multiplier and Policy Gradient Method

To solve the optimization problem with constraints as defined in (4.28), we define a Lagrange function based on the *Lagrange multiplier* method as follows:

\[
\mathcal{L}(\Theta, \gamma) = \sum_{n=1}^{N} \left( \mathcal{C}_n(\Theta) + \gamma_n(\mathcal{D}_n(\Theta) - \mathcal{D}^*_n) \right),
\] (4.29)

where \( \gamma_n \) is a Lagrange multiplier for the constraint of secondary user \( n \). If we denote \( \mathcal{G}(s, a) = \sum_{n=1}^{N} \left( g(s_n, a_n) + \gamma_n(\mathcal{D}_n - \mathcal{D}^*_n) \right) \) as the immediate value function, then the parameterized immediate value function will be

\[
\mathcal{G}(s, \Theta) = \sum_{a \in A(\Theta)} \mu_{\Theta}(s, a) \mathcal{G}(s, a).
\] (4.30)

We have the following balance equations:

\[
\sum_{s' \in \mathcal{S}} \pi_s(\Theta) p(s' | s, \Psi(\Theta)) = \pi_{s'}(\Theta), \quad \text{for } s' \in \mathcal{S},
\]

\[
\sum_{s \in \mathcal{S}} \pi_s(\Theta) = 1,
\] (4.31)
where $\pi_s(\Theta)$ is the steady-state probability of the joint state $s$ under the parameter vector $\Theta$. These balance equations have a unique solution defined as a vector $\Pi_\Theta = [\cdots \pi_s(\Theta) \cdots]^T$. Then, the Lagrange function can be represented as follows:

$$\mathcal{L}(\Theta, \gamma) = \sum_{s \in S} \pi_s(\Theta)g(s, \Theta).$$

(4.32)

Then, to solve the Lagrange function, we use Karush-Kuhn-Tucker (KKT) conditions [131] to find a local optimal solution $\Theta^*$ that satisfies the following conditions:

$$\nabla_\Theta \mathcal{L}(\Theta^*, \gamma^*) = 0,$$

$$\mathcal{D}_n(\Theta^*) - \mathcal{D}_n^* \leq 0,$$

$$\gamma^*_n(\mathcal{D}_n(\Theta^*) - \mathcal{D}_n^*) = 0, \forall n,$$

$$\gamma^*_n \geq 0.$$  

(4.33)

To obtain the gradient of the Lagrange function $\mathcal{L}(\Theta, \gamma)$, we first define the differential cost $q(s, a, \Theta)$ at state $s$ under a control action $a$ as follows:

$$q(s, a, \Theta) = \mathbb{E}_{\Psi(\Theta)} \left[ \sum_{t=0}^{T-1} \left( g(t, a) - \mathcal{L}(\Theta, \gamma) \right) \right] | s(0) = s, a(0) = a,$$

(4.34)

where $T = \min \{ t > 0 | s(t) = s^\dagger \}$ is the first future time that state $s^\dagger = (s_1^\dagger, \ldots, s_N^\dagger)$ is visited and $g(s(t), a(t)) = \sum_{n=1}^{N} \left( g_n(s(t), a_n(t)) + \gamma_n(\mathcal{D}_n(t) - \mathcal{D}_n^*) \right)$. $s^\dagger$ can be selected randomly from state space $S$. Here, $g(s_n(t), a_n(t))$ is the number of packets in the data queue and $\mathcal{D}_n(t)$ is the used energy at time slot $t$ of secondary user $n$. In (4.34), $q(s, a, \Theta)$ can be expressed as the differential cost if action $a$ is made based on policy $\mu_\Theta$ at state $s$. Then, we can obtain the gradient of the Lagrange function $\mathcal{L}(\Theta, \gamma)$ as in Proposition 4.2.

**Proposition 4.2** The gradient of the Lagrangian function is determined as follows:

$$\nabla_{\Theta} \mathcal{L}(\Theta, \gamma) = \sum_{s \in S} \sum_{a \in A} \pi_s(\Theta) \mu_\Theta(s, a) \nabla_{\Theta} \mu_\Theta_n(s_n, a_n) q(s, a, \Theta),$$

(4.35)

where $\pi_s(\Theta)$ is steady state probability of state $s \in S$ and $\mu_\Theta(s, a) = \prod_{n=1}^{N} \mu_\Theta_n(s_n, a_n)$.

The proof of Proposition 4.2 is provided in Appendix D.
Then, based on the Proposition 4.2, secondary users will update their parameter vectors based on the idealized gradient algorithm at each time step $t$ as follows [127]:

$$\Theta_n^{t+1} = \Theta_n^t + \rho_t \nabla_{\Theta_n} \mathcal{L}(\Theta, \gamma), \quad \forall n$$  \hspace{1cm} (4.36)

where $\rho_t$ is a suitable step size that satisfies Assumption 4.4.

**Assumption 4.4** The step size $\rho_t$ is deterministic, nonnegative and satisfies the following conditions,

$$\sum_{t=1}^{\infty} \rho_t = \infty, \text{ and } \sum_{t=1}^{\infty} (\rho_t)^2 < \infty.$$  \hspace{1cm} (4.37)

In other words, the value of the step size to update the parameter vectors approaches zero when the time step goes to infinity.

### 4.3.4 Decentralized Online Learning Algorithm with Communications

With the idealized gradient method, secondary users can update their parameter vectors iteratively by using (4.36) to find a joint optimal solution. However, with the idealized gradient method, the secondary users need to know the Lagrange function $\mathcal{L}(\Theta, \gamma)$ to calculate their partial differential equation for updating their parameter vector $\Theta_n$. Furthermore, we need to calculate the gradient of the Lagrange function $\mathcal{L}(\Theta, \gamma)$ with respect to $\Theta_n$ at every time step, which is impossible to compute if the system has a large state space. Therefore, in this chapter, we propose a decentralized online learning algorithm with a small communication overhead that can estimate the gradient of the Lagrange function instead of computing its exact value. Then, the secondary users can update their parameter vectors independently and parallelly as shown in Algorithm 2.

In Step (iv) of Algorithm 2, to reduce the communication overhead, we just need to send a state synchronization signal when the current state of the secondary user is the recurrent state of that user, thereby reducing the communication for the whole system.$^3$

---

$^3$In the case when state $s^\dagger$ is visited, each secondary user will receive all messages from all other users to notify that they are in recurrent state $s^\dagger_n$. 
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Algorithm 2 Decentralized Online Learning Algorithm with Communications

(i) **Initialization**: Each secondary user determines the local parameter vector $\Theta^0_n$.

(ii) **Sensing and Decision Epoch**: At the beginning of each time slot, the secondary user makes a decision to sense a target channel based on the information from its local state (i.e., the number of packets and the energy level). If the sensed channel is busy and the energy storage of the secondary user is not full, the secondary user will harvest RF energy. By contrast, if the sensed channel is idle, the energy queue and the data queue are not empty, then the secondary user will transmit a packet. Otherwise, the secondary user does nothing.

(iii) **Channel Processing**: After decisions are made, the secondary users perform RF energy harvesting or packet transmission according to the decisions made in the sensing and decision phases.

(iv) **Information Sharing**: At the end of each time slot, each secondary user determines its local current state and shares the following information, $I_n = g(s_n(t), a_n(t)) + \gamma_n(Q_n(t) - Q_n^*)$. If the current state of secondary user $n$ is $s_n^\dagger$, the user will also send a state synchronization signal $v_n$ to the other secondary users.

(v) **Updating parameter $\Theta_n$**: Each secondary user updates the local parameter $\Theta_n$ as follows:

$$
\Theta^{t+1}_n = \Theta^t_n - \alpha(t)(I_G - \tilde{L}^t)z^t_n,
$$

where $I_G = \sum_{n=1}^N I_n$ is the current total value of the Lagrange functions of secondary users and $\tilde{L}^t$ is the estimated total value of Lagrange functions and it is updated as follows:

$$
\tilde{L}^{t+1} = \tilde{L}^t - \alpha(t)(I_G - \tilde{L}^t),
$$

where $\alpha(t)$ is the step size satisfying Assumption 4.5, and

$$
z^{t+1}_n = \begin{cases} 
\nabla_{\Theta_n} \mu_{\Theta_n}(s_n, a_n) / \mu_{\Theta_n}(s_n, a_n), & \text{if } s_n^\dagger \text{ is visited,} \\
\nabla_{\Theta_n} \mu_{\Theta_n}(s_n, a_n) / \mu_{\Theta_n}(s_n, a_n), & \text{otherwise.}
\end{cases}
$$

(vi) **Updating Lagrangian multiplier $\gamma_n$**: Each secondary user updates the local Lagrangian multiplier $\{\gamma_n\}$ as follows:

$$
\gamma^{t+1}_n = \max\left(\gamma^t_n + \beta(t)(Q_n(t) - Q_n^*), 0\right),
$$

where $\beta(t)$ is the step size satisfying Assumption 4.5.
Assumption 4.5 The step sizes $\alpha(t)$ for updating parameter vectors and $\beta(t)$ for updating Lagrangian multipliers are deterministic, nonnegative and satisfy the following conditions:

$$\sum_{t=1}^{\infty} \alpha(t) = \sum_{t=1}^{\infty} \beta(t) = \infty, \quad \sum_{t=1}^{\infty} (\alpha^2(t) + \beta^2(t)) < \infty,$$

and $\frac{\beta(t)}{\alpha(t)} \to 0$.

The last condition, i.e., $\frac{\beta(t)}{\alpha(t)} \to 0$, implies that the sequence $\{\beta(t)\} \to 0$ faster than the sequence $\{\alpha(t)\}$. For example, we can choose $\alpha(t) = \frac{1}{t^{2/3}}$ and $\beta(t) = \frac{1}{t}$ or $\alpha(t) = \frac{1}{t}$ and $\beta(t) = \frac{1}{1+t\log t}$, and so on [132].

With Algorithm 2, the secondary users can make decisions based on their local information and exchanged messages (i.e., $I_n$ and $\nu_n$ defined in Algorithm 2). Appendix E provides the analysis and the proof of the convergence for Algorithm 2. Moreover, the computation complexity of the Algorithm 2 can be analyzed in a similar way in Appendix F of the thesis.

4.4 Performance Evaluation

In this section, we perform simulations to evaluate the performance of the RF energy harvesting cognitive radio network.

4.4.1 Simulation Setup

We perform simulations through using MATLAB to evaluate the performance of the network under different parameters and scenarios. First, we consider the case with two primary channels and two secondary users. The secondary users cooperate to maximize the network throughput. In this case, we will show the convergence of the learning algorithms together with their optimal policies. We then increase the number of cooperative secondary users and compare the network throughput of the proposed algorithms with two other schemes, namely, greedy policy and threshold policy. For the greedy policy, the secondary users will transmit a packet when they meet certain conditions (i.e., the energy queue and the data queue is not empty). Otherwise the secondary users will harvest energy. For the threshold policy, the secondary users will
transmit data when the data queue is not empty and the energy level in the energy queue is higher than a safety level. We set the safety level for the threshold policy for secondary user $n$ as $\lfloor E_n/2 \rfloor$ where $\lfloor \cdot \rfloor$ is the floor function. With the threshold policy, secondary users can reserve a certain energy in order to serve for data transmission when the sensed channel is idle, and also avoid collisions when the number of available channels is few. For both the greedy policy and threshold policy, we assume that secondary users know the channel idle probabilities of all the channels in advance. Thus if the secondary user wants to transmit a packet, it will sense the channel that has higher idle probability, whereas when the secondary user wants to harvest energy, it will choose the channel that has lower idle probability.

Finally, we increase the number of channels and consider two scenarios. In the case with two secondary users and two channels, we assume that the channel idle probabilities of channel 1 and channel 2 are 0.2 and 0.8, respectively. When we increase the number of channels to 3, the channel idle probability of channel 3 is 0.2 in the first scenario and 0.8 in the second scenario. The successful packet transmission and the successful energy harvesting probabilities for all cases are set to be 0.95. We set the false alarm probability and the miss detection probability to be 0.01. The maximum number of packets in the data queues of secondary users is 5 packets and the maximum levels of the energy queues are 5 units of energy. The packet arrival probability at data queues is 0.5.

For the parameter vector $\Theta$, at the beginning of the learning algorithms, secondary users will choose to sense channels with the same probabilities. For example, if we have two channels to sense, the probabilities to sense channel 1 or channel 2 are equal, i.e., 0.5.

### 4.4.2 Simulation Results

In the first case, we show the convergence of the learning algorithms and the optimal policies obtained by using the proposed algorithms with two secondary users and two primary channels. Figs 4.2 (a) and (b) show the convergence of the TDMA learning algorithm (i.e., Algorithm 1) and the decentralized learning algorithm (i.e.,
Algorithm 2) respectively, through the average throughput of the network. As shown in Fig. 4.2, the average throughput of the Algorithm 1 converges to around 0.7 after $2 \times 10^6$ iterations, while the average throughput of the Algorithm 2 converges to approximately 0.46 after $4 \times 10^6$ iterations. For the TDMA learning algorithm, the secondary users have to experience two learning processes. In the first learning process, a secondary user needs to determine whether it should transmit a packet or harvest energy given the current state. In the second learning process, the secondary user needs to choose a channel to sense to maximize the throughput. For example, when the secondary user wants to transmit a packet, it will choose the channel with the highest channel idle probability. However, for the decentralized leaning algorithm, the secondary user has three learning processes. The secondary user has to learn not only when to transmit a packet and which channel to sense, but also the behaviors of other secondary users due to random access process. As a result, the convergence rate of the decentralized learning algorithm will be slower than that of the TDMA learning algorithm as shown in Fig. 4.2.

In Fig. 4.2, the average throughput for both secondary users obtained by the TDMA learning algorithm is nearly equal, while the average throughput of secondary users obtained by the decentralized learning algorithm has noticeable difference. The reason can be explained from the policies obtained from the learning algorithm. Figs. 4.3 and 4.4 present the policies obtained by the TDMA learning algorithm and Fig. 4.5 presents the policies obtained by the decentralized learning algorithm for both secondary users. In these figures, the x-axis, y-axis, and z-axis represent the number of packets, the energy levels, and the probability of sensing channel 1 of the secondary user, respectively. In Figs. 4.3 and 4.4, the policies obtained by both secondary users are almost the same, while in Fig. 4.5, the policies obtained by the decentralized leaning algorithm for both secondary users are different. For the TDMA learning algorithm, the secondary users are cooperative in a round-robin scheduling, and thus, at each time slot there is just only one secondary user interacting with the environment (i.e., primary channels). As a result, with the same environment, the secondary users will have the same policies to optimize their throughput. The policies
Figure 4.2: The convergence of (a) the TDMA learning algorithm and (b) the decentralized learning algorithm.
obtained by the TDMA learning algorithm can be explained as follows. The secondary users will sense channel 1 (higher channel busy probability) to harvest energy when they are not scheduled to access a time slot (i.e., not allowed to transmit a packet) and the secondary users will sense channel 2 which has higher idle probability to transmit a packet when they are scheduled (allowed to transmit a packet). However, for the decentralized learning algorithm, the secondary users interact not only with the channels to explore the environment, but also with other secondary users to learn their behaviors. The policies applied for the secondary users are randomized parameterized policies, and thus, actions are selected randomly. Consequently, in the network, the policies for the secondary users can be different as long as their objective (i.e., the average throughput) is maximized. We need to note that, although the policies for the secondary users could be different, the average network throughput obtained by the decentralized learning algorithm still converges to the same point.

We then vary the number of secondary users to evaluate the network performance. We also compare the performance with other schemes to demonstrate the efficiency of the proposed algorithms. As shown in Fig. 4.6, when the number of secondary users increases from 2 to 5, the average total throughput obtained by the TDMA learning algorithm is the highest and it increases when the number of secondary users increases and becomes saturated. In contrast, the average throughput obtained by the decentralized learning algorithm, the greedy policy and the threshold policy decrease as the number of secondary users increases. Here, although the average throughput of the decentralized algorithm is greater than those of the greedy policy and the threshold policy, it is still much lower than that of the TDMA learning algorithm. The reason is due to the energy harvesting process of secondary users. In the TDMA learning algorithm, when any secondary users are not scheduled to access a time slot, they can harvest energy. This is not the case for the decentralized learning algorithm since the secondary users have to contend for transmission according to their states, losing opportunity to harvest energy. Additionally, the transmissions in the decentralized learning algorithm can result in collision, lowering the network throughput. Finally,
Figure 4.3: The policy of secondary user 1 obtained by the TDMA learning algorithm for the cases that (a) it is not scheduled and (b) it is scheduled to access a time slot.
Figure 4.4: The policy of secondary user 2 obtained by the TDMA learning algorithm for the cases that (a) it is not scheduled and (b) it is scheduled to access a time slot.
Figure 4.5: The policy of secondary users (a) 1 and (b) 2 obtained by the decentralized learning algorithm.
Figure 4.6: The average throughput of the system under different algorithms with 2 channels.

for the greedy policy and the threshold policy, they are not optimized, and hence, their performance is inferior to those of the learning algorithms.

We now investigate the case when there are three available primary channels. Fig. 4.7 (a) shows the results for the case of two channels with high idle probability (i.e., 0.8) and one with low idle probability (i.e., 0.2). In Fig. 4.7 (a), the performance obtained by the algorithms is similar to the case with one channel having high idle probability and one channel having low idle probability as shown in Fig. 4.6. However, the average throughput obtained in the former case is greater than that in the latter case. The reason is that the secondary users now have more chances to harvest energy and transmit packets. Fig. 4.7 (b) presents the results for the case of two channels with low idle probability and one channel with high idle probability. In Fig. 4.7 (b), the average throughput obtained by the algorithms increases significantly except the TDMA learning algorithm. The reason is because the TDMA learning algorithm works in a round-robin scheduling. When the number of channels increases, the network performance will not be impacted. However, for other algorithms, when the number of idle channels increases, there are more chances for packets to be transmitted successfully in a time slot.
Figure 4.7: The average throughput with (a) two channels with low idle probability and one channel with high idle probability and (b) two channels with high idle probability and one channel with low idle probability.
The above results lead to a conclusion that the TDMA learning algorithm is the most effective solution when the number of channels is small and there are many secondary users. In fact, when the number of channels becomes large and the number of secondary users is small enough, the average throughput obtained by the decentralized learning algorithm could be greater than that of the TDMA learning algorithm.

Additionally, we also show the average collision probability of the algorithms in Fig. 4.8. Note that the collision probability of the TDMA learning algorithm is very small. The collision in TDMA learning algorithm only occurs when a secondary user has a miss detection sensing error event. However, the average collision probabilities obtained by other algorithms are relatively high. This is because the collision can happen due to simultaneous transmissions by multiple secondary users.

4.5 Summary

This chapter has introduced the RF energy harvesting cognitive radio network. The secondary users in the network can harvest RF energy from a busy channel occupied by a primary user, and transmit their packets on an idle channel. The main focus is to solve the performance optimization problem for the RF energy harvesting cog-
ative radio network with multiple secondary users and multiple channels. We have studied two solutions, namely, a TDMA learning algorithm and decentralized learning algorithm to obtain optimal channel access policies for secondary users in an environment with incomplete information. The simulation results have clearly shown the convergence of the learning algorithms as well as their efficiency in terms of network throughput.
Table 4.1: Summary of key notations of Chapter 4

<table>
<thead>
<tr>
<th>Notation</th>
<th>Physical meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>The total number of secondary users</td>
</tr>
<tr>
<td>$M$</td>
<td>The total number of primary channels</td>
</tr>
<tr>
<td>$D_n$</td>
<td>Maximum size of the data queue for secondary user $n$</td>
</tr>
<tr>
<td>$E_n$</td>
<td>Maximum size of the energy queue for secondary user $n$</td>
</tr>
<tr>
<td>$\lambda_n$</td>
<td>The probability of a packet arriving to secondary user $n$</td>
</tr>
<tr>
<td>$s, a$</td>
<td>The state and action of the state space $S$ and action space $A$, respectively</td>
</tr>
<tr>
<td>$s^*, s^\dagger$</td>
<td>The revisit state of the secondary user in Section 4.2 and of the whole system in Section 4.3, respectively</td>
</tr>
<tr>
<td>$T$</td>
<td>The first future time that state $s^*$ or $s^\dagger$ is revisited</td>
</tr>
<tr>
<td>$d, e$ and $\vartheta$</td>
<td>The energy level, the number of packets and the time schedule</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>The immediate throughput function</td>
</tr>
<tr>
<td>$\mu$</td>
<td>The randomized parameterized policy</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>The parameter vector</td>
</tr>
<tr>
<td>$p$</td>
<td>The transition probability function</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>The control policy</td>
</tr>
<tr>
<td>$\bar{\psi}$</td>
<td>The average throughput of the secondary user in Section 4.2</td>
</tr>
<tr>
<td>$\bar{\psi}$</td>
<td>The estimated average throughput of $\bar{\psi}$</td>
</tr>
<tr>
<td>$\pi(s)$</td>
<td>The steady state probability of state $s$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>The step size</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>The positive constant</td>
</tr>
<tr>
<td>$g$</td>
<td>The global immediate reward function</td>
</tr>
<tr>
<td>$\varphi_n(t)$</td>
<td>The number of packets transmitted by secondary user $n$ at time slot $t$</td>
</tr>
<tr>
<td>$x_n(t)$</td>
<td>The number of packets arrived to secondary user $n$ at time slot $t$</td>
</tr>
<tr>
<td>$y_n(t)$</td>
<td>The amount of energy harvested by secondary user $n$ at time slot $t$</td>
</tr>
<tr>
<td>$c_n(t)$</td>
<td>The amount of energy used by secondary user $n$ at time slot $t$</td>
</tr>
<tr>
<td>$\mathcal{C}(\Theta)$</td>
<td>The parameterized average throughput</td>
</tr>
<tr>
<td>$\mathcal{Q}_n$</td>
<td>The immediate energy consumption of secondary user $n$</td>
</tr>
<tr>
<td>$\bar{\mathcal{Q}}_n$</td>
<td>The average energy consumption of secondary user $n$</td>
</tr>
<tr>
<td>$\bar{\mathcal{Q}}^*_n$</td>
<td>The energy consumption threshold of secondary user $n$</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>The Lagrange multiplier function</td>
</tr>
<tr>
<td>$q(s, a, \Theta)$</td>
<td>The differential cost at state $s$ under a control action $a$ and a parameter vector $\Theta$</td>
</tr>
<tr>
<td>$d(s, \Theta)$</td>
<td>The differential cost at state $s$ under the parameter vector $\Theta$</td>
</tr>
<tr>
<td>$\mathcal{L}_n$ and $\mathcal{L}_G$</td>
<td>The Lagrange function value of secondary user $n$ and of the system</td>
</tr>
<tr>
<td>$v_n$</td>
<td>The synchronization signal of secondary user $n$</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>The estimated total value of Lagrange function</td>
</tr>
<tr>
<td>$\alpha$ and $\beta$</td>
<td>The pair of step sizes satisfying Assumption 4.5</td>
</tr>
</tbody>
</table>
Chapter 5

Conclusions and Future Works

In this chapter, we recapitulate the chapters and highlight key points which are the major contributions for this thesis. We then present potential research directions of RF powered CRNs.

5.1 Conclusions

The main contents of the thesis can be summarized as follows:

- **Chapter 1**: We provide fundamental backgrounds about cognitive radio networks, wireless energy harvesting techniques, and Markov decisions processes.

- **Chapter 2**: We discuss research works related to wireless powered CRNs. We also present the current research trends and show the scope as well as the novelty of the thesis.

- **Chapter 3**: We have considered a cognitive radio network in which the secondary user is equipped with the RF energy harvesting capability. The secondary user can transmit a packet if the selected channel is not occupied by the primary user. Alternatively, the secondary user can harvest RF energy from the primary user’s transmission if the selected channel is occupied. In this network, the secondary user has to perform the channel sensing process to select the best channel given its current state. We have first presented the optimization formulation based on a Markov decision process to obtain the channel access policy.
This formulation does not need the secondary user to know the current channel status. However, the optimization still requires the model parameters, which may not be available in practice. Therefore, we have adopted the online learning algorithm which is able to interact with the environment and take appropriate actions. Additionally, we have considered the optimization for the case where the channel status is known by the secondary user. This complete information case can yield the upper-bound performance for benchmarking purposes. Finally, we have performed the performance evaluation, which shows the success of using the learning algorithm in terms of efficiency and convergence.

- **Chapter 4:** The main focus of this chapter is to solve the performance optimization problem for the RF energy harvesting cognitive radio network with multiple secondary users and multiple channels. We have studied two solutions, namely, the TDMA learning algorithm and the decentralized learning algorithm to obtain optimal channel access policies for secondary users in the environment without complete information. The simulation results have clearly shown the convergence of the learning algorithms as well as their efficiency in terms of network throughput.

## 5.2 Future Works

As shown in Chapter 2, it is clear that RF powered CRNs have been receiving a lot of attention recently and with a double up-trend every year (since 2012), this topic will be a key research direction in the next few years. However, as shown in Fig. 2.5 (b) (Chapter 2), there are some research issues which still have not been well investigated in this topic. This makes spaces for us to improve the network performance for RF powered CRNs.

### 5.2.1 Channel Feedback Information for Secondary Systems

In the current work, we assume that at each time slot, the channel state is either idle or busy, and the channel quality is stable in every time slot. However, in practice,
the channel quality could be different in different time slots. As a result, the channel feedback for secondary systems needs to be taken into account. For example, in the current time slot, the channel state is idle, but the channel quality (feedbacked from secondary receiver) is not good. Thus, the secondary transmitter may not transmit packets to the secondary receiver because the successful transmission probability is low. Consequently, to obtain the optimal decision for the secondary transmitter, we need to take not only its current state (i.e., the energy level and the number of packets) and the channel state (i.e., idle or busy), but also the channel feedback information into considerations simultaneously.

5.2.2 Performance Optimization for Underlay RF-Powered CRNs

In this thesis, we mainly focus on the optimization problem for the overlay cognitive radio networks (CRNs). In the future work, we can study the optimization problem for underlay RF-powered CRNs. Different from overlay CRNs where the secondary users (SUs) are allowed to access the primary channel when the channel is not occupied by the primary users, in underlay CRNs, the SUs are allowed to transmit packets to the primary channel even when the primary channel is occupied by primary users as long as the interference to the primary system is under a predefined threshold. Therefore, the optimization problem for the SUs becomes more complicated because the SUs have to choose not only one of the channels to sense, but also how much time and energy that they should spend for energy harvesting process and data transmission process. In addition, for the optimization problem in underlay CRNs, the interference constraints for primary systems must be taken into considerations.

5.2.3 Game Models in RF Powered CRNs

In this thesis, though many problems are discussed in the energy harvesting CRNs, most of them are optimization problems, e.g., minimizing delay, maximizing throughput or performance. However, in practice, wireless nodes are not always willing to cooperate and thus we need to adopt game theory in analyzing the competition among
them. In addition, game models can support distributed decision making by using local information, and thus wireless nodes can avoid communication overhead and minimize energy consumption. For example, by applying repeated games [133] with punishment mechanisms, we can encourage wireless nodes to cooperate in a distributed way and avoid network disruption due to selfish behavior.

### 5.2.4 Integrating RF Powered CRNs with other Networks

With many advantages presented in this thesis, RF powered CRNs have become more and more popular, and they can be integrated into many other networks, e.g., Internet-of-Things (IoT), body area networks, and machine-to-machine communications. For example, sensors/actuators in IoT have to gather and transmit data to the centralized controller for further processing. In order to reduce human intervention while still guaranteeing the QoS for IoT services, sensors/actuators must be smarter. In particular, they are able not only to harvest energy to serve for their operation, but also to choose efficient channels to transmit data. Thus, it is clear that the RF powered CRNs will bring many benefits for the development of other wireless systems in the near future.

### 5.2.5 Design and Implement on Hardware Devices

Most of current research works have been focusing on developing applications of RF powered CRNs, while how to design and implement such applications in practice has not received sufficient attention. The implementation of RF energy harvesting circuits along with transceivers on the same device can cause negative impacts for the device, e.g., reduce the energy harvesting capability and the data transmission performance. However, there is still no research work investigating the implementation issues for wireless nodes in RF powered CRNs. Therefore, this is an important step which needs to be studied before RF Powered CRNs can be deployed widely in practice.

### 5.2.6 Economic Models in RF Powered CRNs

In addition to technical problems, economic issues are also important aspects for the development of RF powered CRNs. It is clear that the development of RF powered
CRNs will not only bring many advantages to cognitive users, but also open new business opportunities for service providers as well as network operators. For example, in [134], an economic model based on the oligopoly price competition and the Bertrand game was proposed to address the spectrum pricing problem for a CRN. Through using the proposed economic model, the author demonstrated the potential services in cognitive networks which can bring great profits for spectrum service providers. In RF powered CRNs, we can jointly consider spectrum services and energy supply services for providers. In this way, the pricing problem of service providers will become more complex due to the interaction of the spectrum service and the energy supply service, which requires more sophisticated economic models to meet with new requirements.
Appendix A

The proof of Proposition 3.1

This is to show the gradient of the average throughput. In (3.22), we have \( \sum_{\theta \in \Theta} \pi_{\phi}(\theta) = 1 \), so \( \sum_{\theta \in \Theta} \nabla \pi_{\phi}(\theta) = 0 \).

Recall that

\[
d(\theta, \Phi) = \mathcal{H}_{\phi}(\theta) - \psi(\Phi) + \sum_{\theta \in \Theta} P(\theta, \theta', \Psi(\Phi))d(\theta', \Phi)
\]

and \( \psi(\Phi) = \sum_{\theta \in \Theta} \pi_{\phi}(\theta) \mathcal{H}_{\phi}(\theta) \).

Then, we derive the following results:

\[
\nabla \psi(\Phi) = \sum_{\theta \in \Theta} \pi_{\phi}(\theta) \nabla \mathcal{H}_{\phi}(\theta) + \sum_{\theta \in \Theta} \nabla \pi_{\phi}(\theta) \mathcal{H}_{\phi}(\theta) \tag{5.1}
\]

\[
= \sum_{\theta \in \Theta} \pi_{\phi}(\theta) \nabla \mathcal{H}_{\phi}(\theta) + \sum_{\theta \in \Theta} \nabla \pi_{\phi}(\theta) \mathcal{H}_{\phi}(\theta) - \psi(\Phi) \sum_{\theta \in \Theta} \nabla \pi_{\phi}(\theta) \tag{5.2}
\]

\[
= \sum_{\theta \in \Theta} \pi_{\phi}(\theta) \nabla \mathcal{H}_{\phi}(\theta) + \sum_{\theta \in \Theta} \nabla \pi_{\phi}(\theta) \left( \mathcal{H}_{\phi}(\theta) - \psi(\Phi) \right)
\]

\[
= \sum_{\theta \in \Theta} \pi_{\phi}(\theta) \nabla \mathcal{H}_{\phi}(\theta) + \sum_{\theta \in \Theta} \nabla \pi_{\phi}(\theta) \left( d(\theta, \Phi) - \sum_{\theta \in \Theta} P(\theta, \theta', \Psi(\Phi))d(\theta', \Phi) \right) \tag{5.3}
\]

We define

\[
\nabla \left( \pi_{\phi}(\theta) P(\theta, \theta', \Psi(\Phi)) \right) = \nabla \pi_{\phi}(\theta) P(\theta, \theta', \Psi(\Phi)) + \pi_{\phi}(\theta) \nabla P(\theta, \theta', \Psi(\Phi)) \tag{5.4}
\]

and from (3.22), \( \pi_{\phi}(\theta') = \sum_{\theta \in \Theta} \pi_{\phi}(\theta) P(\theta, \theta', \Psi(\Phi)) \). Then we have the derivations as given in (5.4)-(5.8).

The proof is completed.
\[ \nabla \psi (\Phi) = \sum_{\theta \in \Theta} \pi_\Phi (\theta) \nabla \mathcal{F}_\Phi (\theta) + \] 

\[ \sum_{\theta \in \Theta} \nabla \pi_\Phi (\theta) \left( d(\theta, \Phi) - \sum_{\theta' \in \Theta} P(\theta, \theta', \Psi(\Phi)) d(\theta', \Phi) \right) \] 

(5.4) 

\[ = \sum_{\theta \in \Theta} \pi_\Phi (\theta) \nabla \mathcal{F}_\Phi (\theta) + \sum_{\theta \in \Theta} \nabla \pi_\Phi (\theta) d(\theta, \Phi) \] 

\[ + \sum_{\theta, \theta' \in \Theta} \left( \pi_\Phi (\theta) \nabla P(\theta, \theta', \Psi(\Phi)) - \nabla \left( \pi_\Phi (\theta) \Psi(\Phi) \right) \right) d(\theta', \Phi) \] 

(5.5) 

\[ = \sum_{\theta \in \Theta} \pi_\Phi (\theta) \nabla \mathcal{F}_\Phi (\theta) + \sum_{\theta \in \Theta} \nabla \pi_\Phi (\theta) d(\theta, \Phi) \] 

\[ + \sum_{\theta, \theta' \in \Theta} \pi_\Phi (\theta) \nabla P(\theta, \theta', \Psi(\Phi)) d(\theta', \Phi) - \] 

\[ \sum_{\theta' \in \Theta} \nabla \left( \sum_{\theta \in \Theta} \pi_\Phi (\theta) P(\theta, \theta', \Psi(\Phi)) \right) d(\theta', \Phi) \] 

(5.6) 

\[ = \sum_{\theta \in \Theta} \pi_\Phi (\theta) \nabla \mathcal{F}_\Phi (\theta) + \sum_{\theta \in \Theta} \nabla \pi_\Phi (\theta) d(\theta, \Phi) \] 

\[ + \sum_{\theta, \theta' \in \Theta} \pi_\Phi (\theta) \nabla P(\theta, \theta', \Psi(\Phi)) d(\theta', \Phi) - \sum_{\theta' \in \Theta} \nabla \pi_\Phi (\theta') d(\theta', \Phi) \] 

(5.7) 

\[ = \sum_{\theta \in \Theta} \pi_\Phi (\theta) \left( \nabla \mathcal{F}_\Phi (\theta) + \sum_{\theta' \in \Theta} \nabla P(\theta, \theta', \Psi(\Phi)) d(\theta', \Phi) \right) . \] 

(5.8)
Appendix B

The proof of Proposition 3.2

We will prove the convergence of the Algorithm 1. The update equations of Algorithm 1 can be rewritten in the specific form as in (5.9).

We define the vector $\mathbf{r}^{km} = \left[ \Phi_m \tilde{\psi}_m \right]^T$, then (5.9) becomes

$$\mathbf{r}^{km+1} = \mathbf{r}^{km} + \rho_m \mathbf{H}_m,$$

(5.10)

where

$$\mathbf{H}_m = \left[ \sum_{k'=k_m}^{k_m+1-1} \left( \sum_{k=k_m}^{k_m+1-1} \left( \mathcal{F}(\theta_k, \delta_k) - \tilde{\psi}_m \right) \nabla \mu_{\Phi_m}(\theta_{k'}, \delta_{k'}) \right) \mu_{\Phi_m}(\theta_{k'}, \delta_{k'}) \right].$$

(5.11)

Let $\mathcal{F} = \{ \Phi_0, \tilde{\psi}_0, \theta_0, \theta_1, \ldots, \theta_m \}$ be the history of the Algorithm 1. Then from Proposition 2 in [125], we have

$$\mathbb{E}[\mathbf{H}_m | \mathcal{F}_m] = \mathbf{h}_m = \left[ \mathbb{E}_\Phi[T] \nabla \psi(\Phi) + \mathcal{V}(\Phi)(\psi(\Phi) - \tilde{\psi}(\Phi)) \right],$$

(5.12)

where

$$\mathcal{V}(\Phi) = \mathbb{E}_\Phi \left[ \sum_{k'=k_m+1}^{k_m+1-1} (k' - k_m) \frac{\nabla \mu_{\Phi_m}(\theta_{k'}, \delta_{k'})}{\mu_{\Phi_m}(\theta_{k'}, \delta_{k'})} \right].$$

Recall that $T = \min\{k > 0 | \theta_k = \theta^* \}$ is the first future time that the recurrent state $\theta^*$ is visited.

Consequently, (5.9) has the following form

$$\mathbf{r}^{km+1} = \mathbf{r}^{km} + \rho_m \mathbf{h}_m + \mathbf{\epsilon}_m,$$

(5.13)

where $\mathbf{\epsilon}_m = \rho(\mathbf{H}_m - \mathbf{h}_m)$ and note that $\mathbb{E}[\mathbf{\epsilon}_m | \mathcal{F}_m] = 0$. Since $\epsilon_m$ and $\rho_m$ converge to zero almost surely, along with $\mathbf{h}_m$ is bounded, we have

$$\lim_{m \to \infty} (\mathbf{r}^{km+1} - \mathbf{r}^{km}) = 0.$$

(5.14)
\[
\Phi_{m+1} = \Phi_m + \rho_m \left( \sum_{k' = k_m}^{k_m+1-1} \left( \sum_{k = k'}^{k_m+1-1} (\mathcal{T}(\theta_k, \delta_k) - \tilde{\psi}_m) \right) \frac{\nabla \mu_{\Phi_m}(\theta_{k'}, \delta_{k'})}{\mu_{\Phi_m}(\theta_{k'}, \delta_{k'})} \right),
\]
\[
\tilde{\psi}_{m+1} = \tilde{\psi}_m + \kappa \rho_m \sum_{k' = k_m}^{k_m+1-1} (\mathcal{T}(\theta_k, \delta_k) - \tilde{\psi}_m)
\]

After that, based on Lemma 11 in [125], it was proved that \(\psi(\Phi)\) and \(\tilde{\psi}(\Phi)\) converge to a common limit. This means the parameter vector \(\Phi\) can be represented in the following way

\[
\Phi_{m+1} = \Phi_m + \rho_m \mathbb{E}_{\Phi_m}[T](\nabla \psi(\Phi_m) + e_m) + e_m,
\]

where \(e_m\) is an error term that converges to zero and \(\epsilon_m\) is a summable sequence. (5.15) is known as the gradient method with diminishing errors [132, 135]. Therefore, following the same way in [132, 135], we can prove that \(\nabla \psi(\Phi_m)\) converges to 0, i.e., \(\nabla_{\Phi} \psi(\Phi_\infty) = 0\).
Appendix C

Markov Decision Process: Complete Information Case

We extend the optimization formulation based on an MDP presented in Section 3.2. We consider the complete information case, where the secondary user knows the status of all the channels before selecting the channel to access. The optimal channel access policy of the complete information case will determine the upper-bound performance for the secondary user. In practice, the complete information case can be realized when there is a dedicated infrastructure (e.g., a spectrum sensing network) to perform spectrum sensing and share the channel status to the secondary user.

State space and action space

We define the state space of the secondary user as follows:

\[
\Theta = \left\{ (C, E, Q); E \in \{0, 1, \ldots, E\}, Q \in \{0, 1, \ldots, Q\} \right\} \tag{5.16}
\]

where \(E\) is the maximum capacity of the energy storage and \(Q\) is the maximum data queue size. \(C\) is the composite channel state defined as follows:

\[
C = \left\{ (C_1, \ldots, C_N); C_n \in \{0, 1\} \right\}. \tag{5.17}
\]

\(C_n\) is the state (i.e., status) of channel \(n\). Its value is “0” if the channel is idle and “1” if the channel is busy. The state is then defined as a composite variable \(\theta = ((c_1, \ldots, c_N), e, q) \in \Theta\), where \(c_n\) is the status of channel \(n\), \(e\) is the energy level of the energy storage, and \(q\) is the number of packets in the data queue of the secondary user, respectively. The action space of the secondary user is defined as follows: \(\Delta = \{1, \ldots, N\}\), where again the action \(\delta\) is the channel selected for transmitting a packet or harvesting RF energy.
Transition probability matrix

We denote the transition probability matrix given action $\delta \in \Delta$ of the secondary user by $P(\delta)$ whose element is obtained from $C(c_1, \ldots, c_N)Q(c_\delta, c_\delta)$. $C(c_1, \ldots, c_N)Q(c_\delta, c_\delta)$ is the probability that the status of all channels are $(c_1, \ldots, c_N)$ in the current time slot and change to $(c'_1, \ldots, c'_N)$ in the next time slot. This probability is the element of the matrix $C = C_1 \otimes \cdots \otimes C_n \otimes \cdots \otimes C_N$, where $\otimes$ is a Kronecker product and the matrix $C_n$ is given in (3.1). Let $Q(c_\delta, c_\delta)$ be the transition matrix of the queue and energy states when the status of the selected channel $\delta$ is $c_\delta \in \{0, 1\}$. This matrix can be expressed as follows:

$$Q(c_\delta, c_\delta) = \begin{bmatrix}
B_{0,0}(\delta, c_\delta) & B_{0,1}(\delta, c_\delta) & \cdots & B_{0,Q-1}(\delta, c_\delta) & B_{0,Q}(\delta, c_\delta) \\
B_{1,0}(\delta, c_\delta) & B_{1,1}(\delta, c_\delta) & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
B_{Q,Q-1}(\delta, c_\delta) & B_{Q,Q}(\delta, c_\delta) & \cdots & \cdots & \cdots 
\end{bmatrix} \begin{cases}
\leftarrow q = 0 \\
\leftarrow q = 1 \\
\vdots \\
\leftarrow q = Q
\end{cases}$$

(5.18)

where again each row of the matrix $Q(c_\delta, c_\delta)$ corresponds to the number of packets in the data queue. Each row of the matrix $B_{q,q'}(\delta)$ corresponds to the energy level in the energy storage.

The selected channel is idle $c_\delta = 0$: For $q = 0$, there is no packet transmission, since the data queue is empty. As a result, the energy level will always be the same (i.e., cannot transmit a packet and cannot harvest RF energy). Therefore, we have $B_0(\delta, c_\delta = 0) = I$. Then, $B_{0,0}(\delta, c_\delta = 0) = B_0(\delta, c_\delta = 0)\alpha^o$ and $B_{0,1}(\delta, c_\delta = 0) = B_0(\delta, c_\delta = 0)\alpha$, where $\alpha^o = 1 - \alpha$, for when there is no and there is a packet arrival, respectively.

For $q > 0$, when the number of packets in the data queue decreases, the transition probability matrix is expressed as follows:

$$B_{q,q-1}(\delta, c_\delta = 0) = \begin{bmatrix}
0 & \cdots & \cdots & \cdots & 0 \\
\vdots & \ddots & \cdots & \cdots & \vdots \\
f_\delta^o \alpha^o \sigma_\delta & \cdots & \cdots & \cdots & 0 \\
\vdots & \vdots & \ddots & \cdots & \vdots \\
f_\delta^o \alpha^o \sigma_\delta & \cdots & \cdots & \cdots & 0
\end{bmatrix} \begin{cases}
\leftarrow e = 0 \\
\leftarrow e = W - 1 \\
\leftarrow e = W \\
\vdots \\
\leftarrow e = E
\end{cases}$$

(5.19)
When the number of packets remains the same, the transition probability matrix $B_{q,q}(\delta, c_\delta = 0)$ is expressed as follows:

$$B_{q,q}(\delta, c_\delta = 0) = \begin{bmatrix} \alpha^o & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \alpha^o \\ & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ & \cdots & b_{W,0}^e(\delta) & \cdots & b_{W,W}^e(\delta) & \cdots & \cdots & \cdots \\ & \cdots & \cdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ & \cdots & \cdots & \cdots & b_{E,E-W}^e(\delta) & \cdots & b_{E,E}^e(\delta) \end{bmatrix} \begin{array}{c} \leftarrow e = 0 \\ \vdots \\ \leftarrow e = W - 1 \\ \leftarrow e = W \\ \vdots \\ \leftarrow e = E \end{array}$$

(5.20)

where $b_{e,e-W}^c(\delta) = f_\delta^c(\sigma_\delta^c \alpha^o + \sigma_\delta \alpha)$. In this case, $b_{e,e-W}^c(\delta)$ is for when the secondary user transmits a packet, while $b_{e,e}^c(\delta)$ is for when the secondary user does not transmit a packet.

When the number of packets increases, the transition probability matrix $B_{q,q+1}(\delta, c_\delta = 0)$ is expressed as follows:

$$B_{q,q+1}(\delta, c_\delta = 0) = \begin{bmatrix} \alpha & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \alpha \\ & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ & \cdots & b_{W,0}^+e(\delta) & \cdots & b_{W,W}^+e(\delta) & \cdots & \cdots & \cdots \\ & \cdots & \cdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ & \cdots & \cdots & \cdots & b_{E,E-W}^+e(\delta) & \cdots & b_{E,E}^+e(\delta) \end{bmatrix} \begin{array}{c} \leftarrow e = 0 \\ \vdots \\ \leftarrow e = W - 1 \\ \leftarrow e = W \\ \vdots \\ \leftarrow e = E \end{array}$$

(5.21)

where $b_{e,e-W}^+e(\delta) = f_\delta^e \sigma_\delta^e \alpha$ and $b_{e,e}^+e(\delta) = f_\delta \alpha$. Again, $b_{e,e-W}^+e(\delta)$ is for when the secondary user transmits a packet (but not successful), while $b_{e,e}^+e(\delta)$ is for when the secondary user does not transmit a packet.

The selected channel is busy $c_\delta = 1$: For $q = 0$, there is no packet transmission. As a result, the energy level will never decrease. Let $B_0(\delta, c_\delta = 1)$ denote a common matrix for $q = 0$. We have

$$B_0(\delta, c_\delta = 1) = \begin{bmatrix} 1 - m_\delta^2 \gamma_\delta & m_\delta^2 \gamma_\delta & \cdots & \cdots & \cdots & \cdots & \cdots & 1 - m_\delta^2 \gamma_\delta \\ & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ & \cdots & 1 - m_\delta^2 \gamma_\delta & \cdots & m_\delta^2 \gamma_\delta & \cdots & \cdots & \cdots \\ & \cdots & \cdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ & \cdots & \cdots & \cdots & 1 \end{bmatrix} \begin{array}{c} \leftarrow e = 0 \\ \vdots \\ \leftarrow e = E - 1 \\ \leftarrow e = E \end{array}$$

(5.22)

Then, $B_{0,0}(\delta, c_\delta = 1) = B_0(\delta, c_\delta = 1) \alpha^o$ and $B_{0,1}(\delta, c_\delta = 1) = B_0(\delta, c_\delta = 1) \alpha$ for when there is no and there is a packet arrival, respectively.

For $q > 0$, there are only two sub-cases, i.e., the number of packets remains the same or increases (i.e., no successful transmission if the channel is busy). When the
number of packets remains the same, the transition probability matrix is expressed as follows:

\[
\mathbf{B}_{q,q}(\delta, c_\delta = 1) = \\
\begin{bmatrix}
\alpha^\circ (1 - m_\delta^2 \gamma_\delta) & \alpha^\circ m_\delta^2 \gamma_\delta \\
\vdots & \ddots & \ddots \\
\alpha^\circ (1 - m_\delta^2 \gamma_\delta) & \alpha^\circ m_\delta^2 \gamma_\delta & \cdots & \cdots \\
\end{bmatrix}
\]

where \( b_{e,e-W}^c(\delta) = m_\delta \alpha^\circ \), \( b_{e,e}^c(\delta) = m_\delta^2 \gamma_\delta \alpha^\circ \), and \( b_{e,e+1}^c(\delta) = m_\delta^2 \gamma_\delta \alpha^\circ \). In this case, \( b_{e,e-W}^c(\delta) \) is for when the secondary user transmits a packet (i.e., due to miss detection \(^1\)), \( b_{e,e}^c(\delta) \) is for when the secondary user unsuccessfully harvests RF energy, and \( b_{e,e+1}^c(\delta) \) is for when the secondary user successfully harvests RF energy.

When the number of packets increases, the transition probability matrix \( \mathbf{B}_{q,q+1}(\delta, c_\delta = 1) \) is expressed as follows:

\[
\mathbf{B}_{q,q+1}(\delta, c_\delta = 1) = \\
\begin{bmatrix}
\alpha(1 - m_\delta^2 \gamma_\delta) & \alpha m_\delta^2 \gamma_\delta \\
\vdots & \ddots & \ddots \\
\alpha(1 - m_\delta^2 \gamma_\delta) & \alpha m_\delta^2 \gamma_\delta & \cdots & \cdots \\
\end{bmatrix}
\]

where \( b_{e,e-W}^c(\delta) = m_\delta \alpha^\circ \), \( b_{e,e}^c(\delta) = m_\delta^2 \gamma_\delta \alpha^\circ \), and \( b_{e,e+1}^c(\delta) = m_\delta^2 \gamma_\delta \alpha^\circ \). These elements are similar to those in the case when the number of packets in the data queue remains the same.

**Optimization formulation**

The optimization can be formulated with the same objective as that in (3.8) to maximize the throughput of the secondary user. In this case, the state is defined as \( \theta \in \Theta \),

\(^1\)Here, we note that the term “complete channel information” is defined from the perspective of the secondary user. However, the secondary user still needs to sense the target channel to check the real channel status. This is in order to ensure that its transmission will not cause interference to primary user transmissions. Consequently, the sensing error probabilities are still applied to the secondary user.
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where \( \theta = ((c_1, \ldots, c_N), e, q) \). The immediate throughput function in the complete information case is defined as follows:

\[
\mathcal{T}(\theta, \delta) = \begin{cases} 
 f_\delta^e \sigma_\delta, & (e \geq W) \text{ and } (q > 0) \text{ and } (c_\delta = 0) \\
0, & \text{otherwise} 
\end{cases}
\]  

(5.25)

The secondary user successfully transmits a packet if the selected channel is idle, there is enough energy, the queue is not empty.

The similar method of transforming and solving the equivalent LP problem is applied to obtain the optimal channel section policy for the complete information case.

**Performance measures**

Let \( \zeta^*(((c_1, \ldots, c_N), e, q), \delta) \) denote the optimal solution of the equivalent LP problem for the optimization of the complete information case. The following performance measures can be obtained.

**Average number of packets in the data queue** is obtained from

\[
\bar{q} = \sum_{c_1=0}^{1} \cdots \sum_{c_N=0}^{1} \left( \sum_{\delta \in \Delta} \sum_{q=0}^{Q} \sum_{e=0}^{E} q \zeta^*(((c_1, \ldots, c_N), e, q), \delta) \right).
\]  

(5.26)

**Throughput** is obtained from

\[
\tau = \sum_{c_1=0}^{1} \cdots \sum_{c_N=0}^{1} \left( \sum_{\delta \in \Delta} \sum_{q=1}^{Q} \sum_{e=W}^{E} \eta_\delta f_\delta^e \sigma_\delta \zeta^*(((c_1, \ldots, c_N), e, q), \delta) \right).
\]  

(5.27)

**Average delay** can be obtained using Little’s law as

\[
\bar{d} = \frac{\bar{q}}{\tau}.
\]  

(5.28)
Appendix D

The proof of Proposition 4.2

From (4.32), we have

\[ \mathcal{L}(\Theta, \gamma) = \sum_{s \in S} \pi_s(\Theta) \mathcal{G}(s, \Theta), \]  

(5.29)

where \( \pi_s(\Theta) \) is the steady state probability, \( \mathcal{L}(\Theta, \gamma) \) is the Lagrange function and \( \mathcal{G}(s, \Theta) \) is the value of Lagrange function at state \( s \). All are parameterized by parameter vector \( \Theta \).

Then, we take gradient for the Lagrange function \( \mathcal{L}(\Theta, \gamma) \) with respect to the vector \( \Theta \) as follows

\[ \nabla_{\Theta} \mathcal{L}(\Theta, \gamma) = \sum_{s \in S} \pi_s(\Theta) \nabla_{\Theta} \mathcal{G}(s, \Theta) + \sum_{s \in S} \pi_s(\Theta) \nabla_{\Theta} \mathcal{G}(s, \Theta) - \mathcal{L}(\Theta, \gamma) \sum_{s \in S} \nabla_{\Theta} \pi_s(\Theta), \]  

(5.30)

We define the differential cost at state \( s \) by

\[ d(s, \Theta) = \mathbb{E}_{\Psi(\Theta)} \left[ \sum_{t = 0}^{T-1} (\mathcal{G}(s, \Theta) - \mathcal{L}(\Theta, \gamma)) \bigg| s(0) = s \right], \]

(5.31)

where \( T = \min\{t > 0 | s(t) = s^\dagger \} \) is the first future time that state \( s^\dagger \) is visited. The main objective of defining \( d(s, \Theta) \) is to express the relation between the average value of the Lagrange function and the immediate value of the Lagrange function at state \( s \). Furthermore, \( d(s, \Theta) \) is a unique solution of the following Bellman equation,

\[ d(s, \Theta) = \mathcal{G}(s, \Theta) - \mathcal{L}(\Theta, \gamma) + \sum_{s^\prime \in S} p(s^\prime | s, \Psi(\Theta)) d(s^\prime, \Theta). \]

(5.32)
\[ \nabla_{\Theta} \mathcal{L}(\Theta, \gamma) = \sum_{s \in S} \pi_s(\Theta) \nabla_s \mathcal{G}(s, \Theta) + \sum_{s \in S} \nabla_{\Theta} \pi_s(\Theta) \left( d(s, \Theta) - \sum_{s \in S} \mathbf{p}(s'|s, \Psi(\Theta)) d(s', \Theta) \right), \]

\[ = \sum_{s \in S} \pi_s(\Theta) \nabla_s \mathcal{G}(s, \Theta) + \sum_{s \in S} \nabla_{\Theta} \pi_s(\Theta) d(s, \Theta) \]

\[ + \sum_{s, s' \in S} \left( \pi_s(\Theta) \nabla_s \mathbf{p}(s'|s, \Psi(\Theta)) - \nabla_{\Theta} \left( \pi_s(\Theta) \mathbf{p}(s'|s, \Psi(\Theta)) \right) \right) d(s', \Theta), \]

\[ = \sum_{s \in S} \pi_s(\Theta) \nabla_s \mathcal{G}(s, \Theta) + \sum_{s \in S} \nabla_{\Theta} \pi_s(\Theta) d(s, \Theta) \]

\[ + \sum_{s, s' \in S} \pi_s(\Theta) \nabla_s \mathbf{p}(s'|s, \Psi(\Theta)) d(s', \Theta) - \sum_{s' \in S} \nabla_{\Theta} \left( \sum_{s \in S} \pi_s(\Theta) \mathbf{p}(s'|s, \Psi(\Theta)) \right) d(s', \Theta), \]

\[ = \sum_{s \in S} \pi_s(\Theta) \nabla_s \mathcal{G}(s, \Theta) + \sum_{s \in S} \nabla_{\Theta} \pi_s(\Theta) d(s, \Theta) + \sum_{s, s' \in S} \pi_s(\Theta) \nabla_s \mathbf{p}(s'|s, \Psi(\Theta)) d(s', \Theta) \]

\[ - \sum_{s' \in S} \nabla_{\Theta} \pi_s'(\Theta) d(s', \Theta) \]

\[ = \sum_{s \in S} \pi_s(\Theta) \left( \nabla_s \mathcal{G}(s, \Theta) + \sum_{s' \in S} \nabla_s \mathbf{p}(s'|s, \Psi(\Theta)) d(s', \Theta) \right). \]

\[ (5.33) \]

Then, we replace \( \mathcal{G}(s, \Theta) - \mathcal{L}(\Theta, \gamma) \) in (5.30) by \( d(s, \Theta) - \sum_{s \in S} \mathbf{p}(s'|s, \Psi(\Theta)) d(s', \Theta) \) in (5.32) and have the following results:

From (4.30), we have \( \mathcal{G}(s, \Theta) = \sum_{a \in A} \mu_{\Theta}(s, a) \mathcal{G}(s, a) \) and we take gradient for function \( \mathcal{G}(s, \Theta) \) under the parameter vector \( \Theta_n \) as follows:

\[ \nabla_{\Theta_n} \mathcal{G}(s, \Theta) = \sum_{a \in A} \nabla_{\Theta_n} \mu_{\Theta}(s, a) \mathcal{G}(s, a), \]

\[ = \sum_{a \in A} \mu_{\Theta}(s, a) \frac{\nabla_{\Theta_n} \mu_{\Theta}(s_n, a)}{\mu_{\Theta_n}(s_n, a)} \mathcal{G}(s, a) \]

\[ (5.34) \]

From (4.24), we have \( \mathbf{p}(s'|s, \Psi(\Theta)) = \sum_{a \in A} \mu_{\Theta}(s, a) \mathbf{p}(s'|s, a) \), and we also take gradient for function \( \mathbf{p}(s'|s, \Psi(\Theta)) \) under the parameter vector \( \Theta_n \) as follows:

\[ \nabla_{\Theta_n} \mathbf{p}(s'|s, \Psi(\Theta)) = \sum_{a \in A} \mu_{\Theta}(s, a) \frac{\nabla_{\Theta_n} \mu_{\Theta}(s_n, a)}{\mu_{\Theta_n}(s_n, a)} \mathbf{p}(s'|s, a). \]

\[ (5.35) \]
Then, we replace (5.34) and (5.35), into (5.33), and we derive the following results:

\[
\nabla_{\Theta_n} \mathcal{L}(\Theta, \gamma) = \sum_{s \in S} \sum_{a \in A} \pi_s(\Theta) \mu_{\Theta}(s, a) \frac{\nabla_{\Theta_n} \mu_{\Theta_n}(s_n, a_n)}{\mu_{\Theta_n}(s_n, a_n)} \left( \mathcal{G}(s, a) - \mathcal{L}(\Theta, \gamma) + \sum_{s' \in S} p(s'|s, a) d(s', \Theta) \right),
\]

(5.36)

\[
= \sum_{s \in S} \sum_{a \in A} \pi_s(\Theta) \mu_{\Theta}(s, a) \frac{\nabla_{\Theta_n} \mu_{\Theta_n}(s_n, a_n)}{\mu_{\Theta_n}(s_n, a_n)} q(s, a, \Theta),
\]

where

\[
q(s, a, \Theta) = \mathcal{G}(s, a) - \mathcal{L}(\Theta, \gamma) + \sum_{s' \in S} p(s'|s, a) d(s', \Theta),
\]

(5.37)

\[
= \mathbb{E}_{\Psi(\Theta)} \left[ \sum_{t=0}^{T-1} \left( \mathcal{G}(s(t), a(t)) - \mathcal{L}(\Theta, \gamma) \right) \right] s(0) = s, a(0) = a.
\]

The proof now is completed.
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The convergence proof of Algorithm 2 in Chapter 4

We analyze and then derive the proof for the convergence of the Algorithm 2 presented in Section 4.3. In Algorithm 2, the parameter vectors and the Lagrange multipliers are updated at two different time scales, namely, \( \alpha(t) \) and \( \beta(t) \), respectively. At the time scale \( \beta(t) \), the value of the Lagrange multipliers are updated by a function of \( \beta(t) \) as follows:

\[
\gamma_{n}^{t+1} = \gamma_{n}^{t} + \mathcal{F}(\beta(t)) \ orall n.
\]  
(5.38)

Furthermore, under the Assumption 4.5, time scale \( \beta(t) \) can be represented as a function of \( \alpha(t) \) as follows:

\[
\gamma_{n}^{t+1} = \gamma_{n}^{t} + \mathcal{F}(\beta(t)) = \gamma_{n}^{t} + f(\alpha(t)) \ orall n.
\]  
(5.39)

Consequently, we can conclude that (4.38) views (4.41) as quasi-static (i.e., almost a constant), while (4.41) views (4.38) as almost equilibrated (as shown in Chapter 6 [132]). Therefore, we have to establish the proof of convergence for Algorithm 2 at different time scales separately.

We will first prove the convergence of the algorithm in the first time scale (i.e., \( \alpha(t) \)). In other words, we will prove that \( \nabla_{\Theta} \mathcal{L}(\Theta^{\infty}(\gamma), \gamma) = 0 \).

**Proof:** We define vector \( \mathbf{r}^{t} = \begin{bmatrix} \Theta^{t} & \tilde{L}^{t} \end{bmatrix}^{\top} \). Then, the update equations as given in (4.38) and (4.39) of the Algorithm 2 can be rewritten in the following form,

\[
\mathbf{r}^{t+1} = \mathbf{r}^{t} + \alpha(t) \mathbf{H}^{t},
\]  
(5.40)

where

\[
\mathbf{H}^{t} = \begin{bmatrix} -\left( I_{G} - \tilde{L}^{t} \right) z_{n}^{t} \\ -
\end{bmatrix}.
\]  
(5.41)
Let \( t_m \) be the time when the recurrent state \( s^\dagger \) is revisited at \( m \)-th time and thus (5.40) can be presented as follows:

\[
r^{t_{m+1}} = r^{t_m} + \sum_{t=t_m}^{t_{m+1}-1} \alpha(t) H'.
\]  

(5.42)

If we denote \( \alpha(m) = \sum_{t=t_m}^{t_{m+1}-1} \alpha(t) \), then we have \( \epsilon_m = \sum_{t=t_m}^{t_{m+1}-1} \alpha(t) (H' - h(r^{t_m})) \)

where

\[
h(r^{t_m}) = \left[ -\mathbb{E}_\Theta[T]\nabla_\Theta \mathcal{L}(\Theta) - \mathcal{Y}(\Theta)(\mathcal{L}(\Theta) - \tilde{\mathcal{L}}(\Theta)) \right],
\]

(5.43)

for \( \mathcal{Y}(\Theta) = [\mathcal{Y}_1(\Theta), \ldots, \mathcal{Y}_N(\Theta)] \) and

\[
\mathcal{Y}_n(\Theta) = \mathbb{E}_\Theta \left[ \sum_{t=t_m+1}^{t_{m+1}-1} (t_{m+1} - t') \frac{\nabla_\Theta \mu_\Theta(s_{t'}, a_{t'}) - \mu_\Theta(s_{t'}, a_{t'})}{\mu_\Theta(s_{t'}, a_{t'})} \right].
\]

Then, (5.42) becomes

\[
r^{t_{m+1}} = r^{t_m} + \alpha(m) h(r^{t_m}) + \epsilon_m.
\]

(5.44)

Next, we will show that

\[
\sum_{m=1}^{\infty} \alpha(m) = \infty, \text{ and } \sum_{m=1}^{\infty} \alpha^2(m) < \infty \text{ with probability one.}
\]

(5.45)

From Assumption 4.5, we have \( \sum_{m=1}^{\infty} \alpha(m) = \sum_{t=1}^{\infty} \alpha(t) = \infty \). Additionally, under Assumption 4.5, the sequence \( \alpha(t) \) is non-increasing, and thus, \( \alpha(m) = \sum_{t=t_m}^{t_{m+1}-1} \alpha(t) \leq \alpha(t_m)(t_{m+1} - t_m) \). Then, we derive \( \sum_{m=1}^{\infty} \alpha^2(m) \leq \sum_{m=1}^{\infty} \alpha^2(t_m)(t_{m+1} - t_m)^2 < \sum_{t=1}^{\infty} \alpha^2(t) < \infty \).

Now, we can transform the update equations into the same form as presented in (25) in [125]. By using Lemma 2 and Lemma 3 in [125], we have the sequence \( h(r^{t_m}) \) bounded and the sequence \( \sum_{m=1}^{\infty} \epsilon_m \) converges almost surely. As a result, we can conclude that

\[
\lim_{m \to \infty} (r^{t_{m+1}} - r^{t_m}) = 0 \text{ with probability one.}
\]

(5.46)

After that, based on Lemma 11 and Section C of Appendix 1 in [125], we can prove that the sequence \( \mathcal{L}(\Theta^{t_m}) \) and \( \tilde{\mathcal{L}}(\Theta^{t_m}) \) converge to a common limit, and thus, \( \nabla_\Theta \mathcal{L}(\Theta^{t_m}) \) converges to zero, i.e., \( \nabla_\Theta \mathcal{L}(\Theta^{\infty}) = 0 \). The proof for the convergence in the first time scale now is completed.
Then, we will prove the convergence of the algorithm in the second time scale (i.e., $\beta(t)$). It means, we will prove that $\lim_{t \to \infty} \gamma^t = \gamma^\infty$ with probability 1 and $\gamma^\infty$ satisfies the constraints in (4.27).

**Proof:** From Assumption 4.5, since the time scale $\beta(t)$ is very small compared with the time scale $\alpha(t)$, this makes $\gamma^t$ quasi-static compared with $\Theta^t$ and this also has an effect similar to fixing $\gamma^t$ and running (4.41) to infinity. In turn, $\gamma^t$ views $\Theta^t$ as a converged approximation to $\Theta^*(\gamma^t)$ [136], and thus, we can rewrite the equation in (4.41) as follows:

$$
\gamma_{n+1}^t = \max\left(\gamma_n^t + \beta(t)\left(\mathcal{D}_n(\Theta^*(\gamma)) - \mathcal{D}_n^* + \mathcal{D}_n(t) - \mathcal{D}_n^*(\Theta^*(\gamma))\right), 0\right). \tag{5.47}
$$

We denote $w_{n+1}^t = \mathcal{D}_n(t) - \mathcal{D}_n^*(\Theta^*(\gamma))$ and let $\mathcal{F} \triangleq \sigma(\gamma^t, w^t, l \leq t)$ be the $\sigma$-algebra generated by $\{\gamma^t, w^t, l \leq t\}$. We can see that the sequence $\{w^t\}$ is a martingale difference sequence since its expectation with regard to the past is zero, i.e., $E[w_{k+1}^t | \mathcal{F}^t] = 0$. Moreover, we can always find an appropriate constant $K$ such that $E[||w_{n+1}^t||^2 | \mathcal{F}^t] \leq K(1 + ||\gamma_n^t||^2)$. Hence, by using the standard stochastic approximation in [132], the Lagrange update equation for secondary users $n$ can be represented by the ordinary differential equation (ODE) as follows:

$$
\dot{\gamma}_n^t = \mathcal{D}_n(\Theta^*(\gamma^t)) - \mathcal{D}_n^*. \tag{5.48}
$$

We define

$$
\mathcal{I}(\gamma) = \sum_{n=1}^{N} \left(\mathcal{D}_n(\Theta^*(\gamma)) + \gamma_n(\mathcal{D}_n(\Theta^*(\gamma)) - \mathcal{D}_n^*)\right). \tag{5.49}
$$

Then, based on the chain rule, we have

$$
\frac{\partial \mathcal{I}(\gamma)}{\partial \gamma_n} = \mathcal{D}_n(\Theta^*(\gamma)) - \mathcal{D}_n^*, \tag{5.50}
$$

and thus

$$
\dot{\gamma}_n^t = \frac{\partial \mathcal{I}(\gamma)}{\partial \gamma_n}. \tag{5.51}
$$

Consequently, from Proposition 3 in [135], we have $\lim_{t \to \infty} \frac{\partial \mathcal{I}(\gamma)}{\partial \gamma_n} = 0$. In other words, $\mathcal{D}_n(\Theta^*(\gamma^\infty)) - \mathcal{D}_n^* = 0$ which satisfies the constraints in (4.27).

Now, the proof of the convergence of Algorithm 2 is completed.
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Complexity analysis of the online learning algorithms

In this section, we will show that our proposed online learning algorithms are very efficient in using resource in terms of time and storage. This is due to the fact that the state and action variables in our algorithms can be updated iteratively in an online fashion without storing and using any information from history. We will analyze the resource consumption for Algorithm 1 (Chapter 4) in detail as follows.

**Algorithm 1** Algorithm to update Θ at every time step

At time step \( k \), the state is \( s_k \), and the values of \( Θ_k \), \( z_k \), and \( \tilde{ψ}(Θ_k) \) are available from the previous iteration. We update \( z_k \), \( Θ_k \), and \( \tilde{ψ} \) according to:

\[
\begin{align*}
    z_{k+1} &= \begin{cases} 
        \frac{\nabla \mu_{θ_k}(s_k,a_k)}{\mu_{θ_k}(s_k,a_k)}, & \text{if } s_k = s^* \\
        z_k + \frac{\nabla \mu_{θ_k}(s_k,a_k)}{\mu_{θ_k}(s_k,a_k)}, & \text{otherwise}, \end{cases} \tag{4.14} \\
    Θ_{k+1} &= Θ_k + ρ_k (T(s_k,a_k) - \tilde{ψ}_k) z_{k+1}, \tag{4.15} \\
    \tilde{ψ}_{k+1} &= \tilde{ψ}_k + κρ_k (T(s_k,a_k) - \tilde{ψ}_k). \tag{4.16}
\end{align*}
\]

First, for the storage complexity, in Algorithm 1, we just need to store the values of three variables at each step, i.e., \( Θ_k \), \( z_k \), and \( \tilde{ψ}(Θ_k) \), where \( Θ_k \) is the parameter vector of the user that we need to optimize its performance, \( z_k \) is an auxiliary variable used to compute the value of \( \nabla \mu_{θ_k}(s_k,a_k) \) before it is used to update the value of \( Θ_k \), and \( \tilde{ψ}(Θ_k) \) is the estimated value of the average throughput. Because Algorithm 1 works in an online fashion, these variables will be updated at each step and we do not need to store all other values in the past. Thus, we can avoid the curse-of-storage which happens in the algorithms using values in history to make decisions.

Second, for the time complexity, each user needs to do four steps at each time slot. Specifically, in the first step, based on the value of \( Θ \) in the previous step, the user calculates the value of \( μ_Θ(s,a) \) as in equation (4.3) (i.e., \( μ_Θ(s,a) = \frac{\exp(θ_{s,a})}{\sum_{a_i \in A} \exp(θ_{s,a_i})} \)).
and decides which channel to sense. In the second step, the user computes the value of \( \nabla \mu_{\Theta_k}(s_k, a_k) \) and updates the value of \( z \) as in equation (4.14). In the last two steps, the user updates the values of \( \Theta \) and \( \tilde{\psi}(\Theta_k) \) as in equations (4.15) and (4.16), respectively. Additionally, we note a very interesting point here for the calculation of equation (4.14). Because of the special structure of \( \mu_{\Theta}(s, a) \) as shown in equation (4.3), instead of calculating the value of \( \nabla \mu_{\Theta_k}(s_k, a_k) \) directly, we can use some mathematical manipulation to transform it into the equivalent form by \( 1 - \mu_{\Theta}(s, a) \). This can reduce the computation time considerably. Therefore, as we can see from the aforementioned analysis, at each computing step, the user just needs to perform simple calculations without any complex functions, and thus the time complexity at each time slot is negligible.

We then can apply the similar analysis to Algorithm 2 in Chapter 3, and Algorithm 2 in Chapter 4. In summary, we can confirm the high efficiency of the proposed algorithms in term of time and storage complexity.
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