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Abstract

To date, the world continues to generate quintillion bytes of data daily, leading to the pressing needs for new efforts in dealing with the grand challenges brought by Big Data. When talking about big data, there is a growing consensus among the computational intelligence communities that data volume presents an immediate challenge pertaining to the scalability issue. Note that, when addressing volume in Big Data analytics, researchers have largely taken a one-sided study which refers to the “Big Instance Size” factor of the data. The flip side of volume which is the “Big Dimensionality” factor of big data, on the other hand, has received much less attention. A motivating example is related with cell phone manufacturing industry. It is worth noting that presently one can easily enjoy up to an extremely high resolution of 41-megapixels on the pictures taken, which is 400 times more than the 0.11-megapixels almost a decade ago. As a pixel based feature representation, this will explicitly translate to 41 million features.

Taking this cue, in this dissertation, the first work represents an attempt to fill in this gap and places special focus on this relatively under-explored topic of big dimensionality, wherein the explosion of features brings about new challenges to computational intelligence. An analysis of three popular data repositories has uncovered an exponential increase in the dimensionality of many datasets that have been produced since early 2000s, there is much evidence reinforcing our contention that the upward trend of Big Dimensionality will only continue to follow, as influenced by the rapid advancements in computing and information technologies and the arising myriads of feature descriptors. Moreover, the blessings of Big Dimensionality is also discussed based on feature correlation, which serves as a cue to the success of handling such challenge.

Based on the observation of the growing trend of big dimensionality on modern databases, existing approaches that require the calculations of pairwise feature corre-
lations in their algorithmic designs have scored miserably, since computing the full correlation/covariance matrix (i.e., square of dimensionality in size, where million features would translate to trillion correlation computations) can become computationally very impractical. This poses a notable challenge that has received little attention in the field of machine learning and data mining research. Thus, an efficient feature grouping and selection method has been proposed to fill in this gap, which is considered as the second work presented in this thesis. Specifically, the interesting findings on several established databases with big dimensionality have indicated that an extremely small portion of the feature pairs could contribute significantly to the underlying interactions and there exists feature groups that are highly correlated, which is termed as “sparse correlation” in this thesis. Inspired by the intriguing observations, a novel learning approach, namely, Group Discovery Machine (GDM) is hence introduced that exploits the presence of sparse correlations for the efficient identifications of informative and correlated feature groups from big dimensional data that translates to a reduction in complexity from $O(m^2n)$ to $O(m \log m + K_a mn)$, where $K_a \ll \min(m, n)$ generally holds. In particular, the proposed approach considers an explicit incorporation of linear, nonlinear or specific correlation measures as constraints in the learning model. An efficient embedded feature selection strategy, designed to filter out the large number of non-contributing correlations that could otherwise confuse the classifier while identifying the correlated and informative feature groups, forms one of the highlights of this approach. Extensive empirical studies on both synthetic and several real-world datasets comprising up to 30 million dimensions are subsequently conducted to assess and showcase the efficacy of the proposed framework.

In addition, to better illustrate the properties of the proposed framework, the sensitivity analysis of the key parameters in GDM are examined in this thesis to demonstrate the robustness and stability. Besides, the proposed framework on different machine learning settings is discussed, such as one-class learning, where notable speedup can be observed when solving one-class problems on big dimensional data. Further, to identify robust informative features with minimal sampling bias, the embedding of the $V$-fold cross validation in the learning model is hence considered, so as to seek for features that exhibit stable or consistent performance accuracy on multiple data folds. Last but not least, to
better illustrate the usefulness of the informative feature groups, the potential benefits of affiliated features are presented using various real-world datasets.
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Chapter 1

Introduction

1.1 Motivation of the Research on Big Dimensional Data

Machine learning is a subfield of artificial intelligence, with the focus placed on healthy development of robust algorithms and techniques that allow computers to learn. It has a wide spectrum of applications such as cheminformatics, search engines, medical diagnosis, stock market analysis, game playing and more recent hot research fields including bioinformatics, computer vision and natural language processing.

Over the last decade, an exponential growth in the dimensionality of the datasets has been witnessed across many domains [59–61], hence leading to a new level of scalability study of machine learning approaches in this new era of Big Data. Note that, researchers in the data analytics community have largely taken a one-sided study of data volume [62–64], which refers to the instance size of the data. The corresponding factor of “Big Dimensionality”, on the other hand, has received much less attention in the context of Big Data Analytics [65]. Take bioinformatics for example, the amount of biological data requiring analysis has ballooned and many new and specialized machine learning methods have since emerged to deal with this explosion of data. Consequently, machine learning in bioinformatics has become an important research interest of both computer scientists and biologists. As a way to protect end users from visiting undesirable sites, another notable application would involve the classification between malicious web sites (involved in criminal scams) and benign sites, using the lexical and host-based features
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of the associated URLs [66, 67]. Typically, the individual URLs are encoded\(^1\) as big dimensional feature vectors\(^2\). As such systems involve the gathering of URLs crawled at real-time, from the World-Wide-Web, fast prediction to fulfill the requirement of low latency is necessary. Thus a subset of the original features or feature groups is desirable for accelerating the learning process while maintaining high classification accuracy. To this end, seeking an efficient method to robustly reveal the intrinsic feature structure of the dataset is of urgent need.

1.2 An Established Therapy for “Curse of Dimensionality” – Feature Selection

In the past decade, many real-world datasets are thus represented with very high dimensional features, bringing about significant challenges in the data mining field [68, 69]. Learning performance is often degraded with the inflation of dimensions, leading to the well-known notion - “Curse of Dimensionality” [70, 71], which brings great challenges in data mining and processing [71–73]. Fortunately, the research on the big dimensional data also reveal that most of the features are irrelevant to the output (i.e., noisy features). To address this issue, a well established remedy is Dimension Reduction, which is the process of reducing the number of random variables under consideration. And the most well-known subarea in this field is **Feature Selection**.

Feature selection focuses on seeking a small feature subset among the original dimensions that is most relevant to the task label. Although it is deemed as an old topic in pattern recognition, feature selection is known to be very effective on many machine learning tasks. For example, in high dimensional data such as text data, many features are usually non-informative or noisy (i.e., not every word or word combination could be equally predictive), resulting in serious deterioration of the generalization performance, whereas feature selection is deemed as a notable remedial tool for addressing the issue [74]. Further, a sparse classifier can often lead to simplified decision rules that offer faster yet accurate prediction on large-scale problems [75]. Last but not least, on many real

\(^1\)In URL representation, most of the features are generated by the “bag-of-words”, where ‘/’, ‘?’, ‘.’, ‘=’, ‘-‘, and ‘_’ are delimiters.

\(^2\)Suspicious URLs proposed in [67] has approximately 3 millions in dimensionality.
world applications such as microarray data analysis, a small set of input features is typically desirable to enable better interpretations of the results. As such, to date, feature selection is recognized as one of the most important tasks in machine learning research and has remained to be studied by many researchers in the recent years.

1.3 More Robust Learner – Feature Grouping

Besides the idea on purely reducing the dimension, there are increasing interests on identifying structures in the data [76, 77]. To date, it is worth noting that most of the existing feature selection methods generally assume a good feature subset [78] as one that possesses strong prediction ability pertaining to the output labels; meanwhile the selected features should also maintain low correlations among themselves (i.e., low pairwise feature correlation). In other words, each chosen feature is desired to be a carrier of both significant and unique information. Correlated features however are typically deemed as redundant, and such redundancy should be minimized [78–81]. Though eliminating redundant features has been widely used in practice and regarded as the guiding principle behind the development of feature selection methods, it may not always hold since these correlated features can be useful (i.e., informative) for the tasks on hand as part of the structure that represents the dataset. As also discussed in [82–84], such feature redundancy (i.e., represented by high feature correlation) may have the benefits of bringing about stable generalization performances.

Taking this cue, Feature Grouping is introduced as the technology that has been developed to gather correlated informative features into different functional feature groups, which can be further gathered to form the feature structure/network. Specifically, the difference between feature grouping and feature selection lies in the outputs, where a feature grouping method returns feature groups/clusters or even the overall feature structure, rather than the indice set that provided by a feature selection method, as depicted in Figure 1.1 (instead of outputting the subset of features, feature grouping methods aim to find the feature groups using some specific feature dependency measures, and the chosen feature groups can be further gathered as a structure as what Figure 1.1.b shows). Over the past few years, feature grouping has been demonstrated to be promising over feature
1.1.a: Illustration of Feature Selection

1.1.b: Illustration of Feature Grouping

Figure 1.1: a: Task of Feature Selection on dataset $\mathbf{X}$ with $m$ number of features and correspondingly each of $n$ attributes. Each bar denotes corresponding feature while the green colour denotes the selected features. b: Illustration on the structural relationship of Feature Grouping and Feature Group, where full circle along with the linked dotted circles form feature group as output.
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Figure 1.2: Visual difference in human understanding between feature selection and feature grouping, by differentiating a gentleman and a lady using The ORL Database of Faces. Note that, the white pixels denote the selected features. (Left: original face images; Middle: face images with feature selection outputs; Right: face images with feature grouping outputs.)

selection, since it can help to reduce the variances in the estimation and improves the stability of feature selection and gain additional insights to understand and interpret data [85, 86].

Here, images from The ORL Database of Faces\(^3\), as depicted in Figure 1.2, are deemed as a suitable example to illustrate the differences between these two technologies. Specifically, a perfect prediction by the classifier on male and female face images can be attained based on the “optimal features” identified using the feature selection method, as depicted by the white pixels (which are observed to be sparsely spread across the entire image) in the middle column of Figure 1.2. However, this brings about little insight that may assist the human user in the interpretation of the features. On the other hand, the white pixels shown in the right column of Figure 1.2, denoting some insightful feature groups, are much more informative in understanding the task. To be precise, with such feature groups, it is easy for the human user to spot the core group features in regions such as mustache and beard, even the silhouette of the face, that can be helpful in grasping a better understanding of the critical objects in the images. Recall that, existing correlation based feature selection methods usually eliminate these correlated features and treat them as redundancies.

\(^3\)http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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1.4 Objectives

Over the last decade, there has been an exponential growth in the dimensionality of the datasets that were generated. To address this trend, there is a pressing need for new ways in coping with the unprecedented data dimensions that are scaling to levels that now renders existing computational intelligence approaches inadequate. However, to date, there remains to be a lack of comprehensive studies in the literature that analyses this emerging trends of Big Dimensionality in the era of Big Data. Taking the cue, the first objective of this thesis is set out to fill in the gap for a comprehensive survey on Big Dimensionality. Secondly, this research introduces feature grouping as a noteworthy manner to mitigate the curse of dimensionality. The identified feature groups have been shown to contain substantive characteristics of the features, providing functional interpretation of the features to the prediction task well. At the same time, feature groupings can be useful to assist users in their interpretations of the data for further analysis. Further, attempts are made to acquire correlated informative features in the process of forming the feature groups more efficiently. This is in contrast to existing feature grouping approaches which have scored miserably in computations due to the need to perform calculations of the correlation/covariance matrix in their algorithmic designs, which involves computing the squared of dimensionality.

1.5 Organization of the Thesis

In what follows, the organizations for the rest of this thesis are described.

- Chapter 2 – A Survey on The Emerging “Big Dimensionality”. This chapter presents a thorough survey on the emerging problem about big data from the perspective of dimension. Specifically, as a growing consensus among the computational intelligence communities, volume of big data (i.e., big instance size) presents an immediate challenge pertaining to the scalability issue, however, the flip side of dimensionality factor of big data, on the other hand, has received little attention. This chapter thus represents an attempt to fill in this gap and places special focus on this relatively under-explored topic of “Big Dimensionality”, wherein the explosion of features brings about new challenges to computational intelligence. Firstly,
the origins of big dimensionality is analysed. Subsequently, the evolution of feature
dimensionality in the last two decades is studied using popular data repositories
considered in the data analytics and computational intelligence research communi-
ties. Last but not least, the “curse and blessing of big dimensionality” are delineated
and deliberated.

- **Chapter 3 – Literature Review.** The objective of this thesis, as illustrated in
  Chapter 1, is to propose a technique that can group correlated and informative
  features of big dimensionality for classification problems. Accordingly, this chapter
  serves the purpose of providing a rigorous background study of the problem state-
  ment. Specifically, the essential conceptions of machine learning problems shall be
  introduced first. The emerging technique of feature grouping shall then be discussed
  in detail, followed by an introduction to some state-of-the-art methods. Further,
to adapt the idea of feature grouping to big dimensional data, a viable approach
  is that of extending existing feature selection methods that can handle big dimen-
sionality and feature correlation. Taking this cue, state-of-the-art feature selection
  methods are consequently reviewed using a traditional taxonomy. In addition, to
  justify the aim of choosing features from the original feature space, a comparison
  between feature selection and feature extraction is also clarified in this chapter.

- **Chapter 4 – Group Discovery Machine.** The survey on “Big Dimensionality”
  (i.e., Chapter 2) has highlighted that modern databases with big dimensionality
  are showing a rapidly growing trend. Consequently, from the perspective of feature
  grouping, existing approaches that require calculations of pairwise feature correla-
tions in their algorithmic designs have scored miserably on such databases, since
  computing the full correlation/covariance matrix (i.e., square of dimensionality in
  size) can become computationally very intensive. With this in mind, this chapter
  thus describes the proposed study which attempts to fill in the gap. The findings
  on several established real world datasets have indicated that an extremely small
  portion of the feature pairs contributes significantly to the underlying interactions,
  and there exists feature groups that are highly correlated. Inspired by these intrigu-
ing observations, a novel learning approach – Group Discovery Machine (GDM) is
introduced, which exploits the presence of sparse correlations for the efficient identifications of informative and correlated feature groups from big dimensional data that translates to a reduction in complexity from $O(m^2n)$ to $O(m \log m + K_a mn)$, where $K_a \ll \min(m, n)$ generally holds. In particular, the proposed approach considers an explicit incorporation of both linear and nonlinear correlation measures as constraints in the learning model. An efficient embedded feature selection strategy, designed to filter out the large number of non-contributing correlations that could otherwise confuse the classifier while identifying the correlated and informative feature groups, forms one of the highlights of this approach.

- **Chapter 5 – Further Discussions and Problem Settings of the GDM Framework.** To better illustrate the properties of the proposed GDM framework, the sensitivity analysis of the key parameters in GDM are firstly examined in this chapter to demonstrate the robustness and stability. In addition, the proposed GDM framework on one-class learning is discussed, where notable speedup can be observed when solving one-class problems on big dimensional data. Further, to identify robust informative features with minimal sampling bias, the embedding of the $V$-fold cross validation into the learning model is considered, so as to seek for features that exhibit stable or consistent performance accuracy on multiple data folds. Last but not least, to better illustrate the usefulness of the informative feature groups, the potential benefits of affiliated features are presented using various real-world datasets.

- **Chapter 6 – Concluding Remarks and Future Work.** In this chapter, the works presented in this thesis are concluded. In addition, the potential future works are also outlined from several aspects.
Chapter 2

A Survey on the Emerging “Big Dimensionality”

2.1 Introduction

As we embark on the new era of Big Data, many industrial leaders today are earnestly seeking for new ways to enhance and empower consumer experiences, increase productivity and sales, through making sense of the data that is now becoming ubiquitous. Grasping the fact that a majority of the data generated in the world have been produced within the last two years while human continue to create quintillion bytes daily [87–89], there is a real pressing need for credible research into large-scale data analytics. This has led to the rising number of researchers that devote much time and efforts in dealing with the challenges brought about by Big Data. In recent years, the core challenges of Big Data have been widely established and can be summarized under the popular 5Vs in Table 2.1 [62–64, 90].

From a survey of the literature, there is a growing consensus among data scientists that each “V” brings about unique challenges to the overall task considered in Big Data Analytics. For instance, volume presents the immediate challenges pertaining to the scalability issue of Big Data. Also, this is what directly comes to one’s mind when referring to the term “Big”. However, it is worth highlighting that, researchers in the data analytics community have largely taken a one-sided study of volume [62–64], which refers to the “Big instance size” factor of the data; the corresponding factor of “Big Dimensionality”, on the other hand, has received much less attention in the context of
Table 2.1: 5Vs for Big Data analytics.

<table>
<thead>
<tr>
<th>Volume</th>
<th>Refers to the massive amounts of data that have been generated across a wide range of sources. In the context of data analytics, volume can be regarded as the product of instance size and dimensionality of the data.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity</td>
<td>Refers to the rate when considering the acquisition and update of data. The fast-moving data thus yields an imperative need for frequent decision making using reliable computational intelligence (CI) technology.</td>
</tr>
<tr>
<td>Variety</td>
<td>Refers to the presence of multiple data types (or different feature representations) that take roots in various sources and range from text, image, audio, video, social media, to web logs, and so on.</td>
</tr>
<tr>
<td>Veracity</td>
<td>Considers the diverse quality and security levels of the data. Unhealthy sparsity, missing attributes and incomplete data are some of those considered under this category of interest.</td>
</tr>
<tr>
<td>Value</td>
<td>Refers to the benefits that can be gained from analysis on Big Data and the value of insights that can be extracted from Big Data. Very often, industrial players and researchers regard this as the core motivation and driver behind the study of Big Data analytics.</td>
</tr>
</tbody>
</table>

Big Data analytics [65]. To date, some studies on high dimension small sample size problems have been reported, such as random projection, Naïve Bayes, and others [91–94]. Theoretical efforts on Big Data with millions of dimensions have, however, remained relatively under-explored. In contrast to previous studies, in this chapter, an attempt has been made to fill in the gap by putting focus on this under-explored topic of Big Data analytics – “Big Dimensionality”, wherein the explosion of features brings about new challenges to computational intelligence. In what follows, a peek through various stages of feature life cycle begins this study, namely feature description, feature selection and feature evaluation, as depicted in Figure 2.1. For each of the 3 stages (i.e., A, B and C in Figure 2.1), a brief overview that focuses on the flip side of volume in big data is presented – by placing the spotlight on the emerging phenomenon of Big Dimensionality and the challenges ahead.

2.1.1 Stage A: When Features Are Born

There are many ways to solve problems, and as many ways to describe them. Thus, the means of generating features will be markedly different due to the different representations that are of interests. Depending on one’s experience, knowledge and understanding of the domain, a variety of feature description methods and representations can be introduced. For example, when working with images, depending on one taking a bird’s
eye view, a worm’s eye view or an eagle’s eye view, global or local features can be derived and represented with a multi-view. This makes image feature description complex in structure, while abundance in volume and variety. Even for the evening news that people are endowed with daily, researchers and engineers working in the background have to face with similar challenges of operating with the different languages in presentation. In the field of natural language processing (NLP), practitioners have to work with multiple feature types such as words, bigram/trigram templates, part-of-speech tagging templates, etc., simultaneously, in order to arrive at comprehensive representations that produce reliable predictors [43]. This myriad of feature types and their mixture are becoming a norm in many of today’s real world applications [95] and together with the rapid advancements in computing and information technologies, they are major contributors of feature explosion and continue to fuel Big Dimensionality.
2.1.2 Stage B: Features Are Alike, Features Are Different

Everything has two sides, hence it is natural for some features to contribute alike, while some features differently. Since it is often the case that not all features carry equal weights on the prediction models and the application domains of interest, feature selection is the process of retrieving a subset of relevant features from the original feature space, for the purpose of building robust, accurate and fast learning models. Serving as the enabler for fast and cost-effective predictors, while keeping checks on the requirements in measurement and storage, feature selection is often regarded as one of the most important tasks in Big Data research. The emerging phenomenon of Big Dimensionality however calls for fresh feature selection strategies that are capable of coping with the explosion of features. Particularly, one has to deal with the explosive combinatorial effects of features or the “curse of Big Dimensionality”, while seeking to identify a good feature subset that is of high value from the original “Big” set comprising potentially irrelevant, redundant, noisy and missing features (uncertain). Due to the high importance of feature selection and many significant challenges that this stage is imbued with, it has remained and will remain to be one of the core research interests in the fields of computational intelligence and Big Data research\(^1\).

2.1.3 Stage C: Assessing A Good Feature Subset

Assessment is particularly essential to guide the search towards high value features in Big Data. Every search algorithm, except for uniform random search, introduces some kind of bias into its search. Different performance metrics used in the search for evaluations exhibit unique biases\(^99\). It is these biases that lead the search towards particular subset of features that differs from the others. In the last decade, multivariate performance measures have been regularly introduced for the reliable evaluations of features, leading to highly complex criteria for assessing predictive models\(^100\). Further, to verify the authenticity of the identified features for the application domains of interest, the

\(^1\)The IEEE International Conference on Data Mining (ICDM) 2013 and IEEE World Congress on Computational Intelligence (WCCI) 2014 & 2016, organize workshops/special sessions that focus on the issues of high dimensionality\(^96–98\), while seeking for notable feature selection strategies that are capable of addressing the “curse of big dimensionality” and uncovering the potential “blessing of big dimensionality”. 
availability of specialized human experts that are equipped with appropriate domain knowledge are essential. In this regard, a key technology that is helpful to human experts in data analytics is visualization. The presentation of data in different visual forms such as graphs, diagrams, charts, maps and other specialized means, can lead to easier and faster capturing of critical information as well as enhancing human understandings. Thus the technology that pushes the field forward would rely on the visualization of features, wherein a proper presentation can help in isolating the values of the features and subsequently figuring out the potential directions for further developments.\footnote{In the past, various new feature descriptors are inspired by feedbacks obtained from the verified models and visualized results [101, 102].} However, traditional feature verification and visualization approaches are likely to become obsolete in the face of big dimensionality.

### 2.1.4 Contribution of the Survey

From this survey, it is noted there has been a lack of studies that focus explicitly on analyzing the emerging trends of Big Dimensionality in the era of Big Data. The objective of this survey is specifically set out to fulfill such a role. This study begins by concentrating on the influences of advancing technology and the arising myriads of feature descriptors on the origin of big dimensionality. An analysis on the evolution of feature dimensions is then conducted based on popular data repositories used in the data analytics and computational intelligence research communities. Subsequently, a review on the state-of-the-art feature selection methods in the field of computational intelligence reveals the insufficiencies of existing approaches in keeping pace with the explosion of dimensionality. Based on the analyses, the “curse and blessing of big dimensionality” are delineated. It is worth noting that such a study would be informative to the data analytics and computational intelligence communities since it underlines the emerging trend of big dimensionality and deliberates on the curse and blessing of such developments. Further, it is hoped that the acknowledgement on big dimensionality will serve to promote the need for greater research efforts in the subject and assist in identifying new important research directions.
2.2 The Origin of Big Dimensionality

In this section, the key factors that accounts for the origin of Big Dimensionality is focused. Specifically, a study on the origin of features is firstly presented, by focusing on how they come about, how they are represented and then reveal the core bases for the upsurge in feature dimensions over the recent years as a result of the advancements in technology and the myriad of feature descriptors that have emerged. Here, the domain of image and video learning is further showcased, since it is a popular domain of computer science as motivated by the rising popularity of the Internet and mobile devices. Subsequently, some new insights into the evolution of feature size (dimension) through analyzing three widely used data repositories of the data analytics and computational intelligence research communities are presented.

2.2.1 Advancements in Technology

Today, the advancement in computing and information technologies is happening at a rate that is far beyond our expectations. In the cell phone manufacturing industry for example, the technology of the embedded camera is progressing by many factors each year as fuelled by the innovations in diverse avenues; ranging from the flashlight, processor, sensor size, photosensitive element to the operating system and technics (e.g., optical image stabilizer\(^3\), PureView\(^4\), etc.). The significant developments in the area of smart devices and image processing tools are empowering consumers with the capacity to generate extremely high resolution photos and video captures at anytime and anywhere, with great ease.

In the “Cell Phone Activities 2012” annual report [103], the portion of cell phone owners that uses their phone to take pictures was reported to have reached an astronomical rate of 82%, which is incidentally also the highest among all activities\(^5\) made on the phone in 2012. This is a rise of 6% from 2010 on such activities. With the growing

\(^3\)http://www.usa.canon.com/cusa/consumer/standard_display/Lens_Advantage_IS
\(^4\)http://i.nokia.com/blob/view/-/2000652/data/4/-/Download-pureview-920.pdf
\(^5\)These activities include picture taking, sending/receiving text messages, accessing the internet, sending/receiving email, video recording, apps download, searching for health or medical information online and online banking.
popularity of online social networking services and free social media applications, including Facebook\textsuperscript{6} and Flickr\textsuperscript{7}, photo-taking activities over the cell phone are expected to continue expanding at an accelerating rate.

When working with images, pixel is the basic cornerstone of data dimension considered by most feature descriptors (also known as feature generator or feature detector) and processing algorithms (e.g., deep learning). Figure 2.2 summarizes the growth in the feature dimensions with respect to the pixel size (y-axis) and the resolution of the embedded-camera in cell phone, from the Year 2001 (i.e., this is the year for the birth of camera phone) to present (x-axis). From the figure, there is a clear distinct indication of an exponentially increase in the feature dimensions (pixels) of camera phone generated images over the last decade. With respect to the NOKIA Lumia 1020 EOS, for instance, it is worth noting that presently people can easily enjoy up to an extremely high resolution of 41-megapixels on the pictures taken, which is 400 times more than the 0.11-megapixels image produced by the SHARP J-SH04 almost a decade ago. With much evidence that the rise in the dimensionality of data representation is set to continue, the emergence of Big Dimensionality is expected to further intensify the challenges in Big Data.
Figure 2.3: An illustration on the myriads of features descriptors for video content. A: The key frames of an online video; B: The different feature descriptors of image; C: Text features; D: Acoustic features; E: Motion features.
2.2.2 Myriad of Feature Descriptors

The advancements in computing devices and information technology have also led to new creations of features and representations, some of which can be highly detailed and sophisticated. In this Internet and mobile device dominated era, our way of life has been greatly influenced by the wide variety of media, services and applications that are now readily available online. It has been reported that multimedia content including text, image, 3D graphics, audio and video accounts for over 60% of traffic in the Internet [104].

Today, the escalation of users that enjoy spending their leisure time watching videos, browsing photos and sharing them online continue to drive the research efforts on data-centric media computing platforms that are capable of performing large-scale automatic analysis, understanding, summary, collection, organization, query and searching of multimedia content. Among the wide range of multimedia, online video has been found to account for more than half of the Internet traffic. Recently, the YouTube Statistic reported that 100 hours of video clips are constantly uploaded within every minute [105].

In the last decade, the pace in technological innovations of media formats and descriptors of video has risen significantly and there is much evidence that this trend will continue to rise. Video format, in particular, has evolved with increasing definition, resolution and content, advancing from 1080i, 720p, 1080p to 4K in a short period of only 5 years. In order to facilitate high accuracy learning of sophisticated video content, a myriad of feature descriptors have been introduced. In what follows, some of the core feature descriptors of online video content that contribute to the explosion of data dimensionality are discussed.

Figure 2.3A, for example, shows three key frames of an online video taken from the online social media service provider, YouTube8. Each of the frame can be processed separately in the form of an image, as illustrated in Figure 2.3B. In image processing, from basic pixel features, researchers have embarked on the development of complex descriptions as an important step for further analysis. GIST or simply Spatial envelope,

---

6https://www.facebook.com
7https://www.flickr.com
8http://www.youtube.com/
for instance, was introduced as a holistic descriptor that captures the core objects in the pictures [106], see Figure 2.3B-I. *Histogram of oriented gradients* (HOG), on the other hand, generates image features based on the gradient information of small cells that have been segregated in the image [107], as shown in Figure 2.3B-II. As HOG exhibits a silhouette of the original image, it is widely used for object detection of static imagery. Of equal importance is the *Scale-invariant feature transform* (SIFT) descriptor, which has been designed for image mapping, conducts a point-matching between different views of the same scenes [108]. As SIFT is invariant to translations, rotations and scalings in the image domain and robust to moderate perspective transformations and illumination variations, it is popular in the computer vision community, see Figure 2.3B-III. Subsequent extensions of SIFT include the *Speeded up robust features* (SURF) [109] and the *Gradient location and orientation histogram* (GLOH) [110] descriptors, which were designed for gains in speed and prediction accuracy, respectively. Other popular image descriptors include the *Quick shift* [111] and the *Difference of gaussians cornerness measure* [112], etc., whose feature representations are depicted in Figure 2.3B-IV and Figure 2.3B-V, respectively.

In addition to the image features, Sub-figures 2.3C, 2.3D and 2.3E depict the other typical forms of descriptors considered in online video learning [113–116], which include the motion information, audio information, (i.e., acoustic feature families including *Mel-frequency cepstral coefficients*) and text information (i.e., derived from the scripts and subtitles of video that were inserted by human), respectively.

With the ongoing surge in demand for enhanced user experiences and services over the Internet and mobile platforms, the pressure for highly accurate and fast processing of multimedia content involving myriads of feature descriptors can only continue to grow. As discussed, the rapid advancements in digital sensors have given birth to video images that can contain up to 4K resolution. With the myriads of feature descriptors that are available for representing video contents (i.e., image, motion, acoustic and text), many millions of features or dimensions could easily transpire. Such a trend is non-isolated and can already be observed across many branches of applications. In life science research, for example, the search for a compact gene subset comprising tens of relevant biomarkers (genes) from the original thousands in microarray data is deemed as crucial to biologists.
Figure 2.4: An illustration of different biomarker datasets that have been introduced in life science research from the Year 1999 to present. Note that a quantum leap from the use of genes as features (hundred thousands of dimensions) to the choice of SNP as feature descriptors (millions of dimensions) for the identification of relevant biomarkers across a range of BioInformatics or Medical Informatics related datasets can be observed at around Year 2004.

before moving on to \textit{in vitro} study [117, 118]. The rapid advancements in biotechnologies and biodevices, nevertheless, has given researchers the option of using Single-Nucleotide Polymorphism (SNP) (see Figure 2.4) as a new form of feature descriptor that defines the behaviors of genes. Note that this represents a quantum leap from the original thousands of features (genes) to millions of features (SNPs) that one now has to deal with. Similarly for the domain of natural language processing, the feature space is now made up of not only words but phrases or templates that appear in documents, tweet streams and webpages, which also extends to many millions of dimensions.

2.2.3 The Evolution of Feature Dimensions in Data-Centric Research
In this subsection, an analysis on the developments of feature dimensions by focusing on three popular computational intelligence and data analytics repositories is presented, namely, \textit{UC Irvine Machine Learning Repository (UCI)} [119], \textit{UCI KDD Archive (UCI KDD)} [120] and \textit{LIBSVM Database (LIBSVM)} [121], that have transpired in the last two decades. A collection of high dimensional datasets from the three repositories is further
Table 2.2: Characteristics of the datasets collected from 3 popular CI and data analytics repositories. The datasets are grouped according to the domain of application.

<table>
<thead>
<tr>
<th>Application Domain</th>
<th>Data Name</th>
<th>Dimension</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acoustics</td>
<td>ISOLET</td>
<td>617</td>
<td>1994</td>
</tr>
<tr>
<td>game</td>
<td>Chess</td>
<td>36</td>
<td>1989</td>
</tr>
<tr>
<td></td>
<td>Connect-4</td>
<td>42</td>
<td>1995</td>
</tr>
<tr>
<td>Image</td>
<td>Letter</td>
<td>16</td>
<td>1991</td>
</tr>
<tr>
<td></td>
<td>Corel</td>
<td>89</td>
<td>1999</td>
</tr>
<tr>
<td>Life Science</td>
<td>Soybean</td>
<td>35</td>
<td>1987</td>
</tr>
<tr>
<td></td>
<td>Molecular</td>
<td>58</td>
<td>1990</td>
</tr>
<tr>
<td></td>
<td>Mammals</td>
<td>72</td>
<td>1992</td>
</tr>
<tr>
<td></td>
<td>SPECTF</td>
<td>44</td>
<td>2001</td>
</tr>
<tr>
<td></td>
<td>PS3</td>
<td>5,409</td>
<td>2010</td>
</tr>
<tr>
<td>Multi-view</td>
<td>Internet AD</td>
<td>1,558</td>
<td>1998</td>
</tr>
<tr>
<td>Physics</td>
<td>Spectrometer</td>
<td>102</td>
<td>1988</td>
</tr>
<tr>
<td></td>
<td>H₂O Treat. Plant</td>
<td>38</td>
<td>1993</td>
</tr>
<tr>
<td>Sociology</td>
<td>Insurance</td>
<td>86</td>
<td>2000</td>
</tr>
<tr>
<td>Text</td>
<td>Bag of words</td>
<td>100,000</td>
<td>2008</td>
</tr>
<tr>
<td></td>
<td>URL</td>
<td>3,231,961</td>
<td>2009</td>
</tr>
<tr>
<td>Time-series</td>
<td>PEMS-SF</td>
<td>138,672</td>
<td>2011</td>
</tr>
<tr>
<td></td>
<td>Gas Sensor</td>
<td>1,950,000</td>
<td>2013</td>
</tr>
<tr>
<td>Video</td>
<td>YouTube MVG</td>
<td>1,000,000</td>
<td>2013</td>
</tr>
</tbody>
</table>

(a) UC Irvine Machine Learning Repository

<table>
<thead>
<tr>
<th>Application Domain</th>
<th>Data Name</th>
<th>Dimension</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demography</td>
<td>Internet Usage</td>
<td>22</td>
<td>1997</td>
</tr>
<tr>
<td>Life Science</td>
<td>E. coli</td>
<td>4,289</td>
<td>2001</td>
</tr>
<tr>
<td>Marketing</td>
<td>KDD1998</td>
<td>481</td>
<td>1999</td>
</tr>
<tr>
<td>Geology</td>
<td>Forest</td>
<td>54</td>
<td>1998</td>
</tr>
<tr>
<td>Text</td>
<td>Microsoft.com</td>
<td>294</td>
<td>1998</td>
</tr>
<tr>
<td></td>
<td>NSF Abstracts</td>
<td>30,779</td>
<td>2003</td>
</tr>
<tr>
<td>Times-series</td>
<td>Control Chart</td>
<td>600</td>
<td>1999</td>
</tr>
</tbody>
</table>

(b) UCI KDD Archive

<table>
<thead>
<tr>
<th>Application Domain</th>
<th>Data Name</th>
<th>Dimension</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td>USPS</td>
<td>256</td>
<td>1994</td>
</tr>
<tr>
<td></td>
<td>Gisette</td>
<td>5,000</td>
<td>2003</td>
</tr>
<tr>
<td>Life Science</td>
<td>Leukemia</td>
<td>7,129</td>
<td>1999</td>
</tr>
<tr>
<td></td>
<td>Colon-cancer</td>
<td>2,000</td>
<td>1999</td>
</tr>
<tr>
<td></td>
<td>Breast-cancer</td>
<td>7,129</td>
<td>2001</td>
</tr>
<tr>
<td></td>
<td>News20</td>
<td>62,061</td>
<td>1995</td>
</tr>
<tr>
<td></td>
<td>Real-sim</td>
<td>20,958</td>
<td>1998</td>
</tr>
<tr>
<td></td>
<td>Sector</td>
<td>55,197</td>
<td>1998</td>
</tr>
<tr>
<td></td>
<td>Rcv1</td>
<td>47,236</td>
<td>2004</td>
</tr>
<tr>
<td>Text</td>
<td>News20.binary</td>
<td>1,355,191</td>
<td>2005</td>
</tr>
<tr>
<td></td>
<td>Webslpam</td>
<td>16,609,143</td>
<td>2006</td>
</tr>
<tr>
<td></td>
<td>STAM</td>
<td>30,438</td>
<td>2007</td>
</tr>
<tr>
<td></td>
<td>Log1p</td>
<td>4,272,227</td>
<td>2009</td>
</tr>
<tr>
<td>Education</td>
<td>KDD2010</td>
<td>29,890,095</td>
<td>2010</td>
</tr>
</tbody>
</table>

(c) LIBSVM Database
considered, whose detailed characteristics including the year of creation, dimension size, data name and application domain, are tabulated in Table 2.2.

UCI KDD was originally introduced for use in large-scale data analytics research. This suggests why the datasets available in this archival are higher in dimensions relative to UCI. However, as the computational intelligence and data mining communities converge towards Big Data research, there is no longer a need to maintain the UCI KDD separately and was since merged with UCI from July, 2009. The UCI and LIBSVM repositories, cover a wide spectrum of real world datasets with various domains, ranging from game (Chess), image (Corel), life science (Leukemia), physics (Spectrometer), text (Webspam), time-series (Gas Sensor) to video (YouTube MVG) and others.

These data repositories are now becoming de facto benchmarks for conducting data analytics studies in many areas of computational intelligence, artificial intelligence, machine intelligence, data mining, soft computing, meta-heuristics and others. The UCI for instance, is among one of the top hundred most cited archives in all of computer science related publications, and continues to attract vast interests even today.

To gain understanding on the evolution of feature size (dimension) in data analytics research, the dimensions of the datasets that has been used in the last two decades with respect to the year it was introduced are charted. From Figure 2.5, an exponential increase in dimensionality can be observed across all three popular repositories considered in the early 2000s. For instance, the News20.binary is noted to have grown from ten of thousands of features (62,061) in 1995 (News20) to one with more than a million in dimension (1,355,191) in just a decade. This is a dramatic rise of more than 20 times. Thus, a simple forecast of the upward trend would reveal that, a feature dimensionality of up to 40 billion features is likely to arise by the year 2020.

2.3 The Challenges and Blessing of Big Dimensionality

The immense growth of feature dimensionality in data analytics has exposed the inadequacies of many computational intelligence methodologies that exist to date. Hence there

9http://archive.ics.uci.edu/ml/about.html
Figure 2.5: An illustration of the evolving feature size (dimension) in data analytics and computational intelligence datasets as introduced in the last two decades.

is an urgent need for the conception of new paradigms and methodologies that can cope with the emerging phenomenon of Big Dimensionality. Correspondingly, how to solicit the key features to concisely represent the data and the prediction model well, while facilitating fast prediction and reduced storage, are among the important tasks of Big Data analytics. To this end, a review on the state-of-the-art feature selection methods is started in this section. Subsequently, the reveal the core emerging challenges of feature selection when facing Big Dimensionality is further proceeded. Lastly, the “blessing of Big dimensionality” is also discussed.

### 2.3.1 Emerging Challenges

From our analysis of the real-world datasets in popular repositories, there is little doubt that Big Dimensionality is setting upon us. The figure of dimensions in research studies on Big Data currently hovers around the million range (10⁶). In Table 2.2, it is worth
noting that 7 out of 11 datasets that appeared in the last 8 years have dimensionality in the region of millions.

In this subsection, a discussion on some inadequacies of current computational intelligence methodologies is firstly made, as they were not designed to cope with Big Dimensionality. Consequently, the imperative need for fresh studies on computational intelligence and feature selection paradigms that are proficient in dealing with the explosion of dimensionality and detail some of the core challenges that lies ahead are highlighted.

### 2.3.1.1 Millions of Dimensions and Beyond

The field of “Big Data” was coined to place attention on the need for new ways in making sense of the unprecedented scale of data that are today becoming ubiquitous. In the same spirit, Big Dimensionality refers to the unprecedented number of features that is scaling to levels which now render existing state-of-the-art computational intelligence approaches inadequate. There is thus a pressing need for new approaches that can cope with this explosion of dimensionality.

In Big Dimensionality, scalability poses as the key challenge to many existing state-of-the-art methods. For instance, the biomarker feature selection problem in life science is cited as the illustrating example. The search for a compact subset of relevant biomarkers [122] from single-nucleotide polymorphism (SNP) is known to be critical to biologists in defining the behaviors of genes and their relevance to the disease of interests [117, 118, 123]. In the case of the psoriasis SNP dataset, which composes of only 0.5 million features, it took the state-of-the-art SVM-RFE and mRMR biomarker selectors more than a day of computational effort to crunch the data.

To gain further insights into the current state of feature selection research, an analysis on the dimensionality of datasets that have been used in the studies of computational intelligence is conducted, which is summarized in Figure 2.6. Particularly, the focus has been placed on the three flagship transactions and the magazine of the computational intelligence society, namely, the *IEEE Transactions on Evolutionary Computation* (TEC), *IEEE Transactions on Fuzzy Systems* (TFS) and *IEEE Transactions on Neural Networks*.
Before 2012, this transactions was named as “IEEE Transactions on Neural Networks”.

The number pairwise correlation computations is a squared of the dimensionality.
of features \(10^6\) would translate to trillions of pairwise correlations \(10^{12}\) that need to be computed. However, existing approaches that require the calculations of pairwise correlations in their algorithmic designs (e.g., filters) cannot cope with such datasets elegantly and often scored miserably, since computing at such scale can be intractable. Note that this poses a grand challenge that has never been explicitly addressed in the field of computational intelligence and data mining research.

### 2.3.2 Blessing of Big Dimensionality

Besides the curse of big dimensionality, in this section, the potential benefits that are attributed by the presence of Big Dimensionality is reviewed, which is less widely noted than the former [124].

![Figure 2.7](image.png)

**Figure 2.7:** Correlation frequencies of feature pairs in the **News20** (62,601 dimensions) and **News20.binary** (1,355,191 dimensions) corpora. Each bar in the figure denotes the percentage of feature pairs (the y-axis) that satisfies the corresponding correlation thresholds (the x-axis).

The results of our experimental study on correlation frequency involving the **News20** (62,601 dimensions) and **News20.binary** (1,355,191 dimensions) corpora are summarized in Figure 2.7. The statistics obtained show that 99.88% and 99.39% of the feature pairs in **News20** and **News20.binary**, respectively, have correlation coefficients that are lower than 0.1. This implies that a majority of the feature pairs are either uncorrelated or the correlated feature pairs are extremely sparse. Moreover, Figure 2.7 displays a downward trend in the number of correlated feature pairs, with increasing correlation threshold.
Further, it can also be observed from the figure that the correlation frequencies of the feature pairs in *News20.binary* are noted to be generally lower than the pairs found in *News20*. This indication of features becoming more sparsely correlated as the dimension scales up clearly showcases a potential blessing of Big Dimensionality that one could leverage upon, since a majority of the uncorrelated feature pairs do not contribute to the correlation matrix.

### 2.4 Summary

In this chapter, the notion of “Big Dimensionality” has been introduced. In a similar spirit to “Big Data”, the term Big Dimensionality has been coined to put attention on the need for new ways in coping with the unprecedented number of features (dimensions) that are scaling to levels that now renders existing computational intelligence approaches inadequate. This survey has revealed the lack of studies on the evolution of data dimensionality in the era of Big Data. In particular, the analysis on three popular data repositories has uncovered an exponential increase in the dimensionality of many datasets that have been produced since early 2000s. In life science research, for instance, a quantum leap from the original thousands of genes (features) to millions of Single-Nucleotide Polymorphism in a short period of time has been observed. And there is much evidence that the upward trend of Big Dimensionality will only continue to follow, as influenced by the rapid advancements in computing and information technologies and the arising myriads of feature descriptors, where a forecast of 40 billion features in dimensions is to be expected by year 2020. Based on our detailed analyses, it has been found that the progress of feature selection methods in the field of computational intelligence are falling very much behind the rapidly rising pace of data dimensionality or Big Dimensionality. Last but not least, the core challenges of feature selection (*curse of Big Dimensionality*) and the potential benefits of dimensionality explosion in feature selection (*blessings of Big Dimensionality*) have been presented and discussed.
Chapter 3

Literature Review

In this chapter, some essential concepts of machine learning that are of interest to the present study, are firstly illustrated. Consequently, the notion of Feature Grouping, as an emerging technique, is introduced, followed by the review of state-of-the-art methods. However, the inference drawn from big dimensional data reveals that there is a lack of capability towards handling feature correlations using existing feature grouping methods.

To overcome this issue, by exploiting the blessing of big dimensionality – “sparse correlation”, as discussed in Chapter 2, one possible way lies in extending from existing feature selection methods which can efficiently eliminate the non-informative features, while at the same time identifying informative correlated feature pairs from big dimensional data.

With this in mind, a review of state-of-the-art feature selection methods is henceforth provided using a traditional taxonomy involving filter, wrapper and embedded methods. Note that, feature correlation and big dimensionality issues are mainly discussed in each method as potential directions for research extension. In addition, a comparison between feature selection and feature extraction is provided in order to substantiate the aim of choosing feature subset from the original feature space.

3.1 Essential Concepts in Machine Learning

Machine learning is a subfield of computer science that evolved from the study of pattern recognition and computational learning theory in artificial intelligence\(^1\). Specifically, the early definition from Arthur Samuel in 1959 indicated machine learning as a “field of

\(^1\)https://en.wikipedia.org/wiki/Machine_learning
study that gives computers the ability to learn without being explicitly programmed”. However, a widely accepted definition provided by Tom M. Mitchell explains the authentic machine learning of today: “computer program is said to learn from experience $E$ with respect to some class of tasks $T$ and performance measure $P$, if its performance at tasks in $T$, as measured by $P$, improves with experience $E”$ [125]. In essence, it is clear that the definitions of machine learning are keeping pace with the times. Beyond the naive interpretation of machine learning, which relates more closely to robotics, this research field is compactly connected with design, analysis, algorithm, implementation and application that are capable of learning from the environment.

Furthermore, an advanced and complete machine learning system is expected to automatically improve its performance on a certain task with gained experience [125]. However, building a comprehensive system is beyond the scope of this thesis. Instead, we focus on filling the gap between feature grouping and big dimensionality on offline (i.e., constant dataset without updating) classification problems. The rest of this section illustrates the concepts that form the crux of this thesis, followed by the core definitions of interest.

### 3.1.1 Traditional Taxonomy

Machine learning algorithms are often endowed with the nature of learning mechanism – “feedback”, as the evidence to change behaviours (i.e., learning or taking lessons). These feedbacks (e.g., “tag”, “label” or “class”) then serve as meaningful knowledge in differentiating labelled data from unlabelled data. Depending on the type and the availability of the feedback, machine learning approaches are typically classified into three broad categories – Supervised learning, Unsupervised learning and Reinforcement learning [126]:

(i) **Supervised Learning** refers to the task that infers a function/rule from labelled training data. Specifically, the training label plays the role of a teacher, and the resultant function/rule maps the training examples to the training labels.

(ii) **Unsupervised Learning** refers to the task that infers a function/rule to describe the hidden structure from unlabelled data. Since the examples are unlabelled, there
is no feedback to evaluate a potential solution. In addition to discovering the hidden patterns from the data, unsupervised learning can be alternatively performed to study the behavior of features.

(iii) **Reinforcement Learning** refers to the task that interacts with a dynamic environment by performing a certain goal without a teacher as guidance, which is inspired by behaviorist psychology. Note that, this technique is often concerned with how to take actions to maximize the cumulative reward, which is often considered in the game by playing against an opponent.

In this thesis, the emphasis is on offline classification problems, which are always considered in a static environment. As a result, reinforcement learning is beyond the scope of this thesis. Furthermore, in machine learning tasks, classification is considered as the most important component of the CI community, wherein supervised learning acts as the cornerstone. Consequently, in the next two subsections, the key factors in supervised learning are presented. Specifically, the data partitioning (i.e., training set, testing set and V-fold cross validation) is outlined, followed by the details of classification problems.

### 3.1.2 Training Set, Testing Set and V-fold Cross Validation

The most important goal in machine learning is to discover the predictive relationships from the dataset of interest. Such relationship exploration is usually achieved by learning from one set of observations (i.e., training set) while evaluating on another (i.e., testing set) to examine whether the relationship discovered holds. Formally, a training set is a set of data that is used to discover potentially predictive relationships, while a testing set refers to the set of data that is used to assess the strength and utility of a predictive relationship. Traditional machine learning benchmarks usually have training set and testing set as the evidence for comparisons. However, there are still problems that are represented as a whole (i.e., no specific testing set), or there exists only a small number of available instances in the dataset (especially for big dimensional data). For better performance on these problems, it is necessary to adapt with the idea of resampling, such as “V-fold cross validation”.
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In $V$-fold cross validation, a dataset is randomly partitioned into $V$ folds/partitions with nearly equal size, such that the proportion of instances from different classes remains the same in all folds. Subsequently, a single fold of the $V$ folds is retained as a testing set while the remaining ($V-1$) folds are set together as a training set. The cross-validation process is then repeated $V$ times, and each of the $V$ folds is used only once as testing set. After the training process, the results are usually merged from $V$ folds as an overall outcome by averaging. Notably, since all instances are used for both training and testing, where each instance is used for testing once only, this strategy generally provides stable and robust results, while suffering from overfitting. To be precise, a larger $V$ often leads to smaller bias yet higher probability of overfitting. Further, when $V$ is equal to the number of observations, this extreme case of $V$-fold cross validation is labelled as Leave-one-out (LOO) cross validation. Note that, LOO is often considered for self-report/self-prediction issues in industries.

To conclude, given the availability of a well split dataset, the subsequent classification task is detailed in the upcoming subsection.

### 3.1.3 Classification

Generally, classification refers to the process of assigning a given piece of input data (e.g., an instance or example) to one of the given classes/categories. As a result, a classifier must be learnt during the training process. Specifically, the classification algorithm uses a set of examples (i.e., training data) to learn a classifier that is expected to correctly predict the class label of unseen instances (i.e., testing data). The learnt classifier takes the feature values of observations as input and produces the predefined class labels as output. In this thesis, a basic type of classification task is considered in the proposed framework, namely, that of two-class classification or binary classification (e.g., classification for positive and negative).

A typical binary classification example could be considered using patients data. For example, in a hospital, there are some people who suffer from psoriasis (i.e., a type of skin disease) while others who do not. Given a number of people labelled “control” (i.e., healthy people) and others labelled as “case” (i.e., psoriasis patients), the classification algorithm is expected to learn the characteristics of the psoriasis, and the learnt classifier is thus endowed with the ability to process future suspect cases and label them.
3.1.4 Core Definitions

For subsequent ease of exposition, the core definitions are outlined in this subsection. Firstly, \( m \) is defined as the dimensionality of the data, while \( n \) is the number of training data observations. \( \mathcal{D} = \{ \mathbf{X}, \mathbf{y} \} \) represents the intact training data, wherein each observation is denoted by \( \mathbf{x}_i \in \mathbb{R}^m \), and \( \mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_n] \in \mathbb{R}^{m \times n} \). Each vector \( \mathbf{x}_i \) is associated with an output label \( y_i \in \{ \pm 1 \} \), and \( \mathbf{y} \) is defined as the vector of labels in the training data. Moreover, let \( \mathbf{f}_j \) denote a row vector corresponding to the \( j^{\text{th}} \) feature of all observations in \( \mathbf{X} \), thus \( \mathbf{X} = [\mathbf{f}_1', \ldots, \mathbf{f}_m']' \in \mathbb{R}^{m \times n} \) holds. Additionally, the element-wise product between two matrices \( \mathbf{A} \) and \( \mathbf{B} \) is introduced as \( \mathbf{A} \odot \mathbf{B} \), and \( |\cdot| \) represents the cardinality operator unless specified. Symbols “\( \mathbf{0} \)” and “\( \mathbf{1} \)” are the column vectors comprising all zeros and all ones. And for each \( \mathbf{f} \), the corresponding mean and standard deviation of the entries in \( \mathbf{f} \) are indicated as \( \mu_f \) and \( \sigma_f \), respectively.

3.2 Feature Grouping

Recently, Feature Grouping has emerged as an intriguing technology that is capable of gathering correlated informative features from the original feature space into various feature groups. Specifically, a feature group may accumulate substantive characteristics of the features, thereby enabling the functional interpretation of the features to the prediction task. Furthermore, by considering each group as a branch, a potential feature structure/network of the dataset can be established by an aggregation of the branches. The knowledge of feature structure/network further assists users’ understanding/interpretations of the data on hand for further analysis. Furthermore, this technology may also be helpful in grasping the properties of the original feature space of interest.

Consequently, feature grouping has received increasing research interests in the last decade [76, 77, 86, 127, 128]. As pioneers in this research topic, GFlasso [76], OSCAR [128], and ncFGS & ncTFGS [127] have demonstrated promising feature grouping performance on accuracy. In what follows, a review on each of these feature grouping methods is presented.
3.2.1 GFlasso

Lasso is a learning method that performs both selection and regularization in enhancing the prediction accuracy and interpretability. Based on the simultaneity of Lasso, the graph-guided fused lasso (GFlasso) is among the early feature grouping approaches and operates by identifying feature groups based on the graph-structure defined over the features that designed for some correlated structures in bioinformatics, such as gene expressions [76]. And the cornerstone, Lasso, is a feature selection approach that designed for linear regression with an $\ell_1$ penalty, and it minimizes the sum of squared errors with a bound on the sum of the absolute feature weight [129, 130]. However, Lasso regards the feature as independent trait in the genome-wide association analysis. Taking this cue, GFlasso further employs a sparse regularization over a graph-structure to penalize the differences in feature coefficients $\beta_i$ and $\beta_j$ by $|\beta_i - \text{sign}(\rho_{i,j})\beta_j|$. Note that, this is to assess whether features $i$ and $j$ are to be connected with an edge in the graph\(^2\), and then connects/associates $f_i$ to $f_j$ when $\rho_{i,j} > 0$. However, the author also suggested that this method can only be applied to the restricted case of correlated continuous-valued outputs. Also the sign function used can create bias in the optimization task [77].

3.2.2 ncFGS & ncTFGS

Recently, Yang et al. employs a convex function to penalize the pairwise infinity norm of the connected classification/regression coefficients, while achieving simultaneous feature grouping and selection [127]. Moreover, to alleviate the bias issue, non-convex (truncated) feature grouping and selection - (ncFGS & ncTFGS) approaches have been conceived to encourage the sparsity of features (i.e., for feature selection) and equality of absolute values of feature coefficients connected in the graph (i.e., feature grouping). Specifically, for these two methods, they considered non-convex optimization functions to enforce bias alleviation so as to reduce the estimator’s variance with the grouped sparsity. The results are shown promising on the bench mark dataset. However, the drawback of this method falls in the necessarily requirement of dependency information, which is usually represented as an undirected graph that is often impractical in many real applications.

\(^2\)The corresponding coefficients $\beta_i, \beta_j$ will be similar when $\rho_{i,j} > 0$, but dissimilar when $\rho_{i,j} < 0$, and $\rho_{i,j}$ is the Pearson correlation coefficient between two features $f_i$ and $f_j$. 
And on the big dimensional data, even if the dependency information is available, the calculation or estimation of the undirected graph can become computational intensive and intractable. Besides, such a method is hardly extended to the problem with directed graphs.

Figure 3.1: Graphical representation of the constraint region in the \((\beta_1, \beta_2)\) plane for the OSCAR with variant values of \(c\) (The solid line represents the circumstance that when \(c = 0\), the method equals to LASSO).

\section*{3.2.3 OSCAR}

\textit{Octagonal shrinkage and clustering algorithm for regression} (OSCAR), on the other hand, incorporates the \(\ell_\infty\)-penalty as a means to reduce similar feature pairs [128], while the \(\ell_1\) regularizer is maintained for feature selection purposes. Figure 3.1 illustrates the constraint region of the method for various values of the parameter \(c\). From this figure, the reason for the octagonal term of the method name is obvious, since the shape of the constraint region in two dimensions is exactly an octagon. The OSCAR encourages both sparsity and equality of coefficients to different degrees, depending on the strength of feature correlation, the value of \(c\) and the location of the ordinary least squares solution.
However, the optimization is computationally very intensive. Thus, to accelerate the learning process of feature grouping, Zhong et al. subsequently introduced an efficient projection step (i.e., iterative group merging) based on the accelerated gradient methods [86].

Note that, although this $\ell_\infty$-penalty encourages the considered feature coefficients to be similar, thus forming feature groups (e.g., features $i$ and $j$ will be in one group if $||\beta_i - \beta_j|| < \epsilon$), the drawback, nevertheless, falls on the assumption that all features are connected, which is obviously unsuitable for many applications, especially when the number of features is getting large.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3_2.png}
\caption{2-dimensional contour plots: singularities at the vertices and the edges are strictly convex; also the strength of convexity varies w.r.t. $\alpha$ (the penalty of elastic net is with $\alpha = 0.5$).}
\end{figure}

Other works include the Elastic-Net [131] and group Lasso [132], wherein the former uses the hybridization of $\ell_1$ and $\ell_2$ regularizers to gather strongly correlated features into groups when dealing with high dimensional problems, as illustrated in Figure 3.2; the latter, however, introduces an extension of the lasso penalty, which is deemed as an intermediate between $\ell_1$ and $\ell_2$ penalty, so as to favor robust features. However, these
methods require the feature groups to be given as priori, which means that such methods aim at learning sparse structure of a given model, rather than building the structure from scratch. Consequently, for big dimensional data, these methods face scalability problems. Thus, in contrast to this refining/pruning scheme (i.e., seeking the feature groups as sub-network from the overall feature-network), building the feature structure from scratch is preferred in dealing with big dimensional data.

3.2.4 Conclusion on Feature Grouping Facing with Big Dimensionality

In spite of the increasing efforts that focus on identifying intrinsic feature groups, existing feature grouping strategies have met with limited success on big dimensional data. The key factor that is responsible for this phenomenon is the inevitability of computing the extremely large covariance/correlation matrix on big dimensional data, which is computationally intractable for many state-of-the-art methods. Notably, a dataset with millions of features translates to trillions of correlations to be computed, thus even a matrix approximation method can easily fail to be efficient. In contrast to previous works, this thesis aims to provide a way of exploiting the presence of sparse correlations for the efficient identifications of informative and correlated feature groups from big dimensional datasets. And one of the key objectives is to avoid the calculation of a full covariance/correlation matrix. In particular, the idea is to first select a feature subset that contains the most informative features, and a grouping/clustering strategy is subsequently performed among the top features to acquire the correlated features that contribute to the feature structure. Based on this approach, the manner of selecting the informative features plays a key role. Accordingly, in the next section, the technique of seeking key features is reviewed in detail, along with state-of-the-art methods based on the traditional taxonomy.

3.3 Feature Selection

In comparison to the recently proposed concept of feature grouping, feature selection is considered as a more mature and well-established branch of machine learning in the literature. Over the decades, a vast variety of feature selection methods have been proposed
for handling different learning scenarios. Hence, many principles for the categorization
of feature selection methods have emerged to date. As this research focuses on the po-
tentials of correlated features on feature selection problems involving big dimensions, a
detailed taxonomy based on correlation and discriminative feature selection methods is
presented here, as depicted in Figure 3.3. The correlation-based category consists mainly
of the filter methods, which have served as useful tools for data analysis. In the dis-
criminative based category, all of the aforementioned three core themes of approaches,
namely, filter, wrapper and embedded methods, have been studied. As a counterpart of
embedded methods, which involve the ideas of both correlation elimination and corre-
lation assertion, there exists “Hybrid Methods” that take advantage of diverse benefits
from multiple methods that follow the research interest. In the remainder of this sub-
section, the benefits, drawbacks, and examples of state-of-the-art filter, wrapper and
embedded methods are discussed. Notably, two perspectives are mainly considered for
the feature grouping extension: feature correlation consideration and scalability towards
big dimensional data.
Figure 3.4: Operating Principles of Filters, Wrappers and Embedded Methods.

3.3.1 The Traditional Taxonomy of Feature Selection

The task of dimension reduction with consistent feature space has been regarded as desirable in many applications aforementioned. In the recent decades, a plethora of feature selection methods have been developed to identify the important feature subset. In general, the methods of feature selection have been categorized into three core themes based on their operating principles [79]: filter methods [133, 134], wrapper methods [118, 135] and embedded methods [136–138], as depicted in Figure 3.4. Specifically, filter methods select informative features based on their individual discriminative
power such as the correlation criterion. The benefits of filter methods lie in their low computational requirements or high efficiency in leading to a small number of core subset features. The drawback, however, is that it may not identify the optimal feature subset suitable for the predictive model of interest, and is generally incapable of handling very high dimensional problems. On the contrary, since **wrapper methods**, such as gene selection based on Support Vector Machine (SVM) and Recursive Feature Elimination (SVM-RFE) [118], select the discriminative features solely based on the inductive learning rule, they typically exhibit more precise performance in prediction, but at the expense of a higher computational cost incurred, especially on large scale and very high dimensional problems. More recently, there has been increasing interests on **embedded methods**, which refer to approaches that directly incorporate the feature selection scheme within the learning machine, for instance, by optimizing some regularized risk function $g(\alpha, \delta)$ with respect to two sets of parameters: parameter $\alpha$ of the learning machine, and parameter $\delta \in \{0, 1\}^m$ [79] to control feature sparsity. As such they are usually more efficient than wrapper methods. An established embedded method is the state-of-the-art $\ell_1$-regularized Support Vector Machine (L1-SVM) [136].

### 3.3.2 Filter Methods

Filter methods select features on the basis of their relevance or discriminant powers with regard to the targeted classes. Simple methods based on mutual information and statistical tests ($t$-test [139], $F$-test [140]) have been proven to be effective. Consequently, the selected features have better generalization properties, which is to say that the selected features from training data generalize well to new unseen data.

In filter methods, two popular filter metrics for classification problems are feature correlation and mutual information, although neither is true metric or distance measure in the mathematical sense. Since they fail to obey the triangle inequality and thus do not compute any actual “distance”, they should rather be regarded as “scores”. That is how the notion of “feature score” that has been introduced in filter methods, and these feature scores aim to measure the similarity between a candidate feature (or a set of features) and the desired output category. There are, however, true metrics that are a simple function of the mutual information. Based on these correlation measures,
several remarkable methods have attempted to reduce the redundancy among the selected features.

### 3.3.2.1 The Basic Idea of Filters

Identifying the most informative feature subset from the original feature space is of a significant but challenging problem, which can be formulated as a combinatorial optimization problem [141]. Given a feature index set $\mathcal{F} = \{1, 2, ..., m\}$, actually “feature subset identification” is to find a feature index subset $\mathcal{F}^* \subseteq \mathcal{F}$ by maximizing the objective function $f : \Pi \rightarrow R$, such that

$$\mathcal{F}^* = \arg \max_{\mathcal{F}_s \in \Pi} f(\mathcal{F}_s) \quad (3.1)$$

where $\Pi$ is the space for all possible feature subsets in $\mathcal{F}$, and $\mathcal{F}_s$ denotes a subset of $\Pi$. Moreover, it is worth mentioning that the optimal subset of a dataset shall not be necessarily unique. Take the consideration of redundancy reduction aside, obviously, an intuitive and convenient feature selection method is to rank the features via feature importance score, hence the features which take the largest scores should be considered for constructing the eventual feature subset, and such approach is typically followed in filter method [7, 133, 134].

### 3.3.2.2 Subset-level Score

Traditionally, filter method always consider the utility of each individual feature. Formally, these filters intend to generate the feature score based on the feature subset, which is to optimize the following maximization problem

$$\mathcal{F}^* = \arg \max_{\mathcal{F}_s \subseteq \mathcal{F}, j \in \mathcal{F}_s} c_j \quad (3.2)$$

where $c_j$ is regarded as the feature score for measuring the predictive ability (correlation with the class) of $j^{th}$ feature, i.e., $\text{SU}(f_j | y)$, representing the Symmetrical Uncertainty [142], which is a form of non-linear correlation measure. Since these filters pay less consideration on the interactions among features, for example, in applications such as microarray data analysis [68, 80], they often face the problem of suboptimality (local optima).
To tackle this problem, instead of calculating feature-level score, the idea of directly measuring the contributions of a feature subset is introduced and further a general graph-based feature selection framework under trace ratio criterion is also studied in [141]. As graph depicts the relationship among data in a natural and effective way, weighted undirected graphs can be generated to encode the within-class and between-class information of the data, and the corresponding matrices are $A_w$ and $A_b$, respectively. Generally, $(A_w)_{ij}$ ($(A_b)_{ij}$) is a relatively larger value if instance $x_i$ and $x_j$ belong to the same (different) class or are close (distant) to each other, while smaller otherwise. In detail, differing from (3.2), subset-level score method is proposed to measure the importance of a feature subset, where $\sum_{ij} \| y_i - y_j \|^2 (A_w)_{ij}$ should be minimized and $\sum_{ij} \| y_i - y_j \|^2 (A_b)_{ij}$ be maximized [141], such that

$$F^* = \arg \max_{F_s \subset F, i,j \in F_s} \sum_{ij} \| y_i - y_j \|^2 (A_b)_{ij} \sum_{ij} \| y_i - y_j \|^2 (A_w)_{ij}.$$ (3.3)

With the above formulation, a feature subset can thus be identified such that the subset-level score is maximized. Moreover, this maximization problem can be globally solved through an iterative algorithm termed as the subset-level score method (i.e., S-FS and S-LS in [141]). In general, subset-level score method can obtain better feature subset than simple filter methods do. However, from (3.3), it is easy to observe that, the subset-level score only considers a simple combination of features, hence suboptimal solution to the output labels still remained. In addition, since this method scales with $O(n^2 m)$, it is inefficient for dealing with very high dimensional problems.

### 3.3.2.3 Minimum Redundancy Maximum Relevance

Mutual Information, as defined in Equation (4.3), is a nonlinear correlation metrics. Let $X$ and $Y$ be two continuous random variables with joint probability density function (pdf) $p(x, y)$, and marginal pdfs $p(x)$ and $p(y)$, respectively. Clearly, as Figure 3.5 illustrates, Battiti [143] defined the feature reduction problem as the process of selecting the most relevant features from the initial set of features based on mutual information to identify the relevancy and redundancy among features, via a proposed greedy selection scheme.

As a family of Battiti’s Mutual Information Feature Selection (MIFS) [143], one notable redundancy reduction feature selection method is the Minimum Redundancy Maximum Relevance (mRMR) [134], which selects the most correlated features that contribute
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Figure 3.5: Illustration of various information theoretic quantities. (Joint $H(X,Y)$, individual ($H(X), H(Y)$), and conditional entropies for a pair of correlated subsystems $X, Y$ with mutual information $I(X; Y)$).

to the labels such that they are mutually far apart from each other by maximizing the dependency between the joint distribution of the selected features and the output labels. Let $S$ denote the features subset that one is seeking and $\Omega$ the pool of all candidate features. Thus, the relevance (dependency) of a feature set $S$ for the class $y$ is defined by the average value of all mutual information between the individual feature $f_i$ and the class as follows,

$$D(S, y) = \max_{S \subseteq \Omega} \frac{1}{|S|} \sum_{f_i \in S} I(f_i; y). \quad (3.4)$$

Also, the redundancy of all features in the set $S$ is defined as the average mutual information between the individual feature $f_i$ and $f_j$

$$R(S) = \min_{S \subseteq \Omega} \frac{1}{|S|^2} \sum_{f_i, f_j \in S} I(f_i; f_j). \quad (3.5)$$

Hence the mRMR criterion is a combination of the above two measures and is defined as follows,

$$\max_S [D(S, y) - R(S)] = \max_S [\frac{1}{|S|} \sum_{f_i \in S} I(f_i; y) - \frac{1}{|S|^2} \sum_{f_i, f_j \in S} I(f_i; f_j)]. \quad (3.6)$$

This incremental selection scheme of mRMR avoids the multivariate density estimation when maximizing dependency, while the generality allows mRMR to be compatible
to many others. Besides, it can be effectively hybridized with other feature selection methods, such as the wrappers, for seeking a very compact subset from the candidate features. Moreover, it may be shown that the mRMR is an approximation of the theoretically optimal maximum-dependency feature selection that maximizes the mutual information between the joint distribution of the selected features and the classification variable. Since mRMR considers the combinatorial problem as a series of smaller scale sub-problems, each of which involves only two variables, the estimation of joint probabilities is considered more robust.

However, since the condition of mRMR is equivalent to the maximal dependency condition for first-order feature selection, this method also suffers from the computational speed. Further, in some situations, the algorithm can underestimate the usefulness of features, especially when it has little way of measuring the interactions between features. This can lead to poor performance when the features are independently redundant [144], but contributing when combined with other features (a pathological case is found when the class is a parity function of the features).

### 3.3.2.4 Fast Correlation-Based Filter

Another feature selection method is the Fast Correlation-Based Filter (FCBF) [133], where feature importance and feature correlations are assessed by means of the $SU$ measure. It is composed of two core steps, namely, selecting a subset of relevant features, and selecting predominant features from relevant ones, and detailed as follows:

(i) Firstly, the algorithm calculates the $SU$ value for each feature, the relevant features (relevant to the output labels) are recorded into a list based on some predefined thresholds, and then sorted in a descending order, according to their $SU$ values.

(ii) The ordered list is further processed to select the predominant features based on some elegantly designed intuitive rules [133].

(iii) Based on the correlation trick of Markov Blanket [145], which is discussed in [135], such that a feature $f_j$ which has already been determined to be a predominant feature can be used to filter out other features, for which $f_j$ forms an approximate Markov blanket. Since the feature with the highest class-correlation does not have any approximate Markov blanket, it must be one of the predominant features.
FCBF can efficiently achieve high degree of dimensionality reduction and enhance or maintain the predictive accuracy with selected features. It is worthy to emphasize that feature subsets selected by FCBF are decoupled from the choice of learning algorithms. In other words, FCBF does not directly aim to increase the accuracy of a particular learning algorithm, like what wrapper methods do. In order to achieve better accuracy within affordable time, a wrapper algorithm based on an intended learning algorithm can be applied to the significantly reduced subset obtained by FCBF.

Major computation of the algorithm involves $SU$ values for correlation measure, which has a linear complexity in terms of the number of instances in a dataset. The algorithm has a linear complexity $O(m)$ for identifying the relevant features; a best-case complexity $O(m)$ to determine predominant features from relevant ones when only one feature is selected and all of the rest of the features are removed, and a worse-case complexity $O(m^2)$ when all features are selected. However, in general cases when $k\ (1 < k < m)$ features are selected, the number of evaluations performed by FCBF will typically be much less than the number of evaluations performed by greedy sequential search, since features removed in each round are not considered in the next round. This makes FCBF substantially faster than algorithms of subset evaluation based on greedy sequential search. The more features removed in an earlier round, the faster FCBF is. Moreover, selecting a subset of relevant features in the first step can further improve the efficiency. However, the method is prone to introduce a number of noisy features, which makes the method less robust.

3.3.2.5 Redundancy Constrained Feature Selection

Recently, Zhou et al. proposed a work named Redundancy Constrained Feature Selection (RCFS) [7]. The essence of this method is to first perform feature clustering based on some distance measures (e.g., $1 - |\rho(f_j, f_k)|$). Hence there exists a pretty high possibility that the correlated features are grouped into several clusters. After that, some more significant features are then identified from each cluster. In the second step, a feature subset is further determined from the selected features in each cluster under some graph based feature selection criteria [141] to capture the global or the local intrinsic structures of the dataset. This strategy, however, can be heavily sensitive to the choice of graph Laplacian matrices used. For example, the Laplacian score is usually constructed using $K$
nearest neighbors (KNNs). In practice, when faced with very high dimensional problems, KNNs will no longer be very meaningful since the KNNs of a certain feature might be very far away from each other in reality, due to the effect of the “Curse of Dimensionality”. Besides, the high computational cost of feature clustering on the high dimensional data and graph based methods (taking $O(n^2m)$) make this approach less attractive on large scale data.

Recently, Zhao et al. proposed a framework to unify different criteria for removing feature redundancies [81] (i.e., minimize the redundancy rate). Nevertheless, existing methods have remained to focus on reducing these redundancies rather than how the features correlate together. However, to date, the discovery of correlated yet informative features has been relatively unexplored although this term had been proposed for many years.

### 3.3.3 Wrapper Method

Wrapper methods, on the contrary, evaluate feature subsets with respect to the classification algorithm in mind, and hence measures the effectiveness according to classification accuracy [146]. Thus, feature subsets are generated based on some search strategy, and the feature subset which leads to the best correct classification rate is identified. Among the algorithms widely used, Genetic Algorithm (GA) [135] and Sequential Forward Selection (SFS) methods are among the prominent examples. The computational complexity is higher than filter methods, but the selected subsets are generally more effective for the inductive machine of interest, even if they remain sub-optimal. Wrapper methods wrap feature selection around a specific prediction method; the prediction method’s estimated accuracy directly judges a feature’s contributions. Thus one can often obtain a set containing small number of features that offers high accuracy since the features’ characteristics match well with the learning method of interest. Typically, wrapper methods require extensively more computation to search the best features than filter methods.

#### 3.3.3.1 SVM-RFE

Support Vector Machine (SVM) has been established to operate well on large-scale and high-dimensional classification problems [147]. Naturally, it is expected that numerous
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Initially set the index subset of surviving features \( s = \{1, 2, \cdots, m\} \), and feature ranked list \( r = \emptyset \).

\begin{algorithm}
\begin{algorithmic}
\State 1. \textbf{repeat}
\State 2. \hspace{1em} Train a learning machine \( f \) on the current subset of features based on SVM, by minimizing a risk functional \( J(f) \).
\State 3. \hspace{1em} Compute the weight vector of current dimension length of \( s \).
\State 4. \hspace{1em} For each remaining feature, estimate the change in \( J(f) \) without retraining on \( f \), using above weight vector. (e.g., change of removing this remaining feature)
\State 5. \hspace{1em} Select some features \( t \) which will lead to an improving or least degrading on \( J(f) \) and update the feature ranked list \( r = r \cup t \).
\State 6. \hspace{1em} Remove the features of \( t \) from \( s \).
\State 7. \hspace{1em} until \( s = \emptyset \);
\end{algorithmic}
\caption{SVM-RFE}
\end{algorithm}

schemes on using SVM for feature selection and classification on high dimensional data have been proposed [74, 148]. For example, Support Vector Machine based on Recursive Feature Elimination (SVM-RFE) for gene selection has been introduced in [118].

The outline of SVM-RFE is given in Algorithm 1, where SVM-RFE firstly searches through all the features individually, leading to a long searching process, especially on large-scale and very high dimensional data. By introducing a scaling vector to the input features, the feature selection problem can be formulated as a joint optimization problem of SVM training. SVM-RFE is shown to attain nested subsets of input features that exhibit state-of-the-art performance on gene selection involving microarray data. Furthermore, Rakotomamonjy showed the effectiveness of feature selection based on various SVM-based criteria [149].

As the method selects the discriminative features w.r.t. the inductive learning rule, they typically exhibit more precise performance in prediction, but at the expense of lower computational efficiency on large scale and very high dimensional problems.

3.3.4 Embedded Methods

Embedded methods differ from other feature selection methods in that the feature search mechanism is directly embedded and becomes part of the classifier model used. Particularly, filter methods do not incorporate the learning model, while wrapper methods
involve a learning machine that measures the quality of subsets of features without incorporating prior knowledge about the specific structure of the classification or regression function, hence any form of learning machine can be used. In contrast to filter and wrapper approaches, in embedded methods, the learning machine and the feature selection scheme are tightly coupled, i.e., the structure of the class of functions under consideration plays a crucial role.

The way of generating embedded methods can be regarded as good inspiration to design new hybrid feature selection techniques for specific algorithms, since it can find a function that represents the prior knowledge about what a good model is. Moreover, owing to the fact that this approach will directly optimize some regularized risk functions $g(\alpha, \delta)$ with respect to two sets of parameters, it can use early stopping (validation set) or some special stopping criteria to stop and select the subset of features based on optimizing alternatively according to $\alpha$ and $\delta$.

### 3.3.4.1 $\ell_1$-Sparse Support Vector Machines

The traditional $\ell_1$-norm SVM, as proposed by Bradley and Mangasarian in [150], can be generalized to a general $\ell_1$ Support Vector Machines (L1-SVM). It has been proven that solving the corresponding optimization problem gives a smaller error penalty and enlarges the margin between two support vector hyper-planes, thus possibly giving better generalization capability than traditional SVM. A linear decision hyperplane $f(x) = w'x$ is learnt by minimizing the following structural risk functional:

$$
\min_w \Omega(w) + C \sum_{i=1}^{n} l(-y_iw'x_i),
$$

where $w \in \mathbb{R}^m$ is the weight vector of the decision hyperplane, and $\Omega(w)$ is the regularizer that defines the characteristic of $w$ (e.g., sparsity). $l(\cdot)$ denotes a convex loss function\(^3\), and $C > 0$ is a regularization parameter that trades off between model complexity and the fitness of the decision hyperplane. In traditional SVM, the regularizer $\Omega(w)$ is set to $\frac{1}{2}\|w\|_2^2$, which is usually non-sparse and so is the learned weight vector $w$. Furthermore, to obtain a sparse decision rule for SVM, one of the most widely used approaches is to

\[^3\]In the context of SVM, the maximum margin decision hyperplane is usually learned based on either hinge loss or square hinge loss.
introduce $\ell_1$-regularizer on the loss function [150–152], resulting in the following $\ell_1$-norm SVM problem,

$$\min_w \|w\|_1 + C \sum_{i=1}^{n} l(y_i w^T x_i),$$  \hspace{1cm} (3.8)

Although the level of sparsity in the decision function of (3.8) can be controlled by varying $C$, due to the regularization term $\|w\|_1$, the bias problem inevitably exists in $\ell_1$-regularized optimization problems [153]. Specifically, for a feature $f_j$, the corresponding weight $w_j$ would be very large if it is highly informative for the classification task and important to reduce the empirical loss. However, the value will be suppressed due to the minimization of $\|w\|_1$ in (3.8), with the scaling bias.

In addition, due to the scale variation of $w$, it is hard to control the sparsity while regulating the decision function. Finally, the $\ell_1$-regularization can be inefficient when handling large-scale and very high dimensional problems, especially on the datasets which are too large to be loaded into the memory.

### 3.3.4.2 Feature Generating Machine

Recently, Tan et al. proposed an embedded novel feature selection work, named Feature Generating Machine (FGM), has been shown with cracking scalability to non-monotonic feature selection on both large scale and very high dimensional datasets [137]. It uses an SVM to learn a sparse input variable subset for classification, while minimizing a convex relaxation (by introducing an additional variable $\theta \in \mathbb{R}$, as indicated by the following formulation) of the constrained optimization. However, it is improbable to be solved since there are infinite number of quadratic inequality constraints, which is in the form of the Semi-Infinite Programming (SIP) problem [154]. Fortunately, the Cutting Plane Algorithm [154, 155] is an efficient optimization scheme for solving this problem. Note that, the cutting plane strategy is employed to efficiently find the sparse weights, by iteratively solving the convex relaxation problem as follows,

$$\max_{\alpha \in \mathcal{A}, \theta} -\theta \quad : \quad \theta \geq -S(\alpha, d^t), \quad \forall d^t \in \mathcal{D}. \hspace{1cm} (3.9)$$

This method has been shown to produce state-of-the-art results in terms of sparsity and generalization performance, especially for very high dimensional datasets, and the
optimal solution can be obtained without any numeric optimization solver. Moreover, the framework introduces a feature indicator vector $d \in \{0, 1\}^m$ into the traditional SVM to make it an $\ell_0$-norm Sparse SVM (SSVM) model, the resultant formulation of SVM is then transformed to a Mixed Integer Programming (MIP) problem. Furthermore, the term “Feature Generation” refers to solving a convex relaxation of the MIP problem. The drawback of FGM lies in that it is only formulated for the 0-1 loss function, and the feature correlation is not considered well in the method, the resultant feature subset always maintain highly correlated yet informative features, leading to the possible exclusion of crucial features.

However, since FGM can perform a fast search and report a bunch of highly informative features of big dimensional data. The feature grouping should hence be performed among these informative features. This inspires us in seeking constraint that corporate feature dependency with feature information, hence in generating an up to date feature grouping method.

### 3.3.5 Feature Selection vs. Feature Extraction

As mentioned in the introduction, Dimension Reduction is considered as a well-established remedy for addressing the “Curse of Dimensionality”. Generally, Feature Extraction is considered as another way of reducing the number of features under consideration. By definition, feature extraction transforms the data from a high dimensional space to a space spanned by fewer dimensions. While the data transformation can be linear, as for the case of Principal Component Analysis (PCA) [156, 157], yet many other nonlinear techniques also exist [158, 159].

Although feature extraction is recognized as a flexible (deformable) strategy, it attempts to construct some new joint features by combining individual original features based on their dependency structure [160], resulting in inconsistent feature space (i.e., the extracted features are not invariant under transformation), which has been regarded as a drawback on some tasks (i.e., the extracted high level feature could not be clearly represented). Feature selection, on the other hand, focuses on finding a small feature subset among the original feature vectors. Note that by performing feature selection, the original feature space is still maintained. Further, this property is also of relevance to
feature grouping, where the grouped features are expected to eventually form a network. Hence, in this thesis, feature extraction is not explicitly studied as a matter of research interest.

### 3.3.6 Summary of Feature Selection As A Cue for Advanced Feature Grouping

In this section, a review of state-of-the-art feature selection methods, namely, filter, wrapper and embedded approaches, is presented. To summarize, filter methods based on correlation consideration such as mRMR, FCBF and RCFS, return good feature subsets with low redundancy and produces reliable accuracy performance rapidly. Filter methods are however less attractive on big dimensional datasets, since their use of feature correlation computations or class dependency calculations do not scale well with increasing dimensions. Neither the present wrapper nor embedded methods consider the correlation among the features in the search. Both have been shown also to generate good prediction accuracy, but embedded approaches have been demonstrated to cope better on very high dimensions. Nevertheless, both wrapper and embedded methods are established to incur extensive computations when searching for the best feature ranking according to the inductive learning rules used.

In the past decade, a variety of feature selection approaches have focused on introducing new schemes to reduce the redundancy among the selected features. The notion of feature redundancy is usually measured by means of pairwise feature correlation under some correlation metrics. The major motivation has been to find the optimal or minimized feature subset corresponding to the output labels. Thus, when a feature is selected, other features that are highly related to the corresponding selected feature are typically rejected so as to minimize feature redundancies. However, as previously stated, **feature grouping, together with efficient feature selection on big dimensional datasets**, are of particular interest to the present study in order to fill the voids in the existing research landscape. Thus, as described previously, the proposed strategy not only provides a feature index subset, as is the case for traditional methods, but additionally involves a comprehensive study on latent feature group structures that exist within the original feature space. With this background, the pursuit of the desired goal is presented in the chapter that follows.
Chapter 4

Group Discovery Machine

4.1 Introduction

Feature correlation is among one of the most commonly used criteria of feature selection tasks in machine learning and data mining. While some researchers have focused on minimizing the correlations among features in the identified feature subset [78, 161, 162], others have exploited the mechanism of feature correlations via feature groups that capture new salient characteristics of the data [76, 127, 163]. These feature groups then serve as cues that could assist the human user in further analysis of the data. From a survey of the literature, feature correlation has been widely established as an important criterion for the identification of relevant, irrelevant, redundant and/or noisy features in learning and prediction tasks. It has received tremendous attentions over the past decades since datasets comprising a large number of features are now becoming ubiquitous [80, 161–163].

From a survey of the literature, today, modern databases with “Big Dimensionality” (i.e., millions of dimensions and above, as discussed in [59]) are becoming evident and such phenomenon will continue to be a growing trend. As the dimensionality of datasets continues to push the capability limits of the algorithms, it is becoming clear that the complexity of the feature grouping and selection tasks being addressed began to overwhelm the algorithms available, i.e., due to the exponential increase in data dimension. In particular, existing approaches that require the calculations of pairwise correlations in their algorithmic designs cannot cope well with such high dimensional datasets elegantly and often scored miserably, since computing the full correlation/covariance matrix (i.e.,
square of dimensionality in size) can become computationally very intensive. Notably, a dataset with millions of features would translate to trillions of correlations to be computed. Although some works have been proposed on fast correlation findings [164–166], it is still worth noting that such degree of extreme computational complexity poses a challenge that has received much less attention in the field of machine learning and data mining research.

To reveal and illustrate the complexity of such a challenge, the efforts to compute the correlations of two commonly used and well established datasets are analyzed in what follows, including psoriasis with 529,651 SNPs and news20.binary with 1,355,191 word frequencies1. Theoretically, it can be asserted that for a simple brute force approach, a total number of \( \binom{m}{2} \) computations would be necessary to obtain the pairwise correlations between all features in the datasets considered, wherein \( m \) denotes the number of features. In particular, 0.14 and 0.92 trillion correlation computations\(^2\) are necessary on these datasets. On the psoriasis dataset, which has only 529,651 features, it already took us 20.6 days of wall clock time to compute the full pairwise correlations of the feature sets in LIBSVM format, on an Intel\(^\circledR\) Core\(^\text{TM}\) i7-930 Processor. This clearly poses a serious impediment to the successful use of the feature correlation criterion on big dimensional datasets. Thus, there is a need for fresh computational and statistical learning paradigms to address such emerging challenge explicitly.

Fortunately, the detailed analyses on the well established datasets (which exhibit characteristics of big dimensionality) revealed that an extremely small portion (i.e., less than 0.1% for these two datasets considered) of the feature pairs have been found to be highly correlated. To illustrate this observation, the distributions of correlated feature pairs for the psoriasis and news20.binary datasets have been summarized in Figure 4.1(a) and Figure 4.1(b), respectively. In the figure, each bar denotes the percentage of feature pairs (the y-axis) that satisfies a given correlation threshold (as indicated on the x-axis). From the figure, the percentage of feature pairs is noted to decrease exponentially for increasing correlation threshold values. To be precise, 99.985% of the feature pairs in psoriasis and 99.882% in the news20.binary dataset have correlation values lower than

1Note that, in the real-world experimental studies, besides these two, datasets with up to 30 million dimensions are considered.
2To be exact, 140,264,826,075 and 918,270,645,645 correlation computations, respectively.
Figure 4.1: Distributions of correlated feature pairs in some established datasets, wherein each bar denotes the percentage of feature pairs (the y-axis) that has satisfied the given correlation threshold (as indicated on the x-axis), i.e., $1 - \text{CDF}_i$. Note that the y-axis is in log scale.

4.1.a: psoriasis

4.1.b: news20.binary

the threshold of 0.1. This implies that majority of the feature pairs are uncorrelated or the features are sparsely correlated. In this thesis, this phenomenon is termed as “sparse correlation” and the aspiration is to exploit this sparse correlation that is made available through the “Blessings of Big Dimensionality” [59].

In this chapter, a novel learning approach is introduced to exploit the presence of sparse correlations for the efficient identifications of informative feature groups from datasets, especially in big dimensionality which involves general classification tasks. The proposed approach is a general feature grouping and selection framework, which considers an explicit incorporation of correlation measures as constraints in the learning model for different types of learning problem. An efficient embedded feature selection strategy, designed to remove large numbers of non-contributing correlations that could confuse the classifier, while identifying the informative feature groups, is then introduced. Extensive empirical studies on both synthetic and several real-world datasets comprising up to 30 million dimensions are subsequently conducted to assess and showcase the efficacy of our proposed approach. The core technical contributions of this chapter are summarized as
follows:

(i) The current work represents a first attempt to incorporate linear and non-linear feature correlation measures for feature grouping and selection in binary and one-class machine learning settings. The inclusion of correlation constraints among features in the learning model facilitates possible identifications of informative feature groups.

(ii) To achieve the goal, the notions of support feature and affiliated feature are explicitly defined. The former denotes the highly informative features with lower peer correlation, while the latter are features that are highly correlated to the support feature. Support-Affiliated Feature Groups are then established by an aggregation of the affiliated features that correspond to each support feature.

(iii) To identify the support-affiliated feature groups, in the proposed linear correlation setting, a generalized relation between the absolute pairwise Pearson’s correlation coefficient and the discriminative score of features is derived, see Proposition 1. With such relationship established, the eliminations of uncorrelated feature pairs can thus be carried out without the need for a full correlation computation. It is worth noting that, this translates to a reduction in complexity on correlation computations, from $O(nm^2)$ to $O(m \log m + K_a mn)$, where $m$ is the dimensionality, $n$ is the size of data, $K_a$ is the total number of support features identified and $K_a \ll \min(m, n)$ generally holds.

The remainder of this chapter is organized as follows. In Section 4.2, some of the core definitions used in this work are presented. Further, Section 4.3 introduces the proposed methodology to identify the support-affiliated feature groups effectively and efficiently. Then, the experimental setup and obtained results are presented in Section 4.4. The conclusive remark of the proposed framework is given in Section 4.5.

4.2 Preliminaries and Motivations

In this section, the core definitions and concepts that are used are presented throughout the rest of the chapter.
4.2.1 Feature Correlation Measures, *corr*(·, ·)

In this subsection, both the linear and nonlinear instantiations of *corr*(·, ·) are illustrated.

Amongst various correlation measures, Pearson’s correlation coefficient (PCC) is one of the most commonly used linear correlation measure [167]. The PCC for a pair of features \( f_j \) and \( f_k \), \( \rho(f_j, f_k) \), can be defined as follows,

\[
corr_{\text{linear}}(f_j, f_k) : \rho(f_j, f_k) = \frac{\text{cov}(f_j, f_k)}{\sigma_{f_j} \sigma_{f_k}} \tag{4.1}
\]

\[
= \frac{(f_j - \mu_{f_j}1')(f_k - \mu_{f_k}1')'}{n\sigma_{f_j} \sigma_{f_k}}, \tag{4.2}
\]

wherein \( \text{cov}(f_j, f_k) \) designates the covariance of the two features. However, as its polarity does not affect the informativeness of a selected feature, the coefficient is hereinafter referred to the absolute form in the present study.

From linear to nonlinear correlations, Mutual Information (MI) represents a well established measure for feature selection [168], which takes the form of

\[
I(f_j; f_k) = H(f_j) + H(f_k) - H(f_j, f_k) \tag{4.3}
\]

(with \( H(·) \) denoting the entropy [169]) that measures the level of information sharing between feature \( f_j \) and \( f_k \) (i.e., \( H(f_j) \cap H(f_k) \)), where \( H(f) = -\sum_i p(f_i) \log_2 p(f_i) \)). In feature selection, MI is typically used for assessing the ranking of the features in classification problem, i.e., a higher \( I(f; y) \) implies a higher devotion of feature \( f \) to class \( y \).

MI is ranged as \([0, \infty]\) such that it is not a good quantization for pairwise correlation. Alternatively, the Symmetrical Uncertainty (SU) [142], which is a form of normalized MI has often been considered, which is defined by,

\[
corr_{\text{nonlinear}}(f_j, f_k) : U(f_j, f_k) = \frac{2I(f_j; f_k)}{H(f_j) + H(f_k)}. \tag{4.4}
\]

Note that, both absolute PCC (|\( \rho(·, ·) \)|) and SU (\( U(·, ·) \)) are symmetrical measures that lie in \([0, 1]\). Without loss of generality, other forms of correlation measure with a range of \([0, 1]\) may also apply in \( corr(·, ·) \). Further, a high (low) value of \( corr(·, ·) \) indicates that the pair of features considered are strongly (weakly) correlated. Hence if two features are fully independent, their correlation shall be 0. On the other hand, when they are completely correlated to each other, namely, one feature can exactly predict the other, 1 follows.
4.2.2 Support and Affiliated Features

The core objective of traditional feature selection approaches is to identify a reduced feature subset of informative features [74, 162]. In contrast to previous studies, this chapter focuses on discovering the underlying interactions among informative features and capturing the salient characteristics within the data, based on the conception of sparse correlations and feature groupings, since such groupings can be useful to assist users in their interpretations of the data for further analysis. More specifically, the aim is at identifying feature groups through pairwise feature correlation among informative features. Though several prior works [76, 127] have highlighted the benefits of identifying feature groups (e.g., many biological studies have suggested that SNPs usually work in groups for some genetic activities), how to define the feature groups for general learning tasks is non-trivial.

In the present study, the interest is to identify a sparse feature subset of support features, while discovering the feature groups. Each feature group comprises a parent support feature with affiliated features as children that are strongly correlated to it. In what follows, the definitions of the support feature and affiliated feature are given, which form the basis of the current work.

**Definition 1.** A Support Feature \( SF_k \) denotes the most informative (discriminative) feature w.r.t. the output labels among the residual features. All of the support features identified, as depicted in full circles of Figure 4.2, are uncorrelated or weakly correlated to one another. In other words, the pairwise feature correlation between a pair of support features is lower than the predefined precision threshold \( \varepsilon \) (i.e., \( \text{corr}(SF_j, SF_k) < \varepsilon \)).

**Definition 2.** An Affiliated Feature \( AF_{k_s} \) should also be an informative feature, which shares similar predictive capability with the associated support feature \( SF_k \), and is strongly correlated with \( SF_k \) (i.e., \( \text{corr}(SF_k, AF_{k_s}) \geq \varepsilon \)). The dotted circles of Figure 4.2 showcase this type of features.

With the above definitions, the interest of our current work is to discover support-affiliated feature groups that takes the form of Figure 4.2 from various datasets in different machine learning settings.
Figure 4.2: Structural relationship of support-affiliated feature groups (denoted using dotted ellipse). SF\(_k\): support feature (parent denoted using full circle), AF\(_{k1,2,3,...,s}\): affiliated features (children of SF\(_k\) as denoted by dotted circles).

4.3 Group Discovery Machine

In this section, a novel feature grouping and selection method, labeled here as the **Group Discovery Machine** (GDM), is introduced for the discovery of support-affiliated feature groups in various machine learning tasks. The essential backbone of the GDM is a sparse SVM with an efficient Quadratically Constrained Quadratic Programming (QCQP) solver. An explicit incorporation of the pairwise linear/nonlinear correlation measures is introduced as constraints in the learning model to discover the appropriate support-affiliated feature groups.
4.3.1 General Correlation Constraints

Similar to the idea of feature indicator in [79], a vector \( \delta = [\delta_1, \ldots, \delta_m]' \in \{0,1\}^m \) is introduced to define whether a corresponding SF is selected \((\delta_j = 1)\) or not \((\delta_j = 0)\), such that the decision function is given by: \( f(x) = w'(x \odot \delta) \), where the vector \( w \in \mathbb{R}^m \) denotes weight vector. To limit the number of selected features to be lower than \( K_a \), the \( \ell_0 \)-constraint \( \|\delta\|_0 \leq K_a \) is imposed for the purpose of feature selection. Further, to constrain the correlation among the selected features, the following constraint on \( \delta \) is explicitly introduced here as

\[
\delta_j \delta_k = 0 \text{ if } |\text{corr}(f_j, f_k)| \geq 1 - \tau, \forall j, k \text{ with } j \neq k. \tag{4.5}
\]

With this constraint, the feature pair is regarded as uncorrelated if their correlation coefficient falls below the bound \((1 - \tau)\), where \( \tau \in [0,0.5] \).\(^3\) Next, \( \Delta = \{\delta | \sum_{j=1}^m \delta_j \leq K_a; \delta_j \in \{0,1\}; \delta_j \delta_k = 0 \text{ if } |\text{corr}(f_j, f_k)| \geq 1 - \tau, \forall j, k \text{ with } j \neq k\} \) is defined as the domain for \( \delta \). Further, (4.5) explicitly defines \( \binom{m}{2} \Rightarrow O(m^2) \) quadratic constraints with \( m \) numbers of integer variables. As previously noted, our present task is inclined to solve problems with millions of dimensions, which translates to trillion quadratic constraints. Moreover, seeking the solution \( \delta \in \Delta \) involves a process of combinatorial subset selection, resulting in extremely high computational cost, especially on big dimensional data. In what follows, the proposed approach is described in detail to deal with the trillion correlation constraints that arise.

4.3.2 Proposed Formulation

In GDM, the interest is to find a large margin decision function \( f(x) \) for robust prediction, and seamlessly identify the informative yet uncorrelated feature subset that satisfies the constraints defined in (4.5). For the purpose of simplicity, the square hinge loss in SVM is considered, thus arriving at the following optimization problems:

\[
\min_{\delta \in \Delta} \min_{w,\gamma,\xi} \frac{1}{2} \|w\|^2 - \gamma + \frac{C}{2} \sum_{i=1}^n \xi_i^2 \tag{4.6}
\]

s.t. \( y_i w'(x_i \odot \delta) \geq \gamma - \xi_i \) \( i = 1, \ldots, n \),

---

\(^3\)If pairwise feature correlation is below the mean of the interval (i.e., 0.5 of \( \text{corr}(. , .) \)), it should not be considered as high correlated in most of statistic methods.
where $\xi_i \geq 0$ is the slack variable, $\gamma/\|w\|$ denotes the margin and $C$ is a tradeoff parameter to regulate the function complexity $\|w\|^2_2$ and the training error ($\xi_i$’s). Note, as discussed earlier, the optimization problem in (4.6) with constraints defined in (4.5) is a challenging problem, as a result of the explosion in the number of constraints involving big dimensional data.

### 4.3.3 Solving the Problem Iteratively with Cutting Plane Algorithm

Cutting planes are a major component of the mixed integer linear optimization solver for accelerating the progress by removing fractional solutions. Recently, the Cutting Plane Algorithm has reported much success in many problems involving vast varieties of constraints, including SVM training [170], structure prediction [170], maximum margin clustering [171] and so on.

Taking the cue, here the problem (4.6) is solved by incorporating a cutting plane approach. To begin, the inner minimization section of problem (4.6) considers a dual form of SVM w.r.t. $w, \gamma$ and $\xi$. Thus (4.6) becomes a minimax saddle-point problem. Inspired by applying the minimax optimization theory, a tight convex relaxation to problem (4.6) can be attained, which takes the form of a Quadratically Constrained Quadratic Programming (QCQP) problem:

$$
\begin{align*}
\min_{\alpha \in A, \theta} & \quad \theta : \theta \geq g_\delta(\alpha), \forall \delta \in \Delta \\
\text{or} & \quad \min_{\alpha \in A} \max_{\delta \in \Delta} g_\delta(\alpha)
\end{align*}
$$

wherein $\alpha = [\alpha_1, \ldots, \alpha_n]'$ is the vector of dual variables, $A = \{\alpha | \sum_{i=1}^{n} \alpha_i = 1, \alpha_i \geq 0, \forall i = 1, \ldots, n\}$ defines the domain of $\alpha$, and $\theta$ is the upper bound of $g_\delta(\cdot)$. Nevertheless, since there are as many as $(\sum_{i=0}^{Kn} \binom{m}{i})$ quadratic constraints in problem (4.7), the problem remains to be plagued with computational complexity issues. The Cutting-Set methods developed in [155] considers a general worst-case convex optimization problem with arbitrary dependence on the uncertain parameters. Hence, rather than solving the original problem which involves a vast number of constraints, cutting-set is used here to generate a subset of active constraints in an iterative manner. This leads to a relaxed
optimization problem with the current constraint set considered. At the $t^{th}$ iteration, 
\[ \max_{\delta \in \Delta} g_\delta(\alpha) \geq g_\delta^t(\alpha), \forall \delta^t \in \Delta \] holds, and correspondingly $\delta^t$ is constrained by a $K_b$ (i.e., support feature size per iteration), where \[ \sum_t K_b^t = K_a \] generally holds. Thus, for a reduced active constraint set $\Lambda \subset \Delta$, the lower bound approximation of (4.7) can be obtained as \[ \max_{\delta \in \Delta} g_\delta(\alpha) \geq \max_{t=1,...,T} g_\delta^t(\alpha) \] with $T = |\Lambda|$, where $T$ is the maximum number of constraints (iterations) imposed. This leads to solving a reduced problem of (4.7) that takes the form
\[ \min_{\alpha \in A, \theta} : \theta \geq g_\delta^t(\alpha), \ \forall \delta^t \in \Lambda. \] (4.8)

4.3.4 Training with Multiple Kernel Learning

In the research field of kernel methods, several efficient and elegantly designed Multiple Kernel Learning (MKL) approaches have been proposed over the recent years. For instance, Lanckriet et al. first proposed the use of Quadratically Constrained Quadratic Programming (QCQP) in MKL [172]. Recently, Sonnenburg et al. proposed a semi-infinite linear programming formulation, which enables MKL to be iteratively solved with standard SVM solver as well as linear programming [173]. Rakotomamonjy et al. also proposed a related SimpleMKL algorithm using the reduced gradient descent procedure [174]. In this subsection, MKL optimization technique is considered for solving the problem defined in (4.8), wherein the aim is to jointly learn both the kernel and SVM parameters, or briefly, to identify the most appropriate kernel for addressing the task on hand [174].

Since problem (4.8) follows a convex QCQP problem, $\mu^t$ is introduced as the dual variable of each constraint. The Lagrangian function then takes the form of
\[ L(\alpha, \mu) = -\theta + \sum_{t, \delta^t \in \Lambda} \mu^t (\theta - g_\delta^t(\alpha)). \] (4.9)

Setting the derivative w.r.t. $\theta$ as zero, \[ \sum_{t, \delta^t \in \Lambda} \mu^t = 1 \] can be attained. $\mu$ is set as the vector of $\mu^t$’s, and \[ U = \{ \mu | \sum \mu^t = 1, \mu^t \geq 0 \} \] defines the domain of $\mu$. Consequently, the Lagrangian function $L(\alpha, \mu)$ can be rewritten as,
\[ \max_{\alpha \in A} \min_{\mu \in U} \sum_{\delta^t \in \Lambda} -\mu^t g_\delta^t(\alpha) \] (4.10)

\[ = \min_{\mu \in U} \max_{\alpha \in A} - \frac{1}{2} (\alpha \odot y)'(\sum_{\delta^t \in \Lambda} \mu^t X_t X_t' + \frac{1}{C} I)(\alpha \odot y), \]
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**Input:** Dataset \( D(X, y) \), zero-one vector \( \delta \in \mathbb{R}^m \), support feature size per iteration \( K_b \) and correlation threshold \( \tau \).

**Output:** Index set \( SF \) for SFs and \( AF \) for AFs.

**Initialization:** \( \alpha = 1/n, \delta = 0^m, S = \emptyset \) and \( Q = \emptyset \).

for \( t = 1 \) to \( T \) do

1: Call \( \delta^t = \text{CRM}(D, K_b, \tau, \alpha^t, SF, AF) \)

2: Set \( \Lambda = \Lambda \cup \{\delta^t\} \) and solve (4.8), while updating \( \alpha^{t+1} \)

3: Quit if the objective value is convergent.

end for

**Algorithm 2:** Group Discovery Machine - GDM(\( w, \delta, D \))

where \( X_t = [x_1 \odot \delta^t, \cdots, x_n \odot \delta^t]' \), and the equation follows on account of the fact that the objective function is concave in \( \alpha \) and convex in \( \mu \). The recently developed MKL is ideal for solving the resultant minimax problem (4.10) [172, 174], where the kernel matrix \( \sum_{\delta^t \in \Lambda} \mu^t X^t_i X^t_i \) to be learned is a convex combination comprising \(|\Lambda| \) number of base kernel matrices \( (X_i X'_i) \), each of which is constructed from a feasible \( \delta^t \in \Lambda \).

To summarize, the steps for solving the proposed problem are outlined in Algorithm 2, wherein some of the notations are explained thereafter. Specifically, for each iteration of Algorithm 2, one needs to figure out the worst case analysis (i.e., finding the most violated constraint \( \delta^t \)) of Problem (4.7) [155, 175], which is described in the following subsections 4.3.5 - 4.3.7. The obtained \( \delta^t \) is then appended into the active constraint set \( \Lambda \), which forms a subset of \( \Delta \). Last but not least, the problem w.r.t. \( \Lambda \) can be solved via efficient QCQP solvers [163].

### 4.3.5 Correlation Redundancy Matching (CRM): finding the most violated constraints \( \delta \)

In this subsection, the worst case analysis of problem (4.7), which plays a key role in Cutting Plane Algorithm [155] is presented. In the current problem setting, problem (4.8) is transformed into solving the following integer optimization problems:

\[
\max_{\delta \in \Delta} \left\| \sum_{i=1}^{n} \alpha_i y_i (x_i \odot \delta) \right\|^2
\]  

(4.11)

In general, solving such a problem is considered NP-hard. However, since one can obtain \( \| \sum_{i=1}^{n} \alpha_i y_i (x_i \odot \delta) \| \|^2 = \| \sum_{i=1}^{n} (\alpha_i y_i x_i) \odot \delta \|^2 = \sum_{j=1}^{m} s_j^2 \delta_j \), where \( s_j \) is defined as
the feature discriminative score that follows

\[ s_j = \sum_{i=1}^{n} \alpha_i y_i x_{ij} = \sum_{i=1}^{n} \alpha_i f_{ji} = f_j \tilde{\alpha} \] (4.12)

with \( \tilde{\alpha} = [\alpha_1 y_1, \ldots, \alpha_n y_n]' \), indicating that the informative features should accord with features of largest absolute value feature score \( |s_j|'s \). Moreover, recall that the correlation measures are embedded in \( \delta \), thus a natural question arises: considering all the correlated features, which one poses higher importance to the output labels?

To address this question, first of all, it is necessary to offer the instantiations of SF and AF in the proposed GDM. As discussed previously, SFs refer to the most informative features with relatively low pairwise correlations in this work. AFs, on the other hand, refer to the correlated features associated with each SF correspondingly. The parent-child structured relationship between SFs and AFs is illustrated in Figure 4.2.

**Definition 3. SF and AF in GDM:** Given any exemplar vector \( \tilde{\alpha} \in \mathbb{R}^n \) and a collection of feature vectors \( \{f_i\} \), where \( f_i' \in \mathbb{R}^n \). The SF is given by \( \max_i |f_i \tilde{\alpha}| \) for the given \( \tilde{\alpha} \). The remaining correlated features in \( \{f_j\} \) w.r.t. \( f_i \) (with \( |\text{corr}(f_i, f_j)| \geq 1 - \tau \)) then denote the AFs.

For the sake of conciseness, let \( \mathcal{SF} \) be the index set of the SFs and here a data structure \( \mathcal{AF} = \{G_j\} \) is introduced to represent the hierarchical structure of features, where \( G_j \) denotes the index set of the AFs for the \( j^{th} \) SF. In this manner, all the correlated features can be identified and archived instead of omitting them.\(^4\) Moreover, based on the definitions above, once a support feature (SF \( j \)) is identified (i.e., the feature with the largest \( |s_j| \)), all relevant features (AF \( j_s \)) that correlate with SF \( j \) then become the affiliated features that correspond to it. As the present proposed method discovers the correlated feature groups, it is labelled as the **Group Discovery Machine** (GDM) here. Note that, alternatively, one could employ a brute-force approach to search across all features and pairwise correlations to identify all feature groups that achieves the similar goal. However, such a scheme (i.e., mRMR [161]) can be computationally intensive even with small dataset and would become computational intractable on big dimensional data. For

\(^4\)The practice of existing works in the literature is to omit all correlated features, *i.e.*, redundancy reduction.
the details on the intensiveness of a brute-force approach, please refer to the Section i of the Appendix.

Seeking for the most violated constraints $\delta$ is then termed here as Correlation Redundancy Matching (CRM) procedure. In CRM, once an SF is identified, the AFs are isolated from the rest of the features based on their correlations w.r.t. the SF. The above procedure is repeated until a maximum of $K_b$ unique support features are identified in each iteration.

4.3.6 CRM with Linear Correlation $\text{corr}_{\text{linear}}(\cdot, \cdot)$

In this section, the way of feature grouping with linear correlation is illustrated, i.e., using PCC $\rho(\cdot, \cdot)$ as the correlation measure. To this end, firstly, a proposition is presented to prove the case of linear correlation, which serves as a generalization of that previously presented in [163] on assumption made pertaining to data normalization: for a group of strongly correlated features, if one of them is informative to the output labels, all of them can be treated identically (i.e., all of them will make positive contributions to the output label).

**Proposition 1.** Given a nonzero column vector $\tilde{\alpha}$ and any two feature vectors $f_1$ and $f_2$, suppose their absolute PCC $|\text{corr}(f_1, f_2)| = |\rho(f_1, f_2)| \geq (1 - \tau)$, then $|f_1\tilde{\alpha} - f_2\tilde{\alpha}| \leq \sqrt{n(\Delta_\sigma^2 + \Delta_\mu^2 + 2\tau\sigma_f\sigma_{f_2})}\|	ilde{\alpha}\|$ holds, where the correlation parameter $\tau \in (0, 1)$ and $\Delta_\sigma = \sigma_{f_1} - \sigma_{f_2}$ while $\Delta_\mu = \mu_{f_1} - \mu_{f_2}$.

**Proof:** Firstly, the computation of the absolute correlation is arrived for any feature pair, i.e., $|\text{corr}(f_1, f_2)|$. Using PCC, as what Equation (4.1) shows, one can arrive at

$$
|\rho(f_1, f_2)| = \left|\frac{(f_1 - \mu_{f_1}1')(f_2 - \mu_{f_2}1')'}{n\sigma_{f_1}\sigma_{f_2}}\right|
$$

$$
= \left|\frac{f_1f_2' - \mu_{f_1}1'f_2' - \mu_{f_2}1'f_1 + n\mu_{f_1}\mu_{f_2}}{n\sigma_{f_1}\sigma_{f_2}}\right|.
$$

Assuming that $|\rho(f_1, f_2)| \geq 1 - \tau$, the following inequality holds,

$$
|\rho(f_1, f_2)| = \left|\frac{f_1f_2' - n\mu_{f_1}\mu_{f_2}}{n\sigma_{f_1}\sigma_{f_2}}\right| \geq 1 - \tau.
$$

As a common sense that inequality with absolute value $|\cdot|$ has two sides. Here the proof on the positive side is showcased (i.e., $f_1$ and $f_2$ are positive correlated), and vise versa.
Based on this, since \( n\sigma_{f_1}\sigma_{f_2} \) is always non-negative and suppose \( \sigma_{f_i} > 0 \) holds for all the features,

\[
f_1f'_2 \geq n[1 - \tau] + \mu_{f_1}\mu_{f_2}
\]

can be attained. From above, with \( \|f_j\|^2 = n(\sigma_{f_j}^2 + \mu_{f_j}^2) \), one arrives at

\[
\|f_1 - f_2\|^2 = \|f_1\|^2 + \|f_2\|^2 - 2f_1f'_2 = n(\sigma_{f_1}^2 + \sigma_{f_2}^2 + \mu_{f_1}^2 + \mu_{f_2}^2) - 2f_1f'_2 \\
\leq n[(\sigma_{f_1} - \sigma_{f_2})^2 + (\mu_{f_1} - \mu_{f_2})^2 + 2\tau\sigma_{f_1}\sigma_{f_2}] = n(\Delta_\sigma^2 + \Delta_\mu^2 + 2\tau\sigma_{f_j}\sigma_{f_k})
\]

based on the definitions of \( \Delta_\sigma = \sigma_{f_1} - \sigma_{f_2} \) and \( \Delta_\mu = \mu_{f_1} - \mu_{f_2} \), correspondingly, with Cauchy-Schwarz inequality, the inequality below holds,

\[
|\|f_1\alpha\| - \|f_2\alpha\|\| \\
\leq |\|f_1\alpha - f_2\alpha\|| = \|(f_1 - f_2)\alpha\| \leq \|f_1 - f_2\|\|\alpha\| \\
\leq \sqrt{n(\Delta_\sigma^2 + \Delta_\mu^2 + 2\tau\sigma_{f_j}\sigma_{f_k})}\|\alpha\|.
\]

On the other hand, in the case of negative correlation, a positive correlated vector \( \hat{f}_2 = -f_2 \) is defined, hence the proof will follow a similar form with the derivation above. This completes the proof.

The above results state that if two feature vectors \( f_1 \) and \( f_2 \) are highly correlated, their distance measure (or correlation) to any exemplar vector \( \alpha' \) will be close to one another. In what follows, a theorem is presented to illustrate that in practice one can address the linear pairwise feature correlation by scanning only a small subset of the features on big dimensional problems.

**Theorem 1.** Given a nonzero column vector \( \alpha \) and any two feature vectors \( f_j \) and \( f_k \), suppose \( |\rho(f_j, f_k)| \geq (1 - \tau) \) and \( f_j \) is the support feature (i.e., \( f_k \) is qualified as an affiliated feature of \( f_j \)) with feature score \( |s_j| = |f_j\alpha| \) based on Equation (4.12), then the feature score of \( f_k \) satisfies \( |s_k| \geq |s_j| - \sqrt{n(\Delta_\sigma^2 + \Delta_\mu^2 + 2\tau\sigma_{f_j}\sigma_{f_k})}\|\alpha\| \) with \( \Delta_\sigma = \sigma_{f_1} - \sigma_{f_2} \) and \( \Delta_\mu = \mu_{f_1} - \mu_{f_2} \).
1: Initialize $k = 1$ and denote $\varrho \|\tilde{\alpha}\|$ as the bound arrived from Theorem 1. Set the output $\delta^t = 0$.

2: Compute feature score vector $s$ according to (4.12) and sort $|s_j|$ in descending order, record the feature ranking list as $E$.

while $\|\delta^t\|_0 < K_b$ do

Pick the $k^{th}$ feature $f_z$ from $D$, where $z = E(k)$

if $(|s_z| - |s_j| > \varrho z,j \|\tilde{\alpha}\|)$ with all existed SF $f_j$) then

$SF = SF \cup \{z\}$ and $\delta^t_z = 1$ ($f_z$ is set as new SF)

else

For the SFs that satisfy $(|s_z| - |s_j| \leq \varrho z,j \|\tilde{\alpha}\|)$, compute $\rho(f_z, f_j)$.

if $(\exists j, \rho(f_z, f_j) \geq 1 - \tau)$ then

$AF, G_j = AF, G_j \cup \{z\}$ ($f_z$ is set as new AF for SF $j$)

else

$SF = SF \cup \{z\}$ and $\delta^t_z = 1$ ($f_z$ is set as new SF)

end if

end if

Set $k = k + 1$

end while

Algorithm 3: CRM($D, K_b, \tau, \alpha^t, SF, AF$) with PCC

Proof: From Proposition 1, $|f_j \tilde{\alpha} - f_k \tilde{\alpha}| \leq \sqrt{n(\Delta^2 + \Delta^2 + 2\tau \sigma f_j \sigma f_k)}\|\tilde{\alpha}\|$ can be obtained under $|\rho(f_j, f_k)| \geq 1 - \tau$. Further, since $f_j$ is the support feature, which has the highest feature score among all other features, so $|f_j \tilde{\alpha}| \geq |f_k \tilde{\alpha}|$. Correspondingly, $|f_k \tilde{\alpha}| = |s_k| \geq |s_j| - \sqrt{n(\Delta^2 + \Delta^2 + 2\tau \sigma f_j \sigma f_k)}\|\tilde{\alpha}\|$ holds. This completes the proof.

The above theorem states that if two features are strongly correlated, their scores will be close to one another. In other words, for a given support feature $f_j$, all other features with scores that fall below the arrived bound at the correlation level of $(1 - \tau)$, shall not be considered as the affiliated features of $f_j$. Correspondingly, this facilitates possible eliminations of vast numbers of uncorrelated features without the need to undergo extensive correlation computations. The details of seeking $\delta$ using PCC is then illustrated in Algorithm 3, and GDM that employs the PCC is termed here as GDM-PCC.

4.3.7 CRM with Nonlinear Correlation $corr_{nonlinear}(\cdot, \cdot)$

Besides linear correlation, nonlinear relationship is also considered as fundamental to many statistical, physical and biological phenomena [176]. Among the nonlinear correlation measures, the normalized mutual information is considered as important, even
1: Initialize $k = 1$ and set the output $\delta^t = 0$.
2: Compute feature score vector $s$ and sort $|s_j|$ in descending order, record the feature ranking list as $\mathcal{E}$.

while $\|\delta^t\|_0 < K_b$ do
   Pick the $k^{th}$ feature $f_z$ from $D$, where $z = \mathcal{E}(k)$
   if ($\exists_j, U(f_z, f_j) \geq 1 - \tau$) for $\mathcal{SF}_j$ then
      $\mathcal{AF}.G_j = \mathcal{AF}.G_j \cup \{z\}$ (f$_z$ is set as new AF for $\mathcal{SF}_j$)
   else
      $\mathcal{SF} = \mathcal{SF} \cup \{z\}$ and $\delta^t_z = 1$ (f$_z$ is set as new SF)
   end if
   Set $k = k + 1$
end while

Algorithm 4: CRM($\mathcal{D}, K_b, \tau, \alpha_t, \mathcal{SF}, \mathcal{AF}$) with SU

touted as “a correlation for the 21st century” [177]. Here, GDM is shown to offer flexibility and room for nonlinear correlation measure to handle more complex tasks. For the sake of brevity, in this section, the symmetrical uncertainty (SU) is considered as the normalized MI in GDM (i.e., $corr(\cdot) = U(\cdot)$) and the method is termed here as GDM-SU, correspondingly$^5$. Algorithm 4 summarizes the pseudo code of feature grouping and selection with nonlinear correlation SU.

### 4.3.8 CRM with Specific Correlation Constraints

In this subsection, a biological case is used to showcase the flexibility of the proposed CRM. Notably, the specific correlation constraint has been designed using the prior knowledge in order to enhance the classification performance.

In human genome, gene is the basic unit representing the organism’s hereditary information, and as is well-known, one DNA or RNA (Ribonucleic acid) molecule carries numerous genes. Usually tens of thousands of base pairs when grouped together then form a gene. And since SNP is a base pair mutation, it is more reasonable to consider the SNP correlation at the gene level rather than simply regarding the datasets as raw feature pools. As what Figure 4.3 illustrates, gene information can be useful for localizing the selected SFs and AFs, i.e., although high correlation between feature SNPs $f_2$ and $f_9$, they should be separated by the different gene that they belong to, while gene-localized

$^5$Note that other forms of nonlinear correlation measure that satisfies the property also applies.
Figure 4.3: Maximizing the utilities of truly useful SNPs, based on gene-localized SNP correlation.

SNPs ($f_{11}$, $f_{12}$, $f_{13}$ and $f_{14}$) are maintained. However, in SNP study especially on the encoded dataset, it is often hard to differentiate the genes correctly, owing to the reason that only the base pairs of SNPs are available in the data. To account for this shortfall, a formulation that takes into considerations on the relative position of the SNPs within a gene and/or the molecule is proposed. In particular, the correlation of pairwise SNPs are weighted according to how far they are apart from each other, w.r.t. their positional distance on the molecule.

Here, an exponential multiplier is designed to augment the basic correlation criterion, which weights according to how far SNPs differ in centimorgan distance within a molecule, as

$$\delta_j \delta_k = 0, |\rho(f_j, f_k)e^{-\frac{|d_j - d_k|}{\beta}}| \geq 1 - \tau, \forall j \neq k, \quad (4.13)$$

where $d_j$ and $d_k$ are the SNP indices of feature $j$ and $k$ indicated from the dataset, respectively, and $\beta$ is the penalization parameter. A smaller value of $\beta$ will result in a
larger penalty and consequently, a lower confidence to match the correlation threshold of $1 - \tau$.

Although there exists some highly correlated SNPs from different genes, this correlation may not be that significant, since gene is the basic unit carrying hereditary information as aforementioned. With the new constraint, the correlated SNPs with relatively close centimorgan distance is expected to be effective correlation (i.e., SNPs with high possibility to be in the same gene), while far apart correlated SNPs will be disregarded.

4.3.9 Convergency Analysis of GDM

In this subsection, the convergence analysis is conducted by introducing some Theorems and Propositions.

**Theorem 2.** Let $(\alpha^*, \theta^*)$ be the global optimal pair of (4.7), define

$$
\beta^k = \max_{1 \leq i \leq k} g^i_{\delta^i}(\alpha^k) = \min_{\alpha \in \mathcal{A}} \max_{1 \leq i \leq k} g^i_{\delta^i}(\alpha)
$$

and

$$
\varphi^k = \min_{1 \leq j \leq k} g^j_{\delta^j+1}(\alpha^j),
$$

where $k$ denotes the number of iterations, then one can arrive at $\beta^k \leq \theta^* \leq \varphi^k$. And with an increasing $k$, $\beta^k$ is monotonically increasing while $\varphi^k$ is monotonically decreasing.

**Proof:** Firstly, $\theta^* = \min_{\alpha \in \mathcal{A}} \max_{\delta \in \Delta} g_{\delta}(\alpha)$. For a fixed feasible $\alpha$, one can arrive at $\max_{\delta \in \Delta} g_{\delta}(\alpha) \leq \max_{\delta \in \Delta} g_{\delta}(\alpha)$, which has a equal form to $\min_{\alpha \in \mathcal{A}} \max_{\delta \in \mathcal{C}^k} g_{\delta}(\alpha)$, i.e., $\beta^k \leq \theta^*$. On the other hand, for $\forall j = 1, \cdots, k$, where $j$ denotes the $j^{th}$ iteration (with max number of $k$ iterations), $g_{\delta^j+1}(\alpha^j) = \max_{\delta \in \Delta} g_{\delta}(\alpha^j)$, thus $(\alpha^j, g_{\delta^j+1}(\alpha^j))$ is a feasible and possible solution pair for problem (4.7). Consequently, since $\theta^* \leq g_{\delta^j+1}(\alpha^j)$ holds for $j = 1, \cdots, k$, the inequality $\theta^* \leq \varphi^k = \min_{1 \leq j \leq k} g_{\delta^j+1}(\alpha^j)$ can be established. Obviously, with increasing number of iterations $k$, the corresponding subset $\mathcal{C}^k$ will be monotonically increasing as well, so is $\beta^k$, while $\varphi^k$ is monotonically decreasing. This completes the proof.

**Proposition 2.** With the proposed Correlation Redundancy Matching algorithm, the most violated constraint selection problem (4.11) can be solved with the most informative feature selected.
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Proof: From Algorithm 3, once the most informative \( f_z \) is identified as the first support feature, all corresponding correlated features of \( f_z \) are subsequently identified and archived in \( \mathcal{AF}_z \). This implies that all subsequently selected support features are not correlated to any of the previously selected support feature. Last but not least, the top scoring features that satisfy the constraint in (4.5) then form the support features, hence

\[
\max_{\delta} \delta f_z \notin \mathcal{AF}_z \sum_{i=1}^{n} \alpha_i y_i (x_i \odot \delta) \leq \beta
\]

holds. Inductively, it becomes possible to conclude that the proposed CRM algorithm can solve (4.11). This completes the proof.

The next theorem indicates that the proposed GDM can globally converge and exhibits the non-monotonic property for feature selection.

Theorem 3. For each iteration of Algorithm 2, suppose that the reduced minimax subproblem (4.8) can be globally solved and the most violated constraint selection (4.11) can be solved with the most informative feature selected, Algorithm 2 terminates after a finite number of iterations.

Proof: The convergence of the proposed algorithm can be measured by the gap difference between series \( \{\beta^k\} \) and \( \{\varphi^k\} \) (please refer to Theorem 2). Further, after a finite number of iterations, the difference of objective values from adjacent iterations is close to 0. Assuming that at the \( k^{th} \) iteration, there is no fresh updates on \( C^k \) (i.e., \( \delta^{k+1} = \arg\max_{\delta \in \Delta} g_{\delta}(\alpha^k) \) and \( C^{k+1} = C^k \)). Therefore, one can prove that, in this case, \( (\alpha^k, \beta^k) \) is the optimal solution pair of (4.7). Further, since \( C^{k+1} = C^k \), in Algorithm 2, there will not be any change to \( \alpha \) as well (i.e., \( \alpha^{k+1} = \alpha^k \)). Then, we have \( g_{\delta^{k+1}}(\alpha^k) = \max_{\delta \in \Delta} g_{\delta}(\alpha^k) = \max_{\delta \in C} g_{\delta}(\alpha^k) = \max_{1 \leq i \leq k} g_{\delta_i}(\alpha^k) = \beta^k \), and \( \varphi^k \leq \min_{1 \leq j \leq k} g_{\delta_j+1}(\alpha^k) \leq \beta^k \). In addition, from Theorem 2, \( \beta^k \leq \theta \leq \varphi^k \) holds only when \( \beta^k = \theta = \varphi^k \), providing the solver \( (\alpha^k, \beta^k) \) as solution to Algorithm 2. This completes the proof.

In general, the Cutting Plane Algorithm typically converges to robust optimal solution within tens of iterations under the worst case analysis (i.e., finding the most violated constraint \( \delta^i \)), where notable performances on many real applications have been reported [155].
Table 4.1: Complexity analysis for each iteration in GDM.

<table>
<thead>
<tr>
<th>Sub-procedure</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRM</td>
<td></td>
</tr>
<tr>
<td>Computing Feature Score $s$</td>
<td>$O(mS)$</td>
</tr>
<tr>
<td>Sorting $</td>
<td>s_j</td>
</tr>
<tr>
<td>Grouping Features</td>
<td>$O(K_bmn)$</td>
</tr>
<tr>
<td>MKL</td>
<td>$O(TK_bn)$</td>
</tr>
</tbody>
</table>

### 4.3.10 Complexity Analysis

In GDM, the most violated $\delta$ is obtained via the CRM algorithm, where the $m$ number of features are firstly sorted based on the feature score metric $|s_j|$ in GDM. Consequently, $K_b$ number of most informative features with correlation consideration (i.e., w.r.t. the other predictive features) are identified. For $T$ iterations, there will be $T \times K_b$ SFs at most, which is the worst case to consider in MKL. Nevertheless, as previously discussed, the cutting plane strategy requires a small $T$ for convergence to happen – a cap of ten iterations is used in the experimental study on binary classification, thus $T$ is not a crucial term in the complexity. For the sake of brevity, the detailed complexity analysis on the two iterative steps of the proposed method is given in Table 4.1, where $S$ indicates the number of support vectors in the SVM. Note that for the Feature Grouping stage of CRM, the complexity $O(K_bmn)$ is for the worst case, however, due to the phenomena of “sparse correlation” highlighted in the Chapter 2, the true complexity is much less than $O(K_bmn)$. To conclude, GDM is very efficient for the real-world data with “sparse correlation”.

### 4.4 Experimental Study

In this section, the experimental study on the proposed GDM-PCC and GDM-SU are presented together with several state-of-the-art feature selection methods, including: 1) mRMR\textsuperscript{6} [161], 2) FCBF\textsuperscript{7} [162], 3) RCFS [7], 4) SVM-RFE [74] and 5) $\ell_1$-SVM\textsuperscript{8} [136].

\textsuperscript{6}http://penglab.janelia.org/proj/mRMR.
\textsuperscript{7}http://www.cs.man.ac.uk/~gbrown/fstoolbox.
\textsuperscript{8}http://www.csie.ntu.edu.tw/~cjlin/liblinear.
assess the performance efficacies of GDM. These include: 6) OSCAR [86], 7) ncFGS & ncTFGS [127] and 8) GFlasso [76]. To provide insights to the contributions of incorporating correlation constraints, \( \tau = 0 \) is configured to arrive at GDM\(_{\tau=0} \). This forms the baseline where no differentiations between support and affiliated features are made (i.e., features with highest \(|s_j|\)'s are preferred).

### 4.4.1 Experimental Setup

Among the feature selection methods considered here, mRMR, FCBF and RCFS represent filter methods, SVM-RFE is a representative of the wrapper method, while \( \ell_1 \)-SVM belongs to the family of embedded method. For the feature grouping methods, OSCAR, ncFGS & ncTFGS and GFlasso all operate based on the strategy of pruning the covariance/correlation matrix. The configurations of all the methods considered are set to be consistent to those used in the respective articles reported, and implemented in C++. Moreover, to facilitate fair comparisons, the standard SVM classifier is used as the underlying classifier. In GDM, the parameter \( C \) of the standard SVM is set to ‘1’, while in \( \ell_1 \)-SVM, \( C \) is unique and vary with the number of features selected. In the experimental study, the correlation parameter is set as \( \tau = 0.3 \) for GDM-PCC while \( \tau = 0.4 \) for GDM-SU, and for the mutual information calculation in GDM-SU, we use 10% of the feature value range as the estimator. Further, to show the results of different numbers of selected features, \( K_b \) is set as natural number (e.g., 1, 2, \ldots, 10). All experiments are conducted on the PC with Intel® Xeon® CPU E5-2695 v2 (2.4 GHz, 2 processors) and 128GB memory under Windows Server® 2012 R2 Standard.

### 4.4.2 Results on Synthetic Dataset

To illustrate the mechanisms of the proposed GDM, the study begins with a synthetic dataset, where the ground truth support-affiliated relationships are known in advance. Correspondingly, the aim is to verify if our proposed method is able to discover the feature groups and how it fares against the existing state-of-the-art feature grouping methods. The training set comprises 2,048 observations, each having 10,000 features. There are 12 predefined informative features which have been further expanded as 12 feature groups with variant size, as depicted in Figure 4.4.a. Each support feature has 0 to 5 affiliated
Table 4.2: Results on synthetic dataset of various methods. **Success Hits** stands for the completeness in identifying the features. It measures the matching degree for feature grouping methods (i.e., \(\frac{\text{#correct}}{\text{#all}} \times 100\%\)) whilst taking the form of “\# correct SF/\# correct AF/\# incorrect feature” for feature selection methods. The **Training Time** is in reported seconds, wherein the deviation below 1 second is reported.

<table>
<thead>
<tr>
<th>Feature Grouping Methods</th>
<th>GDM</th>
<th>OSCAR</th>
<th>ncFGS</th>
<th>ncTFGS</th>
<th>GFlasso</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success Hits</td>
<td>86.8%</td>
<td>50.0%</td>
<td>60.5%</td>
<td>52.6%</td>
<td>71.1%</td>
</tr>
<tr>
<td>Training Time</td>
<td>0.85±0.13</td>
<td>130.68</td>
<td>455.34</td>
<td>456.62</td>
<td>132.49</td>
</tr>
</tbody>
</table>

(a) Performances of Feature Grouping Methods

<table>
<thead>
<tr>
<th>Feature Selection Methods</th>
<th>GDM(_{\tau=0})</th>
<th>mRMR</th>
<th>FCBF</th>
<th>RCFS</th>
<th>SVM-RFE</th>
<th>(\ell_1)-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success Hits</td>
<td>9/3/0</td>
<td>2/3/7</td>
<td>6/1/5</td>
<td>7/2/3</td>
<td>8/3/1</td>
<td>10/2/0</td>
</tr>
<tr>
<td>Training Time</td>
<td>0.31±0.16</td>
<td>2.28±0.25</td>
<td>4.56±0.52</td>
<td>101.95</td>
<td>33.73±0.98</td>
<td>0.33±0.07</td>
</tr>
</tbody>
</table>

(b) Performances of Feature Selection Methods

features as children, while the others then form the noisy features. The predictive ability of each group is configured to follow a normal distribution \(\mathcal{N}(0,1)\). The pseudo algorithm of generating this dataset is provided in the Section ii of the Appendix, and since the linear correlation is used to generate the feature group, the GDM-PCC is adopted in the experiment. Thus, in what follows, GDM indicates GDM-PCC in this section.

The experimental results obtained by the various feature grouping methods and feature selection methods on the synthetic dataset are tabulated in Table 4.2. In particular, success hits and training time are the performance metrics used to assess the algorithms under consideration as summarized in the table. **Success Hits** provides a measure on the completeness of a feature grouping method or feature selection method in correctly identifying all the core features. **Training Time**, on the other hand, gives the wall-clock time incurred to train a learning model. From the results in Table 4.2, both the wrapper (i.e., SVM-RFE) and embedded methods (i.e., GDM, \(\ell_1\)-SVM) have been observed to attain competitive performances on both metrics for feature selection methods.

With the correlation constraint in (4.5) disabled by setting \(\tau = 0\), GDM\(_{\tau=0}\) is observed to achieve performances that are close to the \(\ell_1\)-SVM. This is unsurprising due to
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Figure 4.4: Feature Group Structures generated by the various feature grouping methods.

4.4.a: Ground truth

4.4.b: GDM

4.4.c: OSCAR

4.4.d: ncFGS

4.4.e: ncTFGS

4.4.f: GFlasso
the similar sparse SVM strategy used in both algorithms. Filter methods such as mRMR and FCBF suffered the worst performances. Nevertheless, RCFS, though achieved competitive result, incurred a learning time of 102 seconds, which is 300+ times more than embedded feature selection method, i.e., GDM\(_{\tau=0}\) and \(\ell_1\)-SVM.

The feature group structures generated by the various feature grouping methods are then depicted in Figure 4.4.b – Figure 4.4.f. Visually, Figure 4.4.b which is the group structure produced by the proposed GDM, is noted to match the ground-truth feature groups of Figure 4.4.a most closely than all the others, i.e., (Figure 4.4.c – Figure 4.4.f).

To assert this quantitatively, *Success Hits* is used to measure the obtained feature group structures of the various feature grouping methods (i.e., matching degree for feature grouping methods, \(\frac{\#\text{correct}}{\#\text{all}} \times 100\%\)), among which GDM ranked at the top, with a value of 86.84\% (i.e., 33/38 of ground truth features). GFlasso managed to uncover 27/38 of the ground truth features, while all the other feature grouping methods only identified less than 23 of the ground truth features. For the sake of illustration, the important features that have been identified by the feature grouping methods are depicted in Figure 4.4.

### 4.4.3 Results on Real-world Datasets

To assess the performance of GDM on real world settings, here a study is presented on a range of big dimensional datasets from diverse domains. The first is the 20 newsgroup dataset, which has been size-balanced for binary text classification with each class comprising 10 groups and labelled here as **news20.binary**\(^9\). The second is the **kdd2010**\(^9\) challenge dataset used in the educational data mining competition. The aim of the competition is to provide predictions on the “correct first attempt” for a subset of “steps”. The third is the spam web page data **webspam**\(^10\), which is collected by “Webb Spam Corpus 2006” with adequate number of spam pages for the purpose of spam detection. One biology data considered here is the **psoriasis** dataset comprising Single-Nucleotide Polymorphisms (SNPs) as the features. This data is collected from a collaborative association study of psoriasis (CASP)\(^11\) to identify susceptibility pathways and important genes [178]. As SNPs data is very dense, this makes feature grouping and selection a challenging and non-trivial task.

---

\(^9\)http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets

\(^10\)http://www.cc.gatech.edu/projects/doi/WebbSpamCorpus.html

\(^11\)http://www.sph.umich.edu/csg/abecasis/casp
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Table 4.3: Characteristics of the real-world datasets considered.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Features</th>
<th># Training</th>
<th># Positive</th>
<th># Negative</th>
<th># Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>news20.binary</td>
<td>1,355,191</td>
<td>9,996</td>
<td>6,000</td>
<td>3,996</td>
<td>10,000</td>
</tr>
<tr>
<td>webspam</td>
<td>16,609,143</td>
<td>280,000</td>
<td>169,786</td>
<td>110,214</td>
<td>70,000</td>
</tr>
<tr>
<td>psoriasis</td>
<td>529,651</td>
<td>2,176</td>
<td>1,131</td>
<td>1,045</td>
<td>545</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Nonzeros</th>
<th>Density</th>
<th>Size on disk</th>
</tr>
</thead>
<tbody>
<tr>
<td>news20.binary</td>
<td>3,584,383</td>
<td>2.646e-04</td>
<td>133.52MB</td>
</tr>
<tr>
<td>kdd2010</td>
<td>5,856,985</td>
<td>1.017e-06</td>
<td>4.96GB</td>
</tr>
<tr>
<td>webspam</td>
<td>1,044,482</td>
<td>2.245e-04</td>
<td>23.31GB</td>
</tr>
<tr>
<td>psoriasis</td>
<td>1,424,895</td>
<td>0.989</td>
<td>11.67GB</td>
</tr>
</tbody>
</table>

To proceed with our study on the webspam and psoriasis datasets, 80% of the entire observations are randomly selected to form the training set, and the rest 20% are kept for testing. For news20.binary, the training and testing set are set to be equal in size due to the sparseness of the dataset, so as to better preserve the original feature space. Further, detailed information on the datasets is listed in Table 4.3, wherein the bold font indicates the core challenge of each dataset considered, e.g., the challenge of big dimensionality in kdd2010 with nearly 30 million features, high density characteristic of psoriasis and enormous storage requirement of webspam, etc.

To adapt with the feature selection task, SFs are used to represent GDM series methods, e.g., GDM-PCC or GDM-SU and GDM\(_\tau=0\). Further, to evaluate the feature selection performances, classification accuracy, training time complexity and redundancy rate\(^{12}\) [81] are considered.

### 4.4.3.1 Accuracy Results

Figure 4.5 summarizes the accuracy performance attained by the methods considered including SVM-RFE, \(\ell_1\)-SVM, GDM\(_\tau=0\), GDMs (GDMs refers to both GDM-SU and GDM-PCC in this subsection). Note that, all the other feature grouping methods as well as the filter feature selection methods have been observed to be inadequate for handling such high dimensionality considered, hence only results of the wrapper and embedded methods are reported in the figure. Furthermore, SVM-RFE consumed a large number

---

\(^{12}\)Redundancy rate assesses the averaged correlation among all the selected feature pairs.
of inner SVM evaluations, thus it fails to converge well on the three larger datasets under the limited training budget available.

Overall, GDM attains very high accuracy improvements over the other methods on the real world datasets. From Figure 4.5, one can also observe that both GDM-PCC and GDM-SU fare significantly better than GDM_{τ=0} on the larger datasets. This improvement can be attributed to the benefits brought about by the feature correlation constraints considered in GDM, i.e., identifying the SFs and AFs, since the only disparity between GDMs and GDM_{τ=0} lies in the lack of differentiations between SFs and AFs in the latter. While for news20.binary, since the informative features are mostly uncorre-
Figure 4.6: Training time (in seconds) on real-world datasets (in logarithmic scale, averaged from 5 runs).

lated, only a small number of feature groups are identified by both GDM methods, hence similar accuracies are reported by GDMs and GDM$_{\tau=0}$. Besides, GDM-PCC performs slightly better than GDM-SU on three of the datasets, while on the psoriasis biological data, the nonlinear correlation measure of GDM-SU exhibited improved and more stable accuracy, especially when the number of selected SFs is small. Moreover, both GDMs and GDM$_{\tau=0}$ showcase statistically significant improvements in accuracy over the $\ell_1$-SVM, however, relatively high variance is displayed in the prediction accuracies reported w.r.t. the increasing selected SNPs, which is mainly due to the high dimension
Figure 4.7: Number of AFs selected regarding to number of SFs by GDM-PCC and GDM-SU.

small sample size characteristic of the psoriasis dataset that will be illustrated further in a subsection of further study (see Section 5.2).

4.4.3.2 Training Time Results

Figure 4.6 further summarizes the training cost incurred, wherein embedded methods are noted to be more efficient on the news20.binary dataset when compared to the wrapper method, SVM-RFE. Moreover, Figure 4.6.b shows that, on the highly sparse kdd2010 dataset (see Table 4.3), $\ell_1$-SVM was able to take advantage on the sparseness character-
istics of the kdd2010 dataset to achieve the shortest training time observed. However, on denser datasets, i.e., psoriasis, $\ell_1$-SVM did not fare well and in fact incurred large training costs due to the inadequate management of memory resources. When no differentiations between SF and AF are considered, GDM$_{\tau=0}$ displays remarkable training efficiency compared to GDM-PCC and GDM-SU, as shown in Figure 4.6.b and Figure 4.6.c, with some tradeoff in prediction accuracies. Most importantly, GDM$_{\tau=0}$ could possibly satisfy the real-time requirement of some applications if some form of parallel computing is used. Despite having to handle the massive number of feature correlation computations involving big dimensional dataset, GDM-PCC reported a comparable or smaller training time costs than $\ell_1$-SVM. Further, referring to the number of selected SFs and AFs reported in Figure 4.7, it can be observed that when the quantity of AFs in GDM-PCC and GDM-SU are similar, and GDM-SU incurs a higher computational time than GDM-PCC (e.g., as observed on the news20.binary and kdd2010 datasets). However, on the dense dataset psoriasis, GDM-SU exhibits higher efficiency with a smaller identified feature groups (note that for webspam, GDM-PCC may take advantage of the sparseness in the dataset to reduce the cost of PCC calculation).

4.4.3.3 Redundant Rate Results

Last but not least, in Figure 4.8, the redundant rate attained by various methods are depicted, wherein GDM-PCC achieves a low rate in most cases. Compared to embedded methods, both GDM-SU and GDM-PCC outperform the $\ell_1$-SVM in terms of redundancy reduction, while exhibiting improved accuracy performance at the same time. Moreover, this implies that the SFs selected by GDM-SU or GDM-PCC approximately form a good feature set [78]. Specifically, from Figure 4.8.a, SVM-RFE also reported low redundancy rate. However, tracing back to Figure 4.5.a, SVM-RFE did not fare so well on the accuracy performance metric. It appears that the redundancy of SVM-RFE suffers from the presence of irrelevant features. Overall, considering both the results in Figure 4.5 and Figure 4.8, both GDM-PCC and GDM-SU are noted to attain low redundancy rate and superior accuracy performance simultaneously on the real-world datasets and relative to all the feature selection methods considered.
4.4.4 Results on Psoriasis Dataset Using Specific Correlation Constraint

For the purpose of selecting as fewer features as possible, hereby only SFs are sought to identify the major information in the data. Moreover, AUC, as a notable accuracy measure, denotes the Area Under the ROC (Receiver Operating Characteristics) Curve in statistics. This metric has been commonly used in feature selection methods when dealing with bioinformatics problems [179]. Notably, Ling et al. showed the statistical consistency of AUC both mathematically and empirically, and concluded that it serves as a more discriminating measure than traditional classification accuracy [180], especially
on some imbalance class distribution tasks. Thus, in this subsection, AUC is adopted as the performance metric for the SNPs datasets to test the specifically proposed correlation constraint. The GDM that adopts the constraint of centimorgan distance is termed as GDM-CMD in this experiment. Further, the experimental setup is configured as follows: \( \tau = 0.4 \) for both GDM and GDM-CMD, while \( \beta=2m \) for GDM-CMD. Besides, \( C \) is configured to 1 for all methods.

The SNPs of interest in this work are the Psoriasis datasets. Psoriasis is a chronic inflammatory disease that affects the skin, nails and joints. It occurs when the immune system mistakes the skin cells as a pathogen, and sends out faulty signals that speed up the growth cycle of skin cells. The psoriasis dataset that used in the previous subsection is considered as a core subset. In this subsection, besides the subset, the complete dataset which comprises 1,530,904 SNPs is also included. Note that this dataset shares the identical general information as described in Table 4.3 with its subset, hence the two datasets can be regarded as unique expressions under similar conditions. However, this dataset is extremely large, which occupies 35.2 GB on hard disk. For simplicity, hereinafter, the two datasets will be denoted as \textit{psoriasis} and \textit{psoriasis-larger}, respectively.

The AUC performance results on the Psoriasis SNPs datasets are then summarized in Figure 4.9. Relative to GDM\(_{\tau=0}\) and GDM, GDM-CMD exhibits a significant im-
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Improvement under the measurement of AUC. However, GDM_{r=0} did not perform as well as the other two methods, since it does not take feature correlation into consideration during the search. Compared with GDM, GDM-CMD outperforms GDM in terms of the new constraint with prior knowledge embedded towards advanced redundancy reduction. This also supports the reality, that is, if the two correlated SNPs are distant, there may be high probability that they belong to different gene, consequently it is safe to avoid the affiliated relationship for them. Note that, GDM-CMD achieves a 88% AUC on psoriasis, when the number of selected features is only 150, while 80% on psoriasis-larger out of the original feature set of 1.5 million SNPs.

4.5 Summary

Today, modern databases with Big Dimensionality are experiencing a growing trend. State-of-the-art approaches that require the calculations of pairwise feature correlations in their algorithmic designs have not coped well on such database, since the computation burden of \( m^2 \) is often impractical. In this chapter, the observations from several real-world databases have established that an extremely small portion of the feature pairs contribute significantly to the underlying feature interactions, i.e., there is a presence of sparse correlations, and there exists feature groups that are highly correlated. Taking the cue, this research thus embarked on a comprehensive study on potential correlated informative features or feature groups using the concepts of support feature and affiliated feature, to fill in the research gap that has been identified. In particular, the proposed GDM embeds an explicit incorporation of both linear and nonlinear correlation measures as constraints in the learning model to filter out large number of non-contributing correlations that could otherwise confuse a classifier, while identifying the correlated and informative feature groups. Notably, the affiliated features are constructed in the proposed method without any additional cost, since they are generated along with the support features.

Moreover, extensive empirical studies have been reported on both synthetic and several real-world datasets to reveal the superior prediction accuracy of GDM through the identified SFs. However, for a fair comparison, the performance of the AFs cannot be demonstrate through same measurements, hence some feature redundancies via the identification of AFs has been studied in next chapter, where one can observe that the AFs
or feature groups are useful for enhanced interpretation of the learning tasks. Note that, as the method is specially designed for big dimensional data, one drawback observed from the experimental results shows that the method may not be very contributing when the dimension of data is not enough. Besides, the proposed GDM is powerless with the unbalanced data in terms of correlation, e.g., the extreme case where there is only one real feature, while other features are the duplicates of this feature. Furthermore, with the centimorgan distance improving the performance of the GDM, the proposed framework is demonstrated to be flexible in adapting specific correlation constraint generated. Last but not least, both the theoretical analysis and empirical studies verified the high efficacies of the proposed methodology, which makes trillion correlations feasible when dealing with big dimensional data.
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Robustness and Further Discussions on the GDM Framework

In this chapter, the sensitivity analysis of the parameters in GDM is firstly discussed from the perspective of feature correlation to show the stability and robustness of the proposed GDM framework. Further, to identify robust informative features with minimal sampling bias, the embedding of the V-fold cross validation in the GDM is considered to seek for features that exhibit stable or consistent performance on multiple data folds. Consequently, the proposed GDM framework on one class learning problem is discussed in terms of reducing computational cost on big dimensional data. Last but not least, the benefits of affiliated features and selected feature groups are presented from different tasks with different techniques and various real-world datasets.

5.1 Sensitivity Analysis

Since the GDM framework has shown promising results on the real-world datasets of interest, there emerges a natural question regarding the sensitivity of GDM with respect to the parameters. This section thus serves the purpose of answering some of these question. Specifically, the pairwise correlation threshold \( \tau \) and the estimated interval for mutual information (i.e., used in the non-linear correlation constraint) are analysed.

5.1.1 Sensitivity Analysis of Parameter \( \tau \)

In this subsection, we experimentally study the effects of \( \tau \) for GDM-PCC and GDM-SU on webspam dataset. In particular, the results of GDM-PCC for different values of \( \tau \) at \{0,
0.1, 0.2, 0.3, 0.4, 0.5} are summarized in Figure 5.1, where we observe that the curves are close to one another in both figures. Thus it can be concluded that they exhibit similar trends across different value of \( \tau \). Particularly, GDM-PCC with \( \tau = \{0.2, 0.3, 0.4, 0.5\} \) and GDM-SU with \( \tau = \{0.2, 0.3, 0.4, 0.5\} \) share very similar performance. From Figure 5.1.a, it can be observed that the best result of 96.16% in accuracy is reported for GDM-PCC with \( \tau = 0.3 \), where 90 support features have been selected. On the other hand, the best accuracy of 94.28% is found for GDM-SU with \( \tau = 0.4 \) with 40 selected support features, as can also be observed in Figure 5.1.b.

Thus, from the results obtained, GDM methods are found to be not strongly sensitive to the realistic range of parameter \( \tau \). However, in real applications, where prior knowledge is available, suitable value of \( \tau \) can be used to improve the testing result to define accurate feature groups.

### 5.1.2 Sensitivity Analysis of Estimation Interval Selection in Mutual Information

In this subsection, we study the effects of the estimation intervals in the mutual information criterion on GDM-SU performance accuracy. Here, we consider the feature
5.2 a: news20.binary

5.2 b: webspam

Figure 5.2: Testing accuracy of GDM-SU on different estimated interval in mutual information.

distributions and arrive at suitable feature range. Thus, we take 50% (2 categories), 20%, 10%, 5%, 1% of the feature range as the estimation interval used in the experimental study on the real-world datasets, particularly, news20.binary and webspam. The corresponding test results are summarized in Figure 5.2, where it can be observed that the impact of the estimation interval on GDM-SU is insignificant (the chosen interval in the main manuscript, i.e., 10%, is not dominating as observed from the curves). Even on the extreme case of 100 intervals (i.e., 1%), the accuracy is noted to remain resilient.

To summarize, GDM is found to be insensitive to the estimator interval used, since the accuracy result mainly depends on the feature score, which is determined in the feature selection part of GDM.

5.2 Robust Feature Selection – GDM with Embedded Cross Validation

As a result observed from Figure 4.5, the accuracies of GDM-PCC grow smoothly on three of the real-world datasets, however, shake sharply on the psoriasis dataset, which is possibly due to the high dimension small sample size characteristic of the data. In practice, when dealing with big dimensional data, the feature size sometimes far exceeds
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Input: Dataset \( \mathcal{D}(X, y), K_b, \tau \) and number of fold \( V \).

Output: Index sets of \( SF \) and \( AF \).

Initialize \( \alpha = 1/n, SF = \emptyset \) and \( AF = \emptyset \), and randomly split the training set into \( V \) equal partitions \( \mathcal{D}_v \).

for \( t = 1 \) to \( T \) do
  Compute feature score vector \( s \) and sort \(|s_j| \) in descending order, record the feature ranking list as \( E \)

  for \( v = 1 \) to \( V \) do
    Call \( \delta^t_v = CRM(\mathcal{D}_v, K_b, \tau, \alpha^t_v, SF_v, Q_v) \)
  end for

  1: Set ‘1’ for the indices of top \( K_b \) features from \( \sum_v \delta^t_v \) in \( \delta^t \)
  2: Archive \( AF \) from each \( AF_v \) that corresponding to \( SF \)
  3: Set \( \Lambda = \Lambda \cup \{\delta^t\} \) while updating \( \alpha^{t+1} \)
end for

Algorithm 5: GDM with Embedded Cross-Validation

the number of data samples by many orders of magnitude [181, 182]. In such cases, it is typical that any slight variations in the training data often produces radical changes in the selected feature models. In order to identify an intrinsic set of features that represent the entire data or the original feature space, here the feature selection results of multiple feature selectors are aggregated by means of voting or averaging, in the spirit of the ensemble feature selection strategy [181]. With a consensus made using diverse feature selectors, possible biases caused by the inconsistent distributions of the data can be reduced. For example, Figure 5.3 showcases the process of making the consensus, where features #2, #5, #11, #13 and #25 have been voted to the “robust feature subset”.

In achieving such a goal, the universal support feature set \( \delta^m \) is elected, which is formulated as

\[
\min_{w^\nu, \delta^\text{uni}} \sum_v GDM(w^\nu, \delta^\text{uni}, D^v),
\]

wherein the superscript \( \cdot^\nu \) in the function denotes the \( \nu \)th feature selector, hence \( w^\nu \) represents the corresponding weight vector and \( D^v \) the data subset. Further, a universal feature set \( \delta^\text{uni} \) is enforced to identify only single set of robust SFs kept in testing (i.e., rather than one set per cross validation run). To solve problem (5.1), the traditional \( V \)-fold cross-validation is embedded within the GDM. Consequently, this framework is labelled here as Embedded Cross Validation (ECV), whose algorithm is summarized in
Algorithm 5. Further, with such adoption, the complexity only involves the CRM $V$ times, while exhibiting only one robust feature set.

Thus this data is trained using ECV, where $V = 5$ folds are adopt in the procedure. One can observe from Figure 5.4 that ECV not only outperforms GDM in terms of prediction accuracy, it also reports a significantly more stable results. This underlines the benefits of embedding the cross validation with GDM to arrive at ECV that helps alleviate the bias of such data distribution, so as to converge to robust features. However, ECV exhibits increasing training time costs w.r.t. the selected features due to the embedded cross-validation scheme of GDM but less than $V$-fold of the time as discussed. Thus, it is worth emphasizing that the aggregation of performances by diverse feature selector is helpful for improving the robustness of the selected features, especially in high dimension.
Figure 5.4: Experimental results on psoriasis for ECV.

small sample size problem settings [59, 183], wherein different feature subsets are often reported to yield similar performances.

5.3 Further study on One-Class Learning

Beside standard binary classification task, one-class machine learning (i.e., novelty detection, oppositely) has also attracted numerous interests in the literature, whose major task is similar to a binary classification problem with the exception that it differentiates known objects (i.e., normal patterns) from abnormal objects with different labels or even without labels, while preserving the distribution of the known objects as one-class. Obviously, locating such robust decision boundary which covers the normal patterns only is the primary challenge of one-class problem. Moreover, embedded feature selection strongly improves one-class problem in efficiency since in SVM training, subset of data instead of entire training set is used. However, such framework cannot be simply adapted by a clustering-based method, wherein a small perturbation can lead to very different performance.

In this section, the generality of the proposed GDM framework for solving One-Class Learning problems is further illustrated. Particularly, many applications, including fraud
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detection and novelty detection, are commonly seen as one-class learning problems. Under such a problem setting, an expected classification is taken to differentiate between known objects (i.e., the target class) from unknown objects (i.e., outlier, abnormal observation), while preserving the corresponding distribution of the known. Therefore, data with single class label can be used to assess whether a learning machine is able to properly preserve the boundary of the learned class. In what follows, the proposed GDM framework is shown to be capable of readily accommodating one-class problem with ease by holding the label information of each observation (i.e., \( y_i = 1 \) for all known objects) in the proposed sparse SVM formulation,

\[
\min_{\delta \in \Delta} \min_{w, \gamma, \xi} \frac{1}{2} \|w\|^2_2 - \gamma + \frac{C}{2} \sum_{i=1}^n \xi_i^2 \tag{5.2}
\]

\[\text{subject to} \quad w'(x_i \otimes \delta) \geq \gamma - \xi_i, \quad i = 1, \ldots, n.\]

Taking the dual form, similar derivation to Section 4.3.3 - 4.3.5 can be attained with the exception of \( g_{\delta}(\alpha) \) in problem (4.7) becoming \( \frac{1}{2} \| \sum_{i=1}^n \alpha_i (x_i \otimes \delta) \|^2_2 + \frac{1}{2C} \alpha' \alpha \), while problem (4.10) takes the form of

\[
\min_{\mu \in U} \max_{\alpha \in A} -\frac{1}{2} \alpha'(\sum_{\delta' \in \Lambda} \mu' X'_i X'_i + \frac{1}{C} I) \alpha. \tag{5.3}
\]

The corresponding feature discriminative score can then be computed with \( s_j = \sum_{i=1}^n \alpha_i x_{ij} = \sum_{i=1}^n \alpha_i f_{ji} = f_j \alpha \). At the same time, the decision to predict normal patterns can be determined by \( f(x) = \text{sgn}((w' \otimes \delta)x - \gamma) \), where \( \gamma \) is the learned threshold. In this case, Algorithm 2 remains to hold (unless all inputs share the same class), and \( \gamma \) can be obtained from \( \alpha \) from the dual solution based on Karush-Kuhn-Tucker (KKT) conditions [184].

The effectiveness of the proposed GDM-OC for solving one class learning problem is showcased here. The standard One-Class SVM (OCSVM) integrated in LIBSVM\(^1\) [185] is then considered for comparison. In the experimental study, all 4 real-world datasets are considered to maintain consistency. The difference is that only the positive training points of the datasets are used as training data in the one-class setting. Different from binary class setting, since the convergence preference is needed, 0.01% in precision of

\(^1\)http://www.csie.ntu.edu.tw/~cjlin/libsvm.
Table 5.1: Comparison of one class learning result between LIBSVM-OCSVM and GDM.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy OCSVM</th>
<th>Accuracy GDM-OC</th>
<th>Training Cost (in sec) OCSVM</th>
<th>Training Cost (in sec) GDM-OC</th>
</tr>
</thead>
<tbody>
<tr>
<td>news20.binary</td>
<td>63.11%</td>
<td>62.8%</td>
<td>57.77</td>
<td>1.88</td>
</tr>
<tr>
<td></td>
<td>$\nu = 0.5$</td>
<td></td>
<td>56 features</td>
<td></td>
</tr>
<tr>
<td>kdd2010</td>
<td>N. A.</td>
<td>71.76%</td>
<td>30 day +</td>
<td>973.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>20 features</td>
<td></td>
</tr>
<tr>
<td>webspam</td>
<td>73.82%</td>
<td>76.00%</td>
<td>7.34 \times 10^5</td>
<td>1389.9</td>
</tr>
<tr>
<td></td>
<td>$\nu = 0.4$</td>
<td></td>
<td>70 features</td>
<td></td>
</tr>
<tr>
<td>psoriasis</td>
<td>52.84%</td>
<td>47.34%</td>
<td>2126.15</td>
<td>388.94</td>
</tr>
<tr>
<td></td>
<td>$\nu = 0.8$</td>
<td></td>
<td>110 features</td>
<td></td>
</tr>
</tbody>
</table>

objective difference is set (In this case, $T = \infty$). $K_b$ is then set to \{2, 5, 10\} and a better result is recorded. Further, the $\nu$ in LIBSVM-OCSVM is set as \{0.2, 0.4, 0.6, 0.8\} and the best result is chose for this method that is presented for comparison. The empirical results obtained including accuracy and training cost are given in Table 5.1, from where one can easily figure out that with the embedded feature selection, not only is the training accuracy maintained, the training process is also accelerated. Notably, this speed up is in proportional to the density of the data, as can be observed from Table 4.3. This indicates that GDM suits sparse dataset very well.

5.4 Further Study on The Benefits of Affiliated Features

In this section, some real-world applications, namely digit identification, face recognition and semantic analysis, are studied using various techniques to illustrate the potential benefits of affiliated features and selected feature groups.

5.4.1 Performance of Affiliated Feature Groups on Digit Identification Task

In this subsection, it will be concluded with further details on the interpretation of the proposed GDM algorithm along with the affiliated features attained in Figure 5.5. With
Figure 5.5: Digit identification table results of various methods: example and extracted images by different feature selection methods on \textit{usps} dataset. (Numbers below method indicate the number selected features and the adjacent icons are the overall extracted results. Each element inside the table denotes the superposition result of both digit icon and overall extracted icon.)

respect to the digit identification performance of \textit{usps}\textsuperscript{2}, the regions highlighted by the affiliated features (129 features) can be considered useful in assisting the human user in identifying a digit “0” or “1” from the extracted images of the original pictures. This is consistent to the observation discussed earlier in Figure 1.2, where the feature groups congregate together in the regions of the beard, mustache and silhouette of the face to form the affiliated feature groups. Hence, information with great significance are reserved for further processing. Referring to the affiliated features in Figure 5.5, despite the highest accuracy achieved by SVM-RFE (the accuracy peak obtained by 70 features), the pixels selected only correspond to the background of the image rather than the black digits, other methods also cannot manifest the clear structure of entire digits befittingly.

\textsuperscript{2}Identified digital handwritten characters extracted from the images of “0” and “1” were gathered in the \textit{usps} dataset.
5.4.2 Feature Clustering for Face Recognition

Image clustering is one of the most challenging tasks of computer vision research, especially when dealing with face images. The reason falls on the fact that very often the description of different faces can be rather similar whilst being very distinct only in the background. Thus, traditional clustering methods without proper feature normalization tend to be easily misled. Recently, Nie et al. presented a spectral embedded clustering (SEC) method, which learns the feature embedding and clustering at the same time, and reported state-of-the-art face clustering performances on several commonly used face image databases [186]. In this section, to further illustrate the benefits of the proposed GDM, particularly the practicality and interpretability of the derived affiliated features, an intriguing example is showcased where feature groups describe important regions that discriminate between faces and flowers.

The experiment comprises of two core steps: Firstly, the feature groups of face region are identified using a “face vs. non-face” binary scheme. Next, the SEC is conducted on the selected feature groups for further evaluation, in comparison to the original full pixels. The 17 category flower dataset\(^3\) is adopted for the non-face dataset and the Yale Face Database B\(^4\) as the face dataset. The selected features (pixels) or feature groups are shown in Figure 5.6 (i.e., selected important face region), which look like pencil sketches of portraits upon aggregation. Subsequent clustering on the selected features as a multi-class classification task leads to the results given in Table 5.2, where significant improvements in the clustering performance in terms of both clustering accuracy and mutual information are reported. Notably, the running time to perform clustering is also significantly reduced when the feature groups are used over the original pixels as feature descriptors.

5.4.3 Usefulness of Affiliated Features on Text Data

The dataset considered in this subsection is BBC dataset\(^5\), which consists of news articles from the British Broadcasting Corporation. The dataset contains thousands of complete

---

\(^3\)http://www.robots.ox.ac.uk/~vgg/data/flowers
\(^4\)http://cvc.yale.edu/projects/yalefacesB/yalefacesB.html
\(^5\)http://mlg.ucd.ie/datasets/segment.html
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1st step
Classification
Selected Feature Groups
Yale Face Database B 17 category flower dataset

Performing Clustering on original images
Performing Clustering on Support-Affiliated Feature Groups
Using Selected Feature Groups

2nd step
Clustering

Figure 5.6: Interpretability of selected Support-Affiliated feature groups.

Table 5.2: Clustering performance results using original and selected pixels for face recognition from 5 runs (i.e., the value is in the form of mean±std.).

<table>
<thead>
<tr>
<th>Features Used</th>
<th>Original</th>
<th>Support-Affiliated Feature Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clustering Acc. (in %)</td>
<td>32.67±0.20</td>
<td>34.98±0.36</td>
</tr>
<tr>
<td>Mutual Info. (in %)</td>
<td>45.36±0.18</td>
<td>47.22±0.29</td>
</tr>
<tr>
<td>Elapsed Time (in sec.)</td>
<td>320.15±1.29</td>
<td>87.49±1.07</td>
</tr>
</tbody>
</table>

Table 5.3: Details of the BBC dataset.

<table>
<thead>
<tr>
<th># Instances</th>
<th># Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>total</td>
<td>5,470</td>
</tr>
<tr>
<td>business</td>
<td>414</td>
</tr>
<tr>
<td>entertainment</td>
<td>307</td>
</tr>
<tr>
<td>politics</td>
<td>380</td>
</tr>
<tr>
<td>sport</td>
<td>351</td>
</tr>
<tr>
<td>tech</td>
<td>376</td>
</tr>
</tbody>
</table>
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news articles corresponding to stories in five topical areas including business (B), entertainment (E), politics (P), sport (S) and tech (T), wherein each document is segmented and the segments are randomly assigned. Moreover, for each segmentation, there is a full code-book, indicating the content of each feature. Furthermore, for each feature, the feature value is measured by the frequency of the word. For the experiment, the first segment is picked. The details about this segment is listed in Table 5.3. Correspondingly, the multi-class classification will be achieved based on “one vs. one” strategy, where 10 sets of support-affiliated groups in total will be retrieved from this segment.

The selected results are summarized in Figure 5.7, from where one can discover that many feature groups found are phrases or idiomatic collocations. Similar to the association rule, one can discover the knowledge from some “intuitively irrelevant” words/phrases. For example, in “business vs. politics”, there is a feature group of Mubanga and Guantanamo that discovered by the GDM, where the machine learns the association between these two features, since the original text is: “According to the Guardian newspaper, Mr. Mubanga alleges torture during his detention at Guantanamo Bay.”

6http://news.bbc.co.uk/1/hi/uk/4163911.stm
Furthermore, since this dataset is essentially multi-class based, one can summarize the selected features for each class afterwards. For example, glasgow and edinburgh have together appeared in both “business vs. sport” and “sport vs. tech”, thus this two features could only belong to the class of sport. The summarized results are then drawn in Figure 5.8, wherein the representative features are indicated through the ring, which would further benefit the learning task. On the one hand, one can gather the scattered features to make a more comprehensive understanding of the learning task. For example, in “sport”, there is a ring with seed, agassi and melzer from Figure 5.8. And back to the content, we found two pieces of information, namely, “Agassi is a seed player” and “Agassi had a match with Melzer”. On the other hand, since “sport” has the most groups and features, such that this class is easier to be differentiated while “business” news are lack of prominent characteristics in classification. This may further help us to automatically categorize the importance of each class, as well as display the stability of the idiomatic collocations from the news. Moreover, the feature groups selected may help to build accurate classifier from various aspects.

5.5 Conclusion

To summarize, the proposed feature grouping and selection framework, namely GDM, has been shown less sensitive to the key parameters of interest. Besides, the notion and significance of correlated features, namely the support-affiliated feature group has been introduced in the thesis, and how it can benefit the task of feature learning in general since such feature structure can further help to the completion of retrieved knowledge has been also showcased. Further, to identify robust informative features with minimal sampling bias, Embedded Cross Validation is designed to embed the cross validation
scheme in seeking for stable and robust feature sets that are consistent across different
data folds. Besides, we also demonstrated the proposed method on One Class Learning,
where notable acceleration can be achieved by GDM-OC from big dimensional one-class
data. Consequently, the proposed GDM can assist in mining the underlying information
from the feature correlations in seconds, offering a new angle to generate more abundant
and meaningful results. Hence, exploring novel constraints that are suitable for the
discovery of new structures in high dimensional tasks are aspired.
Chapter 6

Concluding Remarks and Future Works

6.1 Concluding Remarks

In this thesis, the notion of “Big Dimensionality” has been firstly introduced. In a similar spirit to “Big Data”, the term Big Dimensionality has been coined to put attention on the need for new ways in coping with the unprecedented number of features (dimensions) that are scaling to levels that now renders existing computational intelligence approaches inadequate. Our survey has revealed the lack of studies on the evolution of data dimensionality in the era of Big Data. In particular, our analysis on three popular data repositories has uncovered an exponential increase in the dimensionality of many datasets that have been produced since early 2000s. In life science research, for instance, a quantum leap from the original thousands of genes (features) to millions of Single-Nucleotide Polymorphism in a short period of time has been observed. And there is much evidence that the upward trend of Big Dimensionality will only continue to follow, as influenced by the rapid advancements in computing and information technologies and the arising myriads of feature descriptors, where a forecast of 40 billion features in dimensions is to be expected by year 2020. Based on our detailed analyses, it has been found that the progress of feature selection methods in the field of computational intelligence are falling very much behind the rapidly rising pace of data dimensionality or Big Dimensionality. Last but not least, the core challenges of feature selection (curse of Big Dimensionality) and the potential benefits of dimensionality explosion in feature selection (blessings of Big Dimensionality) have been presented and discussed.
Since that modern databases with Big Dimensionality are experiencing a growing trend, the state-of-the-art approaches that require the calculations of pairwise feature correlations in their algorithmic designs have not coped well on such database, i.e., the computation burden of $m^2$ is often impractical. In the latter half of the thesis, the observations from several real-world databases have established that an extremely small portion of the feature pairs contribute significantly to the underlying interactions, i.e., there is a presence of sparse correlations, and there exists feature groups that are highly correlated. Taking the cue, a comprehensive study on potential correlated informative features or feature groups using the concepts of support feature and affiliated feature is presented, to fill in the research gap that has been identified. In particular, the proposed framework, Group Discovery Machine (GDM) embeds an explicit incorporation of both linear and nonlinear correlation measures as constraints in the learning model to filter out large number of non-contributing correlations that could otherwise confuse a classifier, while identifying the correlated and informative feature groups. Notably, the affiliated features are constructed in the proposed method without any additional cost, since they are generated along with the support features. Besides, the proposed method on one class learning is also demonstrated, where notable acceleration can be achieved by GDM-OC from big dimensional one-class data. Further, to identify robust informative features with minimal sampling bias, embedded cross validation is designed to embed the cross validation scheme in seeking for stable and robust feature sets that are consistent across different data folds. Extensive empirical studies have been reported on both synthetic and several real-world datasets to reveal the superior prediction accuracy of GDM through the identified SFs, while some feature redundancies via the identification of AFs are useful for enhanced interpretation of the learning tasks. Last but not least, both the theoretical analysis and empirical studies verified the high efficacies of the proposed methodology, which makes trillion correlations feasible when dealing with big dimensional data.

6.2 Future Works

Through this thesis, it is hoped that this acknowledgement on Big Dimensionality would serve to highlight the need for renewed research efforts in the era of Big Data. Besides,
the methodologies presented in this report have provided some of the groundworks pertaining to the development of feature group structure as well as feature selection on big dimensional data. In what follows, some potential future works are outlined and described.

6.2.1 Memetic Computation

It is worth noting that an interesting line of thought is to use a “divide and conquer” approach to handle this explosion of Big Data and Dimensionality. Specifically, subset of features can be identified from disparate set (subset) of data where memes that have been perceived as building blocks of structured knowledge can be derived via Deep Learning [187], Memetic Computation [188] or otherwise, for improved scalability, applicability and reusability¹. These atomized units of memes, metamemes, or memeplex can then be expressed in hierarchical nested relationships or conceptual entities for higher-order learning [190], thus forming societies of the mind for more effective problem solving.

6.2.2 Real Time Data Analytics

With the prevalence of social media networks and portable devices, the demands for sophisticated portable device applications (e.g., video/image concept detection, interest scene detection, spam detection, sentiment analysis, etc.) in handling big volumes of multimedia content is rising. In such applications, real-time performance is of utmost importance to users, since no one is willing to spend any time waiting nowadays. In other words, achieving real-time analysis and prediction on these Big Dimensionality is a new challenge of computational intelligence on portable platforms. Due to the potential benefits of this challenging task, this research shall further embark upon such a study as future work.

6.2.3 Transfer Learning for Feature Group Structure

Recently, transfer learning, as a new machine learning strategy, has been successfully employed in many existing machine learning tasks. The essence of this work is to explore

¹From the statistics generated by Thomson Reuters that targets on world-class emerging research trends, memetic computation has been recently singled out as among the top 10 research fronts in the category of “Mathematics, Computer Science and Engineering” [189].
how individuals can transfer from one context towards another context that shared similar characteristics. The research on transfer learning has since attracted much attention in numerous domains, producing a wealth of empirical findings and theoretical interpretations. However, there remains considerable controversy about how transfer learning should be conceptualized and explained. Particularly, the focus has been on addressing the following questions: what is the probability of occurrence, what is the relation to learning in general, and whether it may be said to exist at all?

Although there have been some existing works on feature transfer learning, such as TrAdaBoost in [191], MMDE in [192], the translated learning model TLRisk in [193], little research has embarked on feature transfer learning involving very high dimensional data nor on the correlation considerations between features. More importantly, the transfer of feature group structures across feature spaces has remained unexplored, wherein seeking the counterparts for both support features and affiliated features would follow the idea.

6.2.4 Visualization of Big Dimensional Datasets

To verify and authenticate the identified features, one classical technology that has always been helpful to human experts in data analytics is none other than “visualization”. Visual analytics in particularly, has been defined in [194] as “the science of analytical reasoning facilitated by interactive visual interfaces”. A presentation of the diabetes dataset given in Figure 6.1.a showcases a simple visualization of the correlations between feature pairs using a 2D correlation matrix. With only 8 features in the diabetes dataset, the 2D correlation matrix can be embedded with correlation coefficients (using pie-charts) and feature labels (using red fonts) information that would aid in enhancing human verifications and understandings of the data. On the lung cancer dataset, which has 7 times features than the diabetes dataset, a panoramic view of the 2D correlation matrix as given in Figure 6.1.b remains legible, although the correlation coefficients and feature labels can no longer be included with ease. In the case of the psoriasis dataset which comprises 529,651 SNPs (as features or dimensions), a visualization of the 2D correlation matrix involving 280.5 billion grids can hardly make any sense to a human user, referred as 6.1.c. Thus, as the feature size continues to grow and evolve towards the

\[\text{http://www.sph.umich.edu/csg/abecasis/casp}\]
phenomenon of Big Dimensionality, fresh visualization technologies and tools that can equip decision makers with the flexibility to combine creativity and domain knowledge for the identification of features that contain valuable commercial \textbf{value}, from the bulk of big dimensional features, would be absolutely essential.
Appendix

i. Experimental Result on Filter-based Brute-force Approach

We noted in the Section 4.3.5 of the main article that “Note that, alternatively, one could employ a brute-force approach to search across all features and pairwise correlations to identify all feature groups that achieves the similar goal. However, such a scheme (i.e., mRMR [161]) can be computationally intensive even with small dataset and would become computational intractable on big dimensional data.” There, the brute-force method that we refer to considers a full correlation matrix with $O(m^2)$ complexity. For a mere 10,000-dimension dataset, this translates to 49,995,000 of pairwise computations which can be highly intensive, thus making such a scheme impractical. Note that, besides mRMR, existing state-of-the-art feature grouping methods considered in the manuscript, including OSCAR and GFlasso, consider such a brute-force scheme to prune the correlation/covariance matrix when generating the feature groups.

Notably, the brute-force scheme can be used in place of GDM, for example, by first applying a filter-based method to find the informative features and then simply finding the features that are correlated with the selected features. For the sake of completeness, we have considered such a scheme in our experimental study to assess the simple brute force scheme with the proposed GDM. Specifically, in our experiment, we first apply a correlation measure $\rho(f_i, y)$ for $i^{th}$ feature to find the most informative features and consequently, using $\rho(f_i, f_j)$ for feature grouping. Here we label this method as the Filter-Brute-Force with PCC (FBF-PCC). For the sake of brevity, in the rest of this section, the suffix (i.e., PCC) is omitted and denoted as GDM and FBF, respectively, since only the PCC is considered here.
Figure i.1: A comparison in training time (in seconds) of the GDM and FBF with different implementations on real-world datasets (in logarithmic scale).

From the training time depicted in Figure i.1, one can observe that the FBF incurred a far larger amount of time to compute as compared to the GDM. Noted that this is of discrepancy to the theoretical time complexity derived for such a scheme. It is realized that such discrepancy is due to the point-wise data structure implementation commonly used in many state-of-the-art methods and software packages, such as the LibSVM (i.e., loading each point in a sparse manner; e.g., for each point, [feature index : feature value] is loaded, and wherever the feature value is 0, no memory is allocated). Consequently, when locating a feature, one needs to search from each sample point (i.e., sequential access),
making the calculations of \( \rho(f_i, y) \) an extreme burden in FBF. Note that, the point-wise version of GDM also suffers from such a problem. Nevertheless, with the blessing of big dimensionality, the number of necessary calculations on pairwise feature correlation is not high for the datasets considered. Hence, the GDM showcased higher efficiency than existing state-of-the-art feature grouping and selection methods in Chapter 4.

Taking the cue, we have proceeded to develop a feature-wise data structure to improve the feature searching process to boost the time incurred by the GDM and FBF. The training time results obtained by the feature-wise methods are also summarized in the next section.
Figure i.1, where one can observe the significant speedup by the FBF(Feature-Wise) over FBF(Point-Wise) counterpart and GDM(Feature-Wise) over GDM(Point-Wise). In addition, with a feature-wise data structure, GDM converges efficiently at merely hundreds of seconds on webspam (i.e., 23.31 GB of data), while tens of seconds on psoriasis (i.e., 11.67 GB of data), even on large-scale dataset kdd2010 (i.e., 19,264,097 training samples). Further, the GDM(Feature-Wise) also demonstrates faster searching comparing to the FBF(Feature-Wise), especially so on the 3 larger datasets. This can be attributed to the following reasons.

(i) To perform feature selection, the “feature score” is used to rank the feature importance. The feature score of GDM $|s_j|$ (i.e., Equation (10)) is cheaper to compute than that used in FBF\(^1\). Further, in the formulation of feature score, GDM can take advantage of the sparseness in the dataset. For instance, on the highly sparse dataset kdd2010 (which has a density of 1.017e-06 as reported in Table 3 of the main manuscript), the GDM reported significant speed up over the FBF.

(ii) The GDM only computes the feature score on support vectors observed in the sparse SVM, while the FBF has to compute all the correlations between features and label. E.g., on webspam dataset, an average of 165,990 support vectors have been identified, thus only 59.3% of the sample points are involved in feature score computations. Note that, a significant reduction is achieved in the amount of computations required by the GDM.

Note that, as shown in Figure i.2, GDM also demonstrated improved performance accuracy on all of the datasets considered. In addition, GDM provides a more general framework, since a filter-based brute-force cannot handle specific problems such as the one-class problem. Thus, in a conclusion, although simple filter-based brute-force method can be used for the feature grouping task with simple implementation, it is much less efficient than the GDM.

\(^1\)Traditional filter-based brute force method calculates the dependency between features and label as a criterion to rank the informative level of each feature.
ii. Pseudo Code for Synthetic Data Generation

In the synthetic experiment, the synthetic data is generated to study the capability of a feature grouping method in correctly detecting the ground-truth feature groups set in advance. Algorithm 6 thus outlines the steps of the data generation. Firstly, two random sets $\mathbf{X}$ (for training) and $\bar{\mathbf{X}}$ (for testing) are created with $\mathbb{R}^{9974 \times 2048}$ in size. Consequently, 12 features are configured as informative features, while inducing 26 predefined affiliated features to arrive at a dataset comprising 10,000 dimensions (i.e., $\mathbb{R}^{(9974+26) \times 2048}$).

```plaintext
Predefine 12 SFs and corresponding AFs (26 in total)
Set $n = 2048$ and $m = 9974$
$\mathbf{X} = \text{randn}(m, n)$ (for training data)
$\bar{\mathbf{X}} = \text{randn}(m, n)$ (for testing data)
Set all the indices of the SFs and AFs to an index set $Q$.

for $i = 1$ to 12 (size of SFs) do
    Perform linear transformation to generate AFs (26 features in total) for the SF w.r.t. the size defined in Figure 4.4.a.
end for
1. Add the AFs into $\mathbf{X}$ and $\bar{\mathbf{X}}$ while accommodating the indices, leading $\mathbf{X}$ and $\bar{\mathbf{X}}$ towards 10,000 in dimension
2. Set a vector $\mathbf{w}$ with $\mathbf{w} = \text{zeros}(m,1)$
3. $\mathbf{w}(Q) = \text{rand(length}(Q),1)$ \%generate weight value only for informative features (SFs + AFs)
4. $\mathbf{y} = \mathbf{w}'\mathbf{X}$ and $\bar{\mathbf{y}} = \mathbf{w}'\bar{\mathbf{X}}$ \%generate label
5. Set labels as $\mathbf{y}(\mathbf{y} \geq 0) = 1$ $\mathbf{y}(\mathbf{y} < 0) = -1$, same to $\bar{\mathbf{y}}$

Algorithm 6: Synthetic Data Generator in MATLAB.
```

In addition, the affiliated features of the dataset are generated by making linear superposition, perturbation, as well as angle transformation to the corresponding support feature, leading to linear correlated feature groups. Note that, one can also adapt non-linear correlations in data generation for GDM-SU.

\(^2\)Here the word “predefined” indicates that only the indices of the features are defined in advance. The weight vector $\mathbf{w}$ is generated to make sure that the predefined features are informative and the labels are then set by the output of $\mathbf{w}'\mathbf{X}$.  
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