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Abstract

The thesis addresses the following challenging problems of detecting and tracking humans in the presence of occlusions in typical surveillance videos: (1) adaptation of semantic-part-based human detectors to new surveillance video sequence when trained detectors using other video data not performing well on the new video data; (2) tracking of humans with person identification minimizing identification errors over longer tracking periods; and (3) hierarchical spatial and temporal analysis for discriminative tracking of human targets. The thesis aims to improve the state-of-the-art performance in human detection and tracking by studying the human detectors, extended tracking of track segments (tracklets) generated from short term tracking of detection responses.

For the adaptation of semantic-part-based human detectors to new surveillance video sequence, a unified deep CNN model for joint learning of features, semantic pedestrian part detectors and a transfer learning model is developed. The components within this deep CNN model interact with each other in the learning process, which facilitates the optimization of the learned components during the co-operative learning. In particular, an adaptation layer is proposed to embed the capability of knowledge transfer into the CNN model. As a result, the proposed transferred CNN (T-CNN) model is able to transfer the visual knowledge of the semantic pedestrian parts from the source data to target data. Extensive experimental evaluations show that the proposed method is better than other deep learning based methods in terms of detection performance. Moreover, the adaptive deep features can be complementary to the pre-defined features used by other state-of-the-art methods.

For tracking of humans with person identification minimizing identification errors over longer tracking periods, a novel method, based on online target-specific
metric learning and coherent dynamics estimation, for tracklet association by network flow optimization is developed. The proposed framework aims to exploit appearance and motion cues to prevent identity switches during tracking and also to recover missed detections. The target-specific metrics (appearance cue) and motion dynamics (motion cue) are proposed to be learned and estimated online, i.e. during the tracking process. Furthermore, a learning algorithm to learn the weights of motion and appearance tracking cues for tracklet affinity models is proposed to handle some difficult situations. Extensive evaluations following state-of-the-art practices have been conducted and the results from these evaluations show the improvements by the proposed method over some existing state-of-the-art methods.

In hierarchical spatial and temporal analysis for discriminative tracking of human targets, inspired by recent advances in convolutional neural network (CNN) architectures, a novel unified deep model for tracklet association, which can jointly learn the CNNs and temporally constrained metrics, is developed. Furthermore, a novel loss function incorporating temporally constrained multi-task learning mechanism is developed to make the deep model more effective in solving the tracklet association problem. Extensive experimental results comparing with the state-of-the-art methods demonstrate the effectiveness and superiority of the proposed unified deep model.
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Chapter 1

Introduction

Millions and millions of surveillance videos are recorded daily by surveillance systems around the globe. These massive amount of video data has to be manually processed and analyzed by human operators laboriously in many situations to extract useful information of interest. Consequently, efficient video analysis tools are in great demand to process these surveillance videos. Among these video analysis tools, object detection and tracking are two essential ones, which are usually used as the basis for many higher level tasks of video content understanding, such as behavior reasoning, event analysis. Hence, they attract an enormous amount of research efforts from researchers all over the world.

Object detection and tracking in real scenes are two important problems in computer vision too, which are generally understood as follows:

- **Object detection.** The goal is to localize the objects of interest in individual video frame, which may be highlighted with bounding boxes, and each frame of the surveillance video is often considered independently. Object detection is often adversely affected by many uncontrollable causes including scene clutters, illumination changes and object occlusions.

- **Object tracking.** The tracking task often takes temporal information and more
recently together with appearance information into consideration to follow the objects of interest, tracing out the complete trajectories of the objects of interest. However, when many target interactions and serious occlusions occur, long-term tracking of individual objects is a very challenging problem.

As human behaviors and activities are often the key objectives in surveillance video analysis, this thesis focuses on the human as the object of interest.

1.1 Challenges

Human detection and tracking can be easy tasks, if all humans are separate from each other without any occlusions and the scene background is plain. Such a thinking is unrealistic in real surveillance scenes where detecting and tracking multiple humans are quite challenging due to viewpoint, illumination, articulation, target interactions and occlusions, and so on. Some of the main challenges are further discussed in this subsection.

1.1.1 Viewpoint and Illumination Variations

The shape and appearance of a human will vary substantially when the viewpoint of the camera is changed or the person turns towards other directions. Changes of the viewpoint often leads to distortions of human appearance, as shown in Figure 1.1. Larger changes of the viewpoint usually reveal shapes that were previously not observed. In the extreme case, no shape similarity is shared by two different views of the same person.

The same person in the same scene, imaged under different illumination conditions, can result in very different appearances. As we can see in Figure 1.1, the appearances of a group of pedestrians vary a lot. To deal with this problem, a pre-defined features: histogram of oriented gradients (HOG) \([7]\), which are invariant to
some illumination changes, are proposed. The effect of illumination changes can be reduced by working with these oriented gradients obtained from pixel intensities.

Instead of directly handling viewpoint and illumination variations, the research reported in this thesis focuses on other sources of variations: inter-class and intra-class variations to differentiate different targets and backgrounds.

### 1.1.2 Target Occlusions

Occlusion for a target object is defined as some or all parts of the target are not visible in a video frame. Based on the extent of visibility, occlusions can be classified as partial occlusion and full occlusion as shown in Figure 1.2. For partial occlusions, the appearance for the same target may change greatly, which makes the object detection and tracking tasks more challenging. For full occlusions, the trajectories of the targets can only be inferred from previous and future motion patterns, and failing which the tracked trajectories will be broken. Figure 1.2 shows some examples of partial and full occlusions. In real surveillance scenes, humans are frequently occluded by each other.

There has been plenty of research reported in literature that addresses occlusion
Chapter 1. Introduction

Figure 1.2: Examples of occlusion from the TUD Stadtmitte dataset [2]. Missed detections with partial occlusions are labeled in yellow; and missed detections with full occlusions are labeled in red.

For handling in object detection [8–12]. To deal with occlusions, modeling occlusions as regions inconsistent with the target statistics is a common approach. Girshick et al. [8] propose to introduce an occluder part in their grammar model when some of the parts are occluded. Wang et al. [9] develop a pedestrian detection approach capable of handling partial occlusions by combining Histograms of Oriented Gradients (HOG) and Local Binary Pattern (LBP) as the feature set. Meger et al. [10] propose to use depth inconsistency from 3D data to handle occlusions. Hsiao et al. [11] propose to explicitly model occlusions by reasoning 3D interactions of objects. Shu et al. [12] propose to select the subset of parts, which maximizes the probability of detection, in pedestrian detection for occlusion handling. However, these methods still cannot handle severe occlusions in crowded scenes when 3D information is unavailable.

For human tracking, there exists additional challenges. The appearance of a human varies greatly as the visible parts of the human body change. Hence, maintaining the identities of humans in the tracking is very challenging when there
are many occlusions and interactions with each other.

1.1.3 Appearance Modeling in Human Tracking

To correctly track multiple humans in surveillance videos, appropriate appearance-based affinity models should be developed so that the same humans would have high affinity scores while different humans would have low affinity scores. In real surveillance scenes, appearances of the same human usually change over time due to viewpoint variation, illumination change, occlusions or interactions as shown in Figure 1.1 and 1.2. Moreover, different humans can be similar in appearance due to wearing similar dresses. All of these factors make maintaining identities of humans a very challenging problem too.

1.2 Motivation and Objectives

1.2.1 Human Detection

The performance of a human detector is often hindered by difficulties such as partial or severe occlusions. Even part-based detectors such as DPM may fail due to the lack of effective representations of pedestrian parts in such difficult situations. Intuitively, a large number of annotated training images of pedestrian parts are needed for learning their visual patterns. However, most pedestrian detection datasets do not have annotated training data for parts. To solve this problem, a transfer learning model to learn these semantic pedestrian part detectors is proposed in this thesis.

On the other hand, feature representation is an important pre-requisite in human detection. In the past, pre-defined features such as SIFT [13], HOG [7] and LBP [9] have been used. However, they are not able to represent data-driven visual patterns in human detection. Recently, deep learning models such as the convo-
olutional neural networks (CNN) [14] have achieved very promising performance in many computer vision applications such as image classification [15] for example. Inspired by this, many deep learning based methods [16–20] have been proposed for human detection. For occlusion handling, Ouyang et al. [16, 18] utilize deep models to learn the relationships between different parts. However, their method does not explicitly learn visual patterns of semantic pedestrian parts such as head, upper body, and so on, which are critical for occlusion handling. Previous work on learning semantic pedestrian part detectors via a deep model is yet to be seen. In this thesis, it is shown to be beneficial to use visual patterns learned from semantic pedestrian parts via a deep model for occlusion handling in human detection.

1.2.2 Human Tracking

Recently, significant progress has been reported in human detection [3, 7, 9, 21–24], and this promotes the popular tracking paradigm: detect-then-track [4–6, 25–30]. The main idea is that a human detector is run on each frame to detect targets of interest, and then detection responses are linked across multi-frames to obtain target trajectories. In [4–6, 28], the authors formulate the multi-target data association as a network flow optimization problem. Zhang et al. [4] use a push-relabel method [31] to solve the network flow optimization problem as a min-cost flow problem. Berclaz et al. [28] and Pirsiavash et al. [6] propose to use successive shortest path algorithms, which can provide roughly the same globally optimal tracking results. In a more recent paper, Butt et al. [5] incorporate higher-order track smoothness constraints, such as constant velocity, for multi-target tracking. However, due to the limitation of the appearance cues used for tracking, the methods mentioned above usually cannot deal with longer term tracking to obtain a complete trajectory of a target. This is because prolonged occlusions and target-to-target interactions will result in fragmentation of a trajectory. If we make full
use of the information from the whole sequence (previous, current, and subsequent frames), trajectory can be recovered from the fragments and tracking errors such as missed tracks or identity switches can be corrected. Then, similarity measurement between two track fragments (tracklets) to determine whether they belong to the same person becomes very critical in tracklet association problem. Some of the state of art methods, such as in [32] and [25], fuse several features based on motion, time, position, size and appearance to improve the similarity measurement. However, their appearance models are still inadequate to handle large appearance variations, thus adversely affecting tracking performance. In this thesis, a discriminative target-specific appearance-based affinity model is advocated to reinforce the appearance cues for multi-person tracking.

Another issue in state-of-the-art human tracking methods is that they make use of image representations often not good enough for constructing robust appearance-based tracklet affinity models. Current methods usually utilize pre-selected features, such as HOG features [7] and local binary patterns [9], or color histograms, which are not “tailor-made” for the tracked objects in question. Recently, deep convolutional neural network architectures have been successfully applied to many challenging tasks, such as image classification [14] and object detection [33], and provide highly promising results. The core to its success is to take advantage of deep architectures to learn richer hierarchical features through multiple nonlinear transformations. Hence, deep convolutional neural networks for multi-person tracking is explored in this thesis.

1.3 Major Contributions

The major contributions of this thesis can be summarized as follows:

- For human detection, a unified deep CNN model for jointly learning fea-
tures, semantic pedestrian part detectors, and a transfer learning model is proposed. Components within this deep CNN model interact with each other in the learning process, enabling the components to maximize their potentials during the cooperative learning. In particular, a margin-based loss function for the adaptation layer of the deep CNN model to transfer knowledge from the source dataset to the target one is developed. As a result, the proposed transferred CNN (T-CNN) model can extract more effective pedestrian part detectors for handling pedestrian occlusions on the target dataset. Experimental results demonstrate that the human detection system proposed in this thesis outperforms other state-of-the-art detectors based on deep networks.

- For human tracking, the target-specific metrics with enhanced discriminative ability are proposed to be online learned through a two-step target-specific metric learning and metric refinement processes. Moreover, the novel tracklet affinity models consisting of both appearance-based model and motion dynamics-based model are developed to prevent identity switches and recover missed detections during tracking. These tracklet affinity models are updated within each local segment for reduced computation as well as obtaining locally adaptive affinity models. To obtain a further improvement in performance, a learning algorithm to learn the weights of motion and appearance tracking cues for tracklet affinity models is proposed. The proposed method is found to be effective even when the appearance or motion cues fail to identify or follow the target due to occlusions or target-to-target interactions. The experimental results on several public datasets verify the effectiveness and superiority of the proposed method.

- A unified deep model for joint learning of “tailor-made” hierarchical features for tracked targets and temporally constrained segment-wise metrics
for tracklet affinity models is proposed. With this deep model, the feature learning and the discriminative tracklet affinity model learning can efficiently interact with each other, maximizing their performance by cooperating with each other. In particular, a novel temporally constrained multi-task learning mechanism is proposed to be embedded into the last layer of the unified deep neural network, which makes the deep neural network more effective in tackling the tracklet association problem. By employing the proposed method, correct tracklet association can be attained even in challenging situations. Experimental results on several challenging public datasets show that the proposed method outperforms the state-of-the-art approaches in multi-human tracking.

1.4 Organization of the Thesis

The rest of this thesis is organized as follows:

- A literature review of related works in the fields of object detection and tracking is presented in Chapter 2.

- In Chapter 3, an extension of the deformable part model (DPM) [3] for occlusion handling in highly crowded scenes is first introduced. The score computation of body parts in the original DPM detector is reformulated. Then the detection responses are refined by online learned multiple-instance dictionaries. Moreover, more general semantic pedestrian part detectors for dealing with pedestrian occlusions are also presented in this chapter. These semantic pedestrian part detectors are learned through a novel transferred convolutional neural network (T-CNN). Extensive experimental results and analysis are presented therein.
• Chapter 4 describes a novel method based on target-specific metric learning and coherent dynamics estimation for tracklet (track fragment) association by network flow optimization in long-term multi-person tracking. Target-specific metrics (appearance cue) and motion dynamics (motion cue) are proposed to be learned and estimated online, i.e. during the tracking process. Furthermore, the weights of these two tracking cues are proposed to be learned to handle the difficult situations, such as severe occlusions and target-to-target interactions. Comparisons and quantitative analysis are provided in this chapter.

• In Chapter 5, a novel unified deep model for tracklet association is proposed. This deep model can jointly learn the convolutional neural networks (CNNs) and temporally constrained metrics for tracklet affinity models. In the proposed method, a siamese convolutional neural network (CNN) is first pretrained on the auxiliary data. Then the siamese CNN and temporally constrained metrics are jointly learned online to construct the appearance-based tracklet affinity models. Comparisons with other state-of-the-art tracking methods are presented in the experimental evaluations. Extensive experimental results and discussions are also provided in this chapter.

• In Chapter 6, concluding remarks of this thesis and discussions on future works are given.
Chapter 2

Literature Review

In this chapter, prominent object detection and tracking methods published in literature are introduced and reviewed. The key elements in object detection and tracking are discussed and analyzed in a systematic manner.

2.1 Object Detection

Object detection is an indispensable step for most of vision tasks, such as surveillance video analysis. It has been quite successful for some specific objects such as faces [34, 35] and humans [7, 9, 23, 24]. A complete survey of object detection is not the focus of this thesis. Instead, related object detection methods within the last decade are reviewed and the development trend of object detection is briefly analyzed.

Feature representation is known to be one of the key elements in object detection. Many features have been utilized in object detection. Haar-like features [36], HOG [7], and dense SIFT [37] have been proposed to capture the shape of objects for detection. First-order color features like color histograms [38], second-order color features like color-self-similarity (CSS) [39] and co-occurrence features [40] have also been proposed for object detection. Texture feature such as local binary
patterns (LBP) has been used in [9]. There are still some other types of features, such as covariance descriptor [23], depth [41], segmentation outcomes [42], 3D geometry [43], and combinations of different features [9, 38, 39, 42]. All the features above are pre-defined. Recently, some researchers [19, 44] have tried to learn features from training data. In their works, the local max pooling or average pooling has been exploited, which makes the learning features more robust to small local misalignment. However, the deformation properties of body parts cannot be learned by these methods.

Since humans and some other kinds of objects can undergo non-rigid deformation, the deformable part model (DPM) [3] has been proposed to improve detection performance. The DPM detector is widely used in tracking-by-detection based methods. To make a fair comparison with other state-of-the-art methods, this DPM detector is also utilized in the proposed multi-human tracking methods in this thesis. As shown in Figure 2.1, the model defined in [3] consists of a coarse root filter, eight part filters and a spatial model for modeling locations of the parts relative to the root. The proposed detection framework in [3] comprises three key parts: low-level features: histograms of oriented gradients (HOG), matching deformable part-based models, and discriminative learning of latent variables using latent SVM. These key parts enable the DPM detector to deal with some pose variations and partial occlusions of targets.

Figure 2.1: The deformable part-based model from [3].
Some extensions of the original DPM detector have been proposed in recent years [45–48]. Zhu et al. [45] propose a latent hierarchical structural learning method for object detection. In their work, they represent objects by mixture of hierarchical models with two or three layers, and extend the number of parts into the deeper layers. Park et al. [46] introduce a multi-resolution model that acts as a deformable part-based model when scoring large instances but as a rigid template when scoring small instances. Azizpour et al. [47] propose to adapt the original DPM with strong supervision setting in which part annotations are used in training to improve model initialization and handling of partial occlusions. In a more recent paper, Ouyang et al. [48] propose a probabilistic framework to model the relationship between the configurations estimated by single- and multi-pedestrian detectors trained with the DPM in [3], and to refine the single-pedestrian detection results with help of multi-pedestrian detections. These methods assume that the distribution of source samples is similar to that of target samples. Doing away with this assumption, the contributions of the proposed human detection method in this thesis aim at tackling the domain adaptation problem, where the data distributions in two domains can be significantly different and no part annotations of the training data are available. Furthermore, instead of using the HOG features [7], more discriminative features are proposed to be extracted from the learned transferred CNN model in this thesis.

Recently, a new object detection strategy [49, 50] is proposed to use multi-scale image segmentation to provide a couple thousands of candidate bounding boxes for each image and the categories of the bounding boxes are determined by strong classifiers. In [49], Sande et al. propose to use bag-of-words (BoW) model with spatial pyramid matching for object detection. Since the BoW models ignore spatial relations among local features, this method is able to tolerate large deformations.
Context information from local or global appearance has also been explored to improve the performance of object detection [51–55]. Song et al. [51] propose an iterative contextualization scheme to mutually boost performance of object detection. Wang et al. [52] introduce a novel Feature Context (FC) with multiple reference points, which is efficient to incorporate spatial arrangement, and a new coding method called Radial Basis Coding (RBC) for object detection and image classification. Ding et al. [53] present a framework that propagates contextual cues to wider areas through iterations to improve the detection accuracy. Cinbis et al. [54] propose a new method for object detection that is based on set representations of the contextual elements. The proposed set-based model is able to learn the contextual relationships of objects without predefining the relationship types. Li et al. [55] propose to exploit the unlabeled regions to extract adaptive contextual cues for enhanced object detection.

More recently, Wang et al. [56] propose to model an object class by a cascaded boosting classifier with various types of features from local regions, known as regionlets. Different from existing BoW approaches and DPM approaches, regionlets provide a different way to model object deformation, which can handle rigid objects, objects with small local deformations as well as long-range deformations. In the work of [18], Ouyang et al. propose a unified deep model that jointly learns feature extraction, deformation handling, occlusion handling and classification for pedestrian detection. Through interaction among these four independent task objectives, the joint learning algorithm boosts the detection performance. Girshick et al. [33] propose a novel object detection framework, called R-CNN, that combines bottom-up region proposal candidates with rich hierarchical features obtained from a convolutional neural network (CNN). This work shows that it is very effective to pre-train the deep network with supervision on the auxiliary data and then fine-tune the deep network on the target data in which limited labeled
training data is available.

From the above literature review on object detection, some potential research directions in this area are identified: (1) Novel features. The state-of-the-art detectors usually utilize several feature types in combination with HOG, such as [9]. (2) Contextual information. Especially at low resolutions, the context is quite important for object detection. (3) Temporal integration. Inspired by tracking, object detection also can exploit temporal information to improve performance. (4) Grouping cues. In crowded scenes, object detection is a very challenging problem. However, grouping cues are relevant in crowded scenes. A recent work [48] has tried to use multi-pedestrian detection to refine single-pedestrian detection. (5) Data. Most detectors were trained on datasets of limited sizes, such as Caltech dataset [57], INRIA dataset [7]. ImageNet [15], which is a quite huge dataset, has been created for image classification. The work of [33] has demonstrated that the deep neural network pre-trained on ImageNet [15] can boost the detection performance substantially.

\section{Object Tracking}

Object tracking is one of the most significant components in computer vision, which can be applied to many important domains such as surveillance systems, robotics, human computer interaction, etc. In terms of the number of tracked targets, it can be divided into two sub-problems: single object tracking and multiple object tracking. Given the initialized state of a target object in a frame of a video, the goal of single object tracking is to follow the single target in the subsequent frames. Single object tracking has achieved great progress in last decade and some typical approaches are online AdaBoost (OAB) tracker [58], incremental visual tracking (IVT) [59], multiple instance learning (MIL) tracker [60], \ell_1 tracker (L1T) [61],
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2.2.1 Single Object Tracking

Instead of a complete survey of single object tracking, the up-to-date deep learning-based visual trackers are reviewed in this subsection. As deep learning architectures have achieved very promising performance in many computer vision applications such as image classification [14], nowadays many researchers [64–68] propose to utilize deep architectures in single object tracking.

[64] is the first work to apply deep neural networks on single object tracking. In this work, a stacked denoising autoencoder is first utilized to offline learn generic deep features from a large auxiliary image dataset. Then the generic deep features are online tuned to adapt to the specific target during the tracking process. In [65], Li et al. propose to exploit a CNN architecture and a structural loss function for single object tracking. Wang et al. [66] propose a two-layer CNN with temporal slowness constraint to learn generic features from auxiliary data for visual tracking. Moreover, an adaptation module is developed to adapt these generic features in accordance with the specific target. The work of [67] demonstrates that a simple two-layer deep neural network even without learning is still powerful enough to yield an effective representation for single object tracking. In [68], Hong
et al. propose to online learn discriminative target-specific saliency map via a CNN architecture for single object tracking.

2.2.2 Multi-Object Tracking

Many previous multi-object tracking methods [69–72] rely on background subtraction from static scenes. However, recently significant progress in object detection has promoted interests in combining tracking and detection for more complex and dynamic scenes. From the literature review, it is found that there are four important elements in multi-object tracking: data association framework, motion-based model, appearance-based model and grouping-based model. A literature review according to these important elements of multi-object tracking is presented in the following subsections.

2.2.2.1 Data Association Framework

Data association framework is a strategy to solve the multi-object tracking problem through global optimization. Many kinds of data association frameworks have been proposed for multi-object tracking in literature. This thesis only focuses on some typical and popular data association frameworks.

**Network Flow.** Network flow (also known as the transportation network flow) is a directed graph in which each edge has a capacity and each node usually represents a low-level observation. In the multi-object tracking problem, the low-level observations can be detection responses or tracklets (track fragments). The flow of an edge is usually modeled as an indicator which indicates whether the two adjacent nodes are linkable or not. To satisfy the flow restriction in the network flow graph, a source node representing the starting point of a trajectory and a sink node representing the ending point of a trajectory are added. An example of such a network flow graph is shown in Figure 2.2.
Figure 2.2: An example of the cost-flow network with 3 consecutive frames and 9 observations from [4].

The previous works [4, 6, 28] formulated the multi-frame, multi-target data association as a network flow problem. Zhang et al. [4] propose a method that uses a cost-flow network with a non-overlap constraint on trajectories to solve the maximum-a-posteriori (MAP) data association problem. It also employs a push-relabel method [31] to solve the min-cost flow problem. Berclaz et al. [28] and Pirsiavash et al. [6] propose to use a more efficient successive shortest path algorithm, which can provide roughly the same globally optimal tracking results with less running time.

**Conditional Random Field.** The Conditional Random Field (CRF) model is exploited to solve the multi-object tracking problem in [73–75]. The CRF is an undirected graphical model, in which each node represents a possible link between a pair of tracklet and each edge represents a correlation between two adjacent nodes.

In [73], Yang et al. propose a CRF model to transform the multi-person tracking problem into an energy minimization problem. They use RankBoost algorithm to select features. Recently, Yang et al. [74] propose an online learned CRF model
for solving the multi-target tracking problem. To avoid identity switch errors, this CRF framework also incorporates pairwise models to differentiate difficult pairs of targets. In a more recent work [75], Milan et al. propose a discrete-continuous CRF for multi-target tracking which can handle the inter-object exclusions at two levels: (1) at the data association level based on non-submodular constraints, such that each detection can only explain one target and vice versa; (2) at the trajectory level, where a novel co-occurrence label cost penalizes solutions with colliding trajectories.

**GMCP.** In [76], Zamir et al. propose to utilize Generalized Minimum Clique Problem (GMCP) to solve the global optimization problem for multi-object tracking. The Generalized Minimum Clique Graph is defined as $G = (V, E, w)$, where $G$ is undirected and weighted, $V$, $E$ and $w$ represent the nodes, edges and the corresponding weights, respectively. Each node in the graph $G$ denotes a detection response. In a more recent work [77], Dehghan et al. propose to extend the Generalized Maximum Clique Problem (GMCP) by formulating multi-object tracking as a Generalized Maximum Multi Clique Problem (GMMCP). The authors propose to utilize Binary Integer Programming to solve this GMMCP. Moreover, a significant speed-up is achieved by reformulating GMMCP via a Mixed-Binary-Integer Program.

**Others.** Brendel et al. [78] propose to formulate data association problem in multi-object tracking as finding the Maximum-Weight Independent Set (MWIS) of a graph of tracklets. In [12], Shu et al. propose to utilize a Greedy Bipartite algorithm to associate the detection responses into long trajectories. Jiang et al. [79] propose a novel Linear Programming relaxation scheme for handling multi-object tracking problem. Hungarian algorithm is adopted to solve the data association problem for multi-object tracking in [25, 27, 80, 81]. In [82], Dicle et al. propose to formulate the multi-target tracking problem as a Gener-
alized Linear Assignment (GLA) of tracklets which are associated into long trajectories progressively.

2.2.2.2 Motion-Based Model

A constant velocity motion model considering both the forward and backward velocity is presented in [27]. In this work, the link probability of two tracklets is estimated based on the proposed constant velocity motion model. Recent approaches [5, 83, 84] have proved that higher-order motion constraint is effective to enhance motion-based models for improving multi-target tracking performance. As for representing higher order motion constraint, Ochs et al. [85] propose a method to project a hyper-graph onto its initial graph, allowing higher-order motion-based models to be represented by the edges of a standard graph. Their method is used for motion segmentation of images, but can be adapted to multi-target tracking by projecting higher order motion constraints onto pairwise constraints in a flow network. Collins [84] introduces an approximate algorithm similar to the iterated conditional modes (ICM) algorithm to improve an initial feasible multi-frame solution. The proposed method is capable of handling arbitrary higher-order cost functions defined over entire trajectories. However, this method does not exploit shape and appearance information. Butt et al. [83] try to incorporate higher-order motion constraints by solving a series of independent multi-dimensional assignment problems over frame triplets. The three-frame tracklets are associated into longer trajectories gradually. Nevertheless, this approach is unable to revisit and correct a trajectory.

More recently, Butt et al. [5] propose an algorithm which can incorporate higher-order motion constraints such as piecewise constant-velocity path smoothness constraint for multi-target tracking. Their proposed method can still maintain a manageable computational complexity. Different from [83], which builds up a
solution from short tracks determined independently over frame triplets, the work of [5] optimizes the tracks globally over the entire sequence. Hence, the proposed method in [5] is capable of finding better solutions.

In another recent work [86], Yang et al. propose an online approach to learn non-linear motion patterns for multi-target tracking in a tracklet association framework. Unlike most previous methods, which use linear motion patterns only, they build a non-linear motion map in an online learning manner to better represent direction changes and produce more robust motion affinities.

### 2.2.2.3 Appearance-Based Model

Appearance-based model is another important element in multi-target tracking. Some recent approaches [12, 26, 32, 87, 88] attempt to enhance the appearance-based models to improve tracking performance.

Shitrit et al. [32] propose a framework which can exploit image appearance cues to prevent identity switches. The appearance model in their framework for pedestrian datasets, which only utilizes color similarity, is very simple. So the performance of their methods on pedestrian datasets is not so good. Moreover, they also use background subtraction method to segment the detection responses, which makes their method only capable of handling static camera datasets. Li et al. [26] propose to progressively associate detection responses to form longer tracklets and finally obtain the desired target trajectories. This work uses HybridBoost algorithm to learn the affinity model integrated in a hierarchical framework to track multiple targets as a joint problem of ranking and classification. Kuo et al. [87] propose a system named PIRMPT which uses the merits of person identity recognition to improve the multi-person tracking performance. However, this method needs off-line learned local descriptors which may be infeasible for tracking people whose identities are yet unknown. Yang et al. [88] introduce an online learning
approach to produce discriminative part-based appearance models (DPAMs) for multi-human tracking in real scenes. The DPAMs can exclude occluded regions in appearance modeling in order to improve tracking performance.

Shu et al. [12] propose an effective multi-person tracking method using part-based model and occlusion handling. Their appearance-based model can capture rich information about individuals, which makes it be robust against appearance changes and occlusions. Since the part-based model requires detailed body information, high quality imagery datasets are more suitable for the proposed method. In their experiments, the smallest frame resolution of the three datasets is 1920 $\times$ 1080.

### 2.2.2.4 Grouping-Based Model

Recently, some approaches [89–91] successfully incorporate grouping cues to help improve multi-person tracking performance. Pellegrini et al. [89] propose an effective dynamic model based on social grouping behaviors to improve tracking in crowded scenarios. In [90], Pellegrini et al. present a third-order graphical model that is able to jointly estimate individual trajectories and group memberships over a short time interval for multi-person tracking. In a recent paper, Zhen et al. [91] propose a principled way of incorporating grouping behavior information, as a high-level reasoning tool, to improve multi-person tracking performance.

Multi-target tracking in crowded scenes is a very challenging task. Due to the prominent grouping behaviors in crowded scenes, grouping-based models are very important in this difficult situation. A general problem formulation, which can incorporate grouping behaviors into the tracklet association problem, is introduced in [91]. The objective is to recover the trajectories of each target based on motion, appearance and grouping cues within a time interval $[0, T]$. Given a set of $n$ tracklets (track fragments) $X = \{F_1, F_2, ..., F_n\}$ within $[0, T]$. The task is to
determine which tracklets are from the same person. This can be represented by a correspondence function $\phi$:

$$
\phi_{ij} = \begin{cases} 
1, & \text{if tracklet } j \text{ immediately follows tracklet } i, \\
0, & \text{otherwise}
\end{cases}
$$

(2.1)

with the additional constraints that $\Sigma_j \phi_{ij} = 1$ and $\Sigma_i \phi_{ij} = 1$, indicating each tracklet should follow and be followed by one other tracklet (except for the first and last tracklets of each track). Let $\Phi$ be the set of valid correspondences.

A pairwise transition score, $M_{ij}$, which denotes negative log-likelihood that tracklet $j$ should be linked after tracklet $i$, is defined. This is the basic affinity model based on motion and appearance cues in traditional works. The traditional data association based tracking can be formulated as follows:

$$
\arg \min_{\phi \in \Phi} \sum_{ij} \phi_{ij} M_{ij}
$$

(2.2)

This data association problem can be solved optimally by the Hungarian algorithm [25].

Here, the authors propose to take the grouping behaviors into consideration to help eliminate visual ambiguities within the video sequence to improve multi-person tracking performance. The objective is to maximize the consistency of motion, appearance and grouping cues. For grouping behavior evaluation, an optimal number of $K$ groups are assumed to be formed by people within a time interval of a video sequence. For each group, there is a group mean trajectory $G_k$. Then a new group measurement term is added to the original objective function.
Hence, the data association based tracking problem is formulated as:

$$\arg \min_{\phi \in \Phi, \psi \in \Psi} \sum_{ij} \phi_{ij} M_{ij} + \alpha \sum_{ik} \psi_{ik} D(F_i, G_k)$$

s.t. $\forall i, j, k \quad \phi_{ij}(\psi_{ik} - \psi_{jk}) = 0$

where $\psi$ is a grouping correspondence function:

$$\psi_{ik} = \begin{cases} 1, & \text{if tracklet } i \text{ is assigned to group } k, \\ 0, & \text{otherwise} \end{cases}$$

with an additional constraint that $\Sigma_k \psi_{ik} = 1$, which denotes that one tracklet should only belong to one group. Let $\Psi$ be the set of valid group correspondences.

The constraint of Eqn. 2.3 denotes that if two tracklets are linked, they should also be assigned to the same group. $D(F_i, G_k)$ is the relative distance measure between tracklet $i$ and group trajectory $G_k$. $\alpha$ is selected as a weighting parameter to balance the contributions of traditional visual cues and grouping behaviors.

Nevertheless, the proposed grouping-based model of [91] is performed at a pedestrian level and the K-means clustering is utilized to generate the initial groups, which means the number of groups is a fixed value. More recently, Chen et al. [92] propose an online learned elementary grouping-based model for multi-target tracking. Compared with [91], the proposed grouping-based model in [92] is more flexible by exploiting elementary groups. Moreover, the elementary grouping approach in [92] is more effective and efficient for modeling grouping behaviors.

### 2.3 Concluding Remarks

In this chapter, a brief literature review of prominent object detection and tracking methods, which motivates the works in this thesis, is presented. Although the
above two topics are different, they are implicitly related to each other. Recently, tracking-by-detection based tracking methods has been significantly benefited from the progress of object detection.

For human detection, a transferred convolutional neural network (T-CNN) is proposed to learn semantic pedestrian part detectors in later chapter of the thesis. Different from the previous methods described in Section 2.1, the proposed method explicitly learn visual patterns of semantic pedestrian parts, which are critical for occlusion handling.

In the first work on multi-target tracking reported in later chapter of this thesis, the problem is formulated in a network flow framework as introduced in Section 2.2.2.1. Unlike previous network flow based methods [4–6, 28], each node in the network represents a tracklet, and each edge represents the likelihood of neighboring tracklets belonging to the same trajectory as measured by the proposed tracklet affinity score.

In the second multi-target tracking work reported in later chapter of this thesis, a unified deep model for tracklet association is proposed. Although deep architectures have been employed in single object tracking [64–68] as presented in Section 2.2.1, to the best knowledge of the author, it is the first piece of work to exploit deep convolutional neural networks in multi-object tracking.
Human detection plays an important role in surveillance video analytics. Although many promising methods have been proposed for human detection, it is still very challenging due to cluttered background, view variations, illumination changes and severe occlusions.

In this chapter, an effective detection framework to improve the performance of generic detectors in highly crowded scenes is first presented. It can be considered as an extension of the deformable part model (DPM) [3] for severe occlusion handling. However, this detection framework only focus on enhancing the head part of human with the assumption that the heads of humans is less likely to be occluded in highly crowded surveillance videos. In the second part of this chapter, more general semantic pedestrian part detectors, which are learned through a novel transferred CNN model, are introduced. This work can be viewed as a more comprehensive and principled way of dealing with human detection with occlusion handling. Hence, more emphasis is put on the latter work.
3.1 Pedestrian Detection in Highly Crowded Scenes
Using “Online” Dictionary Learning for Occlusion Handling

3.1.1 Introduction

The state-of-the-art pedestrian detectors [3, 7, 21, 46] have achieved very good performance when detecting pedestrians in relatively less crowded scenes, where the occlusions are not severe. However, their performance on crowded scenes is poor, due to the severe mutual occlusions of the pedestrians, and sometime the problem of small target size.

There has been plenty of literature that addresses occlusion handling in object detection [8–12], which can further promote the tracking-by-detection based multi-target tracking methods [29, 93] within surveillance applications. Modeling occlusions as regions which are inconsistent with target statistics is one common approach. A review of related work has been presented in Chapter 2. Nevertheless, these methods cannot handle severe occlusions in crowded scenes without any 3D information.

This work addresses such difficulties by proposing the use of “online” multiple-instance dictionary learning to refine a generic detector for enhancing head detection. The intuition is that, in a real crowded scene captured by a surveillance camera, individual target is usually mutually occluded by others, while the head of each individual is less likely to be occluded or at most slightly occluded, as shown in Fig. 3.1. Based on this assumption, this work increases the weight of the head detection in the deformable part-based model (DPM) [3] and learns a discriminative dictionary for heads in an “online” manner to improve detection performance.
Figure 3.1: Examples of crowded scenes and their corresponding detection results with the proposed approach are presented in row 1 and row 2, respectively.

Learning is an important part in computer vision tasks, such as stereo image representation [94], image classification [95, 96], image retrieval [97], object categorization [98], object tracking [27, 99], face recognition [100] and human gender recognition [101]. Dictionary learning is chosen in this work. The dictionary (codebook) enables the proposed method to enforce the explicit representations rather than individual features or simple combinations of the features. The dictionary can also facilitate hierarchical representations. Moreover, dimensionality reduction can be achieved through the quantization process.
The proposed detection framework consists of the steps illustrated in Fig. 3.2. First, the weight of the head part in the deformable part-based model [3] is increased and this modified detector with a relatively low detection threshold is applied on each frame of a video sequence. The reliable detection responses are selected by their high detection confidences. The head parts of the reliable detection responses are used as the positive samples and the other body parts of the reliable detection responses are used as one of the two types of the negative samples. The other type of negative samples are collected automatically from background, where there is no detection responses. Second, the samples of above three different types are used to learn a discriminative dictionary. Third, the online learned dictionary is used to refine the head parts of the initial detection responses. Finally, the refined pedestrian detection results are obtained.

The rest of this section is organized as follows. In Section 3.1.2, the initial pedestrian detection with enhanced head detection is introduced. Section 3.1.3 presents the “online” dictionary learning. Section 3.1.4 shows the experimental evaluations on several challenging crowded video sequences. Finally, Section 3.1.5 concludes the work in this part.
3.1.2 Initial Detection with Enhanced Head Detection

The deformable part-based model for pedestrian detection similar to [3] often fail when the pedestrians are severely occluded. This is because the detection score in [3] is computed from all the body parts, without considering that most of the parts may be occluded in crowded scenes. The detection score at location \((x, y)\) is computed in [3] as:

\[
S_1(x, y) = b + \sum_{i=1}^{i=n} s(p_i) \tag{3.1}
\]

where \(b\) is a bias term, \(n\) is the number of the body parts, and \(s(p_i)\) is the score of body part \(i\).

In this formulation, it is obvious that even if a body part was occluded, its corresponding score still makes equal contribution to the final detection score. This can drastically influence the detection performance especially when dealing with highly crowded video sequences. To address this problem, the weight of the head part score in equation (3.1) is proposed to be increased. As shown in Fig. 3.3, the second part represents the head in the DPM model. Hence, equation (3.1)
can be reformulated as:

\[ S_2(x, y) = b + s(p_1) + \alpha \cdot s(p_2) + \sum_{i=3}^{i=n} s(p_i) \]  

(3.2)

where \( \alpha \) is a weighting coefficient of the head part (\( \alpha = 2.5 \) in our implementation).

Here, a simple sweep search scheme was used to find the value of \( \alpha \). A parameter value of \( \alpha \) is uniformly sampled in the range \([1, 6]\). The step value is 0.1. 50 independent runs were conducted on the first half of the PETS S1.L2 sequence with the above varying parameter values. Finally, the weight \( \alpha = 2.5 \) was found to achieve the best performance in terms of log-average miss rate. Hence, \( \alpha = 2.5 \) was selected.

Nevertheless, relying on DPM detector with head part enhanced is not sufficient to obtain satisfactory detection results. Hence, the “online” dictionary learning is utilized to further refine the initial detections.

### 3.1.3 “Online” Dictionary Learning

The objective here is to “online” learn a discriminative dictionary while keeping the computational complexity low. The learning involves “online” training sample collection, feature representation and “online” learning.

The initial detections with scores higher than a certain threshold \( \omega \) (\( \omega = 3 \) in our implementation) are selected as the reliable detections. Then perform learning as outlined in Fig. 3.2 and the positive samples are collected from the reliable detections while the negatives samples are collected from other body parts and background.

For feature representation, image patches are sampled at an interval of 4 pixels in horizontal and vertical directions. At each sampling location, patches of sizes \( 8 \times 8 \) and \( 16 \times 16 \) pixels are taken. Each image patch is resized to \( 8 \times 8 \) and five
types of features are computed to represent it. The patch size for feature extraction is chosen according to the actual sizes of the heads of the pedestrians in PETS dataset [1]. The computed features are HOG [7], LBP [9], GIST [102], encoded SIFT [13] and LAB color histograms.

The discriminative dictionary is “online” learned by the max-margin multiple-instance dictionary learning (MMDL) algorithm in [103]. This discriminative dictionary comprises a set of linear classifiers (G-code classifiers) for different patch clusters from the three sample classes. For each sample class, the proposed method uses the training images in this class as positive samples, and the remaining training images from other classes as negative samples. Suppose $K + 1$ G-code classifiers are learned through MMDL. Given a test image, patch-level features are densely extracted. $x$ is defined as a patch feature vector, whose response is given by the $i$th G-code: $w^T_i x, i \in \{0, 1, ..., K\}$. Hence, a response map for each G-code classifier can be obtained. A three-level spatial pyramid representation [104] is utilized for each response map, resulting in $(1^2 + 2^2 + 4^2)$ grids. In each grid, the maximal response for each G-code classifier is calculated. Thus, $3 \times (K + 1)$ length feature vector is obtained for each grid. Therefore, the test image is compactly represented by the concatenation of features in all grids.

Note that the feature encoding by using G-code involves no more than a dot product operation. Hence, its computation complexity is very low. This can significantly accelerate the speed of the classification process of our pedestrian detection framework.

Subsequently, the “online” learned G-code classifiers are used for feature encoding of each head image. Then, the refined head parts of the initial detection responses are obtained. Finally, the proposed method projects the refined head part images back into the video sequence and generates the final pedestrian detection output.
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3.1.4 Experiments

The proposed pedestrian detection framework has been evaluated on two publicly available sequences with highly crowded scenes: PETS S1.L2 and PETS S2.L3. The S1 sequences of PETS dataset are used for person count and density estimation, which means that the density level is higher than the other sequences of PETS dataset. The high density crowd sequence S1.L2 and S2.L3 are chosen for the evaluation. In all the experiments, only the first camera view sequences in PETS dataset are used. Moreover, only the visual information of the sequences are used and no other prior knowledge such as the camera calibration or the statistic obstacles are used.

The proposed method is compared with the original DPM detector and the modified DPM detector with head part enhanced. The criterion of [105] for evaluations is utilized in the experiments. A detection, which has more than 0.5 overlap with the groundtruth, is determined as true positive in the evaluations. The performance is evaluated by the measurements of miss rate and false positives per image. Moreover, as in [105], the log-average miss rate is employed to summarize the detection performance, which is calculated by averaging miss rates evenly spaced in log-space within the range $10^{-2}$ to $10^0$.

In the implementation, a detection threshold is set as $t_d = 0.3$ for the modified DMP detector to achieve a high recall. The sizes of the images are doubled for better resolution. For the online dictionary learning, the numbers of randomly selected positive training samples and negative training samples are set as $N_{pos} = 200$ and $N_{neg} = 400$ respectively.

As shown in Fig. 3.4, “DPM” denotes the results of the original DPM detector [3]. “DPM+head” denotes the results of the DPM detector with head part enhanced. “Ours” denotes the results of the proposed method. For the ROC evaluation curves shown in Fig. 3.4, the closer to the bottom left corner, the bet-
3.1.5 Concluding Remarks

In this work, a detection framework to improve the detection performance in highly crowded scenes is proposed. This work first reformulates the score computation of body parts in the original DPM detector to enhance the head part of the deformable part-based model and then uses the “online” learned dictionary to refine the detection responses. The experimental results on two benchmark sequences demonstrate the effectiveness of the proposed method in detecting pedestrians with severe occlusions. Nevertheless, the limitation is that the proposed method
only focuses on utilizing the visual information of the head part of a human, which is assumed to be less likely occluded in crowded surveillance videos. As a result, the proposed method achieves little improvements in performance on Caltech dataset [57] and ETH dataset [106] compared with the DPM detector. Hence, the results of these two datasets are not provided in this work. In the following part of this chapter, a more generic and comprehensive detection framework, which is based on a deep architecture, is introduced.

### 3.2 Learning Semantic Pedestrian Part Detectors with a Transferred CNN Model

#### 3.2.1 Introduction

Feature representation is an important component in pedestrian detection. Traditionally, pre-defined features such as SIFT [13], HOG [7] and LBP [9] are used. However, they are not able to extract data-driven visual patterns in pedestrian detection. Recently, deep learning models such as the convolutional neural networks (CNN) [14] have achieved very promising performance in many computer vision applications such as image classification [15] as an example. Inspired by this, many deep learning based methods [16–20] have been proposed for pedestrian detection. For occlusion handling, Ouyang et al. [16, 18] utilize deep models to learn the relationships between different parts. However, their method does not explicitly learn visual patterns of semantic pedestrian parts such as head, upper body, and so on, which are critical for occlusion handling. To the best knowledge of the author, no previous work has been done to learn semantic pedestrian part detectors. This section shows that it is beneficial to use visual patterns learned from semantic pedestrian parts for occlusion handling in pedestrian detection.
As mentioned before, learning semantic pedestrian part detectors requires a lot of annotations on body parts. However, most pedestrian detection datasets do not contain pedestrian part annotations. To solve this problem, the proposed method transfers learned pedestrian part detectors from a source dataset with annotations to the target one without annotations by using a transferred CNN (T-CNN) model. The proposed pedestrian detection framework is presented in Figure 3.5. First, the CNN model [14] is pre-trained on the ILSVRC 2012 dataset [15]. Then, the pre-trained CNN model is adapted based on the source data (Oxford Town Center dataset [107]) by using semantic pedestrian part annotations. To make semantic pedestrian parts generic and effective, this work designs a semantic part pool based on part annotations, which includes 9 categories: head, less upper body, upper body, left upper body, right upper body, lower body, left whole body, right whole body and whole body. The learned parameters of this source CNN model is used to initialize the T-CNN model. Finally, the T-CNN model is trained in an iterative way with the samples of semantic pedestrian parts discovered in each iteration. Furthermore, an activation rule of semantic pedestrian parts from
the semantic part pool is designed to only activate effective semantic part detectors on the target data. The activation rule is that only the semantic part categories discovered in the iterative learning process are kept.

As shown in Figure 3.5, the proposed framework consists of two deep CNNs for the source domain and target domain, respectively. First, the CNN [14] of the source domain is pre-trained on the ILSVRC 2012 dataset. Then the last two layers of this CNN is replaced by one classification layer and the whole network is fine-tuned on the auxiliary data. The learned parameters of the internal layers (C1-FC6) is used to initialize the T-CNN (bottom row) of target domain. The learned weight vector \( w^* \) of FC7 is passed to the adaptation layer FCb of the T-CNN.

In this work, a margin-based loss function for the adaptation layer is proposed to transfer knowledge from the source dataset to the target one. As a result, the proposed transferred CNN (T-CNN) model can extract more effective pedestrian part detectors for handling pedestrian occlusions on the target dataset.

The main contributions of this work are two-fold:

- Semantic pedestrian part detectors are explicitly learned for handling pedestrian occlusions.

- A unified deep CNN model for jointly learning features, semantic pedestrian part detectors, and a transferring model is proposed. Components within this deep CNN model interact with each other in the learning process, enabling the components to maximize their potentials during the cooperative learning.

Experimental results demonstrate that the proposed pedestrian detection system outperforms other state-of-the-art detectors based on deep networks.
3.2.2 Related Work

In the literature, many generic pedestrian detection methods learn part based models for deformation and occlusion handling. A typical one is the deformable part model (DPM) introduced earlier, which models parts with additional learned-filters in positions anchored with respect to the whole object bounding box. It allows parts to be displaced from the anchor through the learned deformation costs. The extended strong DPM adapts the original DPM with strong supervision setting in which part annotations are used in training. These methods assume that the distribution of source samples is similar to that of target samples. Our contributions aim at tackling the domain adaptation problem, where the data distributions in two domains are significantly different and no part annotations of the training data are available. Moreover, another limitation of these methods is the use of weak discriminative features (usually HOG [7]). Hence, more discriminative features extracted from the learned transferred CNN model are proposed to be used in this work.

Recently, inspired by the success of convolutional neural network, deep network based pedestrian detection methods [16–20, 108] have been proposed. [16] and [17] propose to learn the visibility relationship among overlapping parts of pedestrians by deep networks. Zeng et al. [108] propose a new multi-stage contextual deep model for pedestrian detection. A deep model that jointly learns feature extraction, deformation handling, occlusion handling and classification for pedestrian detection is proposed in [18]. Luo et al. [20] propose a switchable deep network to model background clutter and complex appearance variations for pedestrian detection. An unsupervised multi-stage feature learning method based on deep network is proposed in [19]. However, these methods model part locations without explicit part training data, which may result in errors in predicted the part locations. Different from these deep network based methods, our method utilizes explicit part
annotations to learn semantic pedestrian part detectors, which are effective for classifying pedestrian candidate regions with partial or severe occlusions.

Transfer learning aims to transfer knowledge from the source domain to the target one. Saenko et al. [109] propose to adapt object models from a specific visual domain to another one with different imaging conditions. Aytar and Zisserman [110] propose to utilize an object detector learned for the source category to regularize the training of a new category. Gopalan et al. [111] propose to utilize the incremental learning to produce intermediate representations of data between two domains for object recognition. This work proposes to transfer the learned semantic pedestrian part detectors from the source dataset to the target one through deep models.

In summary, previous deep network based pedestrian detection methods usually utilize the deep models to model contextual information, background clutters, visibility relationship, deformations, and occlusions for pedestrian detection. Nevertheless, these methods cannot explicitly learn visual patterns of the pedestrian parts, which are very important for pedestrian detection. This work aims to learn semantic pedestrian part detectors through the transferred CNN model in the absence of annotated training data. Moreover, the proposed unified deep CNN jointly learns features, semantic pedestrian part detectors and the transferring model.

3.2.3 The Overview of the Proposed Transferred CNN

A novel transferred convolutional neural network (T-CNN), which is a deep model for learning adaptive semantic pedestrian part detectors, is proposed. With this deep model, the proposed method is able to detect pedestrians occluded at different levels (partially or severely), even though the part annotations of the training data are not available. Different from previous part-based models, such as DPM [3], JointDeep [18] and MT-DPM [112], which use latent or hidden variables to rep-
resent part locations, the proposed deep model can explicitly learn representative visual patterns for semantic pedestrian parts. By leveraging the part annotations of the auxiliary data and the strong transfer learning power of the proposed transferred CNN model, our pedestrian detection system can help to deal with the occlusion problem without part annotations in the training data.

As shown in Figure 3.5, the proposed framework consists of two deep networks. For the deep network in the source domain, the architecture of [14], which achieved good performance on the challenging ILSVRC 2012 dataset [15], is adopted. This deep network consists of five consecutive convolutional layers followed by three fully connected layers. Since this architecture contains more than 60 million parameters, the proposed framework starts by pre-training the convolutional neural network (CNN) on the ILSVRC 2012 dataset. Then, the last two fully connected layers are replaced by one classification layer with \( K \) linear SVM classifiers, corresponding to the semantic part categories plus background as shown in Figure 3.5. This CNN model is fine-tuned on the auxiliary data.

The source CNN model is learned on the auxiliary data with detailed part annotations. However, on the target dataset, there is no such annotations. Thus, it is not possible to directly train a similar model from scratch. And, directly applying the source CNN to the target test data is not wise, because the data statistics (typical viewpoints, background, imaging conditions, etc) are different. Hence, a new method is proposed to transfer knowledge from source domain to target domain. To achieve this, a novel adaptation layer \( \text{FCb} \) (as seen in Figure 3.5) is introduced to replace the weight layer \( \text{FC7} \) in the source CNN. The details of this adaptation layer will be described in Section 3.2.4. The parameters of layers \( \text{C1, C2, C3, C4, C5, FC6, FC7} \) from the CNN of the source domain are used to initialize the parameters of the transferred CNN of the target domain. The dimensionality of the last hidden layer for the two deep networks (\( \text{FC6 and FCa} \) in Figure 3.5) is
4096. This design choice is consistent with the state-of-the-art deep architectures [14, 113–115].

3.2.4 Training the Transferred CNN (T-CNN)

In this subsection, the details of training the Transferred CNN (T-CNN) will be described.

3.2.4.1 Training the Source CNN Model

Nine possible subsets of parts are utilized to construct the semantic pedestrian part pool, which includes head, less upper body, upper body, left upper body, right upper body, lower body, left whole body, right whole body and whole body. We find that such subsets are representative enough for most of the realistic scenarios. First, part annotations of the auxiliary data are used to generate these nine semantic pedestrian parts. Then the CNN model pre-trained on the ILSVRC 2012 dataset is fine-tuned on the source data of semantic pedestrian parts. Moreover, a category for background is added. As a result, the classification layer of this source CNN model consists of ten linear SVM classifiers. Background samples are collected by using the region proposal method of [116]. All the training samples are warped to a fixed $224 \times 224$ image patch size.

3.2.4.2 Online Sample Collection for Semantic Pedestrian Parts

For the target domain, only the whole body annotations are available. It is needed to online collect training samples. Hence, the region proposal method [116] is employed to generate candidate training samples.

At first, the learned source CNN model is used to classify region proposals of the training images in the target domain. By setting a relatively high classification score threshold, a small number of positive training samples are obtained for the
semantic part categories. Then, the transferred CNN model with the adaptation layer is used to learn semantic pedestrian part detectors in an iterative way. The number of the positive training samples is gradually increased during this mining process. This process usually takes 3-5 rounds.

Nevertheless, the number of online collected training samples is still too small to learn good discriminative and representative models for the target data. Hence, the transferred CNN model with strong transfer learning power is proposed to adaptively learn semantic pedestrian part detectors at each round.

### 3.2.4.3 The Proposed Transferred CNN Model

To learn semantic pedestrian part detectors on the target dataset, a novel fully-connected adaptation layer is proposed to be added in the deep convolutional neural network. The adaptation layer (FCb) is comprised of $K$ adaptive SVM classifiers for the activated semantic part categories and background respectively. For each adaptive classifier, it aims to learn the target model $w$ by regularizing the distance between the target model $w$ and the source model $w^s$.

Given training data $x_i \in \mathbb{R}^D$ and its corresponding labels $t_i \in \{-1, 1\}$, $i = 1, ..., N$, the adaptive SVM learning consists of the following constrained optimization:

$$
\min_{w,b} \| w - \lambda w^s \|^2 + C \sum_{i=1}^{N} \xi_i \\
\text{s.t. } \xi_i = \max(0, 1 - t_i(w^T x_i + b))
$$

where $\lambda$ controls the amount of transfer regularization, $w^s$ is the model parameter learned from the source data, $\xi_i$ is the hinge loss function, $C$ controls the weight of the hinge loss, and $N$ is the number of samples.
The objective function of Eq. (3.3) is the primal form of L1-norm SVM with standard hinge loss. As L1-norm SVM is not differentiable, a popular variation L2-norm SVM is introduced, which minimizes the squared hinge loss:

\[
\min_{w, b} \| w - \lambda w^* \|^2 + C \sum_{i=1}^{N} \xi_i^2 \quad (3.4)
\]

\[
s.t. \quad \xi_i = \max(0, 1 - t_i(w^T x_i + b))
\]

The above objective function of L2-SVM form is differentiable and imposes a bigger loss (quadratic vs linear) for data points that violate the margin.

The output of the k-th adaptive classifier in the adaptation layer is:

\[
a_k(x) = w_k^T x + b_k \quad (3.5)
\]

Then the predicted category of a region proposal is:

\[
\arg \max_k a_k(x) \quad (3.6)
\]

### 3.2.4.4 Back Propagation in the Transferred CNN Model

The objective function in Equ. (3.4) is utilized to train convolutional neural networks for pedestrian detection. The lower layer weights are learned by back propagating the gradients from the top adaptation layer. It is necessary to differentiate the objective with respect to the activation of the penultimate layer. Assume that the objective function in Equ. (3.4) is \( L(w, b) \), and the activation of the penultimate layer is \( h \), which is used to replace the input \( x \). Hence, the objective function for back propagation (BP) learning is as follows:
Figure 3.6: The flowchart of pedestrian detection system at the testing stage.

\[
\frac{\partial L(w, b)}{\partial h_i} = 2w - 2\lambda w^s - 2Ct_iw \left( \max \left(0, 1 - t_i(w^T h_i + b) \right) \right)
\]  

(3.7)

Based on the objective function in Equ. (3.7), the backpropagation algorithm utilized in training the proposed transferred CNN model is the same as the standard softmax-based deep learning networks.

### 3.2.5 The Transferred CNN at the Test Stage

Training the transferred CNN model uses both auxiliary and target training samples. At the test stage, the transferred CNN model is applied to detect pedestrians in test images. An overview of the pedestrian detection at the test stage is shown in Figure 3.6.

Main steps of the proposed pedestrian detection system at the test stage are as follows:

1. **Proposal generation:** The region proposal method of EdgeBoxes [116] is employed in the proposed detection system.

2. **Feature extraction:** The learned transferred CNN model is used to extract hierarchical features from each region. The dimension of the features extracted from the last hidden layer (FCa) is 4096.

3. **Region classification:** The multiclass adaptive SVMs, which are learned together with the deep networks at the training stage, are used to assign a score
to each pedestrian candidate region.

4. **Region refinement**: A class-specific bounding-box regressor, similar to the one introduced in [8], is used to do bounding-box regression for pedestrians with different parts. The goal is to learn a transformation that maps a proposed pedestrian box $P$ to a ground-truth whole body box $G$. Since nine different semantic part categories are proposed in the pedestrian detection framework, nine such transformations are needed to learn to map the semantic pedestrian part boxes to the final whole body boxes. Subsequently, non-maximum suppression (NMS) is utilized to further refine the detection results.

The complete step-by-step pseudo-code algorithm description of the proposed detection method is summarized in Algorithm 1.

### 3.2.6 Experiments

#### 3.2.6.1 Experimental Settings

All the experiments are conducted on the PETS 2009 dataset [1], the Caltech dataset [57] and the ETH dataset [106]. The Oxford Town Center dataset [107] with part annotations is used as the auxiliary data to train the source CNN model. The resolution in this Oxford Town Center dataset is $1920 \times 1080$. However, the resolutions of PETS 2009 dataset, Caltech dataset and ETH dataset are $768 \times 576$, $640 \times 480$ and $640 \times 480$, respectively. To better obtain pedestrian candidates with relative small resolution, the sizes of images are doubled for the input of the EdgeBoxes [116] region proposal method.

The number of positive training samples of the auxiliary data for each part detector is 6000. The number of negative training samples of the auxiliary data is 18000. When training the T-CNN, the ratio of positive and negative samples in each learning batch is 1:3. The negative samples are randomly sampled from the background patches of the auxiliary data. For PETS 2009 dataset, the number of
Algorithm 1 Learning Semantic Pedestrian Part Detectors with a Transferred CNN Model

**Input:**
- Auxiliary data with part annotations;
- Target data without part annotations;

**Output:**
- The learned transferred CNN model; semantic pedestrian part detectors; detection results.

1: The training samples of each semantic part categories from the auxiliary data are warped to a fixed $224 \times 224$ image patch size for fine-tuning the source CNN model.

2: The source CNN model with linear SVM classification layer is off-line learned on the auxiliary data.

3: For target data, the region proposal method [116] is utilized to generate candidate training samples.

4: The learned source CNN model is used to classify the generated candidate training samples. By setting a relatively high classification score threshold, a small number of positive samples of each semantic part categories are online collected for learning the transferred CNN model.

5: The transferred CNN model is learned through Eq. 3.4 and 3.7 via Backpropagation algorithm with the online collected samples and the auxiliary data. With the current transferred CNN model, the positive samples of each semantic part categories are online collected following the mining rules of previous step.

6: The previous step usually takes 2-4 rounds. The adaptive classifiers of semantic pedestrian parts from the last layer of the transferred CNN model are actually the semantic pedestrian part detectors.

7: At the test stage, given the testing images of the target data, the region proposals are first generated by the method of [116]. Then all the candidate regions are warped to a fixed $224 \times 224$ image patch size.

8: The learned transferred CNN model is used to extract hierarchical features for each candidate region.

9: The learned adaptive classifiers (semantic pedestrian part detectors) are utilized to assign a score to each pedestrian candidate region through Eq. 3.6.

10: After the post processings: bounding-box regression and non-maximum suppression, the final detection results are obtained.

Positive training samples collected online for each part detector is about 300; the number of negative samples collected online is about 900. For Caltech dataset, the number of positive training samples collected online for each part detector is about 800; the number of negative samples collected online is about 2400.
ETH dataset, the number of positive training samples collected online for each part detector is about 1000; the number of negative samples collected online is about 3000.

The training of the deep model is based on batch-mode and the outputs of the classifiers in the last layer of the deep model are normalized. The regularization parameter $\lambda$ in the objective function (3.4) is obtained by cross-validation.

For PETS 2009 dataset, the online training performed 100 frames; For Caltech dataset, the online training performed 4309 frames; For ETH dataset, the online learning performed 1804 frames. The online training performed 3 rounds for all datasets.

In fact, the semantic pedestrian part detectors are proposed for occlusion handling. In practical situations, when the pedestrians are occluded, only parts of the pedestrians are visible. The region proposal method can generate the region proposals of the parts of the pedestrians which are not occluded. Hence, the proposed part detectors can detect the parts of the pedestrians from the region proposals. Finally, the detection bounding boxes of the occluded pedestrians are recovered by transforming the semantic part boxes into the whole body boxes. Therefore, the training data does not contain occlusions as the only some non-occluded parts are needed for successful detection.

For the purpose of evaluation, the same experimental protocol as in [105] is utilized and the algorithm performance is evaluated by using the ROC curves. Measurements of *miss rate and false positives per image* are used to evaluate the overall performance of different pedestrian detection methods, which are the same with the first work of this chapter.

To show the effectiveness of the semantic pedestrian part detectors and the transferred CNN model, two baselines for our method are designed:

- **Baseline1**: no semantic part detectors (only whole body detector is used).
- **Baseline2:** with semantic part detectors, but the semantic part detectors are not adapted using the target data.
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Figure 3.7: Performance comparison on PETS 2009 dataset. Since the two sequences in this dataset are densely crowded, Baseline1 is not effective. Only the results of Baseline2 are shown here.

### 3.2.6.2 Results on PETS 2009 Dataset

The dense crowd sequences PETS S1.L2 and PETS S2.L3 are chosen for the experiments. In these two sequences, most pedestrians are occluded severely by each other, which makes it challenging. Moreover, no other prior knowledge such as camera parameters are employed in the experiments.

The first half of the PETS S1.L2 sequence is used to train the transferred CNN model. Since these two sequences are obtained under the same conditions, the learned transferred CNN model is used to do testing for both sequences. Our detector is compared with the DPM detector [3] and Baseline2. Because these two sequences are densely crowded, in which most pedestrians are severely occluded, the detector trained only using the whole body samples is not effective. Hence, the results of Baseline1 are not presented here.
Figure 3.8: Results of the baseline detectors and ours on the Caltech dataset under standard evaluation settings.

The results in Figure 3.7 show that our detector outperforms the DPM and Baseline2 in both sequences, which substantiates the effectiveness and superiority of the learned semantic pedestrian part detectors of the transferred CNN model in handling severe pedestrian occlusions. Moreover, Baseline2 has better performance than the DPM detector on the two sequences. This indicates that the proposed semantic pedestrian part detectors are more effective than the DPM detector even in the lack of transferring power.

3.2.6.3 Results on Caltech Dataset

As known, the Caltech dataset is the most challenging dataset for pedestrian detection. The subsets set00 - set05 are used for training and the subsets set06 - set10 are used for testing as in [105].

For this dataset, our detector is compared with the state-of-the-art detectors whose detection results are publicly available [57] and two baseline detectors. 

detectors are compared. Among them, the detection results of the 46 detectors are obtained from the Caltech Pedestrian Detection Benchmark website [57]. The results are produced based on the reasonable setting [105], which only uses pedestrians at a height of more than 50 pixels and a visibility of at least 65%.

The target training data is used to train the CNN model for Baseline1. For Baseline2, the Oxford Town Center dataset with part annotations is used to train the CNN model. Moreover, the target training data is also used to train the whole body detector in Baseline2. As shown in Figure 3.8, Baseline2 achieves 5% improvement in performance compared with Baseline1, which proves the effectiveness of the semantic part detectors. Furthermore, our method achieves 9% improvement in performance compared with Baseline 2, which verifies the superiority of the transferred CNN model.

The overall performance of the state-of-the-art detectors is shown in Figure 3.9. This figure only shows the performance of the detectors rank in the first 15 places excluding VJ [117] and HOG [7]. Our detector ranks the fourth place among all the 49 detectors. The detectors rank in the first 3 places (SpatialPooling+ [118], Katamari [119], and LDCF [120]) utilize pre-defined features, which are different from ours. However, these 3 methods requires annotated learning samples in the target domain. They do not have the ability to transfer learned models from source domain. Hence, our method becomes useful when there is insufficient annotated samples to properly train the detectors. The proposed adaptive deep features can be complementary to these features. Note that our detector outperforms the recent InformedHaar detector [121] by 6%. Compared with MT-DPM [112] and MT-DPM+Context [112], which are two typical part-based detectors, our performance is better for 12% and 9%, respectively.

To better present the performance of all the deep network based detectors, the results are shown in a different figure. As shown in Figure 3.10, our detec-
Figure 3.9: Results of the state-of-the-art detectors and ours on the Caltech dataset under standard evaluation settings.

Our detector achieves the best performance using the standard evaluation settings. This demonstrates the superiority and effectiveness of the proposed transferred CNN model. Notice that our detector outperforms JointDeep detector [18], which uses deep neural networks to jointly model parts and occlusions, by 10%.

The ground truth annotations of the Caltech dataset contains the information about the occlusion percentage for each human box. The experimental results of human detection under different occlusions on Caltech dataset are generated by using the above ground truth annotations with occlusion information. Figure 3.11 shows the evaluation results under different occlusion conditions on the Caltech dataset. Three occlusion levels: no occlusion (0% occluded), partial occlusion (1-35% occluded), and heavy occlusion (35%-80% occluded) are used for the experiments. Our detector achieves the best performance in all the three oc-
Figure 3.10: Results of the deep network based detectors and ours on the Caltech dataset under standard evaluation settings.

cclusion settings among all the deep network based detectors, which demonstrates the superiority of our detector in handling occlusions.

Figure 3.11 shows the performance of the proposed methods against other methods on varying degree of occlusions. The performance on heavily occluded situations is not significantly improved, but better improvement is shown in partial occlusion and no occlusion cases. This is because the parts are often occluded in heavy occlusion case. This is an indication of the limit on methods based on a single camera view images. Hence, it is recommended to explore other imaging methods such as 3D imaging to handle heavy occlusions (see chapter 6, section 6.2).
Figure 3.11: Detection results under different occlusion conditions on the Caltech dataset.

### 3.2.6.4 Results on ETH Dataset

To evaluate the generalization capacity of our method, only the Oxford Town Center dataset (auxiliary data) is used as the training data, which is similar with the state-of-the-art methods [18, 20, 122]. In this setting, the proposed T-CNN model is online learned on the ETH dataset by using the online collected training samples. Our detector is compared with the state-of-the-art detectors whose detection results are available in [57]. 32 state-of-the-art detectors are included in
the comparison. Figure 3.12 plots the results on the ETH dataset, which shows the performance of the detectors rank in the first 15 places excluding VJ [117] and HOG [7]. Our detector ranks the second place among all the 33 detectors. Furthermore, the proposed adaptive deep features can be complementary to the handcrafted features used in [123], which ranks in the first place.

Only the whole body annotations of the Oxford Town Center dataset are used to train the CNN model for Baseline1. For Baseline2, the Oxford Town Center dataset with part annotations is used to train the CNN model. As shown in Figure 3.13, Baseline2 outperforms Baseline1 by 3%, which verifies the effectiveness of the semantic part detectors. And our method outperforms Baseline2 by by 6%, which verifies the superiority of the transferred CNN model.

Figure 3.14 shows the evaluation results of the deep network based detectors under different settings on the ETH dataset. Two different settings: reasonable
Figure 3.13: Results of the baseline detectors and ours on the ETH dataset under standard evaluation settings.

setting [105], which is based on the pedestrians at a height of more than 50 pixels and a visibility of at least 65%; overall setting [105], which is based on all the annotated pedestrians. As shown in Figure 3.14a, our detector achieves the best performance under the reasonable setting. Due to the lack of occlusion labels of the ETH dataset, all the annotated pedestrians, which include many occluded pedestrians, are used to do further evaluation. As shown in Figure 3.14b, our detector achieves 44% log-average miss rate, which is 7% better than the second best deep network based detector [20].

3.2.6.5 Run-Time Analysis

The region proposal generation and feature extraction are two main time-consuming modules of our detector. Our detector is implemented using the MatConvNet toolbox [37] on a 1.80GHz PC with a Tesla K40c GPU.

Moreover, the time of the off-line training of the source CNN model on the
Figure 3.14: Detection results of the deep network based detectors under different settings on the ETH dataset. Reasonable setting: based on the pedestrians at a height of more than 50 pixels and a visibility of at least 65%. Overall setting: based on all the annotated pedestrians.

auxiliary data is about 1 hour. The average speed of the online training is about 13 seconds per frame for all the datasets. The average detection time of our detector is around 12 seconds per frame. Currently, the proposed detection framework cannot be used to implement real-time applications.

3.2.7 Concluding Remarks

In this section, a novel pedestrian detection system, which pre-learns the semantic pedestrian part detectors on the source dataset with annotated pedestrian parts and then adapts the pre-learned semantic pedestrian part detectors based on the target dataset without the annotations, is proposed. In particular, an adaptation layer is proposed to embed the capability of knowledge transferring into the CNN model. As a result, the proposed transferred CNN (T-CNN) model is able to transfer the visual knowledge of the semantic pedestrian parts from the source data to target data. Experimental results demonstrate that the proposed pedestrian detection method achieves very promising performance for handling pedestrian
occlusions.

The proposed detection algorithms still have some limitations. They are far from meeting the requirements of real time applications using conventional computing platform due to the use of deep learning for feature extraction from thousands of region proposals. Parallel implementations on powerful GPUs can help to speed up but may not achieve real time performance. Hence, the proposed detection algorithms are more suitable for human detection in archived surveillance videos in which real time performance is not critical. Hence, better detection is achieved at higher cost of computation.

The human detector in section 3.1 is not combined or used in the later T-CNN based human detector. The human detector presented in section 3.1 was developed to improve the detection performance for highly crowded scene, its performance in other types of scene is not significantly better than other state-of-art methods. The T-CNN based human detector is for more different situations and achieve better performance than several state-of-the-art detectors in all these situations. However, it is much more computationally demanding than the one in section 3.1.
Chapter 4

Tracklet Association by Online Target-Specific Metric Learning and Coherent Dynamics Estimation

4.1 Introduction

Automatic tracking of multiple humans in a real world video sequence is a significant but challenging topic in computer vision, and it is needed in many applications such as surveillance, robotics, traffic safety, sports analysis and entertainments. In these applications, it is often crucial to detect and track people precisely in complex and crowded real scenes. However, most existing multi-human tracking approaches still have some limitations, and one of them is in preserving human identities.

In this chapter, this work addresses the challenges in long-term tracking of multiple humans in a complex scene captured by a single, uncalibrated camera with an aim of achieving consistent human identity tracking (i.e. no identity
switches). This is a challenging problem due to many sources of uncertainty, such as clutter, serious occlusions, targets interactions, and camera motion.

Recently, significant progress has been reported in human detection [3, 7, 9, 21–24], and this promotes the popular tracking paradigm: detect-then-track [4–6, 25–30]. The main idea is that a human detector is run on each frame to detect targets of interest, and then detection responses are linked across multi-frames to obtain target trajectories. In [4–6, 28], the authors formulate the multi-target data association as a network flow optimization problem. However, due to the limitation of the appearance cues used for tracking, the methods mentioned above usually cannot deal with longer term tracking to obtain a complete trajectory of a target. This is because prolonged occlusions and target-to-target interactions will result in fragmentation of a trajectory. If we make full use of the information from the whole sequence (previous, current, and subsequent frames), trajectory can be recovered from the fragments and tracking errors such as missed tracks or identity switches can be corrected. Then, similarity measurement between two track fragments (tracklets) to determine whether they belong to the same person becomes very critical in this tracklet association problem. Some of the state of art methods, such as in [32] and [25], fuse several features based on motion, time, position, size and appearance to improve the similarity measurement. However, their appearance models are still inadequate to handle large appearance variations, thus adversely affecting tracking performance.

In the earlier work [93], a discriminative target-specific appearance-based affinity model is advocated to reinforce the appearance cues for multi-human tracking. Unlike the PIRMPT system proposed by [87], which needs off-line learned local descriptors, the proposed target-specific metrics are online learned during the tracking. In [93], a motion constraint based on heuristics is utilized. In this chapter, motion dynamics are exploited to further improve tracking of target’s identity.
Furthermore, the significance of the appearance and motion cues on tracking performance are studied separately. Different from previous works [86–88], which simply multiply the motion and appearance affinities to obtain the linking probabilities of two tracklets, a learning algorithm to automatically learn the weights of the two terms from labeled training data is developed. The learned weights can enhance the tracking cues with strong discriminative power and suppress the tracking cues with weak discriminative power. As a result, the weighted tracking cues can disambiguate the targets’ respective identities better even in situations such as the one depicted in Figure 4.1.

Among the early multi-target tracking methods, particle filtering has been a popular approach. Okuma et al. [124] combines Adaboost for object detection with mixture of particle filters for multiple-object tracking. Cai et al. [125] extend this boosted particle filter by using a rectification technique and embedding mean-shift algorithm to increase the robustness for multiple objects tracking. Breitenstein et al. [29] uses the continuous confidence of human detectors and online-trained, instance-specific classifiers as a graded observation model. These methods rely on the past and current frames to achieve the final tracking results. So they are suitable for online applications. Nevertheless, they may fail when prolonged occlusions and frequent interactions of targets occur and they are sensitive to false detection responses.

Recently, significant progress has been reported in human detection and tracking, based on a new popular tracking paradigm: detect-then-track. A typical way of doing this is to track multiple targets frame by frame, which often encounters irrecoverable errors if a target is undetected in one or more successive frames or if two detections are erroneously linked. To overcome this weakness, the global trajectory optimization methods over batches of frames have been proposed in recent years, such as Linear Programming [79, 126] and Dynamic Programming [6, 127].
Figure 4.1: A difficult scenario of high appearance similarity among targets. (Frames from PETS dataset with pedestrian identities labeled by our method): Despite individuals 1 and 8 dressed in similarly colored clothes and severe occlusions and interactions between individuals 1, 8, and 9, their identities should remain unchanged.

These methods are often based on graphical network optimization in which the nodes are represented by detection responses. Such methods often fail to handle the problems of long-term tracking in crowded scenes well. To alleviate this, some researchers [74, 87, 128] try to use the track fragments (tracklets) as graph nodes aiming at linking tracklets into long trajectories. This kind of Tracklet Association-based Tracking (TAT) methods can increase robustness and reduce the computation complexity of the graph optimization.

There are two key components of a TAT approach: (1) The tracklet affinity
model that estimates the likelihood of two tracklets belonging to the same target;
(2) The global optimization framework for tracklet association that determines the
links of the tracklets based on their affinity scores. Yang et al. [86] propose to
learn non-linear motion patterns and robust appearance models with a multiple
instance learning (MIL) algorithm for tracklet affinity measurements. In [129],
Yang et al. introduce online learned discriminative part-based appearance models
for tracklet affinity measurements in a tracklet association framework. The General-
ized Linear Assignment (GLA) framework is proposed for tracklet association by
Dicle et al. [82]. Yang et al. [74] present an online conditional random field (CRF)
framework, which incorporates pairwise models to differentiate difficult pairs of
targets, for tracklet association. However, due to the long duration gaps between
tracklets or less effective appearance-based models, many existing TAT methods
are not capable of handling long-term occlusions and interactions between targets.
The proposed framework utilizes online learned target-specific metrics with strong
discriminative power and allows longer gaps between tracklets to be linked.

The proposed multi-target tracking approach in this chapter is a TAT method
based on network flow optimization. This chapter reports that our method is
applied to tracking pedestrians in real scenes, but it can be generalized to tracking
any other objects in diverse situations. The framework of this method is shown in
Figure 4.2.

Given a video sequence, an existing detector, such as the Deformable Part
Model (DPM) detector [21], is first utilized to detect pedestrians in each frame.
The initial tracklets are generated based on motion trajectory using the successive
shortest path algorithm [6]. The initial tracklets may be unreliable because the
detection responses in one tracklet may come from more than one person. The pro-
posed target-specific metric learning using the online collected samples from these
initial tracklets is introduced. Then the online learned target-specific metrics are
Figure 4.2: The proposed framework. In the cost-flow network, each node denotes a reliable tracklet; The flow costs of edges are defined by negative log of the affinity scores, which are obtained through the online learning of target-specific metrics and motion dynamics with the off-line learned weights on segments of short-time sequences known as local segments.

used to refine these initial tracklets for reliable tracklets. The cost-flow network is based on the reliable tracklets and its optimization yields the long-term trajectories of multiple persons. Estimating the transition costs is the key factor in the min-cost network flow optimization. This work proposes to learn tracklet affinity models, which include weighted discriminative appearance and motion cues, in an online manner for estimating the transition costs.

The main contributions of the proposed work in this chapter are as follows:

- Online learning of target-specific metrics with strong discriminative power through a two-step target-specific metric learning and metric refinement processes.

- Utilizing both appearance and motion dynamics in the tracklet affinity models, which are updated within each local segment for reduced computation and locally adaptive affinity models.
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- A learning algorithm to learn the weights of motion and appearance tracking cues for tracklet affinity models.

The rest of this chapter is organized as follows: Section 4.2 describes the cost-flow network formulation. Section 4.3 presents the online learning of the tracklet affinity models. The learning of weights is presented in section 4.4. Experimental results and comparisons are shown in section 4.5. Section 4.6 concludes the whole chapter.

4.2 Cost-flow Network Formulation for Trajectory Recovery by Tracklet Association

The cost-flow network has been shown to be effective for estimating the trajectories in the previous studies [4, 6, 28]. However, in these works, the graph nodes are defined by the detection responses. In recent works [27, 74, 86, 87, 130, 131], Tracklet Association-based Tracking (TAT) methods were proposed for multi-target tracking. In these methods, the tracklets were generated based on association of detection responses. In this chapter, the initial tracklets are generated based on motion trajectory using the successive shortest path algorithm. The initial tracklets are then refined by the proposed online learned target-specific metrics for reliable tracklets. This work can construct a smaller graph based on such tracklets which are of a higher order of abstraction than those based on detection responses. The problems in long-term multi-human tracking can be solved by directly linking tracklets instead of detection responses.

An objective function, which takes a similar form as detection association in [4], is defined for tracklet association. Let $X = \{F_i\}$ be the collection of all the tracklets. A single trajectory hypothesis is defined as an ordered list of $N$ tracklets: $T_k = \{F_{k_1}, F_{k_2}, ..., F_{k_l}\}$, where $F_{k_i} \in X$, and $i = 1, ..., l; 1 \leq l < N$. A
tracklet association hypothesis $T$ is defined as a set of single trajectory hypotheses: $T = \{T_k\}$.

The objective of tracklet association is to maximize the posteriori probability of $T$ given $X$:

$$T^* = \arg \max_T P(T|X)$$
$$= \arg \max_T P(X|T)P(T)$$
$$= \arg \max_T \prod_i P(F_i|T)P(T) \quad (4.1)$$

assuming that the likelihood probabilities of $F_i$ are conditionally independent.

It is assumed that the motion of each tracklet is independent and one tracklet can only belong to one trajectory. Then the above equation can be further decomposed into:

$$T^* = \arg \max_T \prod_i P(F_i|T) \prod_{T_k \in T} P(T_k) \quad (4.2)$$

$$s.t. \quad T_k \cap T_l = \Phi, \forall k \neq l \quad (4.3)$$

The second term in Equ. (4.2) is defined as follows:

$$P(T_k) = P(\{F_{k_1}, F_{k_2}, ..., F_{k_l}\})$$
$$= P_s(F_{k_1})\left(\prod_{n=1}^{l-1} P(F_{n+1}|F_n)\right)P_l(F_{k_l}) \quad (4.4)$$

$P(F_i|T)$ is the likelihood function of tracklet $F_i$. It is assumed that there are no false alarms from the reliable tracklets, so $P(F_i|T) = 1$. Then Equ. (4.2) can
be further simplified as follows:

\[
T^* = \arg \max_T \prod_i P(F_i | T) \prod_{T_k \in T} P(T_k) \\
= \arg \max_T \prod_{T_k \in T} P(T_k) \tag{4.5}
\]

\(P(T_k)\) is modeled as a Markov chain, which includes a starting probability \(P_s(F_{k_1})\), a termination probability \(P_t(F_{k_l})\), and transition probability \(P(F_{n+1}|F_n)\) between temporarily adjacent tracklets. Finding the optimal association hypothesis \(T^*\) is equivalent to minimizing the cost of flow from source \(s\) to sink \(t\) in a network flow graph. A network graph can be constructed as follows:

Given an observation set \(X\): for every tracklet \(F_i \in X\), we create a node \(v_i\), an edge from source \(s\) to a node, \((s, v_i)\), with cost \(c(s, v_i) = c^s_i\) and flow \(f(s, v_i) = f^s_i\), and an edge from a node to sink \(t\), \((v_i, t)\) with cost \(c(v_i, t) = c^t_i\) and flow \(f(v_i, t) = f^t_i\). For every transition \(P(F_j|F_i) \neq 0\), create an edge \((v_i, v_j)\), \(i \neq j\), with cost \(c(v_i, v_j) = c_{ij}\) and flow \(f(v_i, v_j) = f_{ij}\). The logarithm of the objective function is taken to simplify the expression while preserving the maximum a posteriori probability (MAP) solution. Then, Equ. (4.5) can be re-written as follows:

\[
T = \arg \min_T \left( \sum_i c^s_i f^s_i + \sum_{ij} c_{ij} f_{ij} + \sum_i c^t_i f^t_i \right) \tag{4.6}
\]

subject to Equ. (4.6), where

\[
c^s_i = -\log P_s(F_i), \quad c^t_i = -\log P_t(F_i), \quad c_{ij} = -\log P(F_j|F_i).
\]
Equ. (4.7) ensures that the tracklet association hypothesis $\mathcal{T}$ is non-overlapping. The above formulation can be mapped into a cost-flow network with a source $s$ and a sink $t$. Estimating the transition costs $c_{ij}$ is very critical in solving this min-cost network flow problem. Previous network flow approaches [4–6, 28] only utilize motion cues across consecutive frames and simple appearance features such as color histograms to calculate $c_{ij}$. Nevertheless, these cues are not very reliable when long-term occlusions and interactions between targets occur. In this chapter, the segment-wise tracklet affinity models, consisting of weighted tracking cues, are proposed to be online learned for estimating $c_{ij}$.

### 4.3 Online Learning of Tracklet Affinity Models

In this section, the online learning of tracklet affinity models, consisting of online target-specific metric learning and online motion dynamics estimating, are introduced. The affinity scores of adjacent tracklets, which are used as the transition probabilities between two corresponding nodes in the cost-flow network, can be obtained through tracklet affinity measurements. The local transition probabilities estimation is performed within a local segment of $S$ frames ($S = 50$ in the implementation).

In order to obtain effective appearance cues for reliable transition probability estimation, a novel target-specific appearance-based model is proposed. The appearance-based model learning problem is formulated as a metric learning problem, which can enhance the features with strong discriminative power and suppress the features with weak discriminative power. Here, target-specific metrics are learned so that target-specific properties can be efficiently explored for more discriminative models. In contrast to the previous work of [87] in which local descriptors are learned offline, our learning is online throughout and our target-
specific metrics are adaptive to local segments. Moreover, to create a more discriminative tracklet affinity model, this work also explores the motion dynamics cue and embeds it into the proposed tracklet affinity model. The motion dynamics are online estimated without any assumed priors. As a result, the learned tracklet affinity models can better represent the appearance and motion cues adaptively and provide reliable transition probability estimation.

### 4.3.1 Online Target-Specific Metric Learning

It is aimed to online learn discriminative target-specific metrics while keeping the computational complexity low. For each tracklet $F_i$, we learn a distance metric function.

The learning involves feature representation, online training sample collection and online training. To create a strong appearance-based model, this work starts from a rich set of basic features, which includes color, shape and texture, to describe a pedestrian’s appearance.

Given a training dataset $Z = \{(z^t, l_i)\}_{i=1}^n$, where $z^t$ is a feature vector representing the appearance of a detection response at frame $t$, and $l_i$ is the tracklet label which the detection response belongs to. This work defines a positive difference vector $x^p_i$ computed between a pair of relevant samples (detection responses belonging to the same person) and a negative difference vector $x^n_i$ computed from a pair of irrelevant samples (detection responses belonging to different persons). Here, it is assumed that the first $M$ frames of each initial tracklet are reliable and the detection responses are from the same person. Training samples are therefore collected from these frames.
The difference vectors $x^p_i$ and $x^n_i$ are defined as follows:

$$
x^p_i = d(z_i, z'_i) = |z_i - z'_i|
$$

$$
x^n_i = d(z_i, z'_j) = |z_i - z'_j|, \quad i \neq j
$$

(4.8)

where $d$ is an absolute difference function, $z_i$ and $z'_i$ are two samples from the same tracklet $F_i$, $z'_j$ is a sample from a different tracklet $F_j$.

Given the difference vectors $x^p_i$ and $x^n_i$, a distance function $D_i$ for tracklet $F_i$ can be learned based on relative distance comparison so that $D_i(x^p_i) < D_i(x^n_i)$. This distance function $D_i$ is parameterized as a Mahalanobis distance function:

$$
D_i(x) = x^T M_i x, \quad M_i \succeq 0
$$

(4.9)

The logistic function as in [132] is adopted to learn $D_i$ to force $D_i(x^p_i)$ to be small, and $D_i(x^n_i)$ to be big:

$$
\min_{D_i} r(D_i) = -\log \left( (1 + \exp (D_i(x^p_i) - D_i(x^n_i)))^{-1} \right)
$$

(4.10)

Furthermore, the term $M_i$ in the distance function $D_i$ can be decomposed by eigendecomposition:

$$
M_i = A_i \Lambda_i A_i^T = W_i W_i^T, \quad W_i = A_i \Lambda_i^{\frac{1}{2}}
$$

(4.11)

where $A_i$ is the orthonormal eigenvector matrix of $M_i$ and the diagonal of $\Lambda_i$ are the corresponding eigenvalues.

Therefore, learning a distance function $D_i$ is equivalent to learning the matrix
min \( r(W_i), s.t. \quad w_i^T w_j = 0, \forall i \neq j, w_i, w_j \in W_i \)
\[
r(W_i) = \log(1 + \exp\{\|W_i^T x_p^i\|^2 - \|W_i^T x_n^i\|^2\})
\] (4.12)

Online training sample collection is another important issue in online learning. The \( q \) strongest (\( q = 4 \) in this work) detection responses in each tracklet are used as training samples. For \( x_p^i \), we collect relevant sample pairs from the same tracklet. However, for \( x_n^i \), we collect irrelevant sample pairs from different persons.

To determine the relevance of sample pairs, two constraints are employed: spatio-temporal and exit constraints. The first constraint is based on the fact that one person cannot appear at two or more different locations at the same time. The second constraint is based on the observation that the person who has already exited the view cannot be the person who is still within the view. The irrelevant samples, which satisfy the above two constraints, are online collected from \( F_i \) and \( F_j \) respectively to form irrelevant pairs.

Once online training sample collection is finished, the gradient descent method is utilized to learn \( W_i \) for each tracklet \( F_i \). Finally, the target-specific transform matrices for all the tracklets are obtained:
\[
W = \{W_i\}, \quad i = 1, ..., N
\] (4.13)

### 4.3.2 Tracklet Refinement

To solve the objective function in Eqn. (4.6), it is needed to identify reliable tracklets for the nodes in the network graph. The initial tracklets are created by the successive shortest path algorithm as in [6]. This method uses spatio-temporal information such as distance between corresponding observations in adjacent frames.
to link the detections into tracklets. Without effective use of appearance cues, the initial tracklets may be not consistent in appearance and hence unreliable when there are many interactions or occlusions between targets. A typical error is that there are some detection responses belonging to different persons in one tracklet. Hence, tracklet refinement is needed to separate tracklets into multiple short but reliable ones.

The online learned target-specific metrics are employed to refine the initial tracklets. To construct the probe set, the detection with the strongest detection response, $g_i$, is selected from the first $M$ frames of an initial tracklet, $F_i$, which are assumed to be reliable. It is defined as $G = \{g_i\}, i = 1, ..., N_s$, where $N_s$ is the number of tracklets in a local segment. Each tracklet $F_i$ has only one selected $g_i$ in $G$.

The target-specific transform matrix $W_i$ for each initial tracklet is learned after collecting training samples as described in previous sub-section. The identity test is carried out within a local segment frame by frame to obtain the relative distance between the detection response at frame $t$ of $F_i$ and the corresponding $g_i$ in the probe set:

$$x_i^t = d(z_i^t - g_i) = |z_i^t - g_i|; \quad i = 1, ..., N_s$$

$$d_i^t = \|W_i^T x_i^t\|^2 \quad (4.14)$$

where $z_i^t$ is an instance from tracklet $F_i$ at frame $t$, $g_i$ is the corresponding detection response of $F_i$ in $G$, and $d_i^t$ is the relative distance between $z_i^t$ and $g_i$.

For a reliable tracklet, the relative distance between the current detection response $z_i^t$ and the probe $g_i$ should be small; otherwise, it is an unreliable tracklet. A distance threshold $\omega$ is used to identify reliable tracklets. In a tracklet $F_i$, if $K$ ($K = 5$ in our implementation) consecutive detection responses having relative
distance values (from $g_i$) above $\omega$, we split $F_i$ into two parts from the first consecutive detection response. The above process is repeated multiple times until there are no unreliable tracklets.

### 4.3.3 Online Tracklet Dynamics Estimation

To disambiguate targets with similar appearance, motion dynamics are proposed to be exploited together with appearance cues as described above to keep track of target’s identity. The main idea of tracklet dynamics estimation is to model the evolution of target motions as a sequence of piecewise linear regressors whose orders can be estimated from the available data.

Similar to [133, 134], this work collects the position information of all the detection responses within one tracklet in a vector $y$ and assumes that its value at current time $q$ is related to its past values $y_{q-i}$ by an $m^{th}$ order autoregressive model of the form:

$$y_q = a_1 y_{q-1} + a_2 y_{q-2} + \ldots + a_m y_{q-m}$$

$$= \sum_{i=1}^{m} a_i y_{q-i}, \quad m \leq N_f, q \geq s + m \quad (4.15)$$

where $a = [a_m \ a_{m-1} \ldots \ a_1]^T$ is the regressor vector, $N_f$ is the total number of frames of the tracklet, $m$ is the number of frames of the trajectory $y_q$ and $s$ is the starting frame of the tracklet.

Hence, a tracklet $F_i$ can be interpreted as an ordered sequence of dynamic measurements $\{y_q\}$, $s \leq q \leq t$, where $s$ and $t$ are the starting and terminating frames, respectively.

The order of the autoregressive model $m$ measures the complexity of the underlying tracklet dynamics. Specifically, a well known result from the realization
theory [135, 136] is that, under mild conditions, given an ordered sequence of measurements \{y_q\} generated by Equ. (4.15), the order \(m\) of the autoregressive model equals to the rank of the corresponding Hankel matrix, \(i.e., m = \text{rank}(H_{F_i}^{(n)})\) where \(H_{F_i}^{(n)}\) is the Hankel matrix with \(n \geq m\) columns:

\[
H_{F_i}^{(n)} = \begin{bmatrix}
y_s, & y_{s+1} & \cdots & y_{s+n-1} \\
y_{s+1} & y_{s+2} & \cdots & y_{s+n} \\
\vdots & \vdots & \ddots & \vdots \\
y_{t-n+1} & y_{t-n} & \cdots & y_t
\end{bmatrix}
\] \hspace{1cm} (4.16)

The motion dynamics similarity \(P_m(F_i, F_j)\) between two tracklets \(F_i\) and \(F_j\), which takes a similar form as in [134], is defined as follows:

\[
P_m(F_i, F_j) = \begin{cases} 
-\infty, & \text{if temporal conflict exists;} \\
\frac{\text{rank}(H_{F_i}) + \text{rank}(H_{F_j})}{\text{rank}(H_{F_{ij}})} - 1 & \text{otherwise}
\end{cases}
\] \hspace{1cm} (4.17)

where \(F_{ij}\) is the joint tracklet with the gap between \(F_i\) and \(F_j\) interpolated.

Here, it is assumed that the targets do not significantly change their dynamics between tracklets. The intuition of the above motion dynamics similarity is that if two tracklets are from the same trajectory then they can be approximated by one relatively low order regressor. Otherwise, if two tracklets are from different trajectories, the joined trajectory needs a higher order regressor than the regressors of each single tracklet. Hence, if \(\text{rank}(H_{F_i}) = r(F_i)\) and \(\text{rank}(H_{F_j}) = r(F_j)\), then \(\text{rank}(H_{F_{ij}}) = r(F_{ij}) \leq (r(F_i) + r(F_j))\). Consequently, if \(F_i\) and \(F_j\) are of the same trajectory, then \(r(F_i) = r(F_j) = r(F_{ij})\) and \(P_m(F_i, F_j) = 1\), but if not, \(P_m(F_i, F_j) \approx 0\).

Tracklet dynamics are online estimated without any prior knowledge based on the reliable tracklets. The IHTLS (iterative Hankel Total Least Squares) method in
[82] is employed to estimate the rank of the Hankel matrices for tracklet dynamics estimation.

### 4.3.4 Tracklet Affinity Measurement

In this subsection, the measurement of the affinity between $F_i$ and $F_j$, or equivalently, the transition probability, $P_{ij}$, in the network graph between node $i$ and node $j$ is presented. The tracklet affinity score, $S_{ij}$, which is equivalent to $P_{ij}$, is defined as follows:

$$ S_{ij} = P_m(F_i, F_j)P_a(F_i, F_j)C_{ij} $$

(4.18)

where $P_m(F_i, F_j)$ is the motion-based affinity model, which is defined by Equ. (4.17), $P_a(F_i, F_j)$ is the appearance-based affinity model and $C_{ij}$ is a limiting function.

To obtain the appearance-based affinity model $P_a(F_i, F_j)$, this work first computes the relative distances $d_{ij}^t$ between each detection response in $F_i$ and the probe $g_j$, and $d_{ji}^{t'}$ between each detection response in $F_j$ and the probe $g_i$,

$$ x_{ij}^t = |z_{ij}^t - g_j|, \quad x_{ji}^{t'} = |z_{ji}^{t'} - g_i|; \quad i, j = 1, ..., N_s $$

$$ d_{ij}^t = \|W_i^T x_{ij}^t\|^2, \quad d_{ji}^{t'} = \|W_j^T x_{ji}^{t'}\|^2 $$

(4.19)

where $z_{ij}^t$ denotes the feature vector of a detection response in tracklet $F_i$ at frame $t$, $z_{ji}^{t'}$ denotes the feature vector of a detection response in tracklet $F_j$ at frame $t'$, and $g_i, g_j \in G$.

Subsequently, this work calculates the mean values of the relative distances and
uses them to define the appearance-based affinity model $P_a(F_i, F_j)$:
\[
d_{ij} = \left( \sum_t d_{ij}^t \right) / m, \quad d_{ji} = \left( \sum_{t'} d_{ji}^{t'} \right) / n
\]  
(4.20)

\[
P_a(F_i, F_j) = (d_{ij}d_{ji})^{-1}\gamma
\]  
(4.21)

where $\gamma$ is a normalization term and $m, n$ are the number of frames of $F_i$ and $F_j$ respectively.

It is no need to apply Equ. (4.18) to every pair, since there are a lot of obviously non-related tracklet pairs which do not belong to the same trajectory. Because a limiting function $C_{ij}$ is included in Equ. (4.18), this work actually applies it for every tracklet pair. This limiting function $C_{ij}$ is proposed based on spatio-temporal, and exit constraints:

\[
C_{ij} = C_t(F_i, F_j)C_e(F_i, F_j)
\]  
(4.22)

The spatio-temporal constraint is defined as follows:

\[
C_t(F_i, F_j) = \begin{cases} 
1, & \text{if } F_i \cap F_j = \phi \\
0, & \text{otherwise}
\end{cases}
\]  
(4.23)

where $\cap$ is an intersection operator that is used to find the overlap between two tracklets.

The exit constraint is defined as:

\[
C_e(F_i, F_j) = \begin{cases} 
1, & \text{if } t_i^s > t_j^r \& \ p_{ij}^{tr} \notin E \\
0, & \text{otherwise}
\end{cases}
\]  
(4.24)

where $t_i^s$ is the starting frame of tracklet $F_i$, $t_j^r$ is the ending frame of tracklet $F_j$, $p_{ij}^{tr}$ is the position of the detection response of tracklet $F_j$ at time $t_j^r$ and $E$ is the
exit area which is near image borders. For static cameras, the incremental learning algorithm for exit map as in [86] is adopted to obtain $E$.

$C_t(F_i, F_j)$ and $C_e(F_i, F_j)$ associate $F_i$ and $F_j$ if they have no overlap and $F_i$ does not exit the screen when $F_j$ appears.

The transition costs of the adjacent nodes in the cost-flow network is obtained by taking negative logarithm of the affinity scores between corresponding tracklets:

$$c_{ij} = -\log S_{ij} \quad (4.25)$$

Finally, the optimal tracklet association hypothesis $T^*$ in Equ. (4.6) is estimated based on $c_{ij}$.

However, in the proposed tracklet affinity model as depicted in Equ. (4.18), the motion-based affinity model, $P_m(F_i, F_j)$, and appearance-based affinity model, $P_a(F_i, F_j)$, are treated equally without any voting weights. This may result in inaccurate affinity scores if one of the tracking cues is dominant and the other one is confusing, having an effect as a noise factor. Therefore, the influences of the two tracking cues on tracking performance are investigated in next section.

### 4.4 Learning of Affinity Weights

In difficult situations, where severe occlusions and interactions occur, the motion-based affinity model and appearance-based affinity model may not be consistent. Hence, it is needed to weight them properly for stable performance.

A weighting parameter $\lambda$, which controls the weight of the motion-based affinity score, is proposed to be added in Equ. (4.18).

$$S_{ij} = [P_m(F_i, F_j)]^{\lambda}P_a(F_i, F_j)c_{ij}, \quad 0 \leq \lambda \leq 1 \quad (4.26)$$
where $\lambda$ is learned from labeled data. If the value of $\lambda$ is larger, the motion-based affinity score, $P_m(F_i, F_j)$, contributes more to $S_{ij}$.

### 4.4.1 Assessment of Difficult Situations for Motion Dynamics

To investigate the difficult situations where the motion affinities are not reliable, only the motion-based affinity model is used to estimate $c_{ij}$ for Equ. (4.6) in the experiments. After analyzing the inconsistencies between the tracking results and the labeled ground truth data, these typical situations, where the motion affinities are not reliable, are obtained. Based on the analysis, a rule is designed to automatically assess these difficult situations.

There are two constraints in this rule. The first one is as follows:

$$S(z_{te}^i) \cap S(z_{te}^k) \geq \eta \ast \min(S(z_{ts}^i), S(z_{ts}^k)) \text{ or }$$
$$S(z_{ts}^i) \cap S(z_{ts}^k) \geq \eta \ast \min(S(z_{ts}^i), S(z_{ts}^k))$$

where $z_{te}^i$ and $z_{ts}^i$ are the detection responses of $F_i$ at the ending frame $t^e$ and the starting frame $t^s$, respectively. $z_{te}^k$ and $z_{ts}^k$ are the detection responses of $F_k$ at the ending frame $t^e$ and the starting frame $t^s$, respectively. $S(\cdot)$ is the operator to capture the area of the detections in pixels. $\eta$ is a sensitivity threshold ($\eta = 0.3$ in our implementation).

The second constraint is that at least one linked candidate of each tracklet has gaps in the temporal space.

If the tracklet pair \{F_i, F_k\} match the above two conditions, then the weighting parameter $\lambda$ is added to the motion-based affinity models related to $F_i$ and $F_k$ as $[P_m(F_i, F_j)]^\lambda$ and $[P_m(F_k, F_l)]^\lambda$. $F_j$, $F_l$ are the linked candidate tracklets of $F_i$ and $F_k$ respectively. As shown in Figure 4.3, the tracklet pairs with identities 269, 289
4.4.2 Learning of the Weighting Parameter

The weighting parameter $\lambda$ in Equ. (4.26) defines the weight of the motion-based affinity model for tracklet association. Based on the frames of the gaps between

Figure 4.3: An example of the difficult situations.

and 305,306 match these two constraints. Hence, the weighting parameter $\lambda$ for these 4 tracklets in terms of the motion-based affinity models is added.
tracklets, the weighting parameter $\lambda$ is divided into 2 levels:

$$\lambda = \begin{cases} 
\lambda_1, & 1 \leq u \leq B_1 \\
\lambda_2, & u > B_1 
\end{cases} \quad (4.28)$$

where $u$ is the number of frames in the gap between corresponding tracklets ($B_1 = 20$ in the implementation).

The intuition is that if the gaps are longer, it is more difficult to accurately estimate the joint tracklet dynamics. Therefore, 2 difficulty levels are defined as in Equ. (4.28), making the weighting parameter $\lambda$ more adaptive to the difficult situations. The number of the difficulty levels and the upper bound value of level 1 ($B_1$) are empirically determined. Furthermore, tracking performance evaluation and network flow optimization are employed jointly to optimize the weighting parameters for tracklet association.

Given the reliable tracklets and the labeled ground truth data of a video sequence, it is aimed to learn the weighting parameters in a supervised manner so that the tracking performance can be optimized. The different difficult levels of the weighting parameters are optimized independently in a greedy fashion. After some repeatedly iterations with a fixed step value, the weighting parameters $\{\lambda_1, \lambda_2\}$ are obtained. The learning algorithm is summarized in Algorithm 2.

The weighting parameters $\lambda_1$ and $\lambda_2$ are learned from the ground truth data of PETS 2009 [137] in this chapter. The proposed tracking algorithm is then run with the learned weighting parameters on all the datasets for evaluation. Based on the analysis of the experimental results with different $B_1$, it is found that the tracking performance is slightly affected by the changes of $B_1$. A upper bound value $B_1$ of (20-30) frame gap works well for all sequences.

The complete step-by-step pseudo-code algorithm description of the proposed tracking method in this chapter is summarized in Algorithm 3.
Algorithm 2 Weighting parameter learning for tracklet association

Input:
Reliable tracklets;
Labeled ground truth data;

Output:
The learned weighting parameters: \{\lambda_1, \lambda_2\};

1: Initialize the weighting parameters: \lambda_1 = \lambda_1' = 0, \lambda_2 = \lambda_2' = 0 and the step value \Delta \lambda = 0.1;
2: Online estimate transition costs for all graph node (tracklet) pairs based on:
   \[ c_{ij} = - \log(P_m(F_i, F_j)P_a(F_i, F_j)C_{ij}); \]
3: for \( i = 1 \) to 2 do
4:   while \( \lambda_i \leq 1 \) do
5:     for all graph node (tracklet) pair \{F_i, F_k\} matches the rule of the assessment of difficult situations do
6:       if \( u \geq 1 \) and \( u \leq B_1 \) then
7:         \( \lambda = \lambda_1; \)
8:       else if \( u > B_1 \) then
9:         \( \lambda = \lambda_2; \)
10:      end if
11:     for all tracklet pairs related to \( F_i, F_k \) do
12:       \( c_{ij} = - \log([P_m(F_i, F_j)]^{\lambda}P_a(F_i, F_j)C_{ij}); \)
13:       \( c_{kl} = - \log([P_m(F_k, F_i)]^{\lambda}P_a(F_k, F_i)C_{kl}); \)
14:     end for
15:   end for
16:   Obtain tracking results through network flow optimization;
17:   if Current tracking results better converge to ground truth data then
18:     \( \lambda_i = \lambda_i'; \)
19:   end if
20: end while
21: end for
22: return \{\lambda_1, \lambda_2\}.

4.5 Experiments

4.5.1 Datasets

To evaluate the performance of the proposed approach, four challenging publicly available pedestrian datasets are used for the experiments.

**TUD.** The TUD Crossing sequence [138] and TUD-Stadtmitte sequence [2] are real-world videos filmed in busy pedestrian streets. The cameras are positioned at a
Algorithm 3 Tracklet Association by Online Target-Specific Metric Learning and Coherent Dynamics Estimation

Input:
- Input video sequence;
- A state-of-the-art detector such as DPM detector is used to generate human detections.

Output:
- Tracking results.

1: A state-of-the-art detector such as DPM detector is used to generate human detections.
2: After tracklet initialization step, it is the online training sample collection step within a local segment. Based on the spatio-temporal and exit constraints, the negative and positive training pairs are online collected.
3: All the online collected samples are warped to a fixed $128 \times 64$ pixel size.
4: The target-specific metrics are learned via Eq. 4.12 by using the online collected samples from initial tracklets.
5: The learned target-specific metrics are used to refine the initial tracklets for reliable tracklets.
6: The target-specific metrics are relearned via Eq. 4.12 by using the online collected samples from reliable tracklets. Meanwhile, the motion dynamics are online estimated via Eq. 4.17 based on reliable tracklets.
7: The tracklet affinities within this local segment is obtained via Eq. 4.26 with an off-line learned weighting parameter $\lambda$.
8: The above steps 2-7 are repeated until all the local segments are processed.
9: The reliable tracklets (graph nodes) and tracklet affinities (transition probabilities) are passed to the cost-flow network. This global network flow optimization yields the long-term trajectories of multiple humans. After the post processing step – trajectory completion, the final tracking results are obtained.

quite low angle, resulting in more complex occlusion patterns and rather inaccurate ground plane locations. Furthermore, for the TUD-Stadtmitte sequence, the size of the pedestrians on the image plane vary drastically.

PETS 2009. The PETS 2009 benchmark dataset [137] presents an outdoor scene with large number of pedestrians captured from multiple cameras at 7 fps. Note that the pedestrians vary significantly in appearance due to shadows and lighting changes. Moreover, there are frequent occlusions, which are caused by pedestrian occluding each other, or static occlusions such as the traffic sign. In the experiments, the sequence S2L1 in the first view, which is widely used in multi-target tracking literature, is selected.
Town Centre. The Town Centre dataset [139] is captured by a single elevated camera in a busy town centre street. There are 16 pedestrians visible at any time on average, leading to frequent dynamic occlusions and interactions. Furthermore, due to the severe occlusions caused by static obstacles such as benches, many pedestrians are not detected by the state-of-the-art detectors.

ETH. The ETH BAHNHOF and SUNNY DAY sequences [41] show busy street scenes from a pair of cameras on a moving stroller. The stroller is moving forward at most of the time, however there are still some panning motions, which leads to the unreliable motion affinities between tracklets. Moreover, frequent full or partial occlusions occur due to the low view angles of cameras. And the size of the pedestrians also varies significantly on the image plane.

4.5.2 Experimental Settings

The online collected training samples from video frames are normalized to $128 \times 64$ pixels for target-specific metric learning. For the color feature, RGB, YCbCr and HSV color histograms are extracted with 16 bins for each channel respectively and concatenated into a 144-element vector. To capture shape information, this work adopts the Histogram of Gradients (HOG) feature [7] by setting the cell size to be 8 to form a 3968-element vector. Two types of texture features are extracted by Schmid and Gabor filters. In total, 13 Schmid channel features and 8 Gabor channel features are obtained to form a 336-element vector by using a 16-bin histogram vector to represent each channel. Each person image is thus represented by a feature vector in a 4448-dimensional feature space.

4.5.3 Evaluation Metrics

Since it is difficult to use one single score to evaluate multi-target tracking performance, the evaluation metrics defined in [5, 26], as well as the standard CLEAR
MOT metrics [140], are utilized:

- **Recall** (↑): correctly matched detections / total detections in ground truth.
- **Precision** (↑): correctly matched detections / total detections in the tracking result.
- **FAF** (↓): number of false alarms per frame.
- **FP** (↓): number of false positives.
- **FN** (↓): number of false negatives.
- **GT**: number of trajectories in ground truth.
- **MT** (↑): number of mostly tracked trajectories.
- **PT**: number of partially tracked trajectories.
- **ML** (↓): number of mostly lost trajectories.
- **Frag** (↓): number of fragmentations.
- **IDS** (↓): number of id switches.
- **MOTA** (↑): Multi-object tracking accuracy.
- **MOTP** (↑): Multi-object tracking precision.
- **IDS/correctly matched detections** (↓).

For evaluation items with (↑), higher scores denote better performance; for evaluation items with (↓), lower scores denote better performance. The evaluation codes are downloaded from [15].
4.5.4 Quantitative Evaluation

The quantitative evaluations are presented in three sub-sections: abbreviations of the proposed methods in the experiments, comparison with network flow based methods, and comparison with other state-of-the-art methods on benchmark datasets.

4.5.4.1 Abbreviations of Different Methods

- **CML**: The proposed method with only an online learned common class metric for all tracklets.
- **TSML**: The proposed method with online target-specific metric learning.
- **TD**: The proposed method with only tracklet dynamics.
- **TSML+TD**: The proposed method with online target-specific metric learning and tracklet dynamics.
- **TSML+TD+WP**: The proposed method with full tracklet affinity model including target-specific metric learning (TSML), tracklet dynamics (TD) and weighting parameters (WP).

The baselines CML and TSML are from our previous work [93].

4.5.4.2 Comparison with Network Flow based Methods

The proposed method is first evaluated on the popular TUD Crossing sequence [138] and ETH BAHNHOF sequence [41]. For a fair comparison, the same sequences and pre-trained pedestrian detector as in [5] are used. The quantitative metric is defined as ID switches / total number of correct observations used in the trajectories (IDS / correctly matched detections), which is the same as in [5]. Table 4.1 gives the quantitative results computed on the TUD Crossing sequence, and the first 350 frames of the ETH BAHNHOF sequence. Due to the forward and panning
Table 4.1: Comparison of tracking results with other network flow based methods on TUD Crossing and ETH BAHNHOF (first 350 frames) sequences. The entries in the table are (IDS)/(correctly matched detections). Columns 1 and 2 use the pre-trained pedestrian detector of [3]. Column 3 shows the results when ground truth detections are used to generate the initial tracklets. The ground truth detections are from [6].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>TUD Crossing</th>
<th>ETH</th>
<th>ETH (GT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRMCNF [5]</td>
<td>14/819</td>
<td>23/1514</td>
<td>14/1783</td>
</tr>
<tr>
<td>CML</td>
<td>10/845</td>
<td>5/1728</td>
<td>3/1786</td>
</tr>
<tr>
<td>TSML</td>
<td>7/862</td>
<td>1/1790</td>
<td>0/1820</td>
</tr>
</tbody>
</table>

Note that our method gives better results when compared with the three network flow methods [4–6]. Moreover, the noticeable improvement in ID switches indicates that our method can better deal with long-term tracking, where the traditional motion models are less reliable. Figure 4.4 shows the superiority of our method.

4.5.4.3 Comparison with State-of-the-art Methods

To show the effectiveness of our method, our method is further compared with other state-of-the-art methods on more publicly available datasets. To make fair
Figure 4.4: Columns 1 and 2 compare the tracking results of LRMCNF [5] (left) and our approach (right) respectively on the ETH BAHNHOF sequence (frames 104 - first row, 130 - second row, 187 - third row). Note the detection windows pointed by red arrows. We can see that our approach maintains ID labels more reliably.
Table 4.2: Comparison of tracking results between state-of-the-art methods and ours on PETS 2009 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>MOTA</th>
<th>MOTP</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Minimization [142]</td>
<td>81.4%</td>
<td>76.1%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>82.6%</td>
<td>17.4%</td>
<td>0.0%</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>DC Tracking [30]</td>
<td>95.9%</td>
<td>78.7%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>KSP [28]</td>
<td>80.3%</td>
<td>72.0%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>73.9%</td>
<td>17.4%</td>
<td>8.7%</td>
<td>22</td>
<td>13</td>
</tr>
<tr>
<td>MTMM [143]</td>
<td>83.3%</td>
<td>71.1%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>89.5%</td>
<td>10.5%</td>
<td>0.0%</td>
<td>45</td>
<td>19</td>
</tr>
<tr>
<td>UHMTGDA [144]</td>
<td>97.8%</td>
<td>75.3%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>HJMRM [145]</td>
<td>98.0%</td>
<td>82.8%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>(MP)2T [146]</td>
<td>90.7%</td>
<td>76.0%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DITLE Tracking [75]</td>
<td>90.3%</td>
<td>74.3%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>78.3%</td>
<td>21.7%</td>
<td>0.0%</td>
<td>15</td>
<td>22</td>
</tr>
<tr>
<td>CEMMT [141]</td>
<td>90.6%</td>
<td>80.2%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>91.3%</td>
<td>4.4%</td>
<td>4.8%</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>GMCP-Tracker [76]</td>
<td>90.3%</td>
<td>69.0%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>89.5%</td>
<td>10.5%</td>
<td>0.0%</td>
<td>54</td>
<td>10</td>
</tr>
<tr>
<td>OMTD [29]</td>
<td>79.7%</td>
<td>56.3%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>OMAT [147]</td>
<td>92.8%</td>
<td>74.3%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>PMPTCS [148]</td>
<td>76.0%</td>
<td>53.8%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>OGOMT [149]</td>
<td>98.1%</td>
<td>80.3%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td>CSL-VOX [150]</td>
<td>89.7%</td>
<td>-</td>
<td>-</td>
<td>98.28%</td>
<td>91.07%</td>
<td>-</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td>CSL-DPT [150]</td>
<td>88.1%</td>
<td>-</td>
<td>-</td>
<td>97.64%</td>
<td>90.45%</td>
<td>-</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td>CML</td>
<td>92.1%</td>
<td>86.4%</td>
<td>96.1%</td>
<td>97.6%</td>
<td>0.14</td>
<td>19</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td>TSML</td>
<td>93.4%</td>
<td>86.4%</td>
<td>96.0%</td>
<td>97.7%</td>
<td>0.13</td>
<td>19</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>21</td>
<td>18</td>
</tr>
<tr>
<td>TD</td>
<td>93.7%</td>
<td>86.3%</td>
<td>96.6%</td>
<td>97.4%</td>
<td>0.15</td>
<td>19</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>17</td>
<td>13</td>
</tr>
<tr>
<td>TSML+TD</td>
<td>94.7%</td>
<td>86.4%</td>
<td>97.2%</td>
<td>97.6%</td>
<td>0.14</td>
<td>19</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>TSML+TD+WP</td>
<td>95.3%</td>
<td>86.4%</td>
<td>97.4%</td>
<td>98.0%</td>
<td>0.11</td>
<td>19</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>11</td>
<td>4</td>
</tr>
</tbody>
</table>

Comparisons, the same offline learned human detector [3] is utilized to detect pedestrians as in compared methods. The superiority of our method can be observed from the evaluation results.

**PETS 2009.** For a fair comparison, the same ground truth as in [141] is used for the experiments, in which all the occurring pedestrians have been annotated. The quantitative results are shown in Table 4.2. As expected, taking tracklet dynamics into account increases the overall tracking performance. Our full tracklet affinity model (TSML+TD+WP) further raises the MOTA by 0.6% and reduces the ID switches by $\approx 43\%$. This indicates that our method with full tracklet affinity model combines motion and appearance cues properly, resulting in further improvement on tracking performance. On the whole, our method with full tracklet affinity model achieves the best performance compared with 16 state-of-the-art methods in terms of MOTP, Precision, FAF, ML and IDS. For other evaluation items, our method also achieves comparative performance.

**Town Centre.** To show the generality of the learned weighting parameters,
our method with the learned weighting parameters is further evaluated on Town Centre dataset. The ground truth used here is provided by [139], which is the same as in the compared methods. As shown in Table 4.3, the full tracklet affinity model with the weighting parameters achieves better or nearly the same performances on all evaluation items. Compared with the tracklet affinity model without weighting parameters, the MOTA is improved by about 8.4%; recall and precision are improved by about 1.6% and 3.4% respectively; fragments and ID switches are reduced by 23.6% and 24.3% respectively. The obvious improvements in tracking performance indicate that the learned weighting parameters are applicable to new data.

For this Town Centre dataset, due to severe occlusions caused by static obstacles (such as benches) and more frequent dynamic interactions between pedestrians, many pedestrians cannot be detected by the state-of-the-art detectors, thus affecting the tracking performance of the proposed method. The average number of pedestrians per frame of the Town Centre dataset is more than 2 times larger than the other datasets. This means that the density of the Town Centre dataset is more than 2 times denser than the other datasets. All the above factors result in that the tracking accuracies on Town Centre dataset are lower compared to those for the other datasets. These factors also result in that the accuracy by the proposed method on this dataset is superior in terms of some of the performance metrics to other competing methods but not on other performance metrics.

**TUD-Stadtmitte.** To make a fair comparison, the experiments are conducted using the same ground truth as defined in [74]. The quantitative tracking results are shown in Table 4.4. Note that the proposed method with only target-specific metric learning (TSML) has achieved very good performance already, resulting in rather limited room of improvement. Hence, the tracklet affinity model with CML and TSML are used to do the experiments for this dataset. Compared with [74, 87],
Table 4.3: Comparison of tracking results between state-of-the-art methods and ours on Town Centre dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>MOTA</th>
<th>MOTP</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(MP) T [146]</td>
<td>75.7%</td>
<td>71.6%</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>60%</td>
<td>30%</td>
<td>0%</td>
<td>2%</td>
<td>363</td>
<td>165</td>
</tr>
<tr>
<td>SGB Tracker [151]</td>
<td>73.3%</td>
<td>71.8%</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>58%</td>
<td>34%</td>
<td>7%</td>
<td>3%</td>
<td>363</td>
<td>165</td>
</tr>
<tr>
<td>GMCP-Tracker [76]</td>
<td>75.6%</td>
<td>71.9%</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>58%</td>
<td>34%</td>
<td>7%</td>
<td>3%</td>
<td>363</td>
<td>165</td>
</tr>
<tr>
<td>MCNF [4]</td>
<td>69.1%</td>
<td>72.0%</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>53%</td>
<td>37%</td>
<td>9%</td>
<td>3%</td>
<td>440</td>
<td>243</td>
</tr>
<tr>
<td>SMT [139]</td>
<td>64.3%</td>
<td>80.2%</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>67%</td>
<td>36%</td>
<td>6%</td>
<td>3%</td>
<td>432</td>
<td>232</td>
</tr>
<tr>
<td>MSBMT [89]</td>
<td>65.5%</td>
<td>71.8%</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>59%</td>
<td>33%</td>
<td>7%</td>
<td>3%</td>
<td>392</td>
<td>288</td>
</tr>
<tr>
<td>OMAT [147]</td>
<td>69.5%</td>
<td>68.7%</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>64%</td>
<td>27%</td>
<td>7%</td>
<td>3%</td>
<td>453</td>
<td>269</td>
</tr>
<tr>
<td>WAYWAG [152]</td>
<td>55.3%</td>
<td>72.6%</td>
<td>69.9%</td>
<td>86.5%</td>
<td>1.79</td>
<td>52%</td>
<td>36%</td>
<td>10%</td>
<td>8%</td>
<td>508</td>
<td>327</td>
</tr>
<tr>
<td>SMT</td>
<td>64.3%</td>
<td>80.2%</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>67%</td>
<td>36%</td>
<td>6%</td>
<td>3%</td>
<td>432</td>
<td>232</td>
</tr>
<tr>
<td>MSBMT [89]</td>
<td>65.5%</td>
<td>71.8%</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>59%</td>
<td>33%</td>
<td>7%</td>
<td>3%</td>
<td>392</td>
<td>288</td>
</tr>
<tr>
<td>OMAT [147]</td>
<td>69.5%</td>
<td>68.7%</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>64%</td>
<td>27%</td>
<td>7%</td>
<td>3%</td>
<td>453</td>
<td>269</td>
</tr>
<tr>
<td>WAYWAG [152]</td>
<td>55.3%</td>
<td>72.6%</td>
<td>69.9%</td>
<td>86.5%</td>
<td>1.79</td>
<td>52%</td>
<td>36%</td>
<td>10%</td>
<td>8%</td>
<td>508</td>
<td>327</td>
</tr>
<tr>
<td>CML</td>
<td>55.3%</td>
<td>72.6%</td>
<td>69.9%</td>
<td>86.5%</td>
<td>1.79</td>
<td>52%</td>
<td>36%</td>
<td>10%</td>
<td>8%</td>
<td>508</td>
<td>327</td>
</tr>
<tr>
<td>TSML</td>
<td>66.3%</td>
<td>72.9%</td>
<td>72.3%</td>
<td>87.5%</td>
<td>1.58</td>
<td>60%</td>
<td>30%</td>
<td>9%</td>
<td>3%</td>
<td>326</td>
<td>269</td>
</tr>
<tr>
<td>TD</td>
<td>55.7%</td>
<td>73.2%</td>
<td>71.5%</td>
<td>86.9%</td>
<td>1.71</td>
<td>55%</td>
<td>34%</td>
<td>10%</td>
<td>0%</td>
<td>362</td>
<td>264</td>
</tr>
<tr>
<td>TSML+TD</td>
<td>61.6%</td>
<td>74.3%</td>
<td>74.0%</td>
<td>89.5%</td>
<td>1.38</td>
<td>61%</td>
<td>29%</td>
<td>8%</td>
<td>2%</td>
<td>259</td>
<td>214</td>
</tr>
<tr>
<td>TSML+TD+WP</td>
<td>66.8%</td>
<td>74.4%</td>
<td>75.2%</td>
<td>92.5%</td>
<td>0.96</td>
<td>64%</td>
<td>28%</td>
<td>6%</td>
<td>2%</td>
<td>198</td>
<td>162</td>
</tr>
</tbody>
</table>

Table 4.4: Comparison of tracking results between state-of-the-art methods and ours on TUD Stadtmitte dataset. Note that very good performance has been achieved by TSML, resulting in limited room of improvement. We thus do not employ TD and WP in the experiment.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Minimization [142]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>60%</td>
<td>30%</td>
<td>0%</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>DC Tracking [30]</td>
<td>74.7%</td>
<td>84.2%</td>
<td>0.870</td>
<td>10</td>
<td>50%</td>
<td>50%</td>
<td>0%</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>PRIMPT [87]</td>
<td>81.0%</td>
<td>99.5%</td>
<td>0.028</td>
<td>10</td>
<td>60%</td>
<td>30%</td>
<td>10%</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Online CRF Tracking [74]</td>
<td>87.0%</td>
<td>96.7%</td>
<td>0.184</td>
<td>10</td>
<td>70%</td>
<td>30%</td>
<td>0%</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>CML</td>
<td>95.1%</td>
<td>99.4%</td>
<td>0.030</td>
<td>10</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>TSML</td>
<td>98.0%</td>
<td>99.3%</td>
<td>0.040</td>
<td>10</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

the improvement is obvious for some metrics. Our method achieves the highest recall and the mostly tracked score (MT) among all the methods. It also achieves the lowest ID switches. Meanwhile, our method achieves competitive performance on precision, false alarms per frame and fragments compared with [74, 87].

**ETH.** To see the effectiveness of the proposed method, this chapter further evaluates it on the challenging ETH dataset [41]. Due to the unreliable motion affinities between tracklets of this dataset, the tracklet affinity models without TD and WP are used in the experiments. For a fair comparison, the ground truth provided by [74] is utilized. The quantitative tracking results are shown in Table 4.5. Our method achieves better or competitive performance on all the commonly
Table 4.5: Comparison of tracking results between state-of-the-art methods and ours on ETH dataset. Note that the forward and panning motions of the cameras lead to the unreliable motion affinities between tracklets of this dataset. We thus do not employ TD and WP in the experiment.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRIMPT [87]</td>
<td>76.8%</td>
<td>86.6%</td>
<td>0.891</td>
<td>125</td>
<td>58.4%</td>
<td>33.6%</td>
<td>8.0%</td>
<td>23</td>
<td>11</td>
</tr>
<tr>
<td>Online CRF Tracking [74]</td>
<td>79.0%</td>
<td>90.4%</td>
<td>0.637</td>
<td>125</td>
<td>68.0%</td>
<td>24.8%</td>
<td>7.2%</td>
<td>19</td>
<td>11</td>
</tr>
<tr>
<td>DTLE Tracking [75]</td>
<td>77.3%</td>
<td>87.2%</td>
<td>-</td>
<td>125</td>
<td>66.4%</td>
<td>25.4%</td>
<td>8.2%</td>
<td>69</td>
<td>57</td>
</tr>
<tr>
<td>LIMC Tracking [153]</td>
<td>83.8%</td>
<td>79.7%</td>
<td>-</td>
<td>125</td>
<td>72.0%</td>
<td>23.3%</td>
<td>4.7%</td>
<td>85</td>
<td>71</td>
</tr>
<tr>
<td>CML</td>
<td>78.7%</td>
<td>92.0%</td>
<td>0.710</td>
<td>125</td>
<td>60.0%</td>
<td>29.6%</td>
<td>10.4%</td>
<td>77</td>
<td>19</td>
</tr>
<tr>
<td>TSML</td>
<td>80.9%</td>
<td>94.2%</td>
<td>0.520</td>
<td>125</td>
<td>65.6%</td>
<td>24.0%</td>
<td>10.4%</td>
<td>26</td>
<td>5</td>
</tr>
</tbody>
</table>

used evaluation measures. Compared with [87], the most related work, the recall and precision are improved by 4.1% and 7.6% respectively; the MT is improved by 7.2%; false alarms per frame are reduced by 41.6%; and ID switches are reduced by 54.5%. The significant reduction in ID switches and false alarms indicates that the proposed target-specific appearance-based model is superior to the method by [87].

Only the ETH dataset is captured by a moving camera, all the other datasets in this chapter are acquired without camera motion. To capture the ETH dataset, the camera is fasten to a moving stroller. This stroller is mostly moving forward, but sometimes has panning motions, which makes the motion affinity between tracklets less reliable. The proposed tracking dynamics and weighting parameter scheme are only suitable for stationary camera setting. Nevertheless, in real surveillance applications, most of the cameras are static cameras. The proposed tracking dynamics and weighting parameter scheme can be used in such applications.

### 4.5.5 Tracking Results by Using the proposed Human Detector

In this subsection, the tracking results of the proposed tracking framework by using the semantic pedestrian part detectors presented in Chapter 3, which can
achieve better performance than the DPM detector [3], are provided. For PETS 2009 dataset and Town Centre dataset, the proposed tracking framework with full tracklet affinity model (TSML+TD+WP) is used. For TUD Stadtmitte dataset and ETH dataset, the proposed tracking framework with online target-specific metric learning (TSML) is used. The tracking results are shown in Table 4.6, 4.7, 4.8 and 4.9.

On the whole, the tracking results by using the proposed semantic pedestrian part detectors only achieve little improvements in performance on all datasets. This verifies that the proposed tracking method is robust to the detection responses, which means that the proposed method is less affected by the detectors.

Table 4.6: Comparison of tracking results by using the DPM detector [3] and the proposed human detector in Chapter 3 on PETS 2009 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>FP</th>
<th>FN</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using DPM detector [3]</td>
<td>97.4%</td>
<td>98.0%</td>
<td>0.11</td>
<td>90</td>
<td>121</td>
<td>19</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>Using the proposed</td>
<td>97.5%</td>
<td>98.1%</td>
<td>0.11</td>
<td>86</td>
<td>117</td>
<td>19</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>8</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 4.7: Comparison of tracking results by using the DPM detector [3] and the proposed human detector in Chapter 3 on Town Centre dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>FP</th>
<th>FN</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using DPM detector [3]</td>
<td>75.2%</td>
<td>92.5%</td>
<td>0.96</td>
<td>439</td>
<td>1791</td>
<td>231</td>
<td>64.9%</td>
<td>28.2%</td>
<td>6.9%</td>
<td>198</td>
<td>162</td>
</tr>
<tr>
<td>Using the proposed</td>
<td>75.3%</td>
<td>92.6%</td>
<td>0.95</td>
<td>430</td>
<td>1779</td>
<td>231</td>
<td>65.4%</td>
<td>27.7%</td>
<td>6.9%</td>
<td>185</td>
<td>156</td>
</tr>
</tbody>
</table>

Table 4.8: Comparison of tracking results by using the DPM detector [3] and the proposed human detector in Chapter 3 on TUD Stadtmitte dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>FP</th>
<th>FN</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using DPM detector [3]</td>
<td>98.0%</td>
<td>99.3%</td>
<td>0.04</td>
<td>8</td>
<td>22</td>
<td>10</td>
<td>100%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Using the proposed</td>
<td>98.1%</td>
<td>99.4%</td>
<td>0.04</td>
<td>7</td>
<td>21</td>
<td>10</td>
<td>100%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 4.9: Comparison of tracking results by using the DPM detector [3] and the proposed human detector in Chapter 3 on ETH dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>FP</th>
<th>FN</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using DPM detector [3]</td>
<td>80.9%</td>
<td>94.2%</td>
<td>0.52</td>
<td>517</td>
<td>1978</td>
<td>125</td>
<td>65.6%</td>
<td>24.0%</td>
<td>10.4%</td>
<td>26</td>
<td>5</td>
</tr>
<tr>
<td>Using the proposed</td>
<td>80.9%</td>
<td>94.3%</td>
<td>0.51</td>
<td>510</td>
<td>1963</td>
<td>125</td>
<td>65.6%</td>
<td>24.0%</td>
<td>10.4%</td>
<td>22</td>
<td>5</td>
</tr>
</tbody>
</table>

4.5.6 Computational Speed

The computation speed depends on the number of targets in a video sequence. The proposed method is implemented using MATLAB on a 3.3GHz PC with 8 GB memory. The speed of the proposed method with target-specific metric learning (TSML) is about 13, 6, 10 and 9 fps for PETS 2009, Town Centre, TUD and ETH datasets, respectively, excluding the detection time; for PETS 2009 and Town Centre datasets, the speed of the proposed method with full tracklet affinity model is 11 and 5 fps respectively. Note that speed-up can be achieved by parallel implementations with code optimization.

4.6 Concluding Remarks

This chapter has presented a novel method developed for tracking of multiple objects of interest in the scene over a longer period with the aim to maintain consistent tracking and tagging of objects, reducing identity switches in the presence of occlusions and object-to-object interactions. The proposed method processes the initial tracklets (track fragments) produced by a simple trajectory based tracking algorithm. This chapter proposes a two-step online target-specific metric learning to improve the similarity measure based on the appearance cues, and together with coherent dynamics estimation for tracklets based on the motion cues, constituting the new affinity model. The tracking of objects is accomplished by performing tracklet association with network flow optimization where the nodes in the net-
Figure 4.5: Tracking results of our method (TSML) on (top to bottom) TUD Crossing, TUD Stadtmitte, ETH BAHNHOF and ETH SUNNY DAY.

Figure 4.6: Tracking results of our method (TSML+TD+WP) on (top to bottom) PETS 2009 and Town Centre.
work are tracklets. Thus, the proposed method exploiting both appearance and motion cues is capable to prevent identity switches during tracking and recover missed detections. The proposed method is found to be effective even when the appearance or motion cues fail to identify or follow the target due to occlusions or object-to-object interactions. To further improve the proposed method, the weights of these two tracking cues in the affinity model are proposed to be learned. The proposed tracking algorithm has been validated on several public datasets and the experimental results show that it outperforms several state-of-the-art tracking algorithms.
Chapter 5

Joint Learning of Convolutional Neural Networks and Temporally Constrained Metrics for Tracklet Association

5.1 Introduction

As many seminal achievements have been obtained in object detection [3, 7, 9], tracklet association-based tracking methods [27, 74, 82, 87, 92, 93, 154] have become popular recently. These methods usually include two key components: 1) The tracklet affinity model that estimates the linking probability between tracklets (track fragments), which is usually based on the combination of multiple cues (motion and appearance cues); 2) The global optimization framework for tracklet association, which is usually formulated as a maximum a posterior problem (MAP). The global optimal solution can be achieved by various optimization algorithms.

Even though some state-of-the-art methods [82, 86, 87, 155] have achieved much
progress in constructing more discriminative appearance and motion based tracklet affinity models, problems such as track fragmentation and identity switch still cannot be well handled, especially under difficult situations where the appearance or motion of an object changes abruptly and significantly. Most of state-of-the-art tracklet association-based multi-object tracking methods make use of image representations often not good enough for constructing robust appearance-based tracklet affinity models. Current methods usually utilize pre-selected features, such as HOG features [7] and local binary patterns [9], or color histograms, which are not “tailor-made” for the tracked objects in question. Recently, deep convolutional neural network architectures have been successfully applied to many challenging tasks, such as image classification [14] and object detection [8], and provide highly promising results. The core to its success is to take advantage of deep architectures to learn richer hierarchical features through multiple nonlinear transformations. Hence, the deep convolutional neural network is exploited for multi-object tracking in this work.

This chapter proposes to jointly learn the siamese convolutional neural network, which consists of two sub-networks joined at their outputs (see Figure 5.1), and appearance-based tracklet affinity models, which makes our method learn the appearance-based affinity models and the “tailor-made” hierarchical features for tracked targets simultaneously and coherently. Moreover, taking advantage of the characteristics of the sequential data stream, a novel temporally constrained multi-task learning mechanism is proposed to be added to the objective function. This makes the deep architectures more effective in tackling the tracklet association problem. Although deep architectures have been employed in single object tracking [64–68], to our best knowledge, this work is the first to exploit deep architectures in multi-object tracking. This work also proposes to embed the temporally constrained multi-task learning mechanism into the last layer of the proposed deep
Figure 5.1: Tracking framework of our method. In the Generalized Linear Assignment (GLA) graph, each node denotes a reliable tracklet; each edge denotes a possible link between two tracklets. This work jointly learns the siamese CNN and the temporally constrained metrics for tracklet affinity model, as shown in the red-dashed box, which is exploited to estimate the linking probability between two tracklets in the GLA graph. The tracking results are obtained by combinatorial optimization via the softassign algorithm.

The proposed framework in this chapter is shown in Figure 5.1. Given a video input, the objects of interest in each frame are first detected by a pre-trained object detector, such as the popular DPM detector [3]. Then a simple dual-threshold strategy [25] is employed to generate reliable tracklets. The siamese CNN is first pre-trained on the auxiliary data offline. Subsequently, the siamese CNN and temporally constrained metrics are jointly learned for tracklet affinity models by using the online collected training samples from the reliable tracklets. Finally, the tracklet association problem is formulated as a Generalized Linear Assignment (GLA) problem, which is solved by the softassign algorithm [156]. The final trajectories of multiple objects are obtained after a trajectory recovery process.

The contributions of the work presented in this chapter can be summarized as follows:
This work proposes a unified deep model for jointly learning “tailor-made” hierarchical features for tracked objects and temporally constrained segment-wise metrics for tracklet affinity models. With this deep model, the feature learning and the discriminative tracklet affinity model learning can efficiently interact with each other, maximizing their performance by cooperating with each other.

A novel temporally constrained multi-task learning mechanism is proposed to be embedded into the last layer of the unified deep neural network, which makes the deep neural network more effective in tackling the tracklet association problem.

The remainder of this chapter is organized as follows: The unified deep model is introduced in Section 5.2. Section 5.3 describes the tracklet association framework. Experimental results are shown in Section 5.4. Section 5.5 concludes the whole chapter.

5.2 The Unified Deep Model

This section introduces how the unified deep model is designed for jointly learning tailor-made hierarchical features and temporally constrained metrics for tracklet association.

5.2.1 Architecture

The deep neural network usually works in a standalone mode for most of computer vision tasks, such as image classification, object recognition and detection. The input and output of the deep neural network in this mode are a sample and a predicted label respectively. However, for the tracklet association problem, the objective is to estimate the tracklet affinities between two tracklets to decide whether
they belong to the same object. Hence, the “sample → label” mode deep neural network is not applicable to the tracklet association problem. To deal with this problem, a siamese deep neural network, which consists of two sub-networks working in a “sample pair → similarity” mode, is proposed.

The structure of the siamese convolution neural network (CNN) is shown in Figure 5.1 (red-dashed box). Given two target images, they are first warped to a fixed 96 × 96 pixel size and then sent to the siamese CNN. The siamese CNN is composed of two sub convolutional neural networks (CNNs), as shown in Figure 5.1 (red-dashed box). A novel loss function coupled with the temporally constrained multi-task learning mechanism is used for learning the siamese CNN. The temporally constrained metrics for tracklet association are obtained through this learning process. Moreover, the siamese CNN has a constraint that their two sub-CNNs share the same parameters, i.e., weights and biases.

The sub-CNN in the unified deep model consists of 2 convolutional layers (C1 and C2), 2 max pooling layers (S1 and S2) and a fully connected layer (F3), as shown in Figure 5.2. The number of channels of convolutional and max pooling layers are both 96. The output of the sub-CNN is a feature vector of 512 dimensions. A cross-channel normalization unit is included in each pooling layer. The convolutional layer output has the same size as the input by zero padding of the input data. The filter sizes of C1 and C2 layers are 7 × 7 and 5 × 5 respectively. The activation function for each layer exploited in the CNN is ReLU neuron [14].

5.2.2 Loss Function and Temporally Constrained Metric Learning

Before learning the parameters of the unified deep model, we revert back to its structure again. As shown in Figure 5.1 (red-dashed box), the siamese CNN consists of two basic components: two sub-CNNs and a loss function. The loss function
converts the difference between the input sample pair into a margin-based loss.

The relative distance between an input sample pair used in the loss function, which is parameterized as a Mahalanobis distance, is defined as:

$$\|x_i - x_j\|_M^2 = (x_i - x_j)^T M (x_i - x_j), \quad i \neq j$$  \hspace{1cm} (5.1)

where $x_i$ and $x_j$ are two 512-dimensional feature vectors obtained from the last layer of the two sub-CNNs; and $M$ is a positive semidefinite matrix.

The discriminative temporally constrained metrics for tracklet affinity models are also obtained through the learning process of the unified deep model. Before introducing the proposed loss function with the temporally constrained multi-task learning mechanism, the loss function with common metric learning is first presented. A common metric can be obtained for tracklet affinity model through the learning process. Given training samples, it is aimed to minimize the following loss:

$$\min_M \frac{\lambda}{2} \|M - I\|_F^2 + C \sum_{i,j} \max(0, b - l_{i,j}[1 - \|x_i - x_j\|_M^2])$$

$$\text{s.t.} \quad M \succeq 0, \ i \neq j$$  \hspace{1cm} (5.2)
where $\lambda$ is a regularization parameter; $\| \cdot \|_F$ denotes the Frobenius norm of a matrix; $C$ is the weight parameter of the empirical loss; $b$ is a constant value satisfying $0 \leq b \leq 1$, which represents the decision margin; $l_{i,j}$ is a label that equals to 1 when $x_i$ and $x_j$ are of the same object and -1 otherwise; and $M \succeq 0$ means that $M$ is a positive semidefinite matrix.

Nevertheless, object appearance can vary a lot in the entire video sequence. It is undesirable to use the same metric to estimate the tracklet affinities over the entire video sequence. In this chapter, the segment-wise metrics are proposed to be learned within each relative short-time segment known as a local segment instead of the entire sequence. Meanwhile, to capture the common discriminative information shared by all the segments, a multi-task learning mechanism is proposed to be embedded into the loss function for learning the segment-wise and common metrics simultaneously. Moreover, to make full use of the sequential information of a video sequence, a multi-task learning method incorporating temporal constraints is proposed. Hence, the learning problem is formulated as follows:

$$
\min_{M_0, \ldots, M_n} \left( \frac{\lambda_0}{2} \| M_0 - I \|_F^2 + \sum_{t=2}^{n} \frac{\eta}{2} \| M_t - M_{t-1} \|_F^2 + \sum_{t=1}^{n} \left( \frac{\lambda}{2} \| M_t \|_F^2 + C \sum_{i,j} h(x_i, x_j) \right) \right)
$$

s.t. $M_0, M_1, ..., M_n \succeq 0, i \neq j$  \hspace{1cm} (5.3)

where $\lambda_0$ and $\lambda$ are the regularization parameters of $M_t$ for $t = 0, 1, ..., n$; $n$ is the total number of segments; $M_0$ is the common metric shared by all the segments; $M_t$ is the segment-wise metric; $\| \cdot \|_F$ denotes the Frobenius norm of a matrix; the second term of this loss function is the temporal constraint term, in which $\eta$ is a regularization parameter; $h(x_i, x_j)$ is the empirical loss function; and $C$ is the weight parameter of the empirical loss.
The empirical loss function \( h(x_i, x_j) \) used in Equation (5.3) is expressed as:

\[
h(x_i, x_j) = \max(0, b - l_{i,j}[1 - \|x_i - x_j\|_{M_{tot}}^2]) ; \tag{5.4}
\]

\[
M_{tot} = M_0 + M_t, \quad i \neq j,
\]

\[
\|x_i - x_j\|_{M_{tot}}^2 = (x_i - x_j)^T(M_0 + M_t)(x_i - x_j)
\]

where \( b \) is a constant value, which represents the decision margin; \( l_{i,j} \) is a label that equals to 1 when \( x_i \) and \( x_j \) are of the same object and -1 otherwise; \( x_i \) and \( x_j \) are two 512-dimensional feature vectors obtained from the last layer of the two sub-CNNs; and \( M_{tot} \) is the metric used for estimating the relative distance between a sample pair.

Intuitively, the common metric \( M_0 \) represents the shared discriminative information across the entire video sequence and the segment-wise metric \( M_{t>0} \) specialize the metric for each local segment. In the proposed objective function, as presented in Equation (5.3), the second term is the temporal constraint term, which is based on the observation that the neighboring segments sharing more information than the non-neighboring segments. See Figure 5.3 for an illustration. In the implementation, the previous segment-wise metric \( M_{t-1} \) in temporal space is used to initialize the current segment-wise metric \( M_t \), accounting for the fact that the neighboring segment-wise metrics are more correlated than the non-neighboring ones.

To learn the parameters of the unified deep model, back-propagation (BP) [157] is utilized. The forward propagation function to calculate the loss of the training pairs is presented in Equation (5.3). By differentiating the loss function with respect to the two input samples, the gradients can be obtained. The total gradient for back-propagation is the sum of the contributions from the two samples,
Figure 5.3: An illustration of the temporally constrained multi-task learning mechanism. \( n \) is the total number of the segments and the segments are shown in the temporal space.

which is shown as follows:

\[
\nabla G_{\text{total}} = 2Cl_{i,j}(M_{\text{tot}} + M_{\text{tot}}^T)(x_i - x_j)(I\{g(x_i, x_j) > 0\}) ; \quad (5.5)
\]

where

\[
M_{\text{tot}} = M_0 + M_t, \quad (5.6)
\]

\[
g(x_i, x_j) = b - l_{i,j}[1 - \|x_i - x_j\|_{M_{\text{tot}}}^2], \quad (5.7)
\]

\[
\|x_i - x_j\|_{M_{\text{tot}}}^2 = (x_i - x_j)^T(M_0 + M_t)(x_i - x_j) \quad (5.8)
\]

where \( I\{\cdot\} \) is the indicator function.

Based on Equations (5.3) and (5.5), the parameters of the unified deep model can be learned by stochastic gradient descent via back-propagation. Moreover, the temporally constrained metrics for tracklet affinity models are obtained simultaneously by batch-based stochastic gradient descent. By differentiating the loss
function, as shown in Equation (5.3), with respect to the common metric $M_0$ and
the segment-wise metric $M_{t>0}$, the gradients are:

$$ \nabla G_0 = \frac{\partial L}{\partial M_0} = \lambda_0 (M_0 - I) + C \sum_{i,j} l_{i,j} A_{i,j} (\mathbb{1}\{g(x_i, x_j) > 0\}); \quad (5.9) $$

$$ \nabla G_t = \frac{\partial L}{\partial M_t} = \begin{cases} \lambda M_t + C \sum_{i,j} l_{i,j} A_{i,j} (\mathbb{1}\{g(x_i, x_j) > 0\}), & \text{if } t = 1; \\ \eta (M_t - M_{t-1}) + \lambda M_t + C \sum_{i,j} l_{i,j} A_{i,j} (\mathbb{1}\{g(x_i, x_j) > 0\}), & \text{otherwise (} t > 1 \). \end{cases} \quad (5.10) $$

where

$$ A_{i,j} = (x_i - x_j)(x_i - x_j)^T, \quad (5.11) $$

$$ g(x_i, x_j) = b - l_{i,j} [1 - \|x_i - x_j\|_2^2], \quad (5.12) $$

$$ \|x_i - x_j\|_M^2 = (x_i - x_j)^T (M_0 + M_t) (x_i - x_j) \quad (5.13) $$

Online training sample collection is an important issue in the learning of the
unified deep model. The assumptions similar to those as in [87] are utilized: (1) detection responses in one tracklet are from the same object; (2) any detection responses in two different tracklets which have overlaps over time are from different objects. The first one is based on the observation that the tracklets generated by the dual-threshold strategy are reliable; the second one is based on the fact that one target cannot appear at two or more different locations at the same time, known
as spatio-temporal conflict. For each tracklet, $\kappa$ strongest detection responses are selected as training samples ($\kappa = 4$ in our implementation). Then arbitrary selected two different detection responses from the $\kappa$ strongest responses of $T_i$ are used as positive training samples, and two detection responses from the $\kappa$ strongest responses of two spatio-temporal conflicted tracklets are used as negative training samples.

Finally, the common metric $M_0$ and the segment-wise metrics $M_{t>0}$ are obtained simultaneously through a gradient descent rule. The online learning algorithm is summarized in Algorithm 4.

\begin{align}
M_0 &= M_0 - \beta \frac{\partial L}{\partial M_0} \\
M_t &= M_t - \beta \frac{\partial L}{\partial M_t}
\end{align}

where $\beta$ is the learning rate.

### 5.3 Tracklet Association Framework

In this section, the tracklet association framework, which incorporates the temporally constrained metrics learned by the unified deep model to obtain robust appearance-based tracklet affinity models, is presented.

#### 5.3.1 Tracklet Association with Generalized Linear Assignment

To avoid learning tracklet starting and termination probabilities, the tracklet association problem is formulated as a Generalized Linear Assignment (GLA) [158], which does not need the source and sink nodes as in conventional network flow optimization [4–6, 93]. Given $N$ tracklets $\{T_1, \ldots, T_N\}$, the Generalized Linear As-
Algorithm 4 Online Learning Algorithm for Temporally Constrained Metric Learning

Input:
Feature vectors of online collected training samples \( \{x_i^t\}; \ i = 1, \ldots, n_t, \ n_t \) is the number of the samples within segment \( t; \ t = 1, \ldots, n, \ n \) is the total number of the segments; and learning rate \( \beta \).

Output:
The learned metrics: \( M_0, M_1, \ldots, M_n \).

1: Initialize \( M_0 = I \) (identity matrix).
2: for \( t = 1, \ldots, n \) do
3: \hspace{0.5cm} if \( t == 1 \) then
4: \hspace{1cm} Initialize \( M_t = 0. \)
5: \hspace{0.5cm} else
6: \hspace{1cm} Initialize \( M_t = M_{t-1} \).
7: \hspace{0.5cm} end if
8: \hspace{0.5cm} Randomly generate the training pairs \( \{x_i, x_j, l_{i,j}\} \) from \( \{x_i^t\} \). \( l_{i,j} = 1, \) if \( x_i \) and \( x_j \) are from one tracklet; \( l_{i,j} = -1, \) if \( x_i \) and \( x_j \) are from two different tracklets which have overlaps over time. A total of \( 2m \) training pairs in an random order are generated, which includes \( m \) positive and \( m \) negative pairs.
9: \hspace{0.5cm} for \( p = 1, \ldots, 2m \) do
10: \hspace{1cm} if \( l_{i,j}[1 - (x_i - x_j)^T(M_0 + M_t)(x_i - x_j)] > b \) then
11: \hspace{1.5cm} \( M_0 = M_0; \ M_t = M_t \).
12: \hspace{1cm} else if \( l_{i,j} < 0 \) then
13: \hspace{1.5cm} Compute \( M_0 \) and \( M_t \) by Equations (5.14) and (5.15).
14: \hspace{1cm} else
15: \hspace{1.5cm} \( M_0 = \pi_{S^+}(M_0 - \beta \nabla G_0); \)
16: \hspace{1.5cm} \( M_t = \pi_{S^+}(M_t - \beta \nabla G_t); \)
17: \hspace{1.5cm} where \( \pi_{S^+}(A) \) projects matrix \( A \) into the positive semidefinite cone.
18: \hspace{1cm} end if
19: \hspace{0.5cm} end for
20: end for

assignment (GLA) problem is formulated as:

\[
\max_X \sum_{i=1}^{N} \sum_{j=1}^{N} P(T_i, T_j)X_{ij} \tag{5.16}
\]

s.t. \( \sum_{i=1}^{N} X_{ij} \leq 1; \sum_{j=1}^{N} X_{ij} \leq 1; X_{ij} \in \{0, 1\} \)
where $P(T_i, T_j)$ is the linking probability between $T_i$ and $T_j$. The variable $X_{ij}$ denotes that $T_i$ is the predecessor of $T_j$ in temporal domain when $X_{ij} = 1$ and that they may be merged during the optimization.

### 5.3.2 Tracklet Affinity Measurement

To solve the Generalized Linear Assignment (GLA) problem in Equation (5.16), it is needed to estimate the tracklet affinity score, or equivalently, the linking probability, $P(T_i, T_j)$, between two tracklets. The linking probability $P(T_i, T_j)$ is defined based on two cues: motion and appearance.

$$P(T_i, T_j) = P_m(T_i, T_j)P_a(T_i, T_j)$$  \hspace{1cm} (5.17)

The motion-based tracklet affinity model $P_m(T_i, T_j)$ is defined as:

$$P_m(T_i, T_j) = \mathcal{N}(p_{i}^{tail} + v_{i}^{F} \Delta t; p_{j}^{head}, \Sigma) \cdot \mathcal{N}(p_{j}^{head} + v_{j}^{B} \Delta t; p_{i}^{tail}, \Sigma)$$  \hspace{1cm} (5.18)

where $p_{i}^{tail}$ is the position of the tail response in $T_i$; $p_{j}^{head}$ is the position of the head response in $T_j$; $v_{i}^{F}$ is the forward velocity of $T_i$; $v_{j}^{B}$ is the backward velocity of $T_j$; and $\Delta t$ is the time gap between the tail response of $T_i$ and the head response of $T_j$.

In Equation (5.18), the forward velocity $v_{i}^{F}$ is estimated from the head to the tail of $T_i$, while the backward velocity $v_{j}^{B}$ is estimated from the tail to the head of $T_j$. It is assumed that the difference of the predicted position and the refined position follows a Gaussian distribution.

To estimate the appearance-based tracklet affinity scores, it is needed to construct the probe set, consisting of the strongest detection response in each tracklet.
The probe set is defined as $G = \{g_i\}, i = 1, ..., N_s$, in which $N_s$ is the number of tracklets in a local segment. Each $T_i$ has only one selected $g_i$ in $G$ to represent itself.

The appearance-based tracklet affinity model $P_a(T_i, T_j)$ is defined based on the learned temporally constrained metrics:

$$
\begin{align*}
    d_{ij}^k &= (x_i^k - g_j)^T (M_0 + M_t)(x_i^k - g_j); \\
    d_{ji}^{k'} &= (x_j^{k'} - g_i)^T (M_0 + M_t)(x_j^{k'} - g_i); \\
    \text{norm}_i^k &= \sqrt{\frac{1}{N_s} \sum_{j=1}^{N_s} d_{ij}^k}; \\
    \text{norm}_j^{k'} &= \sqrt{\frac{1}{N_s} \sum_{i=1}^{N_s} d_{ji}^{k'}}; \\
    d_{ij} &= \left[ \sum_k \left( \frac{d_{ij}^k}{\text{norm}_i^k} \right) \right] / m_i; \\
    d_{ji} &= \left[ \sum_{k'} \left( \frac{d_{ji}^{k'}}{\text{norm}_j^{k'}} \right) \right] / m_j;
\end{align*}
$$

$$
P_a(T_i, T_j) = (d_{ij}d_{ji})^{-1}
$$

where $x_i^k$ denotes the feature vector of the $k$th detection response in $T_i$; $x_j^{k'}$ denotes the feature vector of the $k'$th detection response in $T_j$; $g_i, g_j \in G$; $m_i$ and $m_j$ are the numbers of detection responses of $T_i$ and $T_j$ respectively.

In the testing, the siamese CNN are used to generate the feature vectors of the sample instances from tracklets. Then these feature vectors and the temporally constrained metrics are utilized to generate the appearance-based tracklet affinity model via Equation (5.19), which is used to associate the tracklets.

Through Equation (5.17), the predecessor-successor matrix $P$ can be obtained for the objective function (5.16). To achieve fast and accurate convergence, $P$ is normalized by column and a threshold $\omega$ is introduced to ensure that a reliable
tracklet association pair has a high affinity score.

\[
P(T_i, T_j) = \begin{cases} 
  P_m(T_i, T_j)P_a(T_i, T_j), & \text{if } P_m(T_i, T_j)P_a(T_i, T_j) \geq \omega \\
  0, & \text{otherwise}
\end{cases} \tag{5.20}
\]

The Generalized Linear Assignment problem in Equation (5.16) can be solved by the softassign algorithm [156]. Due to the missed detections, there may exist some gaps between adjacent tracklets in each trajectory after tracklet association. Therefore, the final tracking results are obtained through the trajectory interpolation process over gaps based on a linear motion model.

The complete step-by-step pseudo-code algorithm description of the proposed tracking method in this chapter is summarized in Algorithm 5.

5.4 Experiments

5.4.1 Datasets

To evaluate the multi-object tracking performance of the proposed method, experiments are conducted on four publicly available datasets: PETS 2009 [137], Town Centre [139], Parking Lot [12] and ETH Mobile scene [41]. In the PETS 2009 dataset [137], tracking sequence S2.L1, which consists of 795 frames and includes the non-linear motions, is selected for evaluation. The Town Centre dataset [139] is captured by a single elevated camera in a busy town centre street, which includes frequent target occlusions and target interactions. The Parking Lot sequence [12] consists of 1000 frames of a relatively crowded scene, which includes frequent target occlusions and parallel motions. In the ETH Mobile scene dataset [41], the SUNNY DAY and BAHNHOF sequences of busy street scenes captured
Algorithm 5 Joint Learning of Convolutional Neural Networks and Temporally Constrained Metrics for Tracklet Association

**Input:**
- Input video sequence;

**Output:**
- Tracking results.

1. A state-of-the-art detector such as DPM detector is used to generate human detections.
2. After tracklet generation step, it is the online training sample collection step. Based on the two assumptions described in section 5.2.2, page 99, the training samples are online collected.
3. All the online collected samples are warped to a fixed 96 × 96 pixel size.
4. The siamese CNN is first pre-trained on the auxiliary data offline with the loss function defined in Eq. 5.2.
5. The siamese CNN and temporally constrained metrics are jointly learned by using the online collected training samples with the loss function defined in Eq. 5.3.
6. The appearance-based tracklet affinities are obtained based on the learned temporally constrained metrics and the feature vectors generated by the siamese CNN through Eq. 5.19. Meanwhile, the motion-based affinities are estimated through Eq. 5.18.
7. The linking probabilities, which is based on the tracklet affinities obtained from previous step, and the tracklets (graph nodes) are passed to the GLA graph. The tracking trajectories of multiple humans are obtained by combinatorial optimization via the softassign algorithm.
8. After a trajectory recovery process, the final tracking results are obtained.

by a moving camera are used for evaluation.

### 5.4.2 Experimental Settings

The proposed siamese CNN is first pre-trained on the JELMOLI dataset [106] with the loss function in Equation (5.2). For the regularization parameters in the loss function (5.3), we set $\lambda_0 = 0.01$, $\lambda = 0.02$ and $\eta = 0.02$. The variance $\Sigma$ in the motion-based tracklet affinity model in Equation (5.18) is fixed at $\Sigma = diag[625 \ 3600]$. A value of 0.5 to 0.6 for the threshold $\omega$ in Equation (5.20) works well for all the datasets. Moreover, we do two passes with the segments on the whole sequence. A segment of 50 to 80 frames works well for all the sequences.
The training samples are selected from the ground truth annotations of the JELMOLI dataset. 40 different pedestrians, 15 samples per pedestrian (600 samples in total) are selected from the ground truth data of the JELMOLI dataset for pre-training the siamese CNN. All the selected training samples are warped to a fixed 96×96 pixel size for the training.

5.4.3 Performance Evaluation

Evaluation metrics: The evaluation metrics as defined in Chapter 4, which consists of multiple evaluation measures, are utilized: Recall (↑), Precision (↑), False Alarms per Frame (FAF ↓), False Positives (FP ↓), False Negatives (FN ↓), the number of Ground Truth trajectories (GT), Mostly Tracked (MT ↑), Partially Tracked (PT), Mostly Lost (ML ↓), the number of Track Fragments (Frag ↓) and Identity Switches (IDS ↓). Here, ↑ denotes higher scores indicate better performance, and ↓ denotes lower scores indicate better performance. Among all the evaluation measures, IDS is the most direct measure for improvement in tracklet association. Although correct tracklet associations can lead to better overall performance, some other factors can also affect the other evaluation measures.

Evaluation: In the experiments, the popular offline learned detector based on deformable part models in [3] is used to generate the detections. To show the effectiveness of joint learning and temporally constrained metrics, two baselines for the proposed method are designed. For Baseline 1, the siamese CNN and the metrics are learned separately. The siamese CNN is first learned alone by using the loss function (5.2), in which the $M$ is fixed as $M = I$. Then the common metric $M$ is learned separately with the features obtained from the previous learned siamese CNN. For Baseline 2, the unified deep model without the temporally constrained multi-task learning mechanism is learned for tracklet affinity model. In Baseline 2, the loss function in Equation (5.2) instead of Equation (5.3) is used to learn
Table 5.1: Comparison of tracking results between state-of-the-art methods and ours on PETS 2009 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>FP</th>
<th>FN</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Milan et al. [75]</td>
<td>92.4%</td>
<td>98.4%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>23</td>
<td>75.3%</td>
<td>21.7%</td>
<td>0.0%</td>
<td>15</td>
<td>22</td>
</tr>
<tr>
<td>Milan et al. [141]</td>
<td>92.4%</td>
<td>98.4%</td>
<td>0.07</td>
<td>59</td>
<td>302</td>
<td>23</td>
<td>91.3%</td>
<td>4.3%</td>
<td>4.3%</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>Berclaz et al. [28]</td>
<td>83.8%</td>
<td>96.3%</td>
<td>0.16</td>
<td>126</td>
<td>641</td>
<td>23</td>
<td>73.9%</td>
<td>17.4%</td>
<td>8.7%</td>
<td>22</td>
<td>13</td>
</tr>
<tr>
<td>Andriyenko et al. [142]</td>
<td>89.5%</td>
<td>97.6%</td>
<td>0.11</td>
<td>88</td>
<td>417</td>
<td>23</td>
<td>78.3%</td>
<td>17.4%</td>
<td>4.3%</td>
<td>21</td>
<td>38</td>
</tr>
<tr>
<td>Andriyenko et al. [30]</td>
<td>90.0%</td>
<td>98.7%</td>
<td>0.06</td>
<td>47</td>
<td>296</td>
<td>23</td>
<td>82.6%</td>
<td>17.4%</td>
<td>0.0%</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>Parsiafsh et al. [6]</td>
<td>81.2%</td>
<td>97.2%</td>
<td>0.12</td>
<td>93</td>
<td>742</td>
<td>23</td>
<td>60.9%</td>
<td>34.8%</td>
<td>4.3%</td>
<td>62</td>
<td>57</td>
</tr>
<tr>
<td>Wen et al. [154]</td>
<td>94.4%</td>
<td>98.4%</td>
<td>0.08</td>
<td>62</td>
<td>222</td>
<td>23</td>
<td>95.7%</td>
<td>0.0%</td>
<td>4.3%</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Possegger et al. [149]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td>Chen et al. CSL-VOX [159]</td>
<td>98.28%</td>
<td>91.07%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td>Chen et al. CSL-DPT [159]</td>
<td>97.64%</td>
<td>90.45%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>8</td>
</tr>
<tr>
<td>Baseline1</td>
<td>96.3%</td>
<td>97.7%</td>
<td>0.13</td>
<td>106</td>
<td>170</td>
<td>19</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>15</td>
<td>18</td>
</tr>
<tr>
<td>Baseline2</td>
<td>96.6%</td>
<td>97.9%</td>
<td>0.12</td>
<td>94</td>
<td>157</td>
<td>19</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>Ours</td>
<td>97.5%</td>
<td>98.4%</td>
<td>0.09</td>
<td>74</td>
<td>115</td>
<td>19</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>8</td>
<td>4</td>
</tr>
</tbody>
</table>

the unified deep model. The siamese CNNs in Baseline 1 and Baseline 2 are also pre-trained on the JELMOLI dataset [106].

For PETS 2009, to make fair comparison, the groundtruth provided by Milan et al. [141] is used. Moreover, the complete annotation instead of the cropped annotation is selected for evaluation. The complete annotation includes more detection groundtruth and merge some trajectories of the cropped one, which make it more challenging. The numbers of groundtruth trajectories of the complete and cropped annotations are 19 and 23 respectively. The tracking results are shown in Table 5.1. From this table, it is found that our method achieves the best performance on Recall, FN, ML and IDS. For the other items of the evaluation metric, our method also achieves competitive performance compared with state-of-the-art methods.

The proposed method is further evaluated on the Town Centre dataset. The ground truth used here is provided by [139], which is the same as in the compared methods. The quantitative results are shown in Table 5.2. Compared with up-to-date methods, our method attains best performance on Recall, Precision, FAF, FP, FN, ML, Frag and IDS, while comparative in MT. Compared with one of the latest works [149], our method reduces the fragments and the identity switches by
Table 5.2: Comparison of tracking results between state-of-the-art methods and ours on Town Centre dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>FP</th>
<th>FN</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leal-Taixe et al. [151]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>231</td>
<td>58.6%</td>
<td>34.4%</td>
<td>7.0%</td>
<td>363</td>
<td>165</td>
</tr>
<tr>
<td>Zhang et al. [4]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>231</td>
<td>53.0%</td>
<td>37.7</td>
<td>9.3%</td>
<td>440</td>
<td>243</td>
</tr>
<tr>
<td>Benfold et al. [139]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>231</td>
<td>67.4%</td>
<td>26.1%</td>
<td>6.5%</td>
<td>343</td>
<td>222</td>
</tr>
<tr>
<td>Pellegrini et al. [89]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>231</td>
<td>59.1%</td>
<td>33.9%</td>
<td>7.0%</td>
<td>499</td>
<td>288</td>
</tr>
<tr>
<td>Wu et al. [147]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>231</td>
<td>64.7%</td>
<td>27.4%</td>
<td>7.9%</td>
<td>453</td>
<td>209</td>
</tr>
<tr>
<td>Yamaguchi et al. [152]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>231</td>
<td>58.1%</td>
<td>35.4%</td>
<td>6.5%</td>
<td>492</td>
<td>302</td>
</tr>
<tr>
<td>Possegger et al. [149]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>231</td>
<td>56.3%</td>
<td>36.3%</td>
<td>7.4%</td>
<td>321</td>
<td>157</td>
</tr>
</tbody>
</table>

Baseline1 71.1% 85.0% 1.99 895 2068 231 58.0% 31.2% 10.8% 360 268
Baseline2 72.2% 87.5% 1.63 735 1983 231 59.7% 30.3% 10.0% 325 251
Ours 75.2% 92.6% 0.95 428 1770 231 65.8% 27.7% 6.5% 173 146

Table 5.3: Comparison of tracking results between state-of-the-art methods and ours on ParkingLot dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>FP</th>
<th>FN</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zamir et al. [76]</td>
<td>85.3%</td>
<td>98.2%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Shu et al. [12]</td>
<td>81.7%</td>
<td>91.3%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Andriyenko et al. [142]</td>
<td>69.3%</td>
<td>91.3%</td>
<td>0.65</td>
<td>162</td>
<td>756</td>
<td>14</td>
<td>21.4%</td>
<td>71.5%</td>
<td>7.1%</td>
<td>97</td>
<td>68</td>
</tr>
<tr>
<td>Andriyenko et al. [30]</td>
<td>86.8%</td>
<td>89.4%</td>
<td>1.01</td>
<td>253</td>
<td>326</td>
<td>14</td>
<td>78.0%</td>
<td>21.4%</td>
<td>0.0%</td>
<td>70</td>
<td>83</td>
</tr>
<tr>
<td>Pirsiavash et al. [6]</td>
<td>69.4%</td>
<td>97.8%</td>
<td><strong>0.16</strong></td>
<td><strong>39</strong></td>
<td>754</td>
<td>14</td>
<td>7.1%</td>
<td>85.8%</td>
<td>7.1%</td>
<td>60</td>
<td>52</td>
</tr>
<tr>
<td>Wen et al. [154]</td>
<td>90.8%</td>
<td><strong>98.3%</strong></td>
<td><strong>0.16</strong></td>
<td><strong>39</strong></td>
<td>227</td>
<td>14</td>
<td>78.0%</td>
<td>21.4%</td>
<td>0.0%</td>
<td>23</td>
<td>21</td>
</tr>
</tbody>
</table>

Baseline1 86.0% 91.6% 0.78 195 344 14 71.4% 28.6% 0.0% 95 39
Baseline2 89.5% 92.3% 0.74 185 258 14 78.6% 21.4% 0.0% 63 33
Ours 91.9% 93.5% 0.63 158 200 14 78.6% 21.4% 0.0% 51 8

about 46.1% and 7% respectively and improves the most tracked by about 16.9%.

For Parking Lot sequence, the groundtruth provided by Shu et al. [12], which is the same as that used in the compared methods, is utilized. As shown in Table 5.3, our method obtains the best performance on Recall, FN, MT, ML and IDS. Compared with the latest work [154], the FN and the IDS are reduced by 11.9% and 61.9% respectively for our method.

Our method is further evaluated on the more challenging ETH Mobile scene dataset, which is captured by a moving camera. The same ground-truth from [74] is used for evaluation. The comparison results are shown in Table 5.4. From this table, it is found that the best performance on Precision, FAF, FP, FN, and IDS is achieved by our method. Compared with one of the latest tracklet association
Table 5.4: Comparison of tracking results between state-of-the-art methods and ours on ETH dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>FP</th>
<th>FN</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kuo et al. [87]</td>
<td>76.8%</td>
<td>86.6%</td>
<td>0.891</td>
<td>-</td>
<td>-</td>
<td>125</td>
<td>38.3%</td>
<td>33.6%</td>
<td>8.0%</td>
<td>23</td>
<td>11</td>
</tr>
<tr>
<td>Yang et al. [74]</td>
<td>79.0%</td>
<td>90.4%</td>
<td>0.637</td>
<td>-</td>
<td>-</td>
<td>125</td>
<td>68.0%</td>
<td>24.8%</td>
<td>7.2%</td>
<td>19</td>
<td>11</td>
</tr>
<tr>
<td>Milan et al. [75]</td>
<td>77.3%</td>
<td>87.2%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>125</td>
<td>66.4%</td>
<td>25.4%</td>
<td>8.2%</td>
<td>69</td>
<td>57</td>
</tr>
<tr>
<td>Leal-Taixe et al. [153]</td>
<td>83.8%</td>
<td>79.7%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>125</td>
<td>72.0%</td>
<td>23.3%</td>
<td>4.7%</td>
<td>85</td>
<td>71</td>
</tr>
<tr>
<td>Bae et al. [155]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>126</td>
<td>73.8%</td>
<td>23.8%</td>
<td>2.4%</td>
<td>38</td>
<td>18</td>
</tr>
<tr>
<td>Baseline1</td>
<td>76.7%</td>
<td>90.7%</td>
<td>0.60</td>
<td>812</td>
<td>2406</td>
<td>125</td>
<td>36.8%</td>
<td>32.8%</td>
<td>10.4%</td>
<td>134</td>
<td>31</td>
</tr>
<tr>
<td>Baseline2</td>
<td>78.4%</td>
<td>91.8%</td>
<td>0.54</td>
<td>728</td>
<td>2236</td>
<td>125</td>
<td>60.8%</td>
<td>29.6%</td>
<td>9.6%</td>
<td>75</td>
<td>20</td>
</tr>
<tr>
<td>Ours</td>
<td>80.2%</td>
<td>94.5%</td>
<td>0.36</td>
<td>486</td>
<td>2050</td>
<td>125</td>
<td>68.8%</td>
<td>24.8%</td>
<td>6.4%</td>
<td>36</td>
<td>6</td>
</tr>
</tbody>
</table>

method [155], our method reduces the fragments and the identity switches by about 5.3% and 66.7% respectively. This indicates that the proposed appearance-based tracklet affinity model based on the unified deep model is superior to the one from [155].

On the whole, Baseline 2 achieves overall better performance than Baseline 1 on all datasets, which proves the effectiveness of the joint learning. Moreover, compared with Baseline 2, our method achieves significant improvements in performance on all datasets, which verifies the superiority of the proposed unified deep model with the temporally constrained multi-task learning mechanism. Furthermore, compared with state-of-the-art methods on all datasets, our method achieves the best performance on IDS, which is the most direct measure for tracklet association evaluation.

**Computation speed:** The proposed method was implemented using the MatConvNet toolbox [37] on a server with a 2.60GHz CPU and a Tesla K20c GPU. The computation speed is subject to the number of targets in a video sequence. The speeds of the proposed method are about 0.38, 0.81, 0.50 and 0.60 (sec/frame) for PETS 2009, Town Centre, ParkingLot and ETH datasets, respectively, excluding the detection step. Note that speed-up can be achieved by further optimization of the codes.
5.4.4 Tracking Results by Using the proposed Human Detector

The tracking results of the proposed method by using the proposed semantic pedestrian part detectors introduced in Chapter 3, which can achieve better performance than the DPM detector [3], are presented in this subsection. The tracking results on the four publicly available datasets are shown in Table 5.5, 5.6, 5.7 and 5.8, respectively. From the tracking results, it is found that the proposed method by using the semantic pedestrian part detectors introduced in Chapter 3 achieves little improvements in performance on all the four datasets. This demonstrates that the proposed tracking method in this chapter has strong robustness to the detectors.

Table 5.5: Comparison of tracking results by using the DPM detector [3] and the proposed human detector in Chapter 3 on PETS 2009 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>FP</th>
<th>FN</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using DPM detector [3]</td>
<td>97.5%</td>
<td>98.4%</td>
<td>0.09</td>
<td>74</td>
<td>115</td>
<td>19</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Using the proposed</td>
<td>97.6%</td>
<td>98.4%</td>
<td>0.09</td>
<td>72</td>
<td>112</td>
<td>19</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0.0%</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 5.6: Comparison of tracking results by using the DPM detector [3] and the proposed human detector in Chapter 3 on Town Centre dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>FP</th>
<th>FN</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using DPM detector [3]</td>
<td>75.2%</td>
<td>92.6%</td>
<td>0.95</td>
<td>428</td>
<td>1770</td>
<td>231</td>
<td>65.8%</td>
<td>27.7%</td>
<td>6.5%</td>
<td>173</td>
<td>146</td>
</tr>
<tr>
<td>Using the proposed</td>
<td>75.3%</td>
<td>92.7%</td>
<td>0.94</td>
<td>422</td>
<td>1761</td>
<td>231</td>
<td>66.2%</td>
<td>27.3%</td>
<td>6.5%</td>
<td>165</td>
<td>145</td>
</tr>
</tbody>
</table>

Table 5.7: Comparison of tracking results by using the DPM detector [3] and the proposed human detector in Chapter 3 on ParkingLot dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>FP</th>
<th>FN</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using DPM detector [3]</td>
<td>91.9%</td>
<td>93.5%</td>
<td>0.63</td>
<td>158</td>
<td>200</td>
<td>14</td>
<td>78.6%</td>
<td>21.4%</td>
<td>0.0%</td>
<td>51</td>
<td>8</td>
</tr>
<tr>
<td>Using the proposed</td>
<td>92.2%</td>
<td>93.8%</td>
<td>0.60</td>
<td>150</td>
<td>186</td>
<td>14</td>
<td>78.6%</td>
<td>21.4%</td>
<td>0.0%</td>
<td>45</td>
<td>8</td>
</tr>
</tbody>
</table>
Table 5.8: Comparison of tracking results by using the DPM detector [3] and the proposed human detector in Chapter 3 on ETH dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>FAF</th>
<th>FP</th>
<th>FN</th>
<th>GT</th>
<th>MT</th>
<th>PT</th>
<th>ML</th>
<th>Frag</th>
<th>IDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using DPM detector [3]</td>
<td>80.2%</td>
<td>94.5%</td>
<td>0.36</td>
<td>486</td>
<td>2050</td>
<td>125</td>
<td>68.8%</td>
<td>24.8%</td>
<td>6.4%</td>
<td>36</td>
<td>6</td>
</tr>
<tr>
<td>Using the proposed</td>
<td>80.3%</td>
<td>94.6%</td>
<td>0.35</td>
<td>476</td>
<td>2036</td>
<td>125</td>
<td>68.8%</td>
<td>24.8%</td>
<td>6.4%</td>
<td>30</td>
<td>6</td>
</tr>
</tbody>
</table>

5.5 Concluding Remarks

In this chapter, a novel unified deep model for tracklet association is presented. This deep model can jointly learn the siamese CNN and temporally constrained metrics for tracklet affinity models. The experimental results of Baseline 1 and Baseline 2 verifies the effectiveness of the joint learning and the temporally constrained multi-task learning mechanism of the proposed unified deep model. Furthermore, extensive experimental results on four public datasets compared with state-of-the-art methods demonstrate the superiority of the proposed method.
Chapter 6

Conclusions and Future Research

6.1 Conclusions

This thesis studies the challenges in human detection and tracking in surveillance videos. Based on the investigation and analysis, some effective detection and tracking methods are proposed to handle the difficulties such as target interactions and occlusions.

For human detection, the performance is often hindered by difficulties such as partial or severe occlusions. Even part-based detectors such as DPM [3] may fail due to the lack of effective representations of pedestrian parts in such difficult situations. Moreover, usually no annotated training data for parts is available for pedestrian detection datasets. To tackle this problem, a transferred convolutional neural network (T-CNN) is proposed to learn semantic pedestrian part detectors. The proposed detection method can explicitly learn visual patterns of semantic pedestrian parts for occlusion handling. The experimental results show that our method achieves the state-of-the-art performance and outperforms other deep learning based methods on challenging datasets.

For human tracking, to better preserve human identities, a novel method based
on online target-specific metric learning and coherent dynamics estimation for tracklet (track fragment) association is proposed. The tracking results are obtained through a global network flow optimization in which the nodes in the network are tracklets. To further improve the tracking performance in difficult situations, a learning algorithm to learn the weights of motion and appearance tracking cues for tracklet affinity models is developed. The experimental results on several public datasets demonstrate the superiority of the proposed method.

Inspired by recent advances in deep architectures, a novel unified deep model, which can jointly learn “tailor-made” hierarchical features for tracked objects and temporally constrained segment-wise metrics for tracklet affinity models, is proposed. Moreover, for reliable association between tracklets, a novel loss function incorporating temporally constrained multi-task learning mechanism is developed. By employing the proposed method, tracklet association can be attained even in difficult situations. Extensive experimental results on four challenging public datasets verify the effectiveness and superiority of the proposed method.

The proposed tracking method in chapter 4 needs the information of entrance/exit areas. The proposed method assumes the information of entrance/exit based on the fact that the pedestrians tend to enter/exit near image borders or enter/exit at places such as doors. The proposed tracking method in chapter 5 does not need the entrance/exit information, which is a more generic tracking framework. The average computation speed of the proposed method in chapter 4 is about 0.1 second/frame. This is a relative high speed. However, the average computation speed of the method in chapter 5 is about 0.6 second/frame, which is a relative slower speed. The speed of the proposed tracking method in chapter 5 is 6 times slower than the one proposed in chapter 4. Moreover, it needs powerful GPU for online fine-tuning the Siamese CNN. Overall, the two human tracking methods in chapter 4 and 5 are proposed for different application scenarios. For example, in a
surveillance application, if the entrance/exit information is available in the scene and the application requires fast computation speed, we can choose the tracking method presented in chapter 4 in this scenario. Otherwise, the human tracking method in chapter 5 can be selected.

Both the formulations in chapter 4 and chapter 5 consider the tracklet association for several frames. The cost-flow network formulation in chapter 4 takes the entrance/exit information into consideration. The source node s and sink node t in this formulation are used to model the entrance/exit points. However, the GLA formulation in chapter 5 does not model the starting or termination (entrance/exit) points, which is different from the cost-flow network formulation presented in chapter 4. The cost-flow network formulation can model the tracklet association problem better in the situation in which the entrance/exit information in a scene is available but it has more parameters to be determined in the cost function. However, solving the network flow is generally fast due to the way the video frames are organized. However, the GLA formulation has less parameters in the cost function to determine but it take longer time to solve than the network flow. When the entry/exits information is available the method proposed in chapter 4 should be used. Otherwise, the method proposed in chapter 5 should be used.

For both two proposed tracking methods, the occlusion problem is not handled in the tracklet affinity models; it is handled in the global optimization process. The tracklets to be associated are reliable short trajectories across successive frames. These tracklets usually include few occluded instances. The proposed tracklet affinity models in the two tracking methods are used to associate broken short tracklets into long trajectories through global optimization. The associated tracklets may not be from consecutive frames. There may be small gaps in temporal space between two associated tracklets due to occlusions. These gaps between
adjacent tracklets are linearly interpolated in the global optimization. Hence, the occlusion problem can be solved in this way. Severe occlusions or even complete occlusions can be handled effectively by this way.

The performance of the two tracking methods has been included in the respective chapter (see Table 4.2 in chapter 4 and Table 5.1 in chapters 5). From these two tables, it can be seen that the method proposed in chapter 5 has better accuracy by some performance metrics and similar accuracy by other performance metrics than the method proposed in chapter 4. However, in terms of computation speed the method in chapter 4 is 6 times faster than the one proposed in chapter 5.

Both the proposed tracking algorithms presented in Chapter 4 and 5 are tracking-by-detection based methods. Hence, good performing detectors are needed for both tracking algorithms. These good performing detectors cannot perform detections in real time. The tracking stage is fast but it requires a stack of frames to be captured and processed in batch mode causing delayed output. For the proposed tracking algorithms presented in Chapter 5, powerful GPUs are needed but may still fall short of real time performance. Hence, the proposed algorithms in these two chapters are not suitable for real time performance. They are more suitable for human detection in archived surveillance videos in which real time performance is not critical. In addition, the proposed tracking algorithm presented in Chapter 4 needs user to determine the entry and exit area of a scene beforehand. However, this can be done during system installation and configuration.

6.2 Recommendations for Future Research

For human detection and tracking, there are still many challenges on its way to be successfully usable in real applications. In the following, the promising research
directions, which can be explored starting from this thesis work, are given.

**Exploiting grouping cues.** Grouping behaviors of humans in crowded scenes have been reported in [91] to improve tracking, the author proposes to further explore grouping cues to improve both the detection and tracking performance in crowded surveillance videos. The humans walking in groups usually show particular spatial visual patterns. These kind of patterns can be detected to help to estimate the presence and movements of multiple humans in a group. Hence, human detector can benefit from these group information to handle the occlusions within a group. A plausible way for human tracking is to use grouping cues to model the relationship between individual trajectories and group trajectories over a time interval. This relationship modeling is expected to benefit multi-person tracking significantly.

**Integration with 3D information.** The proposed detection and tracking methods do not utilize any 3D information or camera calibration information. However, 3D information is potentially helpful to improve detection and tracking performance. As is known to all, detecting and tracking humans in the presence of occlusions are very challenging tasks. Only relying on the 2D visual patterns is difficult to handle the occlusion problems well. With the help of 3D geometries of the humans, we can learn templates for the visible parts capturing both appearance and 3D information. Hence, humans occluded by other humans or objects in crowded scenes can be better differentiated using 3D information.

**Real-time detection and tracking process.** In order to address the requirement of real-time applications, fast detection and tracking algorithms are preferred. However, when some effective but computational expensive components are incorporated into the detection and tracking methods, more time is needed to handle more calculations in complex models. The proposed detection and tracking methods in this thesis still cannot meet the real-time requirement. New approaches
need to be developed, especially for online feature extraction and online learning which are the main computational bottlenecks in the current algorithms.

**Multi-target tracking in surveillance network.** Another promising direction of the future work is to utilize all-available information from surveillance video archives across network for multi-target tracking. This research can focus on non-overlapping surveillance networks, which are often the case in practical surveillance applications. The available information can include motion, appearance, grouping cues, time codes in each video sequence, the map of the whole surveillance network and so on. Developing methodology and algorithm that can track and re-identify each individual appeared in the network automatically is desired for many real surveillance applications. This tracking system in surveillance network may be implemented in a hierarchical manner, which includes two levels. For the lower level, the proposed tracking algorithms in this thesis can be employed for each individual camera of the surveillance network. For the higher level, the tracking trajectories from each camera can be further associated with the aid of the time codes, the actual network map of the cameras and trajectory information from the lower level.
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