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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-D</td>
<td>2-dimensional</td>
</tr>
<tr>
<td>CCW</td>
<td>Counterclockwise</td>
</tr>
<tr>
<td>CFU</td>
<td>Colony forming units</td>
</tr>
<tr>
<td>Cmf</td>
<td>Colony migration factor</td>
</tr>
<tr>
<td>CW</td>
<td>Clockwise</td>
</tr>
<tr>
<td>Cys</td>
<td>Cysteine</td>
</tr>
<tr>
<td>DIC</td>
<td>Differential interference contrast</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>ECM</td>
<td>Extracellular matrix</td>
</tr>
<tr>
<td>HOMO</td>
<td>Highest occupied molecular orbital</td>
</tr>
<tr>
<td>LB media</td>
<td>Luria-Bertani media</td>
</tr>
<tr>
<td>LPS</td>
<td>Lipopolysaccharides</td>
</tr>
<tr>
<td>LUMO</td>
<td>Lowest unoccupied molecular orbital</td>
</tr>
<tr>
<td>Lys</td>
<td>Lysine</td>
</tr>
<tr>
<td>MIC</td>
<td>Minimum inhibitory concentration</td>
</tr>
<tr>
<td>PCH-SPP</td>
<td>Position-correlated hierarchical self-propelled particle</td>
</tr>
<tr>
<td>PDT</td>
<td>Photodynamic therapy</td>
</tr>
<tr>
<td>PIV</td>
<td>Particle imaging velocimetry</td>
</tr>
<tr>
<td>PS</td>
<td>Polystyrene</td>
</tr>
<tr>
<td>ROS</td>
<td>Reactive oxygen species</td>
</tr>
<tr>
<td>SPP</td>
<td>Self-propelled particle</td>
</tr>
<tr>
<td>Tob</td>
<td>Tobramycin</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>Van</td>
<td>Vancomycin</td>
</tr>
<tr>
<td>VM</td>
<td>Vicsek model</td>
</tr>
</tbody>
</table>
SUMMARY

The collective motion of *Bacillus subtilis* in the presence of a photosensitizer is disrupted by reactive oxygen species when exposed to light of sufficient dosages and is partially recovered when light irradiation is suspended. The transition from a highly collective to a more random motion is modeled using an improved self-propelled model with alignment rule. The increment in noise level describes the enhanced uncertainty in the motion of swarming bacteria under stress as observed experimentally.

Monolayer of swarming *Bacillus subtilis* on semi-solid agar display elevated resistance against antibiotics due to their collective behavior and motility. The drug resistance is impeded when the collective motion of bacteria is judiciously disrupted using non-toxic polystyrene (PS) colloidal particles immobilized on the agar surface. The colloidal particles block and hinder the motion of the cells, causing cohesive rafts of bacteria to lose their collectivity and speed. In this case, the lack of strong group dynamics results in the bacteria becoming vulnerable to antibiotics. The negative correlation between the degree of collectivity and PS particle density is examined using an improved self-propelled model that takes in to account inter-particle alignment and hard-core repulsion.

Position-correlated hierarchy is introduced by adding a weightage parameter to Vicsek model (VM) to simulate collective motion systems. The new position-correlated hierarchical self-propelled particle (PCH-SPP) model displays a
rapid, linear-styled transfer of motion information during group turning: a phenomenon not observed in simulations by the VM. With the PCH-SPP model, the collective turning of bird flocks is reproduced by simulation. The model overcomes the inability of VM in simulating collective turning phenomenon by enhancing the propagation of information without having significant difference in the steady-state phase behavior of the VM simulations.
Chapter 1

General Introduction
1.1 Collective motion

For a system consisting of many moving individuals, when each individual's motion is influenced by other individuals so that the system shows coherency in motion, the motion is called collective motion. Unlike the manner in a random system, where all individuals move on their own, in collective motion system, individuals move in an ordered manner and interactions between individuals are present [1-3].

FIG. 1.1 Images illustrating collective motions in nature: (a) bird flock; (b) fish school; (c) locust swarm; (d) surface swarming bacteria. (a), (b), and (c) are taken from the internet.
Collective motion is widely observed in the biology world such as bird flocks or swarming bacterial colonies etc. (Fig. 1.1) [1-16]. Group motion in biology is achieved by individuals sharing and receiving signals such as vision or sound. The transport of information signal is carried out by interactions between neighboring individuals (localized interaction) [15]. One important feature that distinguishes the interaction in biological system from collision in classical statistical physics is that the former does not preserve momentum (i.e. the total momentum of interacting individuals does not have to be the same before and after interaction) [2]. Thus an ordered and non-equilibrium system could emerge (if the initial state is chaotic) after sufficient interactions throughout the system [1-4, 17].

1.1.1 Statistical evaluations of collectivity

Ordered motion shows coherency in direction of motion. Depending on the level of order, the group shows different organization patterns. This resembles equilibrium state phase transition behavior in physics [17]. Thus, some of the physical parameters could be adapted to evaluate the collective properties of group motion.

1.1.1.1 Order parameter

Group motion coherency can be evaluated by the overall alignment of each individual’s direction of motion. The alignment is calculated using the instantaneous
order parameter $\varphi(t)$ [17-19]:

$$\varphi(t) = \frac{1}{N} \sum_{j=1}^{N} e^{i\varphi_j(t)}$$

(1)

where $N$ is the number of particles and $j$ denotes each particle in the system. Eq. 1 defines $\varphi(t)$ as the absolute value of average normalized velocity at time $t$. The order parameter indicates the degree of symmetry, which is a characteristic property of a phase. In perfectly aligned systems (i.e. highly symmetric phase), where all particles move in exactly the same direction, $\varphi = 1$, while in totally chaotic systems (i.e. asymmetric phase), all particles move in random directions ($\varphi = 0$).

During the assembly of group motion, order-disorder transition occurs. When order parameter changes discontinuously, the transition is a first-order transition. When the order parameter changes continuously, the transition is a second-order transition.

1.1.1.2 Correlation function

For some collective motions, the local order parameter of part of the system is very high. However, the overall order parameter is low. For example, in a vortex motion, the streams of individuals within part of the vortex have very high motion coherency. But the overall order parameter is very low as the velocities of individuals in the circular motion cancels out each other in the calculation. In such cases, the correlation function could be a very useful indicator of local coherency [17, 20-22].

The correlation function is used to compare similarity of two sets of data. Several
functions are frequently used in collective motion evaluations:

The pair correlation function:

$$C_p(r) = \frac{1}{4\pi r^2 \rho} \left( \sum_{j \neq i} \delta(|\vec{r}| - |\vec{r}_i - \vec{r}_j|) \right)$$ \hspace{1cm} (2)

where $\rho$ denotes the particle number density, $|\vec{r}|$ is the distance, $\vec{r}_i$ and $\vec{r}_j$ are the positions of particle $i$ and $j$ respectively, and $\delta$ is the Dirac function. The pair correlation function is used to study the local spatial ordering in the distribution of particles [21].

The spatial velocity correlation function:

$$C_v(|\vec{r}|) = \frac{\langle \vec{v}_i \cdot \vec{v}_j \cdot \delta(|\vec{r}| - |\vec{r}_i - \vec{r}_j|) \rangle}{\langle \vec{v}_i \cdot \vec{v}_j \rangle}$$ \hspace{1cm} (3)

Here $\vec{v}_i$ and $\vec{v}_j$ represent the velocity of particles $i$ and $j$ respectively, and $|\vec{r}|$ is the separation between $i$ and $j$ (controlled by the Dirac function $\delta(|\vec{r}| - |\vec{r}_i - \vec{r}_j|)$). This function is used to study the average similarity between the velocity of any pair of particles $i$ and $j$ separated by the distance of $|\vec{r}|$. This correlation function is very useful in evaluating local order of particle velocity. Short range order usually shows a decay of $C_v$ as $|\vec{r}|$ increases [20-23].

Temporal velocity autocorrelation function:

$$C(\tau) = \frac{\langle \vec{v}(t) \cdot \vec{v}(t + \tau) \rangle - \langle \vec{v}(t) \rangle^2}{\langle \vec{v}(t)^2 \rangle - \langle \vec{v}(t) \rangle^2}$$ \hspace{1cm} (4)

This function is used to study the velocity autocorrelation of one particle or one
position (in particle image velocimetry study). It shows the degree of similarity between the velocities at time $t$ and time $t + \tau$. This provides information on how long in time the local order persists. For example, when studying clustered particle motions, the larger the cluster size the longer the time it needs to have significant velocity changes at a certain position [24].

### 1.1.2 Collective motion in nature

In the biological world, there is a large number of examples of collective motion. Many species develop into communities that show social behavior: individuals move and acting in a highly coherent manner. It is commonly assumed that the benefit of staying together and maintaining motion coherency are to improve group decision making, facilitate efficient hunting or seeking of resources, and enhance defense or evasion in the presence of predators [1, 2, 13, 15, 25-28]. The form of collective motion is highly diverse: from large groups of migrating mammals to temporary clusters formed in bacterial motion. Different unique collective patterns can be observed in each of these motions. However, it is still possible to find some commonalities in these motion patterns based on numerous observations. For example, individuals tend to align their movements with other individuals close to them in order to maintain motion coherency. The assumption that such localized alignment effort eventually cause large scale system motion collectivity is the foundation of many mathematical models used to describe collective motion [4, 17, 29, 30]. Some
of the most commonly studied collective motion systems include flying bird flocks [13, 31-35], swimming fish schools [12, 36-39], migrating insects [9, 10, 40, 41], migrating cells [8, 16, 42-44] and bacteria colonies [4, 5, 7, 19-23, 28, 45-59].

1.1.3 Modeling of collective motion systems

In many collective motion systems, the individuals can be viewed as identical particles that propel by themselves. Models that use particles that maintain motional speed to represent actual individuals are called self-propelled particles (SPP) based models [2, 17, 18]. In 1982, Aoki carried out a simulation that introduced certain rules that are now used in modern SPP models [60]. In his work to simulate collective motion of fish, three rules were used to achieve systematic motion coherence: i) when getting too close, particles “repel” each other to avoid collision; ii) particle adopts a parallel orientation to its neighboring particles; iii) when particle gets too far away from others it move towards the other particles. These rules do not include a leader, and in the simulation each particle does not have information of systematic orientation. This work shows that localized interaction with alignment rule alone is sufficient to reproduce collective motion.

1.1.3.1 Basic SPP model: the Vicsek model (VM)

In 1995 Vicsek et al. introduced statistical physics into the modeling of collective motion [17]. This "minimal model" is referred to as the Vicsek model (VM). VM is one of the most widely used SPP models so far.
In VM, particles undergo stepwise movement:

\[ R_i(t + 1) = R_i(t) + v_i(t) \]

(5)

where \( R_i(t) \) and \( v_i(t) \) are the position and velocity of particle \( i \) at step \( t \) respectively. All particles are moving at the same speed \( v_0 \). Each particle \( i \)'s direction of motion in the next time step is determined by the average direction of motion of its neighboring particles:

\[ \theta_i(t + 1) = \text{Arg} \left[ \sum_{j \neq i} e^{i \theta_j(t)} \right] + \text{noise} \]

(6)

where \( \theta_i(t) \) is particle \( i \)'s angle of motion at step \( t \), and \( v_i(t) \) can be presented as the vector: \((v_0 \cos(\theta_i(t)), v_0 \sin(\theta_i(t)))\). The interaction radius \( x \) defines the neighboring area of particle \( i \) (i.e. any particle \( j \) that falls within the circle centered at \( R_i \) with the radius \( x \) is considered as \( i \)'s neighboring particle and included in the calculation in Eq (6)). This localized alignment rule leads to system-wide coherent motion at high particle density and low noise.

In this alignment rule, the other parameter that controls the system coherency is the noise. There are two ways in which the noise can be applied.

In the original work by Vicsek et al., the noise is applied after the calculation of the average direction of motion of all neighboring particles, which is known as the intrinsic noise:

\[ \theta_i(t + 1) = \text{Arg} \left[ \sum_{j \neq i} e^{i \theta_j(t)} \right] + \eta \xi(t) \]

(7)
The intrinsic noise $\eta\xi_i(t)$ could be interpreted as the uncertainty of motion after a particle receives velocity information from its neighboring particles.

In 2004 Grégoire et al. introduced a new way of applying noise to the alignment rule [18]. The noise is applied to the influence of every neighbor of particle $i$ before it is averaged with others. This noise is referred to as the extrinsic noise:

$$\theta_i(t + 1) = \text{Arg} \left[ \sum_{j \neq i} \left( e^{i\theta_j(t)} + \eta e^{i\xi_j(t)} \right) \right]$$  \hspace{1cm} (8)

The extrinsic noise represents the uncertainty in the transfer of velocity information from each neighboring particle $j$ to $i$.

In both Eq.(7) and Eq.(8), $\xi$ is a $\delta$-correlated white noise uniformly dispersed on $[-\pi, \pi]$, and $\eta$ controls the intensity of noise. The larger $\eta$ is, the more chaotic the whole system becomes. For example when the noise is maximum (i.e. $\eta = 1$), all particles will perform totally random walk. When the noise is absent (i.e. $\eta = 0$), the whole system (all particles) will have identical velocity if given enough time for the system to reach a steady-state condition.

VM successfully applies the idea from statistical physics into the simulation of collective motion. VM simulations have shown that collectivity changes with density and noise. The change of collectivity resembles the pattern of phase transition. It is worth mention that changing the intrinsic noise will cause continuous change in the order parameter. This indicates a second order phase transition. When extrinsic noise is applied, the order parameter changes discontinuously, which indicates first order
phase transition [18, 19] (Fig. 1.2).

FIG. 1.2 The order parameter change in a 2-D system with intrinsic noise (a) and extrinsic noise (b) applied separately. The system with intrinsic noise shows continuous change in order parameter (second order phase transition). The system with extrinsic noise show discontinuous change in the order parameter (first order phase transition). Other conditions of (a) and (b) are the same: 1000 particles were simulated in a $120 \times 120$ square with periodical boundary. The interaction radius is 5.
1.1.3.2 Variations of SPP model

Based on the basic Vicsek model, a series of variations of other SPP models are created. The rules mentioned above are adapted to fit into specific systems and conditions. Some notable adaptations are given as follow:

i) Adding repulsion/attraction between particles

In 2003 Grégoire et al. constructed a model based on the VM that incorporates the consideration of attractive/repulsive forces between particles [61]:

$$\theta(t + 1) = \text{Arg} \left[ \alpha \sum_{(i,j)} \hat{v}_i(t) + \beta \sum_{(i,j)} \hat{f}_{ij} \right] + \eta\xi(t) \quad (9)$$

Here $\alpha$ and $\beta$ control the weight of two components (i.e. relative importance of the two). $\hat{f}_{ij}$ is a vector used to represent the repulsive/attractive forces:

$$\hat{f}_{ij} = \hat{e}_{ij} \begin{cases} \frac{-\infty}{1} & \text{if } r_{ij} > r_c, \\
\frac{1}{r_a - r_e} & \text{if } r_c < r_{ij} < r_a, \\
1 & \text{if } r_a < r_{ij} < r_0. \end{cases} \quad (10)$$

where $r_{ij}$ is the distance between $i$ and $j$. $\hat{e}_{ij}$ is the unit vector along the segment going from $i$ to $j$. $r_0$ is the interaction radius, $r_a$ denotes attraction range, $r_e$ is the preferred distance where the particles will not attract or repel each other, and $r_c$ is the repulsion radius. Obviously, $r_0 > r_a > r_e > r_c$. When particle gets closer than $r_c$, they repel each other and ignore all other alignment rules. When particle distance is not the equilibrium distance $r_e$, they mildly repel or attract each other to adjust the distance to $r_e$. When particle distance exceeds $r_a$, the pair of particles attract each other with a
constant force.

Through the change of $\alpha$ and $\beta$ they are able to reproduce various phases transitions that resemble cohesive flock. The repulsion prevents collision and attraction prevents "evaporation" of individuals from flock. By adding attraction and repulsion the model becomes more suitable for simulating real-life situations.

ii) Changing the way of alignment

In 2010, Ginelli et al. introduced the idea of "nematic collision" (Fig. 1-3) into the alignment rule [62]:

$$\theta(t + 1) = \text{Arg} \left[ \sum_{i \neq j} \text{SIGN} \left[ \cos (\theta_i(t) - \theta_j(t)) \right] e^{i\theta_j(t)} \right] + \eta \xi(t) \quad (11)$$

Here nematic collision is carried out by using the sign function (SIGN): if the angle difference between the angular orientations of $i$ and $j$ is smaller than $90^\circ$, $j$ influences $i$ normally with its motion direction and if the angle difference between the angular orientations of $i$ and $j$ is larger than $90^\circ$, $j$ influences $i$ with the opposite direction of its motion. In their simulation, four phases could be observed with the increase of noise: Phase I is homogeneous and ordered, with all particles moving in either parallel or anti-parallel directions. In phase II, a low density region of chaotic moving particles occurs and as noise increases this chaotic region expands. The ordered portion, which resembles phase I, is compressed and finally become a band of particles. In phase III, though the segregated bands still exist, they become fragile and
unstable. These bands constantly change shape by breaking, merging, bending and reforming. Phase IV represents the most chaotic state where all bands disappear and the system becomes homogeneous again. All particles move in random directions. Ginelli's model describes a nematically ordered system without chemical signaling and adhesion. The phase III in their simulation resembles the aggregation behavior of myxobacteria. They suggest that their model can be used to simulate bacterial surface gliding or motion in biofilms.

**FIG. 1.3** The idea of “nematic collision” is to keep alignment along the axis of motion, regardless of motion direction. Thus when two particles with similar motion direction interact they take parallel velocities (a) and when two particles with opposite velocity interact they take anti-parallel velocities and slide through each other (b).

1.1.3.3 Continuum model

Despite the models based on VM, another model built on continuum dynamics was created by Toner *et al.* in 1995 [63]. The aim of this model is to obtain the velocity vector field \( \vec{v} \) and density \( \rho \) by solving the general continuum equations
with symmetries and conservation laws instead of “coarse graining” the hydrodynamics in particle interaction.

The starting continuum equation is:

\[ \frac{\partial \tilde{v}}{\partial t} + (\tilde{v} \cdot \nabla) \tilde{v} = \alpha \tilde{v} - \beta |\tilde{v}|^2 \tilde{v} - \nabla P + D_L \nabla (\nabla \cdot \tilde{v}) + D_L \nabla^2 \tilde{v} + D_2 (\tilde{v} \cdot \nabla)^2 \tilde{v} + \xi \]  \hspace{1cm} (12) 

\[ \frac{\partial \rho}{\partial t} + \nabla (\rho \tilde{v}) = 0 \hspace{1cm} (13) \]

Eq. (13) is the conservation law of mass. In Eq. (12) \(D_L, D_1\) and \(D_2\) are diffusion coefficients related to actual conditions. \(\alpha, \beta > 0\) in the ordered state, thus \(\tilde{v}\) has a non zero magnitude \((\sqrt{\alpha / \beta}). \xi\) is a Gaussian random noise and the pressure \(P\) is determined by density \(\rho\):

\[ P = P(\rho) = \sum_{n=1}^{\infty} \sigma_n (\rho - \rho_0)^n \]  \hspace{1cm} (14) 

where \(\sigma_n\) is the coefficient of pressure expansion, and \(\rho_0\) is the mean of local number density. The result shows an ordered state in 2-D. An interesting conclusion from the results is that the convective term, which stands for the intrinsically non-linear and non-equilibrium feature facilitates the stabilization of the ordered phase. The continuum approach enables the introduction of several parameters concerning microscopic dynamics. These parameters could be determined according to the real-world system being studied. Recently the phase diagram concerning motion speed and particle density was constructed.
1.2 Swarming

Swarming is a special collective motion observed in bacteria colonies growing on semi-solid surfaces. It is defined as a rapid multicellular motion of bacteria across the surface [20, 22, 47, 49]. The swarming bacteria are propelled by rotating flagella, like swimming [64-68]. Multicellularity is a very important feature that distinguishes swarming from other types of bacterial motion such as swimming, twitching, gliding or sliding (Fig. 1.4) [69]. Swarming bacteria will form clusters consisting of multiple cells, moving side-by-side with high velocity coherency (i.e. each member of the cluster has similar velocity).

1.2.1 Conditions needed for swarming

Surface bacteria usually have two ways of social organization: biofilm formation and swarming [59]. Biofilm formation involves bacterial attachment on a biotic or non-biotic surface and differentiating into a complex society of sub-populations with different functions. It is relevant in chronic infections in human body and shows enhanced resistance to antibiotics. Besides the biofilm, when under proper conditions, bacteria can differentiate into a more motile phenotype to colonize the surface. These bacteria, which are capable of swarming, are called swarmers. Swarming is the fastest known way for bacteria to travel across a surface. Based on a large number of observations, a series of conditions are found to be necessary to determine whether or not the bacteria can swarm on the surface [5, 20, 22, 46-49, 55].
FIG. 1.4 Bacterial motion patterns. (a) Swarming: multicellular motion across the surface by rotating flagella. (b) Swimming: single cell motion in bulk liquids by rotating flagella. (c) Twitching: slow cell movement on the surface by extension and retraction of Type IV pili. (d) Cell surface motion using the focal-adhesion complexes that bind to the surface. (e) Sliding: passive motion powered by the push of cell growth and facilitated by surfactant.
1.2.1.1 Bacterial strain

Swarming phenotype is more often observed in the wild types of certain bacterial species of *Bacillus*, *Clostridium*, *Escherichia*, *Salmonella*, *Pseudomonas*, *Proteus*, *Vibrio* [47]. On the other hand, typical lab strains (domesticated strains) usually do not show swarming motility. As surface motility is not an advantage in selection when bacteria are cultured in liquid media, the ability to swarm will disappear after generations of domestication [48, 70]. This is due to the loss of genes associated with swarming motility during lab-condition selection. Thus lab observations of swarming behavior are mostly carried out using wild type strains or their mutants.

1.2.1.2 Surface

So far, the exact physical or chemical properties of a surface that trigger bacterial transformation into swarmers are still unknown. It is generally believed that a wet, energy-rich hydrogel surface is needed for bacterial swarming [20, 46, 47, 49]. The content of water is crucial to swarming motility as bacteria moves in a 2-D layer of water extracted from the hydrogel by bacteria. Dryness of the surface will result in planktonic cells instead of swarmers. However, too much surface fluid will allow swimming motility and the cells may detach from the surface and enter the fluid body instead of undergoing surface motility. Therefore, appropriate medium wetness is needed for swarming [46].

In lab conditions, agar is often used as the hydrogel to sustain bacterial surface growth.
While the normal hard agar surface contains 1.5-2\% of agar for most surface bacterial incubation, the ideal agar gel concentration for promoting swarming for most bacterial species is the semi-hard agar with 0.4-0.8\% of overall agar content [57, 71]. For most swarming species, surface with > 1\% agar will inhibit swarming motility and result in colonies grown by planktonic bacteria. Some exceptions exist such as *Proteus mirabilis* which can swarm on surfaces with up to 1.5-2\% agar content [56]. If the surface content of agar is lower than 0.3\%, too much surface water will enable swimming motion instead of swarming. The size of water-filled pores inside agar gel are larger, which enable the bacteria to swim inside the gel body so that they no longer stay on the surface.

### 1.2.1.3 Flagella

Flagella are helical, filamentous structures on the peripheral of a bacterium. Both swimming and swarming are powered by rotating flagella. When rotating, the helix structure of a flagellum acts like a screw propeller [64-67]. The powerful propelling of flagella is essential for swarming motility. It is not only needed for powering the motion but also reported to help maintain bacterial local alignment [64]. Generally, swarming bacteria will up regulate the genes controlling flagella synthesis and become hyperflagellated (*i.e.* a swarming bacterium grows more flagella than its planktonic phenotype). The structure and function will be introduced in details.
i) Structure and function

A flagellum consists of 3 structure regions according to their positions: the basal body anchored in the membrane, the helical filament outside of the cell and the hook that links the two parts [65, 67](Fig. 1.5).

![Diagram of a flagellum showing its structure with labeled parts: filament, hook, basal body, outer membrane, inner membrane, L ring, P ring, rotor, secretory system, and molecular motor (stator).]

**FIG. 1.5** The flagellum have 3 structure domains: the filament, the hook and the basal body. The basal body consists of the anchor rings and a rotary motor that powers the rotation of filament.

A flagellum is anchored on the surface of a bacterium through its basal body. Besides the function as a structure anchor, the basal body includes a series of synthesis platforms that synthesize and secret the protein monomers used to build up
the filament and hook. The rotary motor, which generates torque and rotate the filament, also belongs to the basal body. It consists of a rod-like rotor and a ring-like stator closely surrounding the rotor. The motor is powered by electrochemical gradient instead of ATP. When proton or sodium cations flow through the stator, conformational change in the stator will be induced. This will generate torque between the stator and rotor. As the stator is firmly anchored on the membrane, the rotor will be rotated [66, 67, 72].

The filament is a helical-shaped polymer of protein monomers called flagellin. The length of a filament could be as long as 15 μm with a width of 12-25 nm. It is connected to the rotor of the basal body by hook, which is a curved hollow cylindrical structure. The protein monomers that constitute the hook tolerate both expansion and compression at the same time, so that the hook is easily bent. This enables the hook to alter the torque orientation when transferring torque from the motor to the filament. This is important in keeping filaments at different sides of the cell coordinated during propulsion [66, 67].

During propulsion, the flagella rotate counterclockwise (CCW) to drive the bacterium forward along its long axis direction. All the left-handed helical filaments will bundle together and generate a strong propelling force. The period when a bacterium rotate the bundled flagella in a CCW direction and move forward is called a "run". On the contrary, when the flagella are rotated clockwise (CW), they are unbundled and the propulsion is disrupted. This motion is called a "tumble". The integration of "run" and "tumble" regulates bacterial motion. For example, in
chemotaxis, where bacteria move along or against a chemical gradient, there will be more runs when moving toward favorable environment (e.g. higher concentration of nutrient), and more tumbles when moving toward harsh environment (e.g. lower concentration of nutrient). Thus the overall movement will be toward a better environment [72].

ii) Role in swarming

In most cases when bacteria transform from planktonic to swarming phenotype, the number of flagella increases. Many swarming bacteria species have peritrichous flagella on the cell surface even if some of these bacteria only have one or few flagella in their planktonic form [73-76]. The increased flagella provide stronger propelling force for bacteria to overcome higher friction in viscous surface liquid [46, 47, 49].

In swarming bacteria, the flagella bundle and function similar to that of the swimming phenotype, despite the increased collisions in a more densely packed population. However, chemotaxis is reported to be not essential in swarming motility for most species. Also, at the swarming colony edge, the bacterial stack into a very densely packed wall. All the cells trapped at the wall propel the flagella to pump out surfactant and water out of the colony. This facilitates the wetting of virgin agar and reduce the friction of bacteria spreading out. Besides the above functions, the adjacent moving cells are found to form transient inter-cellular bundle of flagella as means for cellular communication and coherency maintenance. The bundling also provides
greater propulsion force for bacteria to overcome friction [20].

1.2.1.4 Surface modifier

An important criteria for swarming bacteria spreading is maintaining surface moisture. As introduced previously, bacterial surface motion is supported by the rotation of flagella in surface liquid. In a well-prepared agar surface there is little free water, so bacteria have to extract water from the hydrogel [46, 49]. A very common way to attract water to the surface is by secreting osmotic agents to the surface [49]. For example, swarming Proteus mirabilis secrets extracellular matrix (ECM), which contains polysaccharides and glycine betaine, and colony migration factor (Cmf) that is an acidic polysaccharide. These contents act as osmolytes that facilitate surface hydration [56, 77, 78]. For other Gram-negative bacteria, glutamate, proline and some lipopolyssacharides (LPS) can also act as the osmolytes [79-81]. The osmolytes for Gram-positive bacteria have been hypothesized but the exact content has not been fully elucidated. To date, the exact mechanism of osmolyte synthesis upregulation remains unknown. It is widely believed the ability to “sense” the surface triggers the upregulation in osmolyte synthesis related gene expression [81].

Surface tension is another hurdle that has to be overcome for surface motion. The origin of surface tension is that the molecular attraction within the liquid is stronger than the attraction between liquid molecule and the surface. High surface tension will cause the retraction of liquid body and makes it difficult for micro-swimmers to break through the liquid boundary. Thus a lower surface tension will benefit swarming.
Swarming bacteria were found to be able to produce wetting agents to reduce the surface tension of liquids [47, 49]. Though some species do not secrete specialized wetting agents (and LPS is assumed to take the role), many species produced surfactants such as lipopeptides, surfactins, or rhamnolipids etc. to facilitate swarming motion (Fig. 1.6) [82-85]. Unlike the osmolytes, the secretion of these surfactants is controlled by quorum sensing. The uneven surfactant distribution, which leads to a surfactant concentration gradient from the colony center to colony edge, has also been reported to be responsible for the fast outward expansion of swarming [86]. When a counter gradient of the same surfactant was created, the swarming expansion was arrested.

FIG. 1.6 Chemical structures of some surfactants secreted by swarming bacteria. (a): Serrawettin W2 (secreted by *Serratia liquefaciens*); (b): Rhamnolipid (secreted by *Pseudomonas aeruginosa*); (c): Surfactin (secreted by *Bacillus subtilis*).
1.2.2 Swarming behaviors

1.2.2.1 Lag time

After inoculating planktonic bacteria on the surface of swarming agar, the bacteria do not immediately start swarming. They remain immotile for a certain period of time. This time is called the lag time of swarming. During the lag time, planktonic bacteria gradually transform themselves into a swarming phenotype. This process includes the synthesis and secretion of osmolytes and surfactants, the accumulation of cell population, synthesis of more flagella and cell elongation [48, 87, 88].

It is commonly believed that swarming bacteria suppress cell division, which results in elongated filamentous cells. A filamentous cell is formed when bacteria finish replication but do not divide. Many swarming bacteria are found to have enriched subpopulations of elongated cells at the colony front. Some cells were found to be filamentous with multiple nucleoids within one elongated cell [57, 71, 89].

During the lag time, the bacteria transforms to swarming phenotype and cells continue to reproduce. When the cells sense the surface, a series of swarming-related gene expressions are upregulated, (e.g. the swrA gene in *Bacillus subtilis*, which controls flagellar synthesis) [87, 90]. The surfaces of bacteria become more flagellated, while some bacteria such as *Escherichia coli* and *Proteus mirabilis* will secret extracellular matrix to prepare for the swarming motion. Osmolytes and surfactants are secreted and accumulate at the extracellular environment. Water inside
the hydrogel is extracted to the surface to sustain cell motion. The lag time ends when the colony is ready to swarm [48, 87, 88].

1.2.2.2 Rafting

Unlike swimming, swarming bacteria spontaneously assemble and move side-by-side in a group. The group of bacteria is called a raft. The individual motion within a raft is highly ordered while between different rafts there is little sign of collectivity. Thus the overall system order (in terms of order parameter) is very low. A dynamic balance of assembly and disassembly is observed in rafts where cells (especially those at the edge of the raft) drop out and at the same time new members are recruited into the raft [20, 48, 64, 89, 91]. The stabilization of raft relies on the orchestration of coherent motion of each member. The communication needed for such high coherent motion is not yet known clearly. Some evidence shows that flagella bundling may be the mechanism of well organized motion [91, 92].

1.2.3 Swarming induced antimicrobial resistance

Swarming motion benefits the colony not only by promoting rapid colony expansion, but also by increasing the resistance against multiple lethal antimicrobial agents. It was first reported by Kim et al. in 2003 that swarming Salmonella enterica show elevated resistance against distinct classes of antimicrobials [26, 27]. Recently more reports have shown that swarming bacteria have increased MIC (minimum
inhibitory concentration) compared to plankonic bacteria [25, 28].

1.2.3.1 Methods to measure surface bacteria sensitivity to drugs

Unlike the case of planktonic bacteria, whose vulnerability is easily measured in liquid culture with a serial gradient of drugs, the sensitivity to drugs of swarming bacteria is not easy to determine as controlling drug concentration on solid surface is non-trival. However, several methods have been developed to measure the drug sensitivity of surface bacteria.

The most straightforward method is to use agar plates which are premixed with certain amount of drug [25, 93]. The drug concentration is known and could be adjusted in the premixing process before bacterial inoculation. Then by observing the growth of inoculated bacterial colony the MIC is determined. This method, though simple, requires complex preparations of agar plates with different drug concentrations. Furthermore, the quantification is very coarse.

A more convenient method is called the surface diffusion method. Instead of using plates with various drug concentrations, this method uses drug gradient on one plate to determine bacterial sensitivity to drugs [26-28]. The drug gradient is generated by placing a small paper disc, soaked with a fixed amount of drug, on the agar surface. As the drug diffuses from the disc to the plate, a stable gradient is generated and maintained. According to the principles of diffusion, on agar surface close to the drug disc the concentration of drug will be high. When growing or expanding bacterial colony encounters lethal drug concentrations, the bacteria will be
killed, thus forming a circular zone devoid of living bacteria around the drug disc. This zone is called an inhibition zone. By comparing the inhibition zone size (radius of inhibition zone minus radius of drug disc) the sensitivity is evaluated. The more sensitive the bacteria are to the drug the larger the inhibition zone size. When the bacteria are insensitive or highly resistant to the drug, there will be no inhibition zone. The disc diffusion method is a fast and convenient method to compare bacterial sensitivity to drug, especially in occasions where comparison between swarming and non-swarming phenotypes of the same strain is required. However, this is a semi-quantitative method. As there is no defined diffusive profile, the inhibition zone size cannot be directly linked to the MIC value.

An efficient method to determine MIC value is to use E-test based on the principles of the disc-diffusion method [25-28]. The E-test is a strip soaked with a serial gradient of drug from one end to the other end. Thus the drug concentration at different positions of the strip will be different after placing the strip on an agar surface. Currently, commercially available E-test strips have predefined diffusion profile that determines the drug concentrations at the edge of the strip. When drug sensitive bacteria are cultured in the presence of an E-test strip on the agar plate, at the end with higher drug concentration the inhibition zone size will be very large. The drug concentration decreases from one end to the other end of the strip. Thus the inhibition zone size shrinks from one end to the other. The position where the edge of inhibition zone meets the edge of the strip has the drug concentration equivalent to the MIC. Thus the MIC value is readily acquired by reading the mark of the concentration
at this position. The limitation of E-test is that the concentration range is predefined on the strips and is not possible to test bacteria with MIC outside this range.

1.2.3.2 Mechanisms of swarming-induced multi-drug resistance

Typical multi-drug resistance mechanisms involve reducing bacterial surface permeability (e.g. LPS layer outside Gram-negative bacteria) combined with efficient drug efflux systems that pumps out toxic molecules within the cell [94]. Though it was found that some virulence-related gene expressions are up-regulated in swarming phenotypes, according to recent research studies, it is widely believed that the resistance induced by swarming is most likely attributed to increased cell density and swarming motion dynamics.

By monitoring luciferase activity in their study on Salmonella enterica, Kim et al. found that during swarming, the LPS (lipopolysaccharide) related gene pmrHFIJKLM expression was upregulated and this resulted in a more positive charged LPS core [26]. This leads to higher resistance to cationic antibiotics such as polymixin. However this is not sufficient to explain multidrug resistance. Lai et al. reported the enhanced resistance of different swarming bacteria to a wide spectrum of toxins using the surface diffusion method [28]. In their study on Psudomonas aeruginosa they found that the elevated resistance of swarming bacteria is transient and constrained to swarming condition only: as soon as swarming bacteria de-differentiate into planktonic phenotype the enhancement of resistance is lost. They also demonstrated
that the resistance increase is not a result of selection by showing that swarming colony front pre-exposed to drug and swarming front fresh to drug behave the same. Furthermore, they excluded the efflux mechanism as swarming mutants with different drug efflux ability show similar resistance to drugs.

It is worth mentioning that in both Kim and Lai’s works, multiple fronts were observed despite the fact that different bacteria were used [26, 28]. In surface diffusion method, as the drug gradient gets higher, the colony front will stop expanding at the position where the drug concentration equals the MIC. Unlike the planktonic bacterial colony, where only one neat colony front is found at the edge of the inhibition zone, the swarming colony shows distinct waves of fronts. The front at the position of planktonic bacterial inhibition zone can be observed. This front is referred to as the primary front. Besides the primary front, swarming bacteria form another advancing front that continue advancing into areas with relatively high drug concentrations. This advancing front is called the secondary front (Fig. 1.7). Secondary front usually appear thinner than the primary front. Lai et al. in their experiment with *Bacillus subtilis*, *Bacillus thailandensis* and *Escherichia coli*, found that the cells harvested from the primary and secondary front show similar resistance levels when cultured in liquid medium [28]. This indicates that swarming-induced resistance is transient, reversible and related to surface motion.
A study examining the relationship between swarming motion dynamics and antimicrobial resistance was carried out by Butler et al. in 2010 [25]. Their study on the drug resistance of swarming Salmonella enterica provided evidence that swarming motion dynamics affects drug resistance. They found that the bacterial density is higher at a swarming colony edge compared to that at a swimming edge. The high cell density at the colony front is one feature of swarming motion and it increases the resistance of the colony to drugs. They also noticed that when advancing towards area
with higher antibiotic concentrations, the swarming colony sustain death of some members. The swarming front in their experiment was found to be multilayered, where some bacteria “sacrifice” themselves by staying at the bottom layer and being continuously exposed to lethal amounts of antibiotics to shelter the bacteria swarming at upper layers from direct drug exposure. At the same time, the cells swarming in upper layers keeps circulating to minimize exposure to antibiotics. Proficient swarming ensures efficient translocation of cells from high drug containing areas to low drug containing areas. Another evidence which indicates cell motility plays an important role in overcoming areas with lethal drug concentrations is that at higher temperature, when bacteria swarming motion and colony expansion are faster, the colony tolerates higher drug concentration. They propose that the multilayered structure at swarming edge, together with the rapid swarming motion, protect the cells at swarming front and enable the colony to expand to areas with lethal drug concentrations.

The connection between the collective motion dynamics and antimicrobial resistance enhancement of swarming bacteria suggests that by disturbing swarming motility we may be able to achieve higher antimicrobial killing efficacy. Furthermore, the study of bacterial motion dynamics under disturbance (e.g. antibiotics or photodynamic oxidation) is relevant to the treatment and prevention of surface bacterial infection. Exploiting the response of swarming bacteria to disturbance may lead to more effective methods to control bacterial infection at the early stage.
1.2.4 Methods of studying swarming bacteria

1.2.4.1 Observation

The main task in observing bacterial swarming is to record a continuous video of bacterial motion for trajectory tracking and analysis. This task requires the combination of a microscope with a high-speed scientific camera. As swarming bacteria are able to move at an average speed of 40-50 \( \mu \text{m s}^{-1} \) [20, 21], a camera with low shutter speed will not be able to resolve a single bacterium from frame to frame in swarming motion, especially when bacterial density is high. Differential interference contrast (DIC) microscopy or phase contrast microscopy is often used to enhance image contrast so that the trajectory tracking is more precise [20, 21].

1.2.4.2 Tracking methods

The most straightforward way of studying bacterial motion is to track the motion of every single bacterium. The fast motion and the high density of swarming bacteria makes single bacterium tracking non-trivial. Zhang et al. in their work have shown a good example on how to track single bacterial motion in a 2-D monolayer of swarming cells using Matlab functions [21]. However, tracking single bacterium in a swarm requires good resolution in the movie and 2-D monolayer of bacteria. The strict condition limits the study of dynamics of multilayered swarming.

An alternative way to track swarming motion is particle imaging velocimetry (PIV) [22, 23, 95]. When using PIV to study fluid, the fluid is first seeded with
colored or fluorescent particles that flows with the fluid. Then the passive motion of these particles is recorded in movies. By tracking the particle motion in these movies the fluid motion could be known. The feature of PIV is that it tracks the average motion of all particles in one small area fraction (namely the interrogation window) instead of the motion of each particle. Each frame is divided into an array of interrogation windows (usually a rectangular array with square fractions) and the velocities of each interrogation window are calculated using signal processing and cross-correlation technologies. The resulting matrix of velocity vector reveals the details in the motion dynamics (Fig. 1.8). In swarming bacterial tracking, the bacteria act as intrinsic seeding particles in PIV. The advantage of PIV tracking is that slight defocus or blurring in the image of an individual bacterium does not significantly interfere with the overall tracking result. In bacterial swarming study this technique is very handy and lower requirements for equipments and controlled conditions.
FIG. 1.8 A matrix of velocity vector constructed from a bacterial swarming video by PIV. The arrows denotes the velocity of the fraction at its position. Large velocity fluctuations is shown in the matrix and closely packed parallel vectors indicates the existence of multicellular rafts. The background is a colormap where red color denotes high velocity regions and blue color denotes low velocity regions. This figure is adapted from Chapter 3.
1.3 Photodynamic therapy (PDT) as a treatment of bacterial infections

1.3.1 History

Photodynamic therapy (PDT) utilizes a photosensitizer, which is usually a fluorophore, to absorb light and transfer the energy to create reactive oxygen species (ROS) in the presence of oxygen [96-102]. When this process is happening inside or very close to a living organism (e.g. a cell or a bacterium), the toxic ROS will damage and eventually kill it. This phenomenon was first discovered more than 100 years ago on dye-stained protozoans [103, 104]. In the 1970s PDT was first realized to be an efficient method to selectively kill malignant tumor [105]. The success in killing tumor cells suggests PDT's potential as a cure for diseases caused by other bioorganisms, such as bacteria. It was in the mid 1990s that the effective eradication of bacterial infections using PDT came into reality [96, 106].

1.3.2 Principles of PDT

1.3.2.1 Photophysics

Photodynamic therapy is conducted by shining light on the photosensitizer in the presence of oxygen [99-102, 107]. After absorption of a photon of light, the electron in the highest occupied molecular orbital (HOMO) of photosensitizer can be promoted to the lowest unoccupied molecular orbital (LUMO). The photosensitizer enters a short-lived excited singlet state. The excited singlet state is not stable and is rapidly followed by several processes (Fig. 1.9(a)). The process that is most important
for PDT is the inter-system crossing where the excited electron reverses its spin. The photosensitizer relaxes from the singlet state to a triplet state. The triplet state has a much longer lifetime, which makes it more likely to react with other species. According to selection rules, triplet-singlet interaction is spin forbidden and triplet-triplet interaction is spin allowed. The excited state triplet photosensitizer can react with the ground state triplet oxygen to create ROS.

![Diagram of photophysical processes in PDT](image)

**FIG. 1.9** The physical and chemical processes in PDT. The photophysical processes of photosensitization are shown in (a). The pathways of ROS generation are shown in (b). PS refers to the photosensitizer.
1.3.2.2 Reactions that generate ROS

The interaction of triplet photosensitizer and oxygen has two pathways, namely the Type I process and the Type II process (Fig. 1.9(b)) [102, 108]. The Type I process involves the transfer of charge between the photosensitizer and a quencher (substrate or solvent molecule) where the photosensitizer mostly acts as the oxidant. In the presence of oxygen, the oxidation of bio-molecules is carried out and during this process highly toxic radical ROS are generated (e.g. OH etc.). Type II process involves energy transfer where a triplet-triplet interaction occurs between ground state triplet oxygen and excited state triplet photosensitizer. This process generates excited state singlet oxygen and ground state singlet oxygen. The excited state singlet oxygen is extremely unstable and short-lived so that it does not have sufficient time to react with other species. Thus the main species that represents the reactivity of singlet oxygen is the ground state singlet oxygen, which is denoted as \( ^1 \text{O}_2 \) or \( \text{O}_2( ^1 \Delta_g) \) (Fig. 1.10). In some instances, electron transfer is also involved in the Type II process generating superoxide \( \text{O}_2^- \).

\[ \text{FIG. 1.10} \] The molecular orbital of different oxygen species: (a) ground state triplet oxygen; (b) ground state singlet oxygen (the normally referred “singlet oxygen”); (c) excited state singlet oxygen (very short-lived). Only the valence orbitals are shown.
1.3.2.3 Killing mechanism of ROS

The ROS generated can react with many bio-molecules, such as a protein's amino acid residues, many of which have reductive groups such as Cys (-SH) or Lys (-NH$_2$), the double bound on unsaturated lipids, or the base residues of single- or double- stranded DNA, especially guanine residues. The interaction in specific cases depends on: i) the location of photosensitizer, ii) the abundance of substrate and iii) the acting species of ROS [102].

Two possible mechanisms have been proposed to cause the killing of bacterial cells. There are many reports on PDT leading to DNA damage, including DNA breaks and loss of super-coiled fraction [109, 110]. Recently more and more evidences are provided indicating that damage to the membrane or cell wall may be the main cause of cell death, even though DNA damage occurs at the same time. The break of membrane or destruction of cell wall will lead to the leakage of cytoplasm and loss of functional ions [111, 112].

1.3.3 Applying PDT as an antibacterial strategy

PDT is a potential antibacterial treatment for the post-antibiotics era. It has many unique strengths in the treatment of pathogenic bacteria, such as a broad action spectrum, immunity to traditional antimicrobial resistance mechanisms, inability to induce resistant mutants, and a localized light application that enables a more precise dual-selection of killing bacterial cells.
1.3.3.1 Pathways for photosensitizer binding to cells

As the generated ROS is reactive and short-lived, it is not able to travel long distances in solution. Thus the photosensitizer must bind to or be uptaken by the cells to effectively work [107]. Though the cell wall on the surfaces of Gram-positive bacteria is very thick, the structure of peptidoglycan that constitutes the cell wall is very porous and highly permeable to large molecules such as polysaccharides with molecular weight as high as 60000 [113]. The permeability has largely exceeded the molecular weight of usual photosensitizer, which is mostly below 2000 [94]. Thus, Gram-positive bacteria does not have any permeability issue for photosensitizer. However the surface of the cell wall of Gram-negative bacteria is surrounded by an impermeable layer of lipopolysaccharide (LPS) that only allow hydrophilic molecules with molecular weight lower than 700 to pass through the porin channels. Thus enhancement of permeability is needed. Two methods are developed to solve this problem: by adding a polymeric cationic polymixin B or metal chelator to remove Ca$^{2+}$ or Mg$^{2+}$ cations from surface so that the electrostatic balance of the LPS is disturbed. Large portion of destabilized LPS layer will break and dissolve, leading to a larger permeability [106, 114]. The two different pathways for photosensitizer to enter Gram-positive and Gram-negative bacteria is compared and shown in Fig. 1.11.
FIG. 1.11 The scheme of pathways of photosensitizer entering the bacteria and the following damaging process. Pathway I is usual in the inhibition of Gram-positive bacteria and Pathway II is usual in the inhibition of Gram-negative bacteria. PS refers to the photosensitizer.

1.3.3.2 Photosensitizers used in antibacterial PDT

Photosensitizers used in PDT are usually large aromatic ring with branches surrounding the central chromophore. Traditional photosensitizers used in anticancer therapies, which are mainly based on tetrapyrrole rings such as porphyrins, are not able to diffuse into Gram-negative bacteria, though they are very effective against Gram-positive bacteria [98, 100, 101, 107]. In clinical applications, introducing permeability enhancers adds to inconvenience and limitations to the application. Thus
different frameworks of photosensitizers are needed. Cationic photosensitizers are used and found to be taken up by bacteria through a self-promoted uptake pathway. Cationic photosensitizer such as methylene blue or toluidine blue have achieved effective PDT killing on both Gram-positive and Gram-negative bacteria. As suggested by structure activity relationship studies, the amphiphilic derivatives of photosensitizer such as cationic porphyrins or phthalocyanines have larger affinity for Gram-positive bacteria, while hydrophilic derivatives have greater affinity for Gram-negative bacteria [107]. The structure of some common photosensitizers are presented in Fig. 1.12.

![Chemical structure of some photosensitizers used for PDT treatment for bacteria.](image)

**FIG. 1.12** Chemical structure of some photosensitizers used for PDT treatment for bacteria.
1.4 Aims

The previous studies on swarming dynamics focus on the motion of healthy and undisturbed bacteria. However, the studies on swarming bacterial response to drugs did not have an in-depth quantitative analysis of the swarming dynamics. The information on swarming dynamics of bacteria under disruption remains a missing piece in this field. Chapter 2 & 3 describes pioneering works aimed to illustrate the motion dynamics of damaged or disturbed swarming bacteria (i.e. bacterial swarming in the presence of photo-oxidative stress or static hurdle) and to provide useful information on the response of swarming bacteria to stress. Chapter 3 also describes a successful attempt to solve the swarming-induced antibiotic resistant problem by utilizing a novel method that physically disrupt swarming motion pattern. Furthermore, a revised Vicsek model is developed in Chapter 2 to better describe bacterial swarming motion under different circumstances and to provide theoretical support for experimental observations in both Chapter 2 & Chapter 3. Chapter 4 describes a PCH-SPP model that overcomes the shortcoming of Vicsek model in simulating the collective turning of bird flocks.
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Chapter 2

Loss of Collective Motion in Swarming Bacteria Undergoing Stress

This chapter is adapted from: "Loss of collective motion in swarming bacteria undergoing stress, Shengtao Lu, Wuguo Bi, Fang Liu, Xiangyang Wu, Bengang Xing and Edwing K. L. Yeow, Physical Review Letters, 111, 208101 (2013)."
2.1 Abstract

The collective motion of *Bacillus subtilis* in the presence of a photosensitizer is disrupted by reactive oxygen species when exposed to light of sufficient dosages and is partially recovered when light irradiation is suspended. The transition from a highly collective to a more random motion is modeled using an improved self-propelled model with alignment rule. The increment in noise level describes the enhanced uncertainty in the motion of swarming bacteria under stress as observed experimentally.
2.2 Introduction

Collective motion of living organisms is ubiquitous in nature and can be found in schools of fish, flocks of birds and herds of cattle. In biology, certain bacteria such as the Gram-positive *Bacillus subtilis* undergo cell differentiation into swarmer cells that display a high number of flagella and move rapidly across the surface of a semisolid media in multicellular rafts or clusters [1, 2]. Experimental studies on the collective motion of bacteria have so far been limited to understanding the swarming dynamics of healthy cells [3-5]. Several theoretical models have also been developed to investigate coherent motion and the onset of collectivity starting from a non-equilibrium state [6-20]. Self-propelled particle models such as the Vicsek model [6, 7] have been extensively used to analyze the nature of phase transition in collective motion. Unfortunately, laboratory observations of the transition from a highly collective to a more random motion are scarce [10]. Therefore, the lack of experimental studies renders the characterization of most theoretical models incomplete [10].

The photoactivation of a photosensitizer by light produces reactive oxygen species that kill bacteria (photodynamic therapy PDT) [21, 22]. In this work, PDT is utilized to alter the motion of swarming bacteria under stress without direct mechanical intervention on the cells. Bacteria within clusters undergo a transition from a highly collective to a more random motion via a simple and convenient method. Swarming bacteria, often found in biofilms, migrate rapidly across host tissues and aid in the spread of microbial diseases. In order to use PDT as an
antimicrobial treatment against swarming bacteria, it is important to understand how PDT alters the collective motion of such cells. In this study, wild type *B. subtilis* (strain 3610), photosensitizer protoporphyrin IX (PpIX) and 0.5% LB agar are used. The latter ensures the presence of a thin layer of water that is needed for cell motility [1]. A simple self-propelled model that takes into account the alignment of bacteria to the direction of motion is developed and used to simulate the effects of PDT on the collective behavior of cells.

2.3 Experimental

2.3.1 Culture Conditions and Preparation of Bacteria

Wild type *B. subtilis* (strain 3610) was purchased from ATCC. The culture media LB (tryptone 10 g L$^{-1}$, yeast extract 5 g L$^{-1}$ and NaCl 5 g L$^{-1}$ in water) was first sterilized in an autoclave machine (Hirayama) at 120°C for 20 min. *B. subtilis* culture was grown in LB at 37°C overnight before being diluted 40× and then allowed to grow for a further 4 h at 37°C to reach an optical density at 600 nm (OD$_{600}$) of ~ 0.9 (*i.e.*, at the end of the log phase). An LB agar (0.5% agarose in LB media) film of ~ 1 mm thickness was prepared in a homemade sample chamber and pre-dried for 1 h before use. The agar gel was inoculated by dropping 1 µL of the bacteria culture onto the surface and dried at room temperature for 0.5 h before being incubated at 37°C and 80% humidity for 2 h. After the initial swarming lag of 2 h, dendritic colony patterns of *B. subtilis*, both in the absence and presence of PpIX, are observed on 0.5%
agar (see Fig. 2.1 for the colony pattern taken for stained bacteria).

![Dendritic colony pattern of stained B. subtilis on agar after incubation at 37°C for 2 h.](image)

**FIG. 2.1** Dendritic colony pattern of stained *B. subtilis* on agar after incubation at 37°C for 2 h.

For the photodynamic inactivation experiment, protoporphyrin IX (PpIX, Sigma-Aldrich) was used as the photosensitizer. 10 μL of DMSO solution of PpIX (14 μM) was added into 2 mL of *B. subtilis* culture (when OD₆₀₀ ~ 0.9, see above) and 2 mL of 0.5% LB agar to achieve a photosensitizer concentration of 0.07 μM. Similar method was used to prepare samples with 0.007 μM and 0.35 μM of PpIX. The procedure to prepare swarming bacteria was similar to that for the unstained *B. subtilis* as described above.

### 2.3.2 Microscopy Setup and Data Analysis

The microscopy setup consists of an inverted microscope (IX 71, Olympus) coupled to a highly sensitive CCD camera (CascadeII 512B, Photometrics). A halogen
lamp source (Photonik optical illuminator), with tunable power from 8 mW cm\(^2\) to 110 mW cm\(^2\), was fixed above the bacteria sample and used to observe bacteria motion and activate photodynamic effects. The transmitted light from the sample was passed through an air objective lens (20x, N.A. = 0.40, Olympus), attenuated by a neutral density filter (OD = 2.0, Edmund Optics), and magnified using a 3.3x camera lens before detection. The dimension of an image frame was measured to be 120 × 120 \(\mu\)m\(^2\) (512 × 512 pixels) using a stage micrometer and the rate of the CCD camera is 30 frames per second. Throughout the microscopy measurements, the sample chamber was maintained at 30-35°C and 80% humidity via a heating coil wrapped around the chamber.

Bacteria motion was analyzed using particle image velocimetry (PIV) (PIVlab 1.31 software) with each moving bacterium acting as a tracer. The size of an interrogation window was 2.8 × 2.8 \(\mu\)m\(^2\) (12 × 12 pixels) and the separation between the centers of any two overlapping interrogation windows was 6 pixels (50% overlap). From the recorded consecutive microscopy images, velocity flow field of \textit{B. subtilis} near the edge of a growing colony was constructed, and the average speed and spatial correlation function calculated from the velocity vectors.

2.3.3 Survival Assay for Swarming \textit{B. subtilis} under Photodynamic Action

Two sets of swarming \textit{B. subtilis} bacteria in the presence of 0.07 \(\mu\)M PpIX were grown on the surface of agar as described above. One set was irradiated with light of
power intensity $I = 100 \text{ mW cm}^{-2}$ for 8 min while the other set was not exposed to light. The bacteria on the agars were subsequently added into separate PBS solutions (2 mL) and shaken for 1 h at 37°C. 10 μL of each solution was spread onto agar plates and allowed to be cultivated overnight. The cell viability of each sample was then obtained by counting colony forming unit per mL (CFU mL$^{-1}$).

### 2.3.4 Photodynamic inhibition mechanism study

*B. subtilis* that did not undergo a swarming lag period were cultured overnight at 37°C and separated from the LB media by centrifugation. The residue was re-suspended in PBS (OD ~ 0.9), incubated for 3 h at 37°C, and then divided into 3 equal portions. Each portion was centrifuged and the residue was suspended in PBS buffer prepared in H$_2$O (culture A), PBS buffer prepared in 90% D$_2$O and 10% H$_2$O (culture B) and PBS buffer containing catalase (20 mg L$^{-1}$) (culture C). PpIX was added into each of the culture A, B and C so that the final concentration of the photosensitizer is 0.1 μM and the samples were allowed to be incubated at 37°C for 1 hour. For each of the culture A, B and C, 1 mL of the sample in an eppendorf tube was exposed to white light of $I_h = 100 \text{ mW cm}^{-2}$ for 5 min while another 1 mL of the sample was kept in the dark. The cell viability of each of the sample was subsequently determined by counting the number of CFU per mL, and the results subjected to statistical analysis.
2.3.5 Modeling

In the self-propelled particle model simulation, \( N \) bacteria (or particles) are initially homogeneously distributed a two-dimensional square of size \( D \times D \). At any given time \( t \), each particle is defined by its location and direction of motion specified by angle \( \theta_i(t) \). At each time-step \( \Delta t \) (= 1), bacterium \( i \) is displaced by a magnitude of \( v = 0.1 \) (velocity) in the direction of \( \theta_i(t + \Delta t) \). In the simulation, the direction of motion at each time step \( \Delta t \) is computed using the expression

\[
\theta_i(t + \Delta t) = \text{Arg} \left[ \sum_{(i,j)} \beta_{i,j} e^{i\theta_j(t)} \right] + \eta \xi_i(t)
\]

where the extent of interaction between bacteria is accounted for by considering the angle of motion of the \( i \)th bacterium and its \( n_i \) neighboring \( j \) bacteria located within an interaction active area of radius \( x \) (\( i.e., \) from the index of summation \( <i,j> \)). The interaction parameter \( \beta_{i,j} = \{1 + (\vec{v}_i \cdot \vec{v}_j)\theta(|\vec{v}_i||\vec{v}_j|))/2 \), ranging from 0 to 1, acts as a weighting factor that determines the amount of contribution of each interaction between two bacteria, based on their mutual alignment, to the direction of motion such that \( \beta_{i,j} \) is high for bacteria that are well aligned (\( i.e., \) found within the same cluster) and low for bacteria that are poorly aligned (\( i.e., \) bacteria found in different clusters). An intrinsic noise defined by \( \eta \xi_i(t) \) where \( \eta \) is the amplitude and \( \xi_i(t) \) is a random number uniformly distributed between \(-\pi\) and \( \pi \) is considered in the simulation [7]. The noise is ascribed to the bacterium’s uncertainty in its motion after receiving an average ‘signal’ from the neighboring \( j \) bacteria [23]. Throughout the simulation, the speed of the bacteria is assumed to be constant. The primary aim of
our numerical study is to understand how photodynamic action in the form of an increment in noise intensity affects the collectivity, and thus speed variation was not considered.

Periodic boundary condition is applied during the simulation. Both volume exclusion and geometric constraints are implemented as described in Ref. [6, 24]. Basically, a short-range hard-core repulsion is introduced such that when the separation between particles is closer than 1 \((i.e., \text{the repulsion radius})\), the particles are repelled from each other and move in a direction given by

\[
\theta_i^{t+1} = \text{Arg} \left[ \sum_{\{i,j\}} e^{i \text{Arg} \left[ R_i - R_j \right]} \right]
\]

where \(R_j^t\) is the position of particle \(j\) within the repulsion radius of particle \(i\) at time \(t\).

The simulation is performed by taking \(\Delta t = 1\) as the unit of time. A reasonable experimental depiction is obtained when \(N = 1000\) and \(D = 120\).

For swarming cells, Zhang et al. have experimentally shown that changing the average speed of the swarming bacteria have negligible effects on the spatial correlation of the cells [25]. Furthermore, when the flagella are damaged by reactive oxygen species, the speed is decreased due to a weakened propelling action whereas the collectivity is reduced because of the disruption in inter-cell flagella interaction. Therefore, the change in the average speed due to photodynamic effects should not have a significant impact on the collectivity of the bacteria. It is thus reasonable to consider the evolution of the collective behavior as an independent process in our computational simulation. The primary aim of our theoretical study is to understand how photodynamic action in the form of an enhancement in noise intensity affects the
collectivity, and speed variation, which will complicate the modeling and phase transition analysis, was therefore not included.

2.4 Results and discussion

2.4.1 Bacterial uptake of PpIX

The amount of photosensitizer taken up by *B. subtilis* (OD$_{600}$ ≈ 0.9) in the culture media was determined using a fluorescence spectrometer (Eclipse, Varian). Various samples of bacteria were cultured for 2 h in the absence and presence of different concentrations (0.07 – 0.7 μM) of PpIX. The samples were subsequently centrifuged and the emission spectra of the supernatant solutions containing PpIX not taken up by the bacteria were measured using the method described in ref. R4. A calibration curve of the fluorescence intensity at 604 nm vs. concentration of PpIX used was constructed (Fig. 2.2). The supernatant solution without photosensitizer (i.e., initial PpIX concentration of 0) was then spiked with PpIX to form a final concentration of 0.07 μM and the emission intensity at 604 nm was recorded. From the calibration curve, the concentration of PpIX in a culture media containing *B. subtilis* (OD$_{600}$ ≈ 0.9) needed to achieve a concentration of 0.07 μM of PpIX not taken up by the bacteria is determined. It was found that ~ 60% of the photosensitizer is taken up by the bacteria. The fluorescent image of the stained cells is presented in Fig. 2.3. Similar procedure was also used to show that ~ 60% of the initial photosensitizer concentration is taken up by the bacteria to achieve 0.35 μM of photosensitizer not taken up by the bacteria.
FIG. 2.2 The calibration curve of the fluorescence intensity of free PpIX in the supernatant solutions ($\lambda_{\text{ex}} = 408$ nm, $\lambda_{\text{em}} = 604$ nm) vs. initial concentration of photosensitizer.

FIG. 2.3 Fluorescence microscopy image of *B. subtilis* stained with PpIX (recorded using a confocal fluorescence microscope, MicroTime 200, PicoQuant, $\lambda_{\text{ex}} = 405$nm). The bacteria were prepared in the presence of 0.07 $\mu$M PpIX as above.
2.4.2 Photodynamic inhibition activity disrupts bacterial swarming

Movie 2.1 shows the evolution of motion of *B. subtilis* in the presence of 0.07 μM PpIX, where the bacteria are initially irradiated with white light of low power \( I_l = 8 \text{ mW cm}^{-2} \) for the first 6.3 s, followed by light of a relatively higher power \( I_h = 100 \text{ mW cm}^{-2} \) for the rest of the microscopy measurement (94 s). During exposure to low light intensity, it is observed that close (< 100 μm) to the colony edge, where a monolayer of bacteria is formed, *B. subtilis* are transported rapidly across the surface in multicellular clusters (Movie 2.1). Within each cluster, the bacteria move side-by-side each other, and the overall collective motion is similar to that previously reported for swarming phenotype of *B. subtilis* [4, 25].

Fig. 2.4 shows the instantaneous velocity field image (from particle image velocimetry) of *B. subtilis* in the upper right quarter of the CCD image from Movie 2.1 at time \( t = 6.3 \text{ s} \) after the start of the measurement. The arrow corresponds to the velocity vector and indicates the average direction and magnitude of velocity for a particular interrogation window. Several meandering jets of collectively high velocities are seen (e.g., jets centered at \((x = 75 \text{ μm}, y = 105 \text{ μm})\) and \((110 \text{ μm}, 95 \text{ μm})\)); confirming that the bacteria undergo collective motion. The average speed \( (V) \) for a particular area of interest is calculated from \( V = \frac{\sum_i |\vec{v}_i|}{n} \) [25, 26], where \( \vec{v}_i \) and \( n \) are the velocity vector of the \( i \)-th interrogation window and the total number of interrogation windows, respectively. Fig. 2.5(a) shows that \( V \) remains relatively constant \((48 \pm 4 \text{ μm s}^{-1})\) throughout the time duration that the bacteria are exposed to light of \( I_l \) intensity. The light dosage is too low to activate a photodynamic effect on
the speed of the swarming bacteria as discussed below.

FIG. 2.4 Instantaneous velocity field image of *B. subtilis* when the cells are exposed to (a) light of \( I_l = 8 \text{ mW cm}^{-2} \) at \( t = 6.3 \text{ s} \) and (b) light of \( I_h = 100 \text{ mW cm}^{-2} \) at \( t = 13.3 \text{ s} \). The arrow corresponds to the velocity vector and both the arrow length and color indicate the magnitude of velocity (see color bar).
When the irradiating light is switched from $I_l = 8 \text{ mW cm}^{-2}$ to $I_h = 100 \text{ mW cm}^{-2}$ at $t = 6.3 \text{ s}$, the motion of the stained bacteria is substantially affected (Movie 2.1). For an example, the velocity field image at $t = 13.3 \text{ s}$ after the start of the experiment (or $7 \text{ s}$ after the switch to $I_h$) displays a drastic drop in the number of high magnitude velocity vectors when compared to $t = 6.3 \text{ s}$ (Fig. 2.4(b)). Fig. 2.5(a) clearly shows that $V$ is quickly reduced to approximately half of the initial value (i.e., $V \sim 20 \text{ m m s}^{-1}$) upon exposure to light of $I_h$ intensity before decreasing gradually until all the bacteria become immotile at ca. 60 s (Movie 2.1). The time-dependent change of $V$ in Fig. 2.5(a) is described using a double-exponential decay function with a short lifetime component of 0.54 s and a long lifetime component of 10.0 s; implying that the effects of photodynamic action on the motion of swarming $B. subtilis$ is important and occurs, at least, via a two-step process (i.e., a rapid process followed by a relatively slower one).

To further investigate the influence of photodynamic action on the extent in which the bacteria move in a coordinated manner, the spatial correlation function of instantaneous velocity ($C_v$) is computed [25, 26]: $C_v = \langle \vec{v}_i \cdot \vec{v}_j \rangle_y / \langle \vec{v}_i \cdot \vec{v}_i \rangle_y$, where $\vec{v}_i$ and $\vec{v}_j$ are the velocity vectors of two interrogation windows with a center-to-center distance $r$, and $\langle \ldots \rangle_y$ is the ensemble average over all possible $ij$ pairs. The $C_v$ vs. $r$ plots for $t = 6.3, 7.7$ and $13.3 \text{ s}$ after the start of the experiment are given in Fig. 2.5(b). By defining the average spatial correlation length ($L$) to be the $r$ value when $C_v$ falls to one standard deviation above the noise level, we obtain $L = 19.6, 12.9$ and $11.6 \text{ m m}$ for $t = 6.3, 7.7$ and $13.3 \text{ s}$, respectively. $L$ is the highest for low light intensity $I_l$ since
bacteria are found in relatively big packs and move collectively in the same direction within individual clusters.

**FIG. 2.5** (a) The average speed of bacteria ($V$) vs. $t$ for *B. subtilis* irradiated with light of $I_l = 8$ mW cm$^{-2}$ for the first 6.3 s before the light is switched to $I_h = 100$ mW cm$^{-2}$.

(b) The spatial correlation function of instantaneous velocity vs. distance corresponding to (a) for $t = 6.3$ (□, red), 7.7 (○, green, $i$ in (a)) and 13.3 (Δ, blue, $ii$ in (a)) s.
Two important features are noted when light of intensity $I_h$ is used: the spatial correlation length $L$ decreases with increasing light exposure time (Fig. 2.5(b)) and a positive correlation exists between $L$ and $V$. Zhang et al. have demonstrated that the spatial correlation length of healthy swarming bacteria is only weakly dependent on the average velocity [25]. Thus the positive correlation between $V$ and $L$ observed in this study further supports the conclusion that photodynamic effects are responsible for the light dosage-dependent decay of the average speed of bacteria. As the motion of $B. subtilis$ becomes sluggish, the bacteria display reduced tendencies to form large packs capable of surging forward at high velocities (Movie 2.1). Instead, packs of significantly smaller sizes, compared to healthy clusters, are seen. As light illumination progresses, more cells break away from their clusters and attempt to swim randomly while being pushed and jostled by oncoming bacteria. Individual cells are mobile because of the presence of sufficient water on the agar surface and a lack of a capillary force to clamp the bacteria onto the substrate [27]. The overall reduction in cluster size and a less ordered motion within individual clusters give rise to the observed decrease in $L$ (Fig. 2.5(b)). Swarming cells in clusters undergo a transition from a highly collective to a more random motion in the presence of photodynamic effects.

Irradiating $B. subtilis$ in the absence of PpIX is used to confirm that the presence of both photosensitizer and light of sufficient dosages are required to alter the dynamics of swarming motion. In this case, the motion of unstained bacteria that are exposed first to light of $I_l$ intensity for 6.7 s followed by $I_h$ intensity for 28.3 s does not
display significant variation in either the average speed \( i.e., V = 51 \pm 5 \, \mu m \, s^{-1} \), Fig. 2.6) or collective behavior (Movie 2.2); implying that the motion of unstained \textit{B. subtilis} is not affected by the light dosages used in this study. For the stained bacteria of Movie 2.1 and Fig. 2.5(a), the mean speed of motile bacteria when low power light \( e.g., I_l \) and short exposure times are utilized displays similar behavior to that of the unstained bacteria; implying that photodynamic effects are negligible at low light dosages. On the other hand, the collective motion is disrupted when a higher light intensity \( e.g., I_h \) is used which is unambiguously attributed to the presence of PpIX and the influence of photodynamic action. Upon long exposure to \( I_h \) light \( e.g., 8 \, \text{min} \), close to 100% of cells are killed by photodynamic action (Fig. 2.7). Furthermore, the time required to completely immobilize the bacteria is dependent on the concentration of the photosensitizer used. When the concentration of PpIX is 0.007 \( \mu M \) (diluted 10\times), the bacteria are still mobile even after 100 s exposure to light of \( I_h \) intensity. On the other hand, when the amount of PpIX is increased to 0.35 \( \mu M \) (concentrated 5\times), the motion of the bacteria is arrested within 20 s of \( I_h \) light illumination. In this case, the average speed decays with lifetime components of 0.26 s and 3.8 s (Fig. 2.8, Movie 2.3).
FIG. 2.6 Average speed vs. time for unstained bacteria exposed to light of intensity $I_1 = 8 \text{ mW cm}^{-2}$ for 6.7 s followed by light of $I_h = 100 \text{ mW cm}^{-2}$ for the rest of the measurement.

FIG. 2.7 Viability results for the same concentrations of swarming phenotype of stained $B. subtilis$ that are (A) exposed to light of intensity $I_h = 100 \text{ mW cm}^{-2}$ for 8 min and (B) kept in the dark. No living bacteria are observed in (A) since the bacteria are killed by photodynamic action, whereas thousands of living bacteria are found in (B).
The average speed of bacteria ($V$) vs. time ($t$) for *B. subtilis* irradiated with light of intensity $I_l = 8 \text{ mW cm}^{-2}$ for the first 7.4 s before the light is switched to intensity $I_h = 100 \text{ mW cm}^{-2}$. The decay of the average speed is described using a double exponential function with lifetime components of 0.26 and 3.8 s. Concentration of PpIX used is 0.35 $\mu$M.

### 2.4.3 Recovery of collective motion after photodynamic inhibition

To examine if the collective motion and average speed are recovered after applying photodynamic action, swarming *B. subtilis* in the presence of 0.07 $\mu$M PpIX are first exposed to light of $I_l$ intensity for 7.3 s, followed by light of $I_h$ intensity for 14.7 s before the intensity is reverted back to $I_l$. The real-time evolution of motion and time-resolved average speed are provided in Movie 2.4 and Fig. 2.9(a), respectively. When light of $I_h$ intensity is turned on, the decrease in $V$ follows a double exponential decay function with a short lifetime of 0.49 s and a long lifetime of 9.8 s (Fig. 2.9(a));
in line with the behavior reported in Fig. 2.5(a). After the light is switched from $I_h$ back to $I_l$ at $t = 22$ s, the bacteria regain their speed such that $V$ increases from 5.1 $\mu$m s$^{-1}$ at $t = 22$ s to 31 $\mu$m s$^{-1}$ at $t = 100$ s. Within the time window of the experiment, $V$ does not return to its original value of 50.0 $\mu$m s$^{-1}$ obtained before photodynamic action. The partial recovery of $V$ is described using a double exponential rise function with lifetime components of 0.24 s and 15.7 s.

Apart from the partial recovery of $V$, the bacteria also regain their collective motion as soon as light of $I_h$ intensity is turned off (see Movie 2.4). The spatial correlation functions calculated for $t = 7.1$, 14.0 and 90.0 s are presented in Fig. 2.9(b). The correlation length $L$ for $t = 14.0$ s is 9.0 $\mu$m which is shorter than $L = 18.5$ $\mu$m for $t = 7.1$ s due to the partial lose of collectivity when light of $I_h$ intensity is in operation. The coherent behavior improves when the $I_h$ intensity light is suspended and the bacteria reform clusters of bigger sizes (Movie 2.4). For an example, at $t = 14.0$ s, the bacteria move in clusters containing a few bacteria (e.g., 3-5), whereas at $t = 90.0$ s, the bacteria regroup themselves and move in packs as large as tens of bacteria (e.g., 30-40) in size. This is supported by the larger $L$ value (= 14.3 $\mu$m) obtained for $t = 90.0$ s.
FIG. 2.9 (a) $V$ vs. $t$ for $B. \text{subtilis}$ irradiated with light of $I_l$ for the first 7.3 s followed by light of $I_h$ for 14.7 s before reverting back to $I_l$ at $t = 22$ s. (b) The spatial correlation function of instantaneous velocity vs. distance corresponding to (a) for $t =$ 7.1 ($\Box$, red), 14.0 (○, green, $i$ in (a)) and 90.0 (Δ, blue, $ii$ in (a)) s.
2.4.4 Simulation

To gain a better understanding of the transition from collective motion within clusters (i.e., before light illumination) to a more random-type (i.e., after light illumination) motion, the collective dynamics of moving bacteria is simulated using a simple self-propelled particle model that accounts for volume exclusion and geometric constraints (see Experimental). The rod-like geometry of the cells may play a role in the clustering [28], however, this effect is not included since it is presently unclear whether elongation, which increases the aspect ratio of the rod, is a requirement for swarming motility [2]. Another possible mechanism behind the coherent motion is hydrodynamic interactions [14]. Copeland et al. have observed that at high cell density, inter-cellular flagella bundling occurs and they have proposed that communication between swarming cells is responsible for orchestrating the coordinated motion [1, 29].

The Vicsek model does not distinguish between intra-cluster interaction amongst bacteria found in similar clusters and inter-cluster interaction between bacteria in different clusters; resulting in a long-range effect whereby the motion of one cluster influences the motion of neighboring clusters. This gives rise to packs moving in the same direction and an overall high order parameter. In our experiment, bacteria within clusters move coherently whereas the clusters move in random direction. The alignment factor ensures that bacteria within individual clusters move collectively. It is worth mention that Ginelli et al. [12] have also introduced an alignment parameter in their self-propelled particle model that takes on either of two values; 1 for well
aligned particles and -1 for poorly aligned particles. This description is too coarse when describing bacteria motion. In particular, it is not observed from our experimental data that poorly aligned cells are able to provide a strong influence on bacterial motion.

The absence of photodynamic action is modeled by choosing \( x = 5 \) and \( \eta = 0.4 \) for the first 15000 time steps where large clusters of particles (size of ca. 20 – 30 particles each) are seen at dimensionless time \( t^* = 15000 \) (Fig. 2.10(a)). Photodynamic action is simulated by increasing \( \eta \) to 0.5 in the next 15000 time steps where a more homogeneous spread of the particles is noted at \( t^* = 30000 \) (Fig. 2.10(b)). We observed that the dimensionless correlation length decreases as \( \eta \) increases and this trend is consistently seen for several runs performed with different time steps (Fig. 2.11). Therefore, the conclusion that a smaller correlation length is obtained when the noise \( \eta \) is enhanced is valid. This is clearly due to an increase in the randomness in motion. A reverse process (i.e., less correlated and random-type to a more correlated and collective motion) is achieved by reducing the noise \( \eta \) as depicted in Fig. 2.12.

![FIG. 2.10 Location of particles for last 20 time steps before and including \( t^* \) are given in (a) and (b) for \( t^* = 15000 \) and 30000, respectively.](image-url)
FIG. 2.11 The correlation functions obtained from our model for the last time step when \( \eta = 0.4 \) and total time steps is (a) 15000, (b) 30000, (c) 45000 and (d) 60000. The correlation lengths are 20.1, 19.6, 20.7 and 22.8 for (a), (b), (c) and (d), respectively. The correlation functions for the last time step when the simulation of (a)-(d) is allowed to run for another (e) 15000, (f) 30000, (g) 45000 and (h) 60000 steps with an increase in \( \eta \) to 0.5. The correlation lengths are 10.4, 6.9, 7.0 and 10.8 for (e), (f), (g) and (h), respectively. The correlation is higher for \( \eta = 0.4 \) compared to \( \eta = 0.5 \).
FIG. 2.12 Simulation run with $\eta = 0.4$ for 15000 time steps followed by $\eta = 0.5$ for the next 15000 time steps and finally $\eta = 0.42$ for the last 15000 time steps. The correlation functions obtained for the last time step when $\eta = 0.4$ (a), 0.5 (b), and 0.42 (c). The correlation lengths are 20.1, 10.4, and 17.0 for (a), (b) and (c), respectively.
The dimensionless correlation length obtained from the spatial correlation function (Fig. 2.13) decreases from 20.1 (~ 4 times of $x$) to 10.4 (~ 2 times of $x$) when $\eta$ is increased by 1.25 times. At sufficiently high $\eta$, the noise overrides the averaged signal received by a bacterium resulting in the cell moving in a direction not dictated by its neighbors. This behavior is in qualitative agreement with the experimental observation reported in Fig. 2.5(b); demonstrating that photodynamic action can be reasonably represented by a slight increment in intrinsic noise. In other words, when incident light on the bacteria is increased, PpIX forms toxic reactive oxygen species that gradually attack and destroy the cells such that bacteria undergo stress and move in a disorderly manner with little influence from their neighbors.

**FIG. 2.13** The spatial correlation function from modeling for (a) $\eta = 0.4$ and (b) $\eta = 0.5$. 
2.4.5 Mechanism study of photodynamic inhibition

Type II mechanism (by singlet oxygen $^{1}\text{O}_2$) is often favored outside the cell[30] due to the relatively short life-time of $^{1}\text{O}_2$ in an aqueous environment and the presence of $^{1}\text{O}_2$ quenchers inside the cell. In general, porphyrin-based photodynamic action has been proposed to occur via the adverse effects of singlet oxygen [31].

The role of $^{1}\text{O}_2$ (type II mechanism) in the photodynamic action-induced damage of *B. subtilis* is assessed by conducting viability tests on stained cells in their planktonic state in PBS buffers prepared in H$_2$O (culture $A$) and 90% D$_2$O/10% H$_2$O mixture (culture $B$). For bacteria that are not exposed to light (i.e., the control experiment), cells from both cultures $A$ and $B$ display similar degree of survival ($\sim 1.1 \times 10^9$ CFU mL$^{-1}$, Fig. 2.14). This suggests that different solvents have no obvious effects on cell viability when the bacteria are kept in the dark. On the other hand, when the bacteria are illuminated with light of $I_2$ intensity for 5 min, the viability assay shows a CFU mL$^{-1}$ reduction of 0.61-log$_{10}$ and 1.8-log$_{10}$ for cultures $A$ and $B$, respectively (Fig. 2.14). The greater enhancement of bacteria death in D$_2$O-rich solvent clearly demonstrates that a type II mechanism is involved in the destruction of *B. subtilis* since $^{1}\text{O}_2$ has a longer lifetime in D$_2$O (65 µs) than in H$_2$O (3.7 µs) [32]. Attempts to understand the dynamics of swarming phenotype in a D$_2$O-rich medium were not successful since the unstained bacteria displayed significantly reduced motility. This is due, in part, to the solvent-isotope effects of D$_2$O on the flagellar rotary motor [33].
FIG. 2.14 The viability assay results for *B. subtilis* in the planktonic state from culture A (PBS buffer prepared in water), culture B (PBS prepared in 90% D$_2$O/10% water mixture) and culture C (presence of catalase in aqueous PBS). In the absence of light illumination (blue columns), the viability of the cells from all 3 cultures show close to similar viability (*i.e.*, 1.06(±0.12) × 10$^9$, 1.11(±0.04) × 10$^9$ and 1.12(±0.10) × 10$^9$ CFU mL$^{-1}$ for cultures A, B and C, respectively. The light treated samples (red columns) display reduced viability (*i.e.*, 2.64(±0.37) × 10$^8$, 1.66(±1.74) × 10$^7$ and 2.46(±0.48) × 10$^8$ CFU mL$^{-1}$ for cultures A, B and C, respectively).

In order to determine if H$_2$O$_2$, a common reactive oxygen species generated *via* type I mechanism, is responsible for the death of *B. subtilis* during photodynamic action, the viability assay is performed on stained cells in their planktonic state in PBS buffer containing catalase (20 mg L$^{-1}$) (culture C). The population of culture C bacteria kept in the dark is ~ 1.1 × 10$^9$ CFU mL$^{-1}$ and is reduced by 0.65-log$_{10}$ CFU
mL⁻¹ when irradiated with light of $I_2$ intensity for 5 min (Fig. 2.14). The survival behavior of *B. subtilis* from culture *C* is similar to that observed for culture *A*; indicating that H₂O₂ may not play a significant role in photodynamic action.

The general ‘kill’ mechanism that reactive oxygen species adopt is to damage both the cell wall and membrane of the bacteria, leading to extensive membrane peptide cross-linking, deactivation of membrane enzyme activity, or leakage of intracellular content after prolonged exposure to light of sufficient intensity [21, 34]. The rapid decrease of $V$ in Fig. 2.5(a) suggests that the initial photo-oxidative shock on the cells is significant and arises from a reactive oxygen species-induced perturbation (most likely singlet oxygen $^{1}$O₂, Fig. 2.14) of the cell membrane and flagella. In particular, the flagellar filament which is important for swarming motion [1], hook and proton channels in the stator are found at the cell exterior/wall and are readily exposed to the photosensitizer that can form reactive oxygen species that quickly impair the normal functions of the flagella; *e.g.*, causing intracellular flagella to bundle and rotate at a slower rate, impeding cell-to-cell interaction and reducing the overall speed and collectivity of the bacteria.

The subsequent slower decay of $V$ in Fig. 2.5(a) is likely due to a combination of the on-going photo-oxidative stress on the flagella and reactive oxygen species damage on the cell membrane. The latter is a relatively slow process (*ca.* a few minutes to completely kill) based on the light dosage used here and as reported elsewhere [35]. In this way, the internal energy of a bacterium is reduced when its membrane undergoes $^{1}$O₂-induced damages such that the speed of motion and ability
to interact with neighboring bacteria are gradually affected with irradiation time. The bacteria stop moving when the driving force arising from flagella, cell-to-cell contact and internal energy is no longer able to overcome the resistive force of environmental viscosity. With continued exposure to light, the stationary cells will eventually be killed by photodynamic action.

The post-photodynamic recovery of $V$ and $L$ in Figs. 9(a) and 9(b) indicates that the bacteria are able to undergo a repair mechanism to recover parts of their collective behavior and speed. It would seem most likely that swarming $B.\ subtilis$ possess a core set of singlet oxygen response genes that allow the bacteria to protect and repair themselves against $^{1}\text{O}_2$ photo-oxidative stress [36]. It has been found that the bacteria have multiple ways to protect and recover themselves from photooxidative damage. For example, the carotenoids in cells are prominent quenchers of ROS. When cells are exposed to photo-induced ROS the carotenoids readily quench ROS. Carotenoids are always found in cells and can react very quickly to surrounding ROS[37]. Other mechanisms are induced by photooxidative stress, such as the expression of glutathione peroxidase, which is found to rapidly degrade ROS. This process needs time to upregulate relevant genes (usually takes several to tens of minutes). The gene expression can be upregulated up to 16 folds compared to non-stressed conditions, which effectively degrades ROS. This process is also accompanied by the synthesis of new biomolecules and substitution of damaged parts. It is necessary to note that several issues are still unclear at the present moment such as the reason behind the two-stage motion recovery process seen in Fig. 2.9(a). A likely explanation, which
mirrors the two-stage disruption process, is the combination of these two distinct mechanisms, which displays an efficient repair of motion-related parts (e.g. flagella), giving rise to a fast initial recovery, followed by a slower repair of the other parts of the cell damaged by $^1\text{O}_2$. 

2.5 Conclusion

We have visualized, in real-time, the evolution of motion of swarming bacteria undergoing stress due to photodynamic action. Bacteria within clusters lose their collective behavior, and undergo a transition from a highly collective motion to a more random motion with a reduction in the average speed. The collectivity is partially recovered upon the suspension of light irradiation. The photodynamic effect is treated as an increment in intrinsic noise in our improved self-propelled model. Our experimental study provides a platform (i.e., by varying the amount of photosensitizer and light intensity) to test out hypothesis proposed in previous self-propelled models (e.g., dynamics of transition). In addition, PDT techniques may be used to drive or control the motion of synthetic active particles [38, 39].
2.6 Movie captions

**Movie 2.1** The real time motion of swarming *B. subtilis* in the presence of 0.07 μM PpIX on agar (0.5% agarose in LB media). The bacteria are irradiated with light of intensity $I_l = 8 \text{ mW cm}^{-2}$ for the first 6.3 s before it is switched to light of intensity $I_h = 100 \text{ mW cm}^{-2}$. The dimension of an image is $120 \times 120 \mu \text{m}^2$. The density of cells is ~ 1300-1400.

**Movie 2.2** The real time motion of unstained swarming *B. subtilis* (*i.e.*, in the absence of a photosensitizer) on agar (0.5% agarose in LB media). The bacteria are irradiated with light of intensity $I_l = 8 \text{ mW cm}^{-2}$ for the first 6.7 s before it is switched to light of intensity $I_h = 100 \text{ mW cm}^{-2}$. The dimension of an image is $120 \times 120 \mu \text{m}^2$.

**Movie 2.3** The real time motion of swarming *B. subtilis* in the presence of 0.35 μM PpIX on agar (0.5% agarose in LB media). The bacteria are irradiated with light of intensity $I_l = 8 \text{ mW cm}^{-2}$ for the first 7 s before it is switched to light of intensity $I_h = 100 \text{ mW cm}^{-2}$. The dimension of an image is $120 \times 120 \mu \text{m}^2$.

**Movie 2.4** The real time motion of swarming *B. subtilis* in the presence of 0.07 μM PpIX on agar (0.5% agarose in LB media). The bacteria are irradiated with light of intensity $I_l = 8 \text{ mW cm}^{-2}$ for the first 7.3 s, followed by light of intensity $I_h = 100 \text{ mW cm}^{-2}$ for the next 14.7 s before the intensity is switched back to light of intensity $I_l$. The dimension of an image is $120 \times 120 \mu \text{m}^2$. 

90
2.7 Bibliography


10. Szabo, B., *et al.*, *Phase transition in the collective migration of tissue cells*:


Chapter 3

Non-toxic Colloidal Particles Impede Antibiotics Resistance of Swarming Bacteria by Disrupting Collectivity and Speed

This chapter is adapted from: "Nontoxic Colloidal Particles Impede Antibiotic Resistance of Swarming Bacteria by Disrupting Collective Motion and Speed, Shengtao Lu, Fang Liu, Bengang Xing and Edwing K. L. Yeow, Physical Review E, 92,062706 (2015)."
3.1 Abstract

Monolayer of swarming *Bacillus subtilis* on semi-solid agar display elevated resistance against antibiotics due to their collective behavior and motility. The drug resistance is impeded when the collective motion of bacteria is judiciously disrupted using non-toxic polystyrene (PS) colloidal particles immobilized on the agar surface. The colloidal particles block and hinder the motion of the cells, causing cohesive rafts of bacteria to lose their collectivity and speed. In this case, the lack of strong group dynamics results in the bacteria becoming vulnerable to antibiotics. The negative correlation between the degree of collectivity and PS particle density is examined using an improved self-propelled model that takes in to account inter-particle alignment and hard-core repulsion.
3.2 Introduction

Collective motion is widely observed in nature (e.g., in bird flocks, insect and single cell organism swarms, etc.), and is known to affect population-wide social behavior (e.g., escape from predators) [1-18]. Certain bacteria such as *Bacillus subtilis*, *Salmonella enterica* and *Pseudomonas aeruginosa* are capable of undergoing cell differentiation to a swarming phenotype that performs rapid coordinated motion across a semisolid surface in multicellular rafts. The collective behavior of these swarming cells is known to aid in the rapid expansion of bacterial colonies and is an integral part of pathogenesis [19-32]. Unfortunately, swarming bacteria have been demonstrated to show elevated resistance against several antibiotics when compared to their corresponding planktonic cells [33-38]. This gives rise to potential health problems since conventional antimicrobial drugs may not be able to effectively eliminate swarming bacteria in early stage infections.

The exact mechanism driving the elevated antibiotic resistance in swarming bacteria is still not completely known [37]. Kim *et al.* have suggested that the resistance seen in swarming *S. enterica* is due to a physiology attribute [33, 34], whereas, Butler *et al.* have proposed that high cell density coupled with rapid motion of cells in multilayered colonies enable swarming *S. enterica* to protect themselves against antibiotics [35]. The dynamics of *B. subtilis* under sublethal drug concentration has recently been reported [39]. Important information regarding the real-time evolution of the collective behavior of swarming bacteria exposed to lethal amounts of antibiotics is still missing.
The collective dynamics of wild type *B. subtilis* has previously been examined and the factors governing their swarming behavior elucidated [19-29, 40-43]. An advantage of studying *B. subtilis* is the formation of a monolayer of swarming bacteria that stretches hundreds to thousands of μm from the edge into the colony interior. This allows the quantitative investigation of the two-dimensional collective motion of cells to be conveniently conducted using microscopy techniques [29, 40]. In this Letter, rapid coordinated motion within multicellular packs is visualized in real-time and found to be instrumental in ensuring that bacteria located at the expanding colony front suffer minimal damages when in contact with lethal concentrations of antibiotics. We designed a simple method to impede drug resistance by judiciously disrupting swarming motion. Non-toxic polystyrene (PS) colloidal particles are immobilized in the pathways of motile *B. subtilis* such that the colloidal particles block and hinder the collective motion of cells without chemically impairing flagellal functions or cell activities (Fig. 3.1). In turn, the bacteria drastically lose their defense against tobramycin (Tob) and vancomycin (Van). To further investigate the dynamics of bacterial motion in the presence of colloidal particles, computational simulation is performed using an improved self-propelled Vicsek model where hard-core repulsion between motile and non-motile particles and an alignment rule are systematically implemented [12, 29].
FIG. 3.1 Scheme showing bacteria swarming in large rafts in the non-PS particle zone. The collectivity is disrupted in the presence of colloidal particles which results in more bacteria becoming vulnerable to the antibiotic.
3.3 Experimental

3.3.1 Bacterial Strain and Chemicals

Wild type *B. Subtilis* 3610 strain (ATCC 6051) was purchased from ATCC. Vancomycin and tobramycin were purchased from Sigma-Aldrich and used as received. 10% (w/w) polystyrene (PS) beads (1.1 μm in diameter, Sigma-Aldrich) suspended in water was diluted to the desired concentration using filter-sterile water.

3.3.2 Growth Conditions

*B. subtilis* was cultured in LB broth (10 g/L tryptone, 5 g/L yeast extract and 5 g/L NaCl in water) at 37 °C until an OD₆₀₀ of ~ 0.9 was achieved. LB broth solidified with agar (0.5% for swarming cells and 3% for planktonic cells) was then prepared in a 90 mm-diameter petridish and dried for 1 h. To obtain swarming cells, 2 μL of the bacterial culture was inoculated at the centre of the agar (0.5%), dried for 1 h and then cultured at 37 °C (80% humidity). For experiments involving planktonic cells, 50 μL of diluted bacteria culture was spread evenly on the surface of hard agar (3%), dried for 1 h and cultured at 37 °C (80% humidity) for 2 h.

Polystyrene colloidal particles were deposited by evenly spreading 50 μL of colloidal suspension (0.0625% (w/w), 0.0156% (w/w) and 0.0039% (w/w)) over a 2 × 4 cm² rectangular area on the agar surface and the surface density of PS particles were 0.06, 0.015 and 0.0035 particles μm⁻² respectively. The plate was subsequently dried until
the PS colloidal particles remain immobilized on the agar surface.

3.3.3 Antimicrobial Assays

Disc diffusion method was used to assess bacterial sensitivity to antibiotics (i.e., Tob or Van). The antibiotic discs were made from circular filter paper (6 mm-diameter) and sterilized under a UV-ozone lamp for 30 min. 5 µL of freshly prepared 150 mg mL⁻¹ tobramycin or 6 mg mL⁻¹ vancomycin solution was then added onto the paper discs and dried. The final drug concentrations were 750 µg tobramycin and 30 µg vancomycin per disc (µg/pc). 1 to 1.5 h after inoculating the center of the agar with bacteria, an antibiotic disc was placed 25 mm from the inoculum. The inhibition zone size (r) was defined as the shortest distance from the edge of the antibiotic disc to the leading edge front of the bacterial colony after spreading has stopped, and was measured using a vernier caliper.

The inhibition zones for planktonic cells were determined following the method described by Butler and co-workers [35]. Briefly, 10 mL of bacterial culture was poured onto an agar (3%) plate and allowed to settle for 1 min. The liquid culture was drained and the agar dried before being incubated at 37 °C for 2.5 h to allow the surface bacteria density to reach ca. 0.05 - 0.06 cells per µm² (close to that obtained for swarming bacteria). Subsequently, a drug disc was placed at the center of the agar. The inhibition ring was observed after 4 h of incubation at 37 °C. In the case of planktonic cells in the presence of PS particles, colloidal particles (0.06 particles µm⁻²)
were first immobilized on the agar surface before the bacteria was inoculated.

Live/dead staining was performed by slicing out the agar carrying the secondary front and placed upside-down on a glass coverslip containing 10 μL of the live/dead stain (BacLight, Invirogen) and incubated for 15 min. The fluorescent image was collected using a fluorescent microscopy (Nikon Eclipse TE2000-E).

Viability assay for planktonic cells with and without PS particles was conducted. Overnight bacterial culture was diluted 40 times with LB media with (0.0625% (w/w)) and without PS particles. The colony forming unit (CFU/mL) data was collected from bacterial culture at 0, 1, 2, 3 and 4h after dilution, and evenly applied on the surface of a LB-agar plate with an L-shape spreader. The plate was incubated overnight, and the colony number was counted the next day.

3.3.4 Microscopy Study

The microscopy setup consists of an inverted microscope (IX 71, Olympus) coupled to a highly sensitive CCD camera (CascadeII 512B, Photometrics). A 30 W halogen bulb was used to observe bacteria motion. The transmitted light from the sample was passed through an air objective lens (20x, N.A. = 0.40, Olympus) and magnified using a 3.3× camera lens before detection. The dimension of an image frame was measured to be 120 × 120 μm² (512 × 512 pixels) using a stage micrometer and the rate of the CCD camera is 30 frames per second. Throughout the microscopy measurements, the sample was maintained at 30 - 35 °C via a heating plate.
diffraction of light from colloidal particles was subtracted.

Bacterial motion was analyzed using particle image velocimetry (PIV) (PIVlab 1.31 software) with each moving bacterium acting as a tracer. The size of an interrogation window was $2.8 \times 2.8 \, \mu m^2$ ($12 \times 12$ pixels) and the separation between the centers of any two overlapping interrogation windows was 6 pixels (50% overlap between windows). From the recorded consecutive microscopy images, velocity flow field of $B. \ subtilis$ near the edge of a growing colony was constructed, and the average speed and spatial correlation function calculated from the velocity vectors. The average speed ($V$) for a particular area of interest is calculated from $V = \frac{\sum |\vec{v}_i|}{n}$, where $\vec{v}_i$ and $n$ are the velocity vector of the $i$-th interrogation window and the total number of interrogation windows, respectively. The spatial correlation function of instantaneous velocity ($C_v$) is computed:

$$C_v = \frac{\langle \vec{v}_i \cdot \vec{v}_j \rangle_{ij}}{\langle \vec{v}_i \cdot \vec{v}_i \rangle_{ii}}$$

where $\vec{v}_i$ and $\vec{v}_j$ are the velocity vectors of two interrogation windows with a center-to-center distance $r$, and $\langle \ldots \rangle_{ij}$ is the ensemble average over all possible $i,j$ pairs. The dark images of colloidal particles captured in the movie were replaced by background intensity during the PIV analysis and are excluded when computing the average speed.

Each experiment was repeated at least 3 times. For the inhibition zone size experiment, we repeated the experiment at least 5 times. All experiments were highly reproducible (e.g., the error for the observed correlation lengths was $< \pm 0.5$).
3.3.5 Computational Simulation

The self-propelled particle simulation is carried out in a two-dimensional square of size $120 \times 120$. For the sake of simplicity and without losing generality, both motile (i.e., bacteria) and stationary (i.e., colloidal particles) particles are assumed to be circular with diameter $r$ [29]. The moving particles are homogeneously distributed throughout the square. To better represent the surface density of PS colloidal particles observed in the experiments, the square is further divided into $(28 \times 28)$, $(14 \times 14)$ and $(7 \times 7)$ smaller squares corresponding to $n = 784$, 196 and 49 stationary particles, respectively. The surface densities of the stationary particles $C_p' = 0.054$, 0.014 and 0.0034 corresponding to $n = 784$, 196 and 49, respectively. A stationary particle is assigned to a random position in each of the smaller squares. A picture of the distribution of the different numbers of stationary particles is given in Fig. 3.2. We defined the nearest immobilized neighbors for each stationary particle to be the 4 particles located at its immediate left, right, top and bottom. The static particles do not move during the simulation and are not considered in the computation of $C_v$ and $V$. At any given time $t$, each particle is defined by its location and direction of motion specified by angle $\theta(t)$. At each time-step $\Delta t (= 1)$, a moving particle $i$ is displaced by a magnitude of $v = 0.1$ (velocity) in the direction of $\theta(t + \Delta t)$.

The direction of motion of particle $i$ at time $t$ is determined by the average motion of all its mobile neighboring $j$ particles located within an interaction active area of radius $r$ [29, 44]:
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\[ \theta(t + \Delta t) = \text{Arg} \left[ \sum_{\langle i,j \rangle} \beta e^{i \theta_j(t)} \right] + \eta \xi(t) \]

where \( \eta \xi(t) \) is an intrinsic noise with intensity \( \eta \) and \( \xi \) is a random number between \(-\pi\) and \(\pi\). The contribution of the alignment between any pair of \( i,j \) particles to the overall direction of motion is weighted by an alignment coefficient \( \beta = \{1 + [\langle \vec{v}_i \cdot \vec{v}_j \rangle / (\|\vec{v}_i\| \|\vec{v}_j\|)] \}/2 \), where \( \beta = 1 \) when the directions of both particles are perfectly parallel and in the same direction and \( \beta = 0 \) when they move in opposite directions [29]. Motile particles are reflected off the point of collision using a hard-core repulsion model that considers the incoming angle, and is implemented between all particles (i.e., motile and non-motile). In the simulation, the density of moving particles is 0.07, \( v = 0.1 \), \( \eta = 0.4 \) and \( x = 5 \) [29].

The intrinsic noise \( \eta \xi(t) \) is ascribed to the bacterium’s intrinsic uncertainty in its motion after receiving an average ‘signal’ from the neighboring \( j \) bacteria [12, 17, 44-46]. In this case, \( \eta \) is the intensity of the noise and \( \xi(t) \) is a \( \delta \)-correlated white noise that is uniformly distributed between \(-\pi\) and \(\pi\) [12, 17, 44–46]. This means that after receiving an average signal, the particle can move with an equal probability in any direction between \(-\eta\pi\) to \(\eta\pi\) with respect to the average signal. We have assumed that the intrinsic noise in the absence of colloidal particles is unchanged when particles are included. This is because the cells remain healthy in the presence of non-toxic PS particles and the intrinsic uncertainty in motion should not be affected by the presence of the particles. Instead, any changes in the collectivity and correlation length should be due to collision with and repulsion from the stationary hurdles. The values of \( v = 0.1 \), \( \eta = 0.4 \) and \( x = 5 \) follow the study reported in ref. [29].
Periodical boundary condition was applied, and the total number of time-steps for each run is 15000.

**FIG. 3.2** The distribution of stationary particles for $C_p' = 0$ (a), 0.0034 (b), 0.014 (c) and 0.054 (d).

Volume exclusion is considered by introducing a hard-core repulsion which is defined by a circular zone of radius $r = 2$, equivalent to the diameter of the particle, and centered at particle $i$. The simple hard-core repulsion model used here takes into account the “incoming” angle, which better describes the actual pathways of the particles after collision. Two orthogonal axes are defined – a parallel axis ($y$) that joins the centres of particles $i$ and $j$, and a vertical axis ($x$) that corresponds to the common tangent at the point of contact between the particles (see Fig. 3.3). The incoming velocity of the mobile particle $i$ is resolved into a vertical component ($V_v$) along $x$ and
a parallel component \((V_p)\) along \(y\). The vertical component of the \textit{outgoing} velocity after repulsion remains as \(V_v\). The parallel component of the \textit{outgoing} velocity \(V'_p\) of particle \(i\) moves in the opposite direction of \(V_p\) when particle \(j\) is stationary. When particle \(j\) is mobile, \(V'_p\) is computed by \(V'_p = V_p \text{sgn}(V_p \cdot R_{ji})\) where \(R_{ji}\) is the vector from \(j\) to \(i\) along the line joining the two centres and \(\text{sgn}(V_p \cdot R_{ji})\) is the sign of \((V_p \cdot R_{ji})\). The latter ensures that the particles do not experience back-to-back collisions with each other. The outgoing velocity is constructed from \(V_v\) and \(V'_p\) as illustrated in Fig. 3.3. Therefore, the incident angle and reflected angle are the same with respect to the \(y\)-axis. When particle \(i\) collides with \(N\) multiple particles simultaneously, \(V'_p = V_p \text{sgn}(V_p \cdot R_{ji})\), where \(R_{ji} = \sum_{j=1}^{N} \hat{R}_{ji}\) and \(\hat{R}_{ji}\) is the normalized \(R_{ji}\) vector. At least 3 simulation runs were repeated for each condition and the results were reproducible (\(i.e.,\) error for the calculated correlation length \(L\) was \(< \pm 1.0\)).

**FIG. 3.3** Schematic illustration of the incoming and outgoing velocity for the hard-core repulsion model that takes into account the ‘incoming” angle. \(x\) and \(y\) are the vertical and horizontal axis, respectively. \(V_v\) is the vertical component of the incoming and outgoing velocity along the \(x\)-axis, and \(V_p\) and \(V'_p\) are the horizontal components of the incoming velocity and outgoing velocity, respectively. The outgoing velocity is constructed from \(V_v\) and \(V'_p\).
3.4 Results and discussion

3.4.1 Swarming motility protect single-layered bacteria in lethal concentrations of drugs

For swarming *B. subtilis*, the size of the inhibition zone, determined from disc diffusion experiments (Fig. 3.4(c) and Fig 3.5(c)), are \( r = 1.3 \pm 0.6 \) mm and \( 2.5 \pm 0.3 \) mm for Tob (750 \( \mu \)g/pc) and Van (30 \( \mu \)g/pc), respectively (Fig. 3.6). A single layer of bacteria advances beyond the primary front (multilayered colony) and continues to expand toward the disc, forming a secondary front (monolayered colony) before coming to a halt [36]. In comparison, lethal amounts of drugs are determined to be within \( 8.2 \pm 0.2 \) mm and \( 4.6 \pm 0.2 \) mm from the Tob and Van discs, respectively (Fig. 3.6 and Fig. 3.7). All inhibition zone sizes are measured between 4.5 to 5 h after incubation to ensure that drug diffusion is standardized in all experiments.
FIG. 3.4 Swarming colony morphology recorded at various times after inoculation $t_i$ for tobramycin (Tob, (a) $t_i = 150$ min, (b) $t_i = 210$ min and (c) $t_i = 240$ min). The agar is inoculated at the center (y) and the drug disc x is placed at the top of the agar plate. The shortest distances between colony edge and drug disc are 9.4, 3.5, 1.0 for (a), (b) and (c) respectively.
**FIG. 3.5** Swarming colony morphology recorded at various times after inoculation $t_i$ for vancomycin (Van, (a) $t_i = 150$ min, (b) $t_i = 210$ min and (c) $t_i = 240$ min). The agar is inoculated at the center (y) and the drug disc x is placed at the top of the agar plate. The shortest distances between colony edge and drug disc are 9.3, 3.1 and 2.5 mm for (a), (b) and (c), respectively.
FIG. 3.6 Inhibition zone sizes of planktonic and swarming cells in the absence and presence of colloidal particles for Tob and Van.
FIG. 3.7 Inhibition zones of planktonic *B. subtilis* for Tob in the (a) absence and (c) presence of PS particles, and Van in the (b) absence and (d) presence of PS particles. The density of particle is 0.06 particles $\mu m^{-2}$. The inhibition zone sizes are 8.2 ± 0.2 mm, 4.6 ± 0.2 mm, 8.2 ± 0.3 mm and 4.3 ± 0.2 mm for (a), (b), (c) and (d), respectively. Disc diffusion experiment shows that for planktonic cells on hard agar (*i.e.*, 3%), non-motile bacteria within an inhibition zone of $r = 8.2 \pm 0.2$ mm and $4.6 \pm 0.2$ mm for Tob and Van, respectively, are either killed or unable to proliferate. Since the size of the inhibition zone is not dependent on agar concentrations [36], lethal amounts of drugs are found within 8.2 ± 0.2 mm and 4.6 ± 0.2 mm from the Tob and Van discs, respectively.
In order to unravel the dynamics of collective motion of swarming bacteria as they move toward the antibiotic disc, real-time imaging of cells close to the secondary front (i.e., < 200 μm from the edge) at various times after inoculation (t_i) is performed using time-lapse microscopy. At \( t_i = 150 \) min, the swarm colony has not encountered lethal drug concentration and continues to expand normally (Fig. 3.4(a)). Movie 3.1 shows the healthy bacteria moving cohesively with an average speed \( V = 23.6 \pm 1.6 \) μm s\(^{-1}\), and the spatial correlation function of instantaneous velocity (\( C_v \)) yields a correlation length \( L = 13.1 \) μm (Fig. 3.8). When \( t_i = 210 \) min, the swarm monolayer is exposed to Tob (Fig. 3.4(b)). The bacteria continue to move cohesively in rafts, albeit with reduced collectivity (i.e., \( L = 10.0 \) μm, Fig. 3.8) and significantly slower speed (i.e., \( V = 15.8 \pm 0.4 \) μm s\(^{-1}\)) (Movie 3.2). Compared to healthy \( B. subtilis \) at \( t_i = 150 \) min, the cell density of tobramycin-affected bacteria at \( t_i = 210 \) min increases sharply from \( D = 0.048 \) cells μm\(^{-2}\) to \( D = 0.090 \) cells μm\(^{-2}\) due to a relatively slower colony expansion rate across the agar (2.7 μm s\(^{-1}\) at \( t_i = 150 \) min vs. 0.40 μm s\(^{-1}\) at \( t_i = 210 \) min). This indicates that Tob has an adverse effect on cell motion, causing both the stalled bacteria at the edge to pump water and surfactant outward less efficiently and motile bacteria to swarm in smaller packs and at slower speed. It is important to note that despite the effects of Tob on the swarming behavior of \( B. subtilis \), the bacteria continue to survive and spread.
FIG. 3.8 The spatial correlation function of instantaneous velocity ($C_v$) vs. distance for Tob at $t_i = 150$ min (red), 210 min (green) and 240 min (blue). The inset shows the corresponding $L$ and $V$.

As the colony continues to expand closer to the antibiotic disc, a larger fraction of the cells experiences high dosages of Tob. For example, at $t_i = 240$ min (Movie 3.3), the swarm stops advancing (Fig. 3.4(c)). Apart from a lack of sufficient surfactin secreted to induce proper swarm expansion, the slow moving bacteria behind the thick layer (3 to 4 cell length) of stalled bacteria at the edge are unable to effectively collide and replace the jammed cells. In this case, the average speed and correlation length of the motile cells are reduced to $10.3 \pm 0.3 \ \mu$m s$^{-1}$ and 7.8 $\mu$m, respectively (Fig. 3.8).

After a certain period of drug exposure, cells close to the swarm edge suffer sufficient damage and stop moving (e.g., at 270 min, Movie 3.4). However, a large portion of cells located further away from the front remain mobile (e.g., ~ 500 $\mu$m, see Movie 3.5). About 90% of frontal cells are not killed by Tob as demonstrated by live/dead
staining experiments (Fig. 3.9). When the drug used is Van, the correlation length and average speed of *B. subtilis* display similar qualitative behavior as observed for Tob (Fig. 3.10). Reductions in both spatial correlation and speed were also observed for swarming cells experiencing external stress due to toxic oxygen species [29].

**FIG. 3.9** Live-dead staining of bacteria close to the secondary front of colony at \( t_i = 270 \) min. Live bacteria are stained green (*ca. 90%*) and dead bacteria are stained red. Experimental details are described in section 3.3.3.
FIG. 3.10 The spatial correlation function of instantaneous velocity vs. distance for Van at $t_i = 150$ min (red), 210 min (green), and 240 min (blue). The insets show the corresponding correlation lengths of $C_v$ and average speed. When the drug used is Van, the correlation length and average speed of *B. subtilis* display similar qualitative behavior as observed for Tob. $L = 14.4 \, \mu m$ and $V = 25.3 \pm 0.9 \, \mu m \, s^{-1}$ at $t_i = 150$ min, $L = 9.6 \, \mu m$ and $V = 12.8 \pm 0.3 \, \mu m \, s^{-1}$ at $t_i = 210$ min, and $L = 6.5 \, \mu m$ and $V = 8.7 \pm 0.3 \, \mu m \, s^{-1}$ at $t_i = 240$ min.
3.4.2 Polystyrene particles on the surface disrupt swarming motion

Polystyrene (PS) particles with 1.1 μm diameter, approximately the width of the bacteria, are used in this study to disrupt the collective behavior of *B. subtilis*.

Cell viability assay was conducted to ascertain that the proliferation of planktonic *B. subtilis* is not affected by the presence of PS particles. In this case, two sets of bacterial culture with the same cell concentrations were prepared; one without PS colloidal particles and the other with particles μm–2 PS particles. Colony forming unit (CFU) assay was conducted for both cell cultures after incubation for 0, 1, 2, 3 and 4 h. Fig. 3.11 shows the growth curves of the bacterial cultures in the absence and presence of PS colloidal particles for different incubation times. It is observed that there are no significant differences in the growth curves, demonstrating that the presence of the colloidal particles do not affect the viability and proliferation of the bacteria.

![Growth curves](image)

**FIG. 3.11** The growth curves of bacterial culture with (black) and without (red) PS particles (0.06 particles μm–2) for different incubation times.
FIG. 3.12 Swarming colony of *B. subtilis* on a semi-solid agar (0.5%). The cell culture used to inoculate the agar was first incubated with a PS colloidal suspension (1% (w/w)).

Fig. 3.12 shows the bacterial colony formed from an inoculum of *B. subtilis* and PS colloidal particles (1% (w/w)). Both bacteria and PS particles were co-incubated at the center of the agar for ~ 2.5 h before a swarming colony was developed. The colony pattern is identical to the pattern observed for an inoculum of *B. subtilis* without PS particles (*e.g.*, see Fig. 3.4(a)). Furthermore, swarming bacteria is observed in the monolayer leading to the colony front (see Movie 3.6). The corresponding correlation length is 13.7 μm and average speed is 25.4 ± 0.9 (close to the values for healthy bacteria); indicating that the PS particles do not affect cell differentiation from planktonic to swarming phenotypes.
Swarming bacteria are also observed to spread on agar surfaces containing immobilized PS particles. Fig. 3.13(a) shows the colony patterns in the PS particle (top half of agar plate, particle density $C_p = 0.06$ particles $\mu$m$^{-2}$) and non-PS particle (bottom half) zones. Clearly, the colony in the PS particle zone grows normally and develops a similar pattern when compared to the non-PS particle zone, suggesting that colloidal particles do not hinder colony expansion. Furthermore, *B. subtilis* do not adhere to the surfaces of the inert colloidal particles (Movie 3.7).

**FIG. 3.13** Colony morphology in PS particle zone (top half) and non-PS particle zone (bottom half): (a) in the absence of antibiotics, and in the presence of (b) Tob and (c) Van. The arrow in (c) indicates the secondary front. The particle density $C_p = 0.06$ particles $\mu$m$^{-2}$. 
To make sure that the particles do not hinder front propagation and colony expansion, colony expansion on both PS particle zone and non-PS particle zone is measured. Fig. 3.14 shows the distance of the colony front from the point of inoculum (i.e., centre of agar) at various times for both the colony in the PS particle (0.06 particles $\mu m^{-2}$) and non-PS particle zones. We observed that the distances of the colony front from the centre of agar do not vary significantly between the two different zones at shorter times (e.g., 120 and 150 min). Indeed, the colony expansion rates at 150 min are 2.7 and 2.9 $\mu m \, s^{-1}$ for the non-PS and PS particle zones, respectively. Interestingly, the colony expands at a slightly faster rate in the presence of colloidal particles at later times (> 150 min).

**FIG. 3.14** The distance from the colony front to the point of inoculum (i.e., centre of the agar) $X$ for the colony in the non-PS particle zone (○) and PS particle zone (□) at different times.
For a swarming colony *without* PS particles, a layer of stalled bacteria is found at the edge of the colony as seen in Movie 3.1 and in ref. [47]. As discussed by Darnton *et al.* [47], the expansion of swarming colonies is due to: (i) surfactant pumped out to virgin agar by the jammed cells (facing inwards with flagella pointing outwards) and wetness at the edge, and (ii) an outward force arising from the collisions of motile cells (*i.e.*, bacterial gas pressure) that pushes the layer of stalled cells outwards.

For a swarming colony *with* PS particles, a layer of stalled bacteria is not formed because the colloidal particles break up the aggregation of the frontal cells (see Movie 3.8). Smaller packs and individual motile bacteria are seen at the colony front. We note from Movie 3.8 that the cells are moving *forward* relatively quickly. Apart from secreted surfactant and bacterial gas pressure (arising from the motion of smaller swarming rafts), other possible factors that may cause the cells to surge forward are more nutrients and oxygen in the virgin agar (*i.e.*, chemotaxis) and the lack of resistance from the wall of stalled bacteria. Therefore, colony expansion and front propagation are not hindered even though swarm collectivity is perturbed by colloidal particles and the bacterial speed is lower than normally swarming bacteria.

The collective motion of the monolayered swarming bacteria is significantly perturbed when cells move from an area without surface PS particles (*i.e.*, non-PS particle zone) into an area containing particles (*i.e.*, PS particle zone, particle density on the agar surface $C_p = 0.06$), as illustrated in Movie 3.7. The PIV image in Fig. 3.15 shows that in the non-PS particle zone (*i.e.*, right of the green partition line), several meandering jets of collectively high velocities are seen (*e.g.*, jet centered at $x = 83$.
µm, y = 39 µm)). On the other hand, there is a noticeable absence of rapidly moving large rafts in the PS particle zone (i.e., left of the green partition line). Apart from blocking the motion of swarming bacteria, PS particles reduce the amount of free space available for the cells to move. Large bacterial rafts entering the PS particle zone break up into smaller packs in order for the cells to maneuver across narrow spaces. Bacteria are therefore forced to squeeze through the gaps between PS particles which leads to the observed diminished collectivity and speed.

When $C_p$ increases, both the collectivity ($L$) and speed of swarming bacteria ($V$) decrease. Since the speed of healthy swarming bacteria increases with an increase in bacterial density $D$ [47], a similar $D$ (~ 0.07 cells µm$^{-2}$) is maintained throughout the experiment at various $C_p$. The $L$ ($V$) values for $C_p = 0.06, 0.015, 0.0035$ (Fig. 3.16) and 0 particles µm$^{-2}$ are 7.8 µm (11.7 ± 0.4 µm s$^{-1}$), 12.9 µm (23.8 ± 2.4 µm s$^{-1}$), 14.9 µm (34.1 ± 2.9 µm s$^{-1}$) and 18.4 µm (42.7 ± 6.9 µm s$^{-1}$), respectively (Fig. 3.17). When the number of PS particles on the surface is reduced, the cells experience less hindrance to their motion, leading to smaller perturbation imposed on their collectivity and speed.
**FIG. 3.15** Instantaneous velocity field image of *B. subtilis* (Movie 3.7). The green line divides the PS-particle zone (left of the dividing line) from the non-PS particle zone (right of the dividing line).
FIG. 3.16 Particle density $C_p = 0.0035$ particles $\mu\text{m}^{-2}$ (a) and 0.015 particles $\mu\text{m}^{-2}$ (b).

FIG. 3.17 Spatial correlation function of instantaneous velocity for different PS particle densities: ◊ 0.06 (cyan), △ 0.015 (blue), ○ 0.0035 (green) and □ 0 (red) particles $\mu\text{m}^{-2}$. The inset shows the corresponding $L$ and $V$. 
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3.4.3 Simulation

Computational simulation *via* a simple self-propelled particle model is used to model the motion of swarming cells in the presence of colloidal particles [12, 29]. Since the objective here is to understand the effects of stationary hurdles on the *collectivity* of motile particles, the speed of each moving particle \( v \) is assumed to remain invariant [29].

The correlation length of the moving particles is drastically reduced from \( L = 19.4 \) in the absence of stationary particles to \( L = 15.6, 13.0 \) and \( 8.5 \) (Fig. 3.18) when the surface density of immobile particles \( C_p' = 0.014, 0.0034 \) and \( 0.054 \), respectively, are used in the simulation. The total free area available for motile particles to move is decreased significantly by 22\% when \( C_p' = 0.054 \) as compared to 1.4\% when \( C_p' = 0.0034 \). Furthermore, when hard-core repulsion between moving and stationary particles is considered, the average distance \( l \) between nearest-neighbors of immobilized particles for which mobile particles can pass through is \( l = 18.6 \) (ca. 8 - 9 particle size) for \( C_p' = 0.0034 \). This distance is reduced to \( l = 4.7 \) (ca. 1 - 2 particle size) for \( C_p' = 0.054 \) (Fig. 3.2). Therefore, when \( C_p' \) is large (e.g., 0.054), the mobile particles have smaller amounts of unobstructed area to move. In addition, the swarming particles are forced to move through narrower gaps between densely packed stationary particles which break up large rafts into smaller ones. The relationship between collectivity and particle density seen in the simulation study is in line with the experimental observation.
FIG. 3.18 The spatial correlation functions computed at the 15000\textsuperscript{th} time-step in the (a) absence of stationary particles and (b), (c), (d) presence of stationary particles (surface density = 0.0034 (b), 0.014 (c), and 0.054 (d)).

The inhibition zone size $r$ of planktonic $B.\ subtilis$ in the presence of PS particles ($C_p = 0.06$) are $8.2 \pm 0.3$ mm and $4.3 \pm 0.2$ mm for Tob and Van, respectively (Fig. 3.7), which are not significantly different from the values determined for planktonic cells in the absence of PS particles (Fig. 3.6). Therefore, colloidal particles do not affect the antibiotic distribution gradient on the agar nor do they alter the efficacies of the drugs on planktonic cells.
3.4.4 Disruption of swarming motion leads to reduced antibiotic resistance for swarming colony

The effect of PS particles on the drug-resistance properties of swarming bacteria is studied by placing an antibiotic disc at both ends of the agar plate equidistant from the point of inoculation (i.e., center of culture plate) (Fig. 3.19). Colloidal particles \((C_p = 0.06)\) are immobilized at the top half of the agar surface while the bottom half is free from PS particles. Fig. 3.19(d) shows the inhibition zones formed in both the PS particle zone (top half) and non-PS particle zone (bottom half) after the swarming colony has ceased expansion for Tob. In the presence of PS particles, the inhibition zone size is \(r = 5.5 \pm 0.9\) mm which is significantly larger than \(r = 1.3 \pm 0.6\) mm observed in the non-PS particle zone (Fig. 3.6). When the drug utilized is Van, \(r = 4.1 \pm 0.7\) mm and \(2.5 \pm 0.3\) mm for the PS particle zone and non-PS particle zone, respectively (Fig. 3.13(c)). Similar qualitative behavior is observed when different drug concentrations are used (see Fig. 3.20 for Tob disc concentration of 150 \(\mu\)g/pc). This unambiguously demonstrates that for the same drug exposure time and concentration gradient, colloidal particles, at suitable concentrations, are capable of impeding drug resistance and colony expansion.

To investigate if PS particle density influences the Tob-resistance properties of swarming bacteria, drug diffusion experiments were further conducted using different colloidal particle densities. The inhibition zone sizes are determined to be \(5.5 \pm 0.9\) mm, \(2.0 \pm 0.1\) mm, \(1.4 \pm 0.4\) mm and \(1.3 \pm 0.6\) mm for PS particle densities 0.06, 0.015 and 0.0035 and 0 particles \(\mu\)m\(^2\), respectively (Fig. 3.21). The enhanced
drug-resistance property is not significantly affected at low colloidal particle densities. For example, when the PS particle density utilized is 0.0035, the inhibition zone size is similar to that noted in the absence of colloidal particles. In this case, the swarming bacteria persist to display strong collectivity and fast mobility, and the relatively intact group dynamics allow the cells to remain resilient against drugs. When a high particle density is used, the inhibition zone is large (e.g., 5.5 ± 0.9 mm) suggesting that drug-resistance due to strong multicellular group dynamics is lost. The disrupted swarm is easily damaged when compared to cells in either non-PS or low PS particle zones. This means that the disrupted swarm colony is not able to resist the antibiotic and move close to the drug disc. For the rest of this section, we will focus on Tob, noting that similar behavior is also observed when the antibiotic is replaced with Van.
FIG. 3.19 Colony morphology in PS particle zone (top half of each panel) and non-PS particle zone (bottom half of each panel) at different $t_i$ ((a) $t_i = 150$ min, (b) $t_i = 210$ min, (c) $t_i = 240$ min and (d) $t_i = 270$ min). The shortest distances between the colony edge and drug disc in the PS particle zone are 13.3, 6.2, 5.2 and 5.1 mm for (a), (b), (c) and (d), respectively.
**FIG. 3.20** When Tob concentration is 150 $\mu$g/pc, the swarming bacteria overwhelm the whole non-PS particle area, leaving no inhibition zone (lower half). On the other hand, in the PS particle zone ($C_p = 0.06$), an inhibition zone of $1.7 \pm 0.3$ mm is still clearly observed (upper half).
FIG. 3.21 (A) Colony morphology of swarming *B. subtilis* with different PS particle densities $C_p$: (a) 0.0035, (b) 0.015 and (c) 0.06 $\mu$m$^{-2}$. x is the Tob disc and y is the inoculum. (B) The inhibition zone sizes in the absence and presence of different $C_p$. 

[Image of figures A and B]
Time-lapse microscopy study of the swarming behavior of the bacteria in the PS particle zone at different times is presented here. At $t_i = 150$ min, the advancing front has just entered the PS particle zone ($C_p = 0.06$, Fig. 3.19(a)) where a distinct edge of jammed bacteria is not observed (Movie 3.8 and Fig. 3.22(a)). The colony has not encountered Tob, however, small packs and individual bacteria are seen to surge forward in a haphazard manner through the spaces between colloidal particles. The cell density is 0.05 cells $\mu m^{-2}$ which is close to the density without particles. When exposed to Tob between $t_i = 210$ min (Fig. 3.19(b)) and $t_i = 270$ min (Fig. 3.19(d)), the shortest distance from the colony edge to the drug disc is decreased by 16% and 73% for the PS particle zone and non-PS particle zone, respectively. Therefore, when the colony moves deeper into the PS particle zone towards the drug disc, the swarm spreads at a slower rate due to more efficient cell damage by Tob.

**FIG. 3.22** Microscopy images of bacteria in the presence of immobilized particles at (a) $t_i = 150$ min and (b) $t_i = 240$ min.
3.4.5 Effective cell translocation and exchange by collective raft motion increases antibiotic resistance in single-layered bacterial colony

Resistance observed in the absence of PS particles can be rationalized as follows. Movie 3.2 shows that there are bacteria close to the swarm edge that are transported away from the front (i.e., relatively high drug concentration areas) toward the colony interior (i.e., lower drug concentration areas) and vice-versa. We performed particle tracking to demonstrate the extent of transportation and exchange of cells in the monolayer. Fig. 3.23 shows typical trajectories of motion of single bacteria close to the colony front and initially away from the edge of the observation window without colloidal particles and drugs (a), with colloidal particles (b), and without colloidal particles but exposed to drug (c). We note that in the absence of colloidal particles and drug, there exist bacteria that are capable of moving long distances away from the colony edge and toward the colony interior (Fig. 3.23(a)). In particular, bacteria 1, 2 and 3 in Fig. 3.23(a) move out of the observation window within the time studied. This is because the bacteria are transported more efficiently by large rafts in the absence of colloidal particles. Bacteria initially outside the window can also move inside the window to ensure that the cell density is kept relatively constant (e.g., see bacterium 6 in Fig. 3.23(a)). We find that even when the bacteria are exposed to Tob (at 210 min), there exist bacteria close to the front that are capable of moving away from the edge and toward the colony interior (Fig. 3.23(c)). Bacteria 1 and 4 are also seen to move out of the observation window. On the other hand, when colloidal particles are present, there are no obvious bacteria close to the colony front (and
initially close to the center of the window) that are capable of moving long distances and out of the window within the observation time even when the bacteria are not exposed to Tob (Fig. 3.23(b)). This is because the swarming motion is disrupted by the stationary hurdles leading to the inability of the cells to move over long distances.

**FIG. 3.23** (a) Trajectories of motion of 5 bacteria close to the colony front on agar without both PS particles and drug. S1, S2, S3, S4, S5 are the starting points of the 5 bacteria. The trajectory of motion of bacterium 6 is represented by the dotted line and moves from outside the observation window into the window and close to the colony front. (b) Trajectories of motion of 5 bacteria close to the colony front on agar with PS particles. S1, S2, S3, S4, S5 are the starting points of the 5 bacteria. (c) Trajectories of motion of 5 bacteria close to the colony front on agar without PS particles but exposed to drug. S1, S2, S3, S4, S5 are the starting points of the 5 bacteria. The trajectories were calculated using Movie 3.1 (150 min without PS particles) for (a), Movie 3.8 (150 min with PS particles) for (b) and Movie 3.2 (210 min without PS particles) for (c) and the observation time is from 13.3 to 15 s.
We selected 10 bacteria each from Movie 3.1 and S2 that move efficiently away from the front to the colony interior and calculated their mean square displacement (MSD) to illustrate the effects of stationary hurdles. The MSD of bacterium $i$ is calculated from:

$$MSD(\tau) = \left\langle (R(t) - R(t + \tau))^2 \right\rangle_{t}, \quad t \in [T_s, T_e - \tau]$$

where $\tau$ is the lag-time, $t$ is a time between the starting $T_s$ and ending $T_e$ times, and $R(t)$ and $R(t+\tau)$ are the positions of the bacterium at times $t$ and $t + \tau$, respectively. The root mean square displacement (RMSD) for $\tau = 1.0$ s is used. In this case, the average RMSD for 10 typical bacteria that move long distances in the absence of colloidal particles in Movie 3.1 and S2 are 39 $\mu$m and 29 $\mu$m, respectively. On the other hand, the average RMSD for 10 typical bacteria in the presence of colloidal particles (Movie 3.8) is 10 $\mu$m. Clearly, the RMSD without colloidal particles is larger than the RMSD with colloidal particles.

Furthermore, close to the border between the primary and secondary fronts (ca. 8 – 10 mm away from edge), a constant exchange between cells in the drug-exposed monolayer with cells in the more protected multilayered colony takes place (Movie 3.9) [35]. It is also observed that motile bacteria moving into the advancing front squeeze out stalled bacteria at the edge (Movie 3.10 and Fig. 3.24). The latter are subsequently recruited into neighboring swarming rafts; hence allowing them to resume their collective motion. Bacteria in the monolayer are therefore not continuously confined and exposed to areas of lethal Tob concentrations, allowing the colony to resist severe drug damages and to continue spreading.
FIG. 3.24 A cartoon depicting the exchange between motile swarming cells (blue dots) with cells found at the colony edge (red dots) (Movie 3.10, 210 min). A pack of swarming cells move rapidly from behind the edge (dark yellow) towards the colony front (light yellow) so that temporarily stalled cells are squeezed out.

In the case when PS particles are present, the sluggish behavior and lack of strong group dynamics (i.e., reduced collectivity and speed) of the frontal bacteria cripple their ability to effectively return to the inner colony (Movie 3.8 and Fig. 3.23). When exposed to drug, such behavior will prevent an efficient relocation of frontal cells away from areas of lethal drug concentrations, resulting in the cells being exposed to the drugs for longer duration and hence becoming less resilient against Tob. Continuous exposure of the colony eventually leads to sufficient damages on the bacteria so that a thin (ca. 2-3 cell length) but densely packed monolayer of cells (~0.17 cells $\mu$m$^{-2}$) with negligible motion followed by a multilayer of bacteria are observed (e.g., Movie 3.11 and Fig. 3.22(b) for $t_i = 240$ min). In single-layered colonies, swarming bacteria remain relatively more resilient when compared to their PS particle-disrupted counterparts. When swarming behavior is disrupted, the bacteria become highly susceptible to the drugs regardless of the mechanism of action.
imposed by the antibiotics (Vancomycin acts by inhibiting the synthesis of cell wall in gram-positive bacteria. It is able to bind to the D-Ala-D-Ala residue to prevent the cross-linking of monomers that forms the peptidoglycan backbone of the cell wall. Tobramycin acts by inhibition bacterial protein synthesis. It binds to the bacterial 30S and 50S ribosome to prevent them from forming the 70S complex, which is essential in the translation from mRNA to protein). This clearly underscores the importance of collective dynamics in elevating drug resistance.
3.5 Conclusion

Rapid coordinated motion within multicellular packs is visualized in real-time and found to be instrumental in ensuring that single-layered bacteria located at the expanding colony front suffer minimal damages when in contact with antibiotics. In this manner, we have designed a simple method to impede drug resistance by judiciously disrupting swarming motion. Non-toxic polystyrene (PS) colloidal particles are immobilized in the pathways of motile *B. subtilis* such that the colloidal particles block and hinder the motion of cells and hence reduce both their collectivity and speed without chemically impairing flagellal functions or cell activities. The disruption of collective motion is simulated using an improved self-propelled Vicsek model where hard-core repulsion between particles and an alignment rule are systematically implemented. In this work, stationary hurdles such as PS particles are modeled as hard spheres and the relationship between motile particle collectivity and immobilized particle density is examined and the result agree with experimental observations.

The bacteria lose their defense against tobramycin and vancomycin drastically when their motion speed and collectivity is disrupted, indicating that swarming motion dynamics may also play an important role in antibiotic resistance in single-layered colonies as it does in multilayered colonies.
3.6 Movie captions

Movie 3.1 The real time motion of swarming *B. subtilis* close to secondary front at \( t_i \) = 150 min. The dimension of an image is 120 × 120 \( \mu m^2 \).

Movie 3.2 The real time motion of swarming *B. subtilis* close to secondary front at \( t_i \) = 210 min. The dimension of an image is 120 × 120 \( \mu m^2 \).

Movie 3.3 The real time motion of swarming *B. subtilis* close to secondary front at \( t_i \) = 240 min. The dimension of an image is 120 × 120 \( \mu m^2 \).

Movie 3.4 The real time motion of swarming *B. subtilis* close to secondary front at \( t_i \) = 270 min. The dimension of an image is 120 × 120 \( \mu m^2 \).

Movie 3.5 The real time motion of swarming *B. subtilis* in a region *ca.* 500 \( \mu m \) from the colony edge at \( t_i = 270 \) min. The dimension of an image is 120 × 120 \( \mu m^2 \).

Movie 3.6 The real time motion of swarming *B. subtilis* close to secondary front at \( t_i \) = 150 min. The inoculum consists of *B.subtilis* and PS colloidal particles (1% (w/w)). The dimension of an image is 120 × 120 \( \mu m^2 \).

Movie 3.7 The real time motion of swarming *B. subtilis* moving on agar where approximately half the surface contain immobilized PS particles. The colloidal
particles are the black circular dots and the particle density is 0.06 particles $\mu m^2$. The dimension of an image is $120 \times 120 \mu m^2$.

**Movie 3.8** The real time motion of swarming *B. subtilis* close to secondary front at $t_i = 150$ min and in the presence of PS particles. The colloidal particles are the black circular dots and the particle density is 0.06 particles $\mu m^2$. The dimension of an image is $120 \times 120 \mu m^2$.

**Movie 3.9** The continuous exchange of bacteria in the monolayer (right of screen) with bacteria in the multilayered colony (left of screen) at $t_i = 270$ min. The dimension of an image is $120 \times 120 \mu m^2$.

**Movie 3.10** A movie depicting the exchange between motile swarming cells (blue) with cells temporarily stalled at the colony edge (red) at $t_i = 210$ min. A pack of swarming cells move rapidly from behind the edge towards the colony front so that temporarily stalled cells are squeezed out. The speed of the movie is reduced by $3 \times$. The dimension of an image is $47 \times 47 \mu m^2$.

**Movie 3.11** The real time motion of swarming *B. subtilis* close to secondary front at $t_i = 240$ min and in the presence of PS particles. The colloidal particles are the black circular dots and the particle density is 0.06 particles $\mu m^2$. The dimension of an image is $120 \times 120 \mu m^2$. 141
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Chapter 4

Position-Correlated Hierarchy in a Self-Propelled Particle Model Describes Collective Turns in Natural Flocks
4.1 Abstract

Position-correlated hierarchy is introduced by adding a weightage parameter to Vicsek model (VM) to simulate collective motion systems. The new position-correlated hierarchical self-propelled particle (PCH-SPP) model displays a rapid, linear-styled transfer of motion information during group turning: a phenomenon not observed in simulations by the VM. With the PCH-SPP model, the collective turning of bird flocks is reproduced by simulation. The model overcomes the inability of VM in simulating collective turning phenomenon by enhancing the propagation of information without having significant difference in the steady-state phase behavior of the VM simulations.
4.2 Introduction

Collective motion is a common phenomenon occurring in bird flocks, fish schools, and swarming bacterial colonies [1-11]. The modeling of such systems reveals important knowledge on biological behavior as well as active matter properties [2, 6, 8-15]. It is widely believed that in the biological world, collective motion is orchestrated by each individual receiving sensory signals such as vision, sound and chemical information [16]. Therefore, the rule for signal transferring is important for the determination of alignment [17].

A minimal self-propelled particle (SPP) model was proposed by Vicsek (i.e. Vicsek model, VM) in 1995 [18]. In this model, a group of self-propelled particles achieve system-wide coherency by localized aligning interaction. The VM has been successful in modeling bacterial swarming and steady state animal collective motion [19].

However, despite its simplicity and ability to describe collection motion, VM has its limitations. As all particles in the VM has the same strength in influencing their neighbors, the perturbation information (e.g. orientation change of a small portion of the particles) will be dampened in the averaging process [17]. Therefore, in the VM simulation, after reaching a highly coherent motion, the group will tend to "ignore" the perturbation and maintain its original motion orientation. This leads to unwanted behavior in real life (e.g. inability to effectively avoid predators) [16]. Many observations on the stress response of animal groups go against the VM's prediction. In 1973 Radakov first reported that by perturbing only a small part of a fish school,
the change in direction propagates rapidly across the whole school [20]. A mathematical analysis based on the observation of flocks of starling was reported in 2014 by Attansi et al. In their experiment they found that changes in direction propagates robustly throughout the whole flock with a linear dispersion law [17]. The results contrast sharply with the diffusive information transfer predicted by the current VM [18].

By adopting a simple modification, we introduce the position-correlated hierarchy into the local interaction in VM. And By enhancing signal information propagation, the renovated position-correlated hierarchical self-propelled particle model (PCH-SPP model) has successfully overcome the VM's inability to simulate rapid group response to direction change without inducing significant differences in steady-state behavior. The PCH-SPP model expands the SPP model to many more applications. Further exploitation of the new model will lead to new explorations in biology, ecology and social behavior.
4.3 Experimental

4.3.1 Model description

In a self-propelled particle (SPP) model, the position of particle $i$ at time $(t + 1)$ is given by $r_i(t + 1) = r_i(t) + v_i(t + 1)$, where $r_i(t)$ and $v_i(t + 1)$ are the position and velocity of the particle at time $t$ and $(t + 1)$, respectively. The angle of motion of the $i$th particle at time $(t + 1)$ is determined by the average angle of motion of its neighboring particles at time $t$:

$$\theta_i(t + 1) = \text{Arg} \left[ \sum_{\{i,j\}} \alpha_j e^{i \theta_j(t)} \right] + \eta \xi(t)$$

where $\theta_j(t)$ is particle $j$'s angle of motion. The speed of each particle is assumed to be the same. A circle, centered at particle $i$, of radius $x$ is the interaction area that contains neighboring particles $j$ that directly influence the direction of motion of particle $i$. The intrinsic noise $\eta \xi(t)$ describes particle $i$'s uncertainty in motion after receiving an average velocity information from its neighboring particles. $\xi$ is a $\delta$-correlated white noise uniformly distributed between $-\pi$ and $\pi$, and $\eta$ controls the noise intensity. The larger the value of $\eta$, the more chaotic and disorder the system becomes. When the noise is maximum (i.e., $\eta = 1$), all the particles in the system perform random walks, whereas in the absence of noise (i.e., $\eta = 0$) and at steady-state, the particles move collectively with the same velocity [18, 21].

The weightage parameter $\alpha_j$ in eq. (1) defines the contribution of the angle of motion of particle $j$ to the direction of motion of particle $i$. To describe a turning event, all the particles in the system are initially made to move cohesively in a straight
direction with similar velocity (i.e., flocking). The ultimate aim is to allow a particle, chosen randomly within the flock, initiate turning and induce other particles to undergo step-wise collective turning. The initiator is analogous to the fish (in the school) or bird (in the flock) that first encounters an agitation or prey, and rapidly changes its direction pathway while sending a signal to the rest of the team members to follow suit [22]. In the SPP model, the initiator transfers turning information to the rest of the particles in the flock via the interaction rule provided in eq. (1). We now examine the effects of $\alpha_j$ on the mode and efficiency of information transfer and its overall effect on collective flock turning.

In the Vicsek model (VM), all the neighboring particles $j$ within the interaction area contribute equally to the velocity of particle $i$ (i.e., $\alpha_j = 1$), resulting in a diffusive and inefficient propagation of information (see discussion below) [18]. To facilitate and enhance information transfer from the initiator to distal particles, a position-correlated hierarchy SPP model (PCH-SPP) is implemented. The PCH-SPP model is based on the intuitive reasoning that particles that lie closer to the initiator ($s$), receive the correct turning information more effectively than those located further away from $s$. The former group of particles, in turn, has a larger influence on the velocity of particle $i$. This creates a hierarchy amongst neighboring particles within an interaction area based on their relative positions with respect to $s$. The $\alpha_j$ parameter in eq. (1) is thus expressed as:

$$\alpha_j = \begin{cases} 
\varepsilon_j > 1 & \text{for } (R_{js} < R_{is}) \\
1 & \text{for } (R_{js} \geq R_{is})
\end{cases}$$

where $R_{js}$ and $R_{is}$ are the distances of particles $j$ and $i$ from $s$, respectively. Within a
localized interaction area, if particle \( j \) is closer to \( s \) as compared to particle \( j' \) (i.e., \( R_{js} \leq R_{s} < R_{j's} \leq R_{w} \)), the contribution to the velocity of particle \( i \) from particle \( j \) is higher than particle \( j' \) (i.e., \( \varepsilon_j \geq \varepsilon_{j'} > 1 \)). Since the interaction radius \( x \) is much smaller than the size of the flock, it is assumed, without loss of generality, that the influence coefficient \( \varepsilon_j \) value is the same for all relevant particles in an interaction area.

### 4.3.2 Characterization of the PCH-SPP model

The relationship between phase behavior change with noise density and particle density are investigated. The simulation is carried out in a \( 20 \times 20 \) square lattice with periodical boundary condition. The interaction radius \( x = 2.0 \) and particle speed \( v_0 = 0.1 \). Both the orientation of the direction vector and position of particles are randomly distributed throughout the lattice. In the VM, the initiator \( s \) is not included and \( \alpha_j = 1 \). In the PCH-SPP model, \( s \) is placed at the center of the square with a constant velocity \( v_s^T = (0.1, 0) \) throughout the simulation, and \( \varepsilon_j = 2.0 \).

The effects of noise intensity is performed by varying \( \eta \) from 0 to 1 at an increment interval of 0.05 while maintaining a constant particle number \( N = 200 \). The dependence of phase behavior on \( N \) is conducted by using \( N \) values ranging from 25 to 400 at an incremental interval of 25. In this case, \( \eta \) is kept constant at a value of 0.2. The initiator particle is not included in the calculation of the order parameter value. 2000 time-steps are used in each simulation run, and the system equilibrates within the first 1000 time-steps. 50 simulation runs are performed for each condition.
The phase behavior is characterized using the order parameter [18, 21]. The average value of the order parameter from $t = 1001$ to $2000$ in 50 simulation runs is calculated for each condition:

$$\phi(\eta, N) = \frac{1}{5 \times 10^4} \sum_{m=1}^{50} \sum_{t=1001}^{2000} \phi(m, t)_{\eta, N}$$

(3)

where $\phi(m, t)_{\eta, N}$ is the order parameter at time-step $t$ in simulation $m$ with noise intensity $\eta$ and particle number $N$.

### 4.3.3 2-D information propagation experiment

We illustrate the dynamics of information propagation for a 2-D square lattice consisting of 625 (or $25 \times 25$) uniformly distributed particles. The positions of the particles are fixed throughout the simulation and only the orientation of their direction vectors vary with time. The distance between adjacent particles is 1 (unit length), and the particle at the center of the square lattice (i.e., at position $(x = 13, y = 13)$) is chosen to be the initiator $s$. The direction vector of $s$ is set as $v_s^T = (0, 1)$ (i.e., parallel to the $y$-axis) throughout the simulation, whereas the initial direction vectors of non-initiator particles are $v^T = (1, 0)$ (i.e., parallel to the $x$-axis). The direction vectors at $t = 0$ is illustrated in Fig. 4.1. The direction angle ($\phi$) of a particle is defined as the angle between the corresponding direction vector and $x$-axis. Therefore, $\theta = 0^\circ$ for non-initiator particles at time $t = 0$ and $\theta_s = 90^\circ$ for $s$ at all times. The dynamics of information transfer from $s$ to non-initiator particles is obtained from the time-resolved variation of $\phi$. 
In the simulation, an interaction radius $x = 1.5$ is chosen such that each particle $i$ is influenced by 8 neighboring particles (except for particles at the edges of the lattice which are influenced by either 3 or 5 neighboring particles). In both the VM and PCH-SPP model, $\alpha_j = 2$ for interactions that directly involve the initiator $s$. On the other hand, $\alpha_j = 1$ for non-initiator particles $j$ in the Vicsek model. To demonstrate the effects of position-correlated hierarchy on the dynamics of information transfer, $\varepsilon_j = 2$ is implemented in the PCH-SPP model.

**FIG. 4.1** Initial orientation of the $25 \times 25$ particles used in the information propagation simulation. Initiator $s$ is placed at the center with $\theta_s$ fixed at $90^\circ$, and $\theta_i = 0^\circ$ for all other particles at $t = 0$. 
4.3.4 2-D collective turning simulation

VM and PCH-SPP are used to simulate a $16 \times 16$ particle array with an initiator $s$. The distance between closest particles is 1. Particle speed $v_0$ is 0.1 step$^{-1}$. Interaction radius $x$ is 1.5. $\varepsilon = 8$. Noise is set as 0 for convenience of analysis. $s$ is placed 0.5 away from the rightmost column of particles. All particles and $s$ has the same initial velocity (0.1,0). At the 100$^{th}$ step we assume the emergence of a predator from the right side. Then the initiator will lead the flock to evade predator by changing route. From step 101 to step 200, $\theta$ increases 1.8$^\circ$ per step. Thus $s$ will take a 180$^\circ$ turn in a semicircle trajectory. At 200$^{th}$ step the velocity of $s$ is (-0.1,0). From then on $s$ will keep this velocity until the end of simulation. The simulation lasts 300 steps.

4.4 Results and discussion

4.4.1 Characterization of PCH-SPP

The average order parameter $\varphi$ plotted against noise intensity $\eta$ and particle number $N$ are shown in Fig. 4.2(a) and 4.2(b), respectively. From the plots, it is clear that the phase behaviors of the VM and PCH-SPP model are similar. This suggests that introducing an initiator and hierarchy amongst particles do not significantly interfere with the system's steady-state behavior. The position-correlated hierarchy only serves to improve information transfer during the turning (as discussed below), and does not affect phase transition.
FIG. 4.2 (a) The steady-state order parameter $\varphi$ of the VM (red) and PCH-SPP model (black) at different noise intensity $\eta$. The particle number $N = 200$. (b) The steady-state order parameter of the VM (red) and PCH-SPP model (black) with different particle number $N$ and $\eta = 0.2$.

4.4.2 Information propagation

Movie 4.1 and 4.2 show the orientation change in the direction vector of non-initiator particles after receiving direction information from $s$ during the first 200 time steps of the VM and PCH-SPP model runs, respectively. Clearly, at the end of 200 time steps, all the non-initiator vectors have perfectly aligned themselves with the initiator’s direction vector in the PCH-SPP model (Movie 4.2). However, in the Vicsek model, direction vectors of non-initiator particles located far from $s$ display only small changes in their direction, implying that information from $s$ is not efficiently transported to these particles (Movie 4.1).
FIG. 4.3 (a) Velocity of particle array at step 50 in VM simulation. (b) Velocity of particle array at step 50 in PCH-SPP simulation. Signal source $s$ is placed at the center with $\theta_s$ fixed at $90^\circ$, and every normal particle’s $\theta_i$ is $0^\circ$. The vectors indicate the velocity direction of corresponding particle. Each vector is color mapped so that when $\theta_i$ increases from $0^\circ$ to $90^\circ$ the vector changes from blue to red. (c) and (d) 3-D surface plotting of $\theta$ against the corresponding $x$- and $y$-coordinates in (a) and (b), respectively. The z-axis value is the $\theta_i$ of each particle.
The orientation of the direction vector taken at the 50\textsuperscript{th} time-step ($t = 50$) is shown in Fig. 4.3(a) and Fig. 4.3(b) for the VM and PCH-SPP model, respectively. This time is chosen for analysis because all the non-initiator particles are still in the process of alignment (\textit{i.e.}, all particles have not reached the steady-state angular angle of $90^\circ$). It is observed that in the PCH-SPP model, all the non-initiator particles have attained $\theta > 10^\circ$, whereas in the VM, only 16\% of the particles around $s$ have $\theta > 10^\circ$.

The plot of $\theta$ against the corresponding $x$- and $y$-coordinates at $t = 50$ is given in Fig. 4.3(c) and Fig. 4.3(d) for the VM and PCH-SPP model, respectively. Clearly, the change in $\theta$ with respect to particle location is symmetrical about $s$. Furthermore, a faster decrease in $\theta$ across particles and away from $s$ is seen in the VM as compared to the PCH-SPP model. In the VM, $\theta$ decays mono-exponentially for particles lying along the $x$-axis with a decay rate of 2.7 (Fig. 4.4). In contrast, $\theta$ decreases linearly with increasing spatial separation between the particle and $s$ (\textit{i.e.}, gradient of the linear fit = -4.87 in Fig. 4.4). In the VM, damping of information propagation restricts information from being relayed to particles that are separated far from $s$. Such detrimental behavior is not present in the PCH-SPP model where information is observed to be efficiently transported across several particles in a linear mode.
FIG. 4.4 $\theta$ of particles at row 13 (i.e. particles with coordination (x,13)) in Fig. 4.3 (c) (black) and Fig. 4.3 (d) (red) respectively. As the system is symmetrical, only half of the row (from (14,13) to (25,13)) is plotted. It is worth mention that particle (13,13) is the initiator $s$, thus the x value is positively correlated to the distance between particle and $s$.

The information propagation speed $C_s$ is obtained by plotting the distance of non-initiator particle from $s$ ($l$) vs. the corresponding time taken for the particle to attain $\theta = 45^o$ ($t_{turn}$). In the case of the VM, a non-linear plot is observed (Fig. 4.5). On the other hand, in the PCH-SPP model, a linear relationship, with a gradient of $C_s = 0.183$, exists between $l$ and $t_{turn}$. Attanasi et al. have demonstrated that in starling flocks, $l$ increases linearly with $t_{turn}$. Therefore, the PCH-SPP model introduced here clearly describes the dynamics of information propagation occurring in natural flocks [17].
FIG. 4.5 (a) The distance $l$ travelled by information plotted against time ($t_{\text{turn}}$) for the VM (black) and PCH-SPP model (red). (b) A zoomed-in graph of the information propagation plot for the PCH-SPP model. The blue line indicates the linear fit.

4.4.3 Influence of weightage parameter $\varepsilon$ on $C_s$

The dynamics of information propagation in the PCH-SPP model is influenced by $\varepsilon$. In Fig. 4.6(a), the linear plots of $l$ vs. $t_{\text{turn}}$ for different $\varepsilon$ values are presented. The gradient for each $\varepsilon$ values (i.e., $C_s$) are shown in Fig. 4.6(b), where it is clearly observed that for higher $\varepsilon$ values, information is propagated across particles at a higher speed. When $\varepsilon$ is small $C_s$ could change greatly with a little change in $\varepsilon$. And as $\varepsilon$ gets larger $C_s$ grows more insensitive to $\varepsilon$. The convergence of the relationship between $C_s$ and $\varepsilon$ is intuitive.
4.4.4 Simulating collective turning in 2-D

With the renovated PCH-SPP the observation on real animal flock collective turning can be simulated. In this simulation we focus on reproducing the fast decision making in group orientation change due to enhanced information propagation instead of reproducing every single detail in reality, thus we simulate in 2-D to make data analysis convenient. Movie 4.3 and 4.4 shows the simulation of a $16 \times 16$ particle array with an initiator $s$ (black square in the movie). Trajectories of $s$ (black dash line) and representative particles are plotted in Fig. 4.7(a) and Fig. 4.7(b) for VM and
PCH-SPP simulation respectively. Representative particles are taken from VM and PCH-SPP at the same initial positions.

In PCH-SPP simulation (Movie 4.4), all particles show uniform trajectories (P1-P4 in Fig. 4.7(b)) regardless of the particle’s position. This indicates the information from s is well preserved all the way to the most distant particles from s during transfer. The whole group is perfectly aligned with s before and after the turn. It is worth mention that from the movie it is shown that the turning of the group is not simultaneous: particle closer to s turn first, and then adjacent particles follows. This sequential manner in turning indicates the time needed for information propagation through particles. A turning delay exists between the particles. Due to such delay slight group deformation after turning is observed (Fig. 4.7(d)). A larger \( \varepsilon \) can be used to lower the deformation as the information transferring is faster.

In the VM simulation (Movie 4.3), from the trajectories it is shown that there are several types of particles based on their interaction with s (Fig. 4.7(a)). Though the influencing power of s is very strong, due to poor information propagation, when s starts to turn, only the particles closest to it will be strongly affected (e.g. P1 in Fig. 4.7(a)). And when some of such affected particles move out of influence area of s they soon lost alignment with s (e.g. P2 and P3 in Fig. 4.7(a)). Most particles which do not have close contact with s will keep their initial velocity with minimal change (e.g. P4 in Fig. 4.7(a)). The different types of particles form discrete clusters moving towards different directions. The group is scattered and group coherency is lost irreversibly (Fig. 4.7(c)).
Fig. 4.7 (a), (b) representative trajectories of particles from simulation in VM (a) and PCH-SPP (b). Trajectory of initiator $s$ is plotted with black dash line. P1 - P4 marks the initial position of the four tracked particles. (c),(d) Particle motion at step 300 in VM (c) and PCH-SPP (d) simulations. Arrows are used to indicate the motion directions of discrete particle clusters. The particles are color mapped so that when $\theta_i$ increases from 0-180° the particle changes gradually from blue to red.
4.5 Conclusion

The information transfer is increased greatly by introducing a hierarchy determined by the particle’s position. By enhancing signal information propagation, the renovated PCH-SPP has successfully reproduced the collective turning phenomenon observed in nature such as bird flocks by computational simulation. Furthermore, the steady state collective behavior remains unchanged. Thus this model can be used as an alternative for VM in many situations. By overcoming the fault that VM faces in collective turning. PCH-SPP expands the SPP models to more applications.
4.6 Movie captions

**Movie 4.1** The information propagation in 2-D in VM simulation. The center is the initiator. The color of an vector is determined by its angle. Each vector is color mapped so that when $\theta_i$ increases from $0^o$ to $90^o$ the vector changes from blue to red. The frame rate of the movie is 50 fps.

**Movie 4.2** The information propagation in 2-D in PCH-SPP simulation. The center is the initiator. The color of an vector is determined by its angle. Each vector is color mapped so that when $\theta_i$ increases from $0^o$ to $90^o$ the vector changes from blue to red. The frame rate of the movie is 50 fps.

**Movie 4.3** 2-D simulation of collective turning of a $16 \times 16$ particle array with an initiator $s$ using VM. $s$ take a $180^o$ turn from the $100^{th}$ step to the $200^{th}$ step. Each particle is color mapped so that when $\theta_i$ increases from $0^o$ to $180^o$ the vector changes from blue to red. The frame rate of the movie is 30 fps.

**Movie 4.4** 2-D simulation of collective turning of a $16 \times 16$ particle array with an initiator $s$ using PCH-SPP. $s$ take a $180^o$ turn from the $100^{th}$ step to the $200^{th}$ step. Each particle is color mapped so that when $\theta_i$ increases from $0^o$ to $180^o$ the vector changes from blue to red. The frame rate of the movie is 30 fps.
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4.8 Perspective

In this thesis, we have studied the responses of bacterial swarming motion to photodynamic inhibition. The loss of swarming motility is drastic as soon as a sub-lethal amount of photodynamic oxidative stress is applied. As it is reported that swarming motion protects the colony against antibiotics, our result indicates the possibility that a therapy combining traditional antibiotic treatment with photodynamic therapy may yield higher killing efficacy of swarming bacteria. We are curious about how the bacterial resistance to multiple drugs will change after photodynamic inhibition is applied. This is one direction of our future research.

We also successfully reduced swarming bacterial drug resistance by using polystyrene particles to disrupt the motion collectivity and speed. This finding have given direct evidence that the swarming motion dynamics can affect the drug resistance of a colony. The future work continues to obtain a deeper understanding of how collectivity and speed influence drug resistance of swarming bacterial colony, and developing new anti-surface infection methods by exploiting this property of swarming bacteria. More different drugs and swarming bacterial strains should be tested in the future to further expand the result of our study to applications.

We have constructed a new model (PCH-SPP model) based on the Vicsek model. In this thesis, we focus on reproducing the collective turning of bird flocks. Different parameters can be used to adjust the information transfer manner, thus this model can be utilized to simulate more collective motion systems observed in nature. The new model can also be applied with other modifications to the Vicsek model in
the future (e.g. the adding of attraction/repulsion forces).