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Abstract

This thesis studies the decentralized and parameterized supervisor synthesis problems in the Ramadge-Wonham paradigm.

We obtain a characterization of the solvability of the decentralized realization problem, by reducing it to the problem of solving a set of language equations. The close relationship among the problems of language decomposition, supervisor decomposition and decentralized realization is then studied. Complexity-theoretic lower bound proofs are provided by reductions from the language decomposition problem. We then develop complexity reduction techniques for language decomposability verification.

A sufficient condition for the undecidability of the distributed supervisor synthesis problem is derived based on the structure of the distributed control architecture. We also present a sufficient condition for the undecidability of a language based parameterized supervisor synthesis problem.

The expressive power of the symbolic reachability relations of a class of parameterized systems is investigated and a sound state based parameterized supervisor synthesis procedure is developed in the framework of regular model checking.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRP</td>
<td>Decentralized Realization Problem</td>
</tr>
<tr>
<td>SDP</td>
<td>Supervisor Decomposition Problem</td>
</tr>
<tr>
<td>LDP</td>
<td>Language Decomposition Problem</td>
</tr>
<tr>
<td>DeSSP</td>
<td>Decentralized Supervisor Synthesis Problem</td>
</tr>
<tr>
<td>DiSSP</td>
<td>Distributed Supervisor Synthesis Problem</td>
</tr>
<tr>
<td>DSP</td>
<td>Decomposable Sublanguage Problem</td>
</tr>
<tr>
<td>JOP</td>
<td>Joint Observability Problem</td>
</tr>
<tr>
<td>PCJOP</td>
<td>Prefix-closed Joint Observability Problem</td>
</tr>
<tr>
<td>STSP</td>
<td>Specification Template Synthesis Problem</td>
</tr>
<tr>
<td>PSSP</td>
<td>Parameterized Supervisor Synthesis Problem</td>
</tr>
<tr>
<td>PCP</td>
<td>Post Correspondence Problem</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

The design of correct distributed (finite state) systems remains a challenging computational problem. The difficulty of this problem seems to be inherent in the very nature of these systems, as evidenced by the vast amount of proven intractability results in the verification and synthesis of distributed systems (see for example [1], [2], [3], [4], [5], [6] and the references therein). Intuitively, the cause of this fact is the combinatorial explosion of states, which makes verifying the correctness of distributed systems already difficult, let alone the synthesis task. To make it worse, there are many different frameworks within which the synthesis of distributed systems could even become undecidable due to the lack of complete information (see for example [6], [7], [8], [9], [10], [11], [12]), even when all the involved languages are regular. A tentative explanation of this fact is that in general computing non-regular under-approximations or an exhaustive search through an infinite set of regular sublanguages of given regular languages may become necessary when partial observation is involved\(^1\). In the next section, we introduce the framework that we shall study throughout the thesis, i.e., supervisory control of discrete-event systems.

---

\(^1\)It will become clear in Chapter 4 that in deciding the existence of non-empty decomposable sublanguages for any given regular language, which is an important problem in the synthesis of distributed supervisors, in general we may need to compute the supremal trace closed sublanguage of the given regular language, which is not necessarily regular.
1.1 Control of Discrete-Event Systems

A discrete-event system is a dynamic system equipped with a discrete state space and a state-transition structure [13]. Each state transition is labeled by an event from a fixed, but possibly infinite, alphabet. Thus, a discrete-event system is often represented by an (incomplete) automaton. Unless explicitly stated otherwise, we shall only consider discrete-event systems that are represented by finite state automata before Chapter 5.

The way a discrete-event system interacts with other discrete-event systems is through lockstep synchronization, i.e., the interaction of different discrete-event systems is modeled by the synchronous product of automata. From an observer’s point of view, the alphabet of a discrete-event system is partitioned into two disjoint subsets, i.e., the subset of observable events and the subset of unobservable events. From a controller’s point of view, the alphabet is partitioned into the subset of controllable events and the subset of uncontrollable events. For a discrete-event system, any other discrete-event system that interacts with it could be treated as both its observer and controller, i.e., its supervisor. Synchronization implements observation and control mechanism, i.e., control and observation information is implicitly communicated between interacting discrete event systems through synchronization. A supervisor\(^2\) is considered to enable an event \(\sigma\) at a particular state if at that state there is an outgoing transition labeled by \(\sigma\). It is considered not to observe an event \(\sigma\) at a particular state if the existence of an outgoing transition labeled by \(\sigma\) at that state implies that outgoing transition is a self-loop. Given a finite state automaton representing the plant to be controlled, the synthesis problem requires computing a tuple of finite state automata representing a tuple of supervisors so that the closed-loop system, i.e., the synchronous product of the plant and the supervisors, satisfies

\(^2\)see page 21 for the definition of a supervisor and more details.
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a given specification. There are two interpretations of the statement that a finite state automaton satisfies a specification that will interest us in this thesis: 1) the finite state automaton is language equivalent to the given specification; 2) the finite state automaton is language equivalent to a non-empty subset of the given specification. We classify the synthesis problem into the decentralized realization problem and the decentralized supervisor synthesis problem accordingly. If no constraint is imposed on the supervisors, then the synthesis problem becomes rather trivial. A much more interesting case is when the supervisors can neither observe nor control all of the plant’s alphabet. A supervisor “effectively” cannot observe $\sigma$ if and only if it does not observe $\sigma$ at each state. A supervisor “effectively” cannot control $\sigma$ if and only if at each state of the supervisor $\sigma$ is enabled.

The theory of supervisory control of discrete-event systems was originally initiated in the 1980s by Ramadge and Wonham [14], [15], [16], [17] and has been under active development for more than 30 years (see the textbooks and monographs [13], [18], [19]). The main domains of applications for supervisory control theory are the coordination of complex man-made systems such as manufacturing systems [13], [20], [21], telecommunication and network protocols [22], [23], database management systems [24] and transportation [13], [25], e.t.c., where coordination and conflict resolution [26], [27], [28] are usually needed to ensure certain safety and liveness properties. A brief list of some of the more important developments and those developments that are more closely related to ours is provided below.

- The important concepts of controllability and observability, which along with the notion of $L_m(G)$-closedness\(^3\) together characterize the solvability of the centralized realization problem [15], [23], [29], are first formulated in [15] and [29].

In characterizing the solvability of the decentralized realization problem [30], the more general notion of co-observability [31] has to be used in place of

\(^3\)If the supervisor is assumed to be marking, then we only need controllability and observability.
observability. When the given specification does not satisfy the above properties, (optimal) under-approximations that satisfy these properties need to be computed, giving rise to the problem of decentralized supervisor synthesis. The decentralized supervisor synthesis problem is much harder than the decentralized supervisor realization problem. In fact, there is provably no algorithm, according to the Church-Turing thesis [32], that correctly determines in finite time the existence of such an under-approximation for all instances of the decentralized supervisor synthesis problem even when all the involved automata are of finite states, i.e., the decentralized supervisor synthesis problem is undecidable [7], [8]. Because of this major hurdle, a large number of works have been devoted to coping with the undecidability and intractability in the decentralized supervisor synthesis problem (see [20], [31], [33], [34], [35], [36], [37], [38], [39], [40] for example). There are some special decidability results [9], [31], [41] and many heuristics have been developed (see [20], [33], [34], [36], [37], [38], [42] for example). There are two major classes of heuristics that have been proposed, i.e., approximation algorithms and semi-algorithms. For example, the approximation algorithm of [38] uses the notion of relative co-observability to approximate the notion of co-observability and modular over-approximation technique has been used in the approximation algorithm of [37]; the semi-algorithm of [36], if ever terminates, is guaranteed to compute a maximal solution, using the notion of strong Nash equilibrium. The design of heuristics for decentralized supervisor synthesis problem is an active research area of great importance. There are also many other interesting extensions of the classical framework. For example, there are works on supervisor synthesis for non-deterministic automata [43], supervisor synthesis for petri nets [44], [45], supervision on infinite behavior [46], [47] and supervisor synthesis for mu-calculus [9], [48]. For a good overview of
some recent progresses made on the decentralized supervisor synthesis problem, the readers may refer to [49]. For a general introduction and survey of existing decentralized control methods in classical control theory, e.g., decentralized control of linear, nonlinear and stochastic systems, the readers may refer to [50], [51]. For a game theoretic perspective on multi-agent decision making and the application to decentralized supervisor synthesis, the readers may refer to [36], [52]. Those developments that are more closely related to ours are discussed in the following.

- A general technique for obtaining automata-theoretic characterization results for a large class of decentralized realization problems is presented in [53]. However, it is not straightforward to translate these characterization results to their language-theoretic counterparts, since it is not clear what language operations correspond to the automata operations\(^4\) involved in [53]. Later, a collection of language-theoretic characterization results are obtained in [54], in which the notions of controllability and co-observability are nicely combined. However, [54] only considers the case of synthesis for the closed behavior of the plant and it does not mention how to generalize these results to other synthesis problems, e.g., synthesis for the marked behavior. The classical synchronization model treats supervisors and plants equally, except for the possible constraints imposed on the supervisors. This is later referred to as the conjunctive fusion rule [55], where the supervisors together disable an event if and only if there is at least one supervisor that does so. For a general setup where both the conjunctive fusion rule and the disjunctive fusion rule exist, the characterization results are obtained in [55]. The problem of decentralized realization is known to be \textit{PSPACE-complete} even in the classical setup [2].

\(^{4}\)It is not even straightforward to model the following simple automaton operation: for each state \(s\) of a given automaton and each uncontrollable event \(\sigma\), add a self-loop labeled by \(\sigma\) at state \(s\) if there is no outgoing transition labeled by \(\sigma\) at state \(s\).
the other hand, the decentralized supervisor synthesis problem is undecidable even for non-blocking property [7]. And the undecidability result also holds when infinite state supervisors are considered [8], modal (loop) formulas are considered [9] or priority order is to be enforced [56]. Unfortunately, the boundary between the decidability and undecidability of the decentralized supervisor synthesis problem still remains unclear.

- The notion of language decomposability and its importance to the decentralized supervisor synthesis problem has been studied in [30], [57]. In [57], it is used to characterize the condition under which distributed supervisor synthesis, where the global plant is given by the synchronous product of a collection of local plants, can achieve the optimal behavior achievable by a global supervisor. Recently, a top-down supervisor localization technique is developed for solving the distributed supervisor synthesis problem [20], which also requires the specification to be a priori language decomposable. Also, a special case of the language decomposability, called conditional decomposability, plays an important role in the coordination control of discrete event systems [58]. A complexity-theoretic study of the language decomposability has been conducted in [6] and the verification problem is proved to be PSPACE-complete even when the specification is required to be prefix-closed [6]. It is shown in [58] that there exists a polynomial time algorithm for verifying conditional decomposability. In view of the importance of the notion of language decomposability to the supervisor synthesis problems, complexity reduction techniques for its verification seem to deserve more careful study. It is also of great interest to synthesize non-empty decomposable sublanguages, if possible, from any given specification which is a priori not language decomposable, to bridge the gap of the approach used in [20]. We also hope the heuristics developed for the decomposable sublanguage problem could eventually be used for solving the
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- The problems of model checking for parameterized systems are known to be undecidable (see for example [59], [60], [61], [62], [63] and the references therein). It is not difficult to see that the supervisor synthesis problems for these systems are also undecidable. The synthesis problems for some classes of parameterized systems have been previously studied in [64], [65]. There are also several works that directly address the problem of supervisor synthesis for a general class of infinite state systems, that are based on predicates and predicate transformers [66], [67], [68], [69], [70]. Although deadlock avoidance techniques have been well studied, the problem of enforcing livelock freedom for the closed-loop system has not been addressed in these works. The binary decision diagram based symbolic implementation [21], [71] has been quite successful in dealing with non-blocking control of large scale discrete event systems. However, it is not ideally suitable for parameterized supervisor synthesis purpose, since the parameterized supervisor in general has to be inferred from the solved instance and the inferred supervisor has to be verified/proved to be correct for an arbitrary number of modules in the system.

The main motivation of this work is to contribute to a better theoretical understanding of the boundaries between the decidability and undecidability, the tractability and intractability in the verification and synthesis of decentralized discrete-event systems (including distributed discrete-event systems) and parameterized discrete-event systems, which are still far from being understood. If a problem is proved to be intractable (respectively, undecidable), then either efficient heuristics need to be developed or tractable (respectively, decidable) fragments need to be identified. The intractability (respectively, the undecidability) proof often provides hints on how to systematically proceed in this direction of research. Since the major hurdle for practical industrial applications of automatic supervisor synthesis is the high
computational complexity and the undecidability, we believe that the theoretical investigation carried out in this work may also have practical relevance. The complexity reduction techniques for the verification of language decomposability and the heuristics for the synthesis of non-empty decomposable sublanguages developed in this work could be used to verify the assumption and bridge the gap of [20], where applications to the supervision of manufacturing systems have been nicely demonstrated. The procedure of supervisor decomposition developed in this work can also be used as a heuristic for solving the decentralized supervisor synthesis problem: an (optimal) global supervisor is first synthesized; if the global supervisor cannot be decomposed into local supervisors, then the decentralized control architecture can be suitably modified to make the global supervisor decomposable, e.g., by increasing the subsets of events each local supervisor can observe and control.

1.2 Contributions and Outlines of the Thesis

This thesis will address some of the issues raised above. The structure and contributions of the thesis are as follows.

Chapter 2 We begin with the preliminaries.

Chapter 3 Then we present a language-theoretic characterization of the solvability of the decentralized realization problem, by reducing it to the problem of solving a set of language equations. The key idea involves the use of a language equational characterization of finite state supervisors. This greatly simplifies the characterization task: characterizing the solvability of the decentralized realization problem is reduced to the straightforward problem of characterizing the solvability of the set of language equations. Our approach could be seen as a simple alternative to the approach of [54], which requires computing the infimal prefix-closed, controllable, and observable superlanguage of an arbitrary language. Apart from the difference
in the points of view, we also consider the case of synthesis for the marked behavior of the plant, which is different from [54]. The languages of the test supervisors in our characterization result turn out to be different from the languages of the test supervisors used in [53]. We then show that the problem of language decomposition is a special case of the supervisor decomposition problem, which is again a special case of the decentralized realization problem. The decentralized realization problem and the supervisor decomposition problem are then shown to be PSPACE-complete. The proof of the PSPACE-completeness of the decentralized realization problem is much simpler than that of [2]. We proceed to study complexity reduction techniques for verifying language decomposability, for the cases when the distributions satisfy certain special properties or when the test languages are prefix-closed, in an attempt to pave the way for reducing the complexity of solving both the supervisor decomposition problem and the decentralized realization problem.

**Chapter 4** We show that the decomposable sublanguage problem, i.e., the problem whether an arbitrary regular language has a non-empty decomposable sublanguage with respect to a fixed given distribution, is decidable if and only if the independence relation induced by the given distribution is transitive. And the joint observability problem, i.e., the problem whether two arbitrary disjoint regular languages have strings that are indistinguishable with respect to a fixed given distribution, is decidable if and only if the independence relation induced by the given distribution is a transitive forest. These results are obtained using available characterization results in trace theory. We also present a new proof of the undecidability of the prefix-closed joint observability problem, by a reduction from the joint observability problem. Sound heuristics for computing the trace closure of an arbitrary regular language are proposed, which can be applied to solving the above undecidable problems. A sufficient condition on the distributed control architecture is then derived, under which there exist some fixed local finite state plants such that the distributed
supervisor synthesis problem is undecidable. We also show that a natural formulation of language based parameterized supervisor synthesis problem is undecidable for a fixed finite state plant template, so long as the template alphabet has at least two private events and one global event that are controllable. In particular, all the undecidability results for the synthesis problems are still valid even if the global (schematic) specifications are required to be star free, or equivalently, linear temporal logic definable.

Chapter 5 We perform symbolic reachability analysis and supervisor synthesis for parameterized systems. We begin with some miscellaneous preliminaries. We then study the symbolic reachability relations of a class of parameterized systems in the framework of regular model checking. The modules of each system are instantiated from a globally synchronized template, which is represented by a finite state automaton whose event set consists of global and private events. We show that the symbolic (co-)reachability relations of these systems are effectively iteration-closed finite unions of atomic star expressions. We also show that for any iteration-closed finite union of atomic star expressions, there exists a template with only global events that realizes it. Applications of the symbolic reachability analysis to computing the sets of reachable bad states for various notions of deadlock and blocking are then presented. A semi-algorithm for computing the supremal non-blocking supervisor that enforces state avoidance property for parameterized systems is then developed in the framework of regular model checking.

Chapter 6 Conclusions and suggestions for future research are presented.
Chapter 2

Preliminaries

This chapter is devoted to mathematical preliminaries. We present in Section 2.1 the basic notions and notations (languages and automata, trace theory, supervisory control). Interested readers are referred to [13], [32], [72], [73], [74], [75] for more details. Then we collect some basic results in Section 2.2 to make the thesis self-contained. Miscellaneous preliminaries will be introduced in the beginning of Chapter 5, where the symbolic framework of regular model checking is adopted.

2.1 Basic Notions and Notations

Let $\mathbb{N}$ be the set of non-negative integers. We use $[1,n]$, where $n \geq 1$, to denote the set $\{1,2,\ldots,n\}$. The set difference of $A$ and $B$ is denoted by $A \setminus B := \{x \in A \mid x \notin B\}$. For a finite set $A$, $|A|$ is used to denote its cardinality. A binary relation $R \subseteq U \times U$ is said to be reflexive if for any $u \in U$, $(u,u) \in R$. It is said to be symmetric if for any $u_1,u_2 \in U$, $(u_1,u_2) \in R$ if and only if $(u_2,u_1) \in R$, and it is said to be transitive if for any $u_1,u_2,u_3 \in U$, $(u_1,u_2) \in R$ and $(u_2,u_3) \in R$ implies $(u_1,u_3) \in R$. $R$ is said to be anti-symmetric if for any $u_1,u_2 \in U$, $(u_1,u_2) \in R$ and $(u_2,u_1) \in R$ implies $u_1 = u_2$. $R$ is said to be an equivalence relation if it is reflexive, symmetric and transitive. Given an equivalence relation $R$ on $U$, the equivalence
class of \( u \in U \) is defined to be the set \( \{ u' \in U \mid (u, u') \in R \} \). The collection of equivalence classes forms a partition of \( U \). \( R \) is said to be a partial order if it is reflexive, anti-symmetric and transitive. The reflexive (respectively, symmetric, transitive) closure of a relation \( R \) over \( U \) is the smallest reflexive (respectively, symmetric, transitive) relation over \( U \) that contains \( R \).

In this work, a singleton is usually identified with the unique element it contains.

### 2.1.1 Languages and Automata

For \( \Sigma \) a finite alphabet, we denote by \( \Sigma^k \) the \( k \)-th concatenation power of \( \Sigma \), for each \( k \in \mathbb{N} \). \( \Sigma^k \) is the collection of strings of length \( k \) over \( \Sigma \). The union \( \bigcup_{i=0}^{\infty} \Sigma^i \), which is denoted by \( \Sigma^* \), is the Kleene closure of \( \Sigma \), i.e. \( \Sigma^* \) is the set of finite strings over \( \Sigma \), including the empty string \( \epsilon \). Any subset \( L \) of \( \Sigma^* \) is called a language over \( \Sigma \).

The concatenation \( L_1 L_2 \) of \( L_1, L_2 \subseteq \Sigma^* \) is defined to be \( \{ l_1 l_2 \in \Sigma^* \mid l_1 \in L_1, l_2 \in L_2 \} \), where \( l_1 l_2 \) is the string concatenation of \( l_1 \) and \( l_2 \). The \( i \)th concatenation power \( L^i \) of \( L \) is defined inductively by \( L^0 := \{ \epsilon \} \), and \( L^{i+1} := L^i \cdot L \) for \( i \geq 0 \). \( L^* := \bigcup_{i=0}^{\infty} L^i \) is the Kleene closure of \( L \). For \( u, v \in \Sigma^* \), \( u \) is said to be a prefix of \( v \) if there exists a string \( w \in \Sigma^* \) such that \( v = uw \). \( u \) is said to be a proper prefix of \( v \) if \( u \) is a prefix of \( v \) and \( u \neq v \). \( \overline{L} := \{ u \in \Sigma^* \mid \exists v \in L, \exists w \in \Sigma^*, v = uw \} \) denotes the prefix closure of \( L \). \( \overline{L} \) is said to be prefix-closed if \( L = \overline{L} \). We use \( |w| \) to denote the length of the string \( w \). The complement of language \( L \) is denoted by \( L^c := \Sigma^* \setminus L \). A projection \( P \) is defined between \( \Sigma^* \) and \( \Sigma' \), where \( \Sigma' \) is a sub-alphabet of \( \Sigma \), such that \( P(\epsilon) = \epsilon \) and, recursively, for \( u\sigma \) in \( \Sigma^* \), \( P(u\sigma) = P(u) \) if \( \sigma \notin \Sigma' \) and \( P(u\sigma) = P(u)\sigma \) if \( \sigma \in \Sigma' \). We can easily extend the projection to map from languages over \( \Sigma \) to languages over \( \Sigma' \). The projection \( P \) erases those symbols not in \( \Sigma' \) from each string of \( L \) to obtain \( P(L) \). For a language \( L' \) over \( \Sigma' \), we define \( P^{-1} \) as the inverse of the projection \( P \) such that \( P^{-1}(L') \) is the set of strings over \( \Sigma \) whose \( P \) projections are in \( L' \). For any given finite alphabet \( \Sigma \), a distribution of \( \Sigma \) of size \( n \) is an \( n \)-tuple \( \Delta = (\Sigma_i)_{i=1}^{n} \)
of sub-alphabets of $\Sigma$ such that $\Sigma = \bigcup_{i=1}^{n} \Sigma_i$ and the sub-alphabets are pairwise incomparable with respect to set inclusion. For example, let $\Sigma = \{a, b, c\}$. Then $\Delta = (\{a, b\}, \{c\})$ is a distribution of $\Sigma$ of size 2, where $\Sigma_1 = \{a, b\}$ and $\Sigma_2 = \{c\}$.

Given a distribution $\Delta = (\Sigma_i)_{i=1}^{n}$ of $\Sigma$, we have $n$ projections $P_i$'s from $\Sigma^*$ to $\Sigma_i^*$, $i \in [1, n]$, and $n$ corresponding inverse projections $P_i^{-1}$'s. The synchronous product $\bigparallel_{i=1}^{n} L_i$ of languages $L_i$'s over $\Sigma_i$'s is defined to be $\bigcap_{i=1}^{n} P_i^{-1}(L_i)$. Given a language $L$ over $\Sigma$, $\bigparallel_{i=1}^{n} P_i(L)$ is said to be the *decomposition closure* of $L$ with respect to $\Delta$.

We will be mainly interested in two classes of formal languages: the class of regular languages and the class of star free languages.

**Definition 2.1** (Regular Languages). *The class of regular languages over $\Sigma$ is defined as the smallest class of languages containing $\emptyset, \{\sigma\}$ for each $\sigma \in \Sigma$, and being closed under finite union, concatenation and Kleene closure.*

**Definition 2.2** (Star Free Languages). *The class of star free languages over $\Sigma$ is defined as the smallest class of languages containing $\emptyset, \{\sigma\}$ for each $\sigma \in \Sigma$, and being closed under finite union, intersection, complementation and concatenation.*

Each star free language is regular, since the class of regular languages is known to be closed under intersection and complementation [32]. However, not every regular language is star free. It is known that, when interpreted over finite words, the class of star free languages corresponds exactly to the class of linear temporal logic definable languages or, equivalently, the class of first order logic definable languages [73]. Furthermore, the problem whether an arbitrary given regular language is star free is decidable [73]. An example of a star free language is $(ab)^*$ over $\{a, b\}$. The star freeness of $(ab)^*$ follows from the fact $(ab)^* = (b^*a^*c^* \cup a^*c^*b^* \cup b^*a^*c^* \cup b^*b^*c^*)^c$. Alternatively, a linear temporal logic formula or a first order logic formula can be used to describe the following properties that together define $(ab)^*$: 1) the element in the first position is not $b$; 2) the element in the last position is not $a$; 3) there
cannot be two successive $a$'s; 4) there cannot be two successive $b$'s. On the other hand, $(aa)^*$ is regular but not star free [76].

An automaton $G$ is a 5-tuple $(S, \Sigma, \delta, S_i, S_f)$, where $S$ is the set of states, $\Sigma$ is the alphabet, $\delta \subseteq S \times \Sigma \times S$ is the transition relation, $S_i \subseteq S$ is the set of initial states and $S_f \subseteq S$ is the set of final (marked) states. In the graphical representation of an automaton, each initial state is indicated by an inward pointing arrow without a source and each final state is indicated by an outward pointing arrow without a sink.

If both $S$ and $\Sigma$ are finite, then we say $G$ is a finite state automaton. If, in addition, $|S_i| = 1$ and $\forall s, s', s'' \in S, \sigma \in \Sigma, (s, \sigma, s') \in \delta \land (s, \sigma, s'') \in \delta \implies s' = s''$, then $G$ is said to be a deterministic finite automaton. A finite state automaton is said to be non-marking if $S_f = S$. A run of $G$ over $w = \sigma_1 \sigma_2 \ldots \sigma_n \in \Sigma^*$ is a sequence $s_1 s_2 \ldots s_{n+1}$ of states of $G$ such that $s_1 \in S_i$ and for each $k \in [1, n], (s_k, \sigma_k, s_{k+1}) \in \delta$. The run is said to be accepting if in addition $s_{n+1} \in S_f$. The set of strings over $\Sigma$, for which $G$ has a run, is denoted by $L(G)$ and is said to be the closed behavior of $G$. Alternatively, we say $G$ generates $L(G)$. The set of strings over $\Sigma$, for which $G$ has an accepting run, is denoted by $L_m(G)$ and is said to be the marked behavior of $G$. Alternatively, we say $G$ recognizes $L_m(G)$. Each regular language is recognized by a finite state automaton and each finite state automaton recognizes a regular language [32]. If $G$ is a deterministic finite automaton, then it is said to be non-blocking if $\overline{L_m(G)} = L(G)$.

The synchronous product of two finite state automata $G_1 = (S_1, \Sigma_1, \delta_1, S_{1,i}, S_{1,f})$ and $G_2 = (S_2, \Sigma_2, \delta_2, S_{2,i}, S_{2,f})$ is the finite state automaton $G_1 \parallel G_2 = (S_1 \times S_2, \Sigma_1 \cup \Sigma_2, \delta_1 \parallel \delta_2, S_{1,i} \times S_{2,i}, S_{1,f} \times S_{2,f})$, where $\delta_1 \parallel \delta_2$ is defined as follows:

1. If $\sigma \in \Sigma_1 \cap \Sigma_2$, then $((s_1, s_2), \sigma, (s_1', s_2')) \in \delta_1 \parallel \delta_2$ if and only if $(s_1, \sigma, s_1') \in \delta_1$ and $(s_2, \sigma, s_2') \in \delta_2$.

2. If $\sigma \in \Sigma_2 \setminus \Sigma_1$, then $((s_1, s_2), \sigma, (s_1', s_2')) \in \delta_1 \parallel \delta_2$ if and only if $s_1 = s_1'$ and $(s_2, \sigma, s_2') \in \delta_2$. 
3. If $\sigma \in \Sigma_1 \setminus \Sigma_2$, then $((s_1, s_2), \sigma, (s'_1, s'_2)) \in \delta_1 \parallel \delta_2$ if and only if $(s_1, \sigma, s'_1) \in \delta_1$ and $s_2 = s'_2$.

We have $L_m(G_1 \parallel G_2) = L_m(G_1) \parallel L_m(G_2)$ and $L(G_1 \parallel G_2) = L(G_1) \parallel L(G_2)$.

### 2.1.2 Trace Theory

An independence relation $I \subseteq \Sigma \times \Sigma$ is an *irreflexive* and *symmetric* relation. It induces a binary relation $\sim_I$ on $\Sigma^*$ in the following manner: $u \sim_I v$ if and only if there exist $x, y \in \Sigma^*, (a, b) \in I$ such that $u = xaby$ and $v = xbay$. Two strings $w, w'$ over $\Sigma$ are said to be *trace equivalent*\(^1\) with respect to $I$, denoted by $w \equiv_I w'$, if $(w, w')$ belongs to the symmetric, reflexive and transitive closure of $\sim_I$, i.e., the smallest equivalence relation that contains $\sim_I$. For example, let $I = \{(a, b), (b, a)\}$. The strings $caabb$ and $cbaba$ are trace equivalent, since $caabb \sim_I cabab \sim_I cbaab \sim_I cbaba$. The set of trace equivalent strings of $s$ for an independence relation $I$ is called the trace closure of $s$, denoted by $[s]_I$ or $[s]$ if $I$ is clear from the context. The trace closure $[L]$ of a language $L$ is defined to be the set $\bigcup_{s \in L} [s]$. A language $L$ is said to be *trace closed* if $L = [L]$.

A distribution $\Delta = (\Sigma_i)_{i=1}^n$ naturally induces an independence relation $I(\Delta)$ in the following way. The reflexive, symmetric relation $D(\Delta) = \{(a, b) \in \Sigma \times \Sigma \mid \exists i \in [1, n], a, b \in \Sigma_i\}$ is called the *dependence relation* induced by $\Delta$. Then $I(\Delta) = (\Sigma \times \Sigma) \setminus D(\Delta)$ is the independence relation induced by $\Delta$. In the rest, whenever we are given a distribution $\Delta$, we also construct its independence relation $I(\Delta)$.

An independence relation $I \subseteq \Sigma \times \Sigma$ is said to be “transitive” if $\forall a, b, c \in \Sigma, a \neq c, (a, b) \in I \wedge (b, c) \in I \implies (a, c) \in I$. For example, the independence relation induced by $\Delta = \{(a, c), (b, c)\}$ is transitive, since $I(\Delta) = \{(a, b)\}^2$. $I$ is said to be a

---

\(^1\)Note that in discrete event systems community a string is often called a *trace*, which is different from the notion of a trace in trace theory.

\(^2\)That is, $I(\Delta) = \{(a, b), (b, a)\}$. We often use the set $\{a, b\}$ to represent the pairs $(a, b)$, $(b, a)$ together.
transitive forest if the undirected graph \((\Sigma, I)\), where \(I \subseteq \Sigma \times \Sigma\) is viewed as the set of undirected edges, contains neither the graph\(^3\) \(P_4 = \{\{a, b\}, \{b, c\}, \{c, d\}\}\) nor the graph \(C_4 = \{\{a, b\}, \{b, c\}, \{c, d\}, \{d, a\}\}\) as induced subgraphs\([77]\). Here \(a, b, c, d\) are all different vertices and the set \(\{a, b\}\) represents the edge between vertices \(a\) and \(b\). The graphs \(P_4\) and \(C_4\) are shown in Fig. 2.1 and Fig. 2.2 respectively. It is clear that each transitive independence relation is a transitive forest. The independence relation induced by \(\Delta = (\{a\}, \{b, c, d\})\) is not transitive. But it is a transitive forest, since \(I(\Delta) = \{\{a, b\}, \{a, c\}, \{a, d\}\}\) contains neither the graph \(P_4\) nor the graph \(C_4\) as induced subgraphs.
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Figure 2.1: Graph \(P_4\)
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Figure 2.2: Graph \(C_4\)

\(^3\text{When the vertex set is obvious, we will often use } I \text{ to represent the underlying graph } (\Sigma, I).\)
2.1.3 Supervisory Control

This work will only deal with the case where each supervisor can observe each event it can disable. We only need to occasionally use the definitions of controllability and $L_m(G)$-closedness.

**Definition 2.3** (Controllability). A language $K \subseteq \Sigma^*$ is said to be controllable with respect to $(L(G), \Sigma_u)$ if $\overline{K} \Sigma_u \cap L(G) \subseteq \overline{K}$.

**Definition 2.4** ($L_m(G)$-closedness). A language $K \subseteq \Sigma^*$ is said to be $L_m(G)$-closed if $K = \overline{K} \cap L_m(G)$.

2.2 Basic Results

We need the following folklore lemmas [13], [40], [78], [79], [80], [81].

**Lemma 2.1.** For any language $L$ over $\Sigma$ and any distribution $\Delta = (\Sigma_i)_{i=1}^n$ of $\Sigma$, we have $L \subseteq \bigcap_{i=1}^n P_i(L)$.

Proof: $L \subseteq P_i^{-1}(P_i(L))$ for each $i \in [1, n]$. Thus, $L \subseteq \bigcap_{i=1}^n P_i^{-1}(P_i(L)) = \|\|_{i=1}^n P_i(L)$. ■

The following lemma is a special case of the result of [78], [79], [80]. The proof appears in Proposition 1.1 of [80].

**Lemma 2.2.** Let $\Delta = (\Sigma_i)_{i=1}^n$ be a distribution of $\Sigma$. $s \equiv_{I(\Delta)} s'$ if and only if $\forall i \in [1, n], P_i(s) = P_i(s')$.

The following lemma states that the trace closure and the decomposition closure of a string are equal.
Lemma 2.3. \([s]_{I(\Delta)} = \|_{i=1}^{n} P_i(s)\) for any string \(s\) over \(\Sigma\) and any distribution \(\Delta = (\Sigma_i)_{i=1}^{n}\) of \(\Sigma\).

Proof: Let \(s' \in [s]_{I(\Delta)}\). We have \(P_i(s') = P_i(s)\) for each \(i \in [1, n]\), by Lemma 2.2, and \(s' \in \|_{i=1}^{n} P_i(s')\) = \(\|_{i=1}^{n} P_i(s)\) by Lemma 2.1. Thus, \([s]_{I(\Delta)} \subseteq \|_{i=1}^{n} P_i(s)\). On the other hand, let \(s' \in \|_{i=1}^{n} P_i(s)\). We have \(P_i(s') \in P_i(\|_{i=1}^{n} P_i(s)) \subseteq \{P_i(s)\}\) for each \(i \in [1, n]\). Thus, \(P_i(s') = P_i(s)\) for each \(i \in [1, n]\) and then \(s' \equiv_{I(\Delta)} s\), i.e., \(s' \in [s]_{I(\Delta)}\), by Lemma 2.2. That is, \(\|_{i=1}^{n} P_i(s) \subseteq [s]_{I(\Delta)}\). ■

Lemma 2.4 states that the trace closure of \(L\) is a subset of the decomposition closure of \(L\), i.e., the decomposition closure of \(L\) is an over-approximation of the trace closure of \(L\).

Lemma 2.4. \([L]_{I(\Delta)} \subseteq \|_{i=1}^{n} P_i(L)\) for any language \(L\) over \(\Sigma\) and any distribution \(\Delta = (\Sigma_i)_{i=1}^{n}\) of \(\Sigma\).

Proof: \([L]_{I(\Delta)} = \bigcup_{s \in L} [s]_{I(\Delta)} = \bigcup_{s \in L} \|_{i=1}^{n} P_i(s) \subseteq \|_{i=1}^{n} P_i(L)\). ■

Lemma 2.5. Let \(\Delta = (\Sigma_i)_{i=1}^{n}\) be any distribution of \(\Sigma\). Let \(L_i\) be any language over \(\Sigma_i\), for each \(i \in [1, n]\). Then \(\|_{i=1}^{n} L_i\) is trace closed with respect to \(I(\Delta)\).

Proof: Let \(s \in \|_{i=1}^{n} L_i\). Clearly, \(\|_{i=1}^{n} P_i(s) \subseteq \|_{i=1}^{n} L_i\) and thus \([s] \subseteq \|_{i=1}^{n} L_i\). That is, \(\|_{i=1}^{n} L_i\) is trace closed with respect to \(I(\Delta)\). ■

The proof of the following lemma appears in [40].

Lemma 2.6. Let \(\Delta = (\Sigma_i)_{i=1}^{n}\) be any distribution of \(\Sigma\). Let \(L_i\) be any language over \(\Sigma_i\), for each \(i \in [1, n]\). If \(\bigcup_{i \neq j} (\Sigma_i \cap \Sigma_j) \subseteq \Sigma_0 \subseteq \Sigma\), then \(P_0(\|_{i=1}^{n} L_i) = \|_{i=1}^{n} P_0(L_i)\).

Here \(P_0 : \Sigma^* \mapsto \Sigma_0^*\) is the natural projection.
Chapter 3

Decentralized Realization

The central theme of this chapter is the well-known decentralized realization problem\(^1\) (DRP) [30], [31], which is informally stated as follows: “Given an arbitrary finite state automaton \(G\) representing the global plant, an arbitrary regular language \(K\) representing the global specification and an arbitrary decentralized control architecture \((A)_i^k\), synthesize a tuple of local finite state supervisors \((S_i)_i^k\) over the given architecture, if there exists one, such that the closed-loop system, i.e., the synchronous product of the global plant and the local supervisors, is non-blocking and language equivalent to the global specification, i.e., \(L_m(\parallel_i^k S_i || G) = K\) and \(L(\parallel_i^k S_i || G) = K\)”. We revisit this synthesis problem\(^2\) from the point of view of language equations—the synthesis problem is reduced to the problem of solving a set of language equations. Then a language-theoretic characterization of the solvability of DRP is immediately obtained by characterizing the solvability of the set of language equations. The key idea of our approach involves the use of a language equational characterization of finite state supervisors.

We then proceed to study the supervisor decomposition problem (SDP): “Given

\(^1\)The term “realization” used in this thesis has to be distinguished from the same term that has been used in system theory [82].

\(^2\)This synthesis problem is essentially reduced to a verification problem, as will become clear later.
an arbitrary global finite state supervisor $S$ and an arbitrary decentralized control architecture $(\mathcal{A}_i)_{i=1}^k$, synthesize a tuple of local finite state supervisors $(S_i)_{i=1}^k$ over the given architecture, if there exists one, such that the synchronous product of the local supervisors is language equivalent to the global supervisor, i.e., $L(\parallel_{i=1}^k S_i) = L(S)$. It turns out that SDP is just a special case of DRP. Thus, a language-theoretic characterization of supervisor decomposability is immediately obtained.

We then continue to investigate a special case of SDP (and thus also a special case of DRP): “Given an arbitrary distribution $\Delta$ and an arbitrary regular language $K$ representing the global specification, synthesize a tuple of regular languages $(K_i)_{i=1}^k$ representing a tuple of local specifications over the given distribution, if there exists one, such that the synchronous product of the local specifications is language equivalent to the global specification, i.e., $K = \parallel_{i=1}^k K_i$.” A global specification that could be decomposed in such a manner is said to be language decomposable with respect to the given distribution. This problem is henceforth called the language decomposition problem (LDP). The notion of language decomposability is weaker than the notion of supervisor decomposability: none of the local specifications is required to be a supervisor. The PSPACE-hardness of SDP is established by a simple reduction from LDP, which is known to be PSPACE-complete [6]. Then an alternative proof of the PSPACE-hardness of DRP is provided via a simple reduction from SDP. We then propose in this work several techniques for verifying language decomposability that exploit special properties of the given distributions or the given global specifications.

The chapter is organized as follows. Section 3.1 is devoted to system setup. The characterization of solvability is obtained in Section 3.2. In the same section, the relationship among DRP, SDP and LDP is revealed and then complexity-theoretic lower bound results are proved. Techniques for reducing the complexity of verifying language decomposability are shown in Section 3.3. Section 3.4 is devoted to the
3.1 System Setup

Let $\Sigma$ be a finite set of events. A control constraint $\mathcal{A}$ over $\Sigma$ is a tuple $(\Sigma_{S,o}, \Sigma_{S,c})$ of subsets of $\Sigma$. A finite state supervisor\footnote{We have followed the definition used in [9].} $S$ over $\mathcal{A}$ is a finite state non-marking automaton over $\Sigma$ with the constraint that at each state of $S$: 1) there is an outgoing transition labeled by $\sigma$, for each $\sigma \in \Sigma \setminus \Sigma_{S,c}$; 2) if there is an outgoing transition labeled by $\sigma \in \Sigma \setminus \Sigma_{S,o}$, then this transition is a self-loop. The observation and control mechanism of a supervisor on a plant is implemented by the synchronization of shared events. The closed-loop system is the synchronous product of the supervisor and the plant. A supervisor $S$ is considered to enable $\sigma$ at state $s$ (of $S$) if there is an outgoing transition labeled by $\sigma$ at that state. $S$ “effectively” cannot control $\sigma$ if and only if $\sigma$ is enabled at each state of $S$. A supervisor $S$ is considered not to observe $\sigma$ at state $s$ if the existence of an outgoing transition labeled by $\sigma$ at that state implies that outgoing transition is a self-loop. $S$ “effectively” cannot observe $\sigma$ if and only if it does not observe $\sigma$ at each state. Thus, $\Sigma_{S,uc} := \Sigma \setminus \Sigma_{S,c}$ is the subset of events supervisor $S$ cannot control (or, disable) and $\Sigma_{S,uo} := \Sigma \setminus \Sigma_{S,o}$ is the subset of events supervisor $S$ cannot observe. Dually, $\Sigma_{S,c}$ is the subset of events supervisor $S$ can control (or, disable) and $\Sigma_{S,o}$ is the subset of events supervisor $S$ can observe. We remark that constraint 1) imposed here is not an essential restriction. Any candidate supervisor defined in [13], for example, can be modified to satisfy constraint 1) by adding, for each state $s$ and each $\sigma \in \Sigma_{uc}$, a self-loop labeled by $\sigma$ at state $s$ if there is no outgoing transition labeled by $\sigma$ at state $s$, without changing the solvability of the synthesis instance. Intuitively, it is impossible that at the same time, the modified supervisor reaches such a (supervisor) state $s$ and the plant reaches a (plant) state where there is an outgoing transition labeled by $\sigma$. 

(so adding these self-loops does not matter), since otherwise the original supervisor has reached a (supervisor) state where it disables an uncontrollable event, which contradicts the definition of a supervisor in [13]. As for constraint 2), if there is no outgoing transition labeled by \( \sigma \) at state \( s \), then the supervisor is considered not to observe \( \sigma \) at state \( s \), since \( \sigma \) will not be fired whenever the supervisor is at state \( s \) (so it does not observe it at state \( s \)); if at state \( s \) there is a self-loop labeled by \( \sigma \), then the supervisor ‘effectively’ does not observe \( \sigma \) at state \( s \), since the state and thus all future control decisions, which depend on the states, of the supervisor are unchanged after firing \( \sigma \). The advantage of this definition of supervisors is that the set of states that have outgoing transitions labeled by \( \sigma \in \Sigma_{uc} \) does not depend on the plant and thus a language theoretic characterization of supervisors becomes rather simple. In a centralized synthesis setting, the control constraint \( \mathcal{A} \) is all the information we need to constrain the supervisor. The notion of a decentralized control architecture becomes necessary when decentralized synthesis is considered. A decentralized control architecture\(^4\) over \( \Sigma \) is a tuple \( (\mathcal{A}_i)_{i=1}^k \), where each component \( \mathcal{A}_i = (\Sigma_{S_i,o}, \Sigma_{S_i,c}) \) is a control constraint over \( \Sigma \). A tuple \( (S_i)_{i=1}^k \) of supervisors is said to be over \( (\mathcal{A}_i)_{i=1}^k \) if each supervisor \( S_i \) is over \( \mathcal{A}_i \). We shall impose an assumption on the decentralized control architectures, the relaxation of which is left as future work (see the remark after Problem 1). Assumption 1 has been used in [30] and [36]. It can be easily realized by letting each supervisor not disable any event that it can control but cannot observe. This necessarily reduces the chance of solving the synthesis task. But as we shall show in Section 3.2.3, DRP is already intractable even with this assumption.

Assumption 1. \( \mathcal{A}_i \) satisfies the restriction \( \Sigma_{S_i,c} \subseteq \Sigma_{S_i,o} \), for each \( i \in [1,k] \).

\(^4\)The decentralized control architecture corresponds to the conjunctive architecture of [55]. In [55], the notion of an architecture refers to the way the control information from local supervisors is fused, e.g., conjunctively or disjunctively. In this work, the notion of an architecture refers to the observation and control capability of each local supervisor.
3.1. SYSTEM SETUP

Assumption 1 states that each supervisor $S_i$ is able to observe each event that it can disable. Clearly, by Assumption 1, if an event cannot be observed by $S_i$, then it cannot be disabled by $S_i$ either. That is, each supervisor $S_i$ satisfies the restriction that $\Sigma_{S_i,u_0} \subseteq \Sigma_{S_i,u_c}$. An implication is that there is a self-loop labeled by $\sigma$ at each state of $S_i$, for each event $\sigma \in \Sigma_{S_i,u_0}$. Under Assumption 1, a detailed formulation of DRP is now provided below.

**Problem 1** (Decentralized Realization Problem). For an arbitrary finite state automaton $G$ over $\Sigma$, an arbitrary regular language $K$ over $\Sigma$ and an arbitrary decentralized control architecture $(A_i)_{i=1}^k$ over $\Sigma$ that satisfies Assumption 1, synthesize a tuple $(S_i)_{i=1}^k$ of finite state supervisors over $(A_i)_{i=1}^k$, if there exists one, such that $G \parallel S$ is non-blocking and $L_m(G \parallel S) = K$, where $S = \parallel_{i=1}^k S_k$.

For convenience, $\langle G, K, (A_i)_{i=1}^k \rangle$ is used to denote the instance of the synthesis problem with global plant $G$, global specification $K$ and decentralized control architecture $(A_i)_{i=1}^k$.

**Remark**: Instead of a global specification over $\Sigma$, usually several local specifications respectively over several sub-alphabets of $\Sigma$ are given as inputs of the problem. The global specification in this case is simply the synchronous product of the local specifications. The same remark is also applicable to the global plant, which could be the synchronous product of several local plants. Although both our problem formulation and the characterization results rely on Assumption 1, a general language-theoretic approach could also be developed without any assumption imposed on the decentralized control architecture, the details of which is left to the future work.

We impose the following assumption on the plant $G$ and supervisors $S_i$’s.

**Assumption 2.** $G$ and $S_i$’s are deterministic.
The assumption that the supervisors are deterministic is not an essential restriction, due to the following simple result\(^5\).

**Lemma 3.1.** There exists a tuple of finite state supervisors that solves the instance \(\langle G, K, (\mathcal{A}_i)_{i=1}^k \rangle\) if and only if there exists a tuple of deterministic finite state supervisors that solves the instance \(\langle G, K, (\mathcal{A}_i)_{i=1}^k \rangle\).

**Proof:** This follows from the fact that if \((S_i)_{i=1}^k\) solves the instance \(\langle G, K, (\mathcal{A}_i)_{i=1}^k \rangle\), then \((\text{det}(S_i))_{i=1}^k\) also solves the same instance. Here \(\text{det}\) is the usual determinization operator \([32]\).

By Assumption 1 and 2, each supervisor \(S_i\) could also be treated as a deterministic finite non-marking automaton over \(\Sigma_{S_{i,o}}\), by eliminating the self-loops labeled by events in \(\Sigma_{S_{i,uo}}\).

### 3.2 Characterization with Language Equations

After introducing the system setup in previous section, we now establish some results in order to obtain a characterization of the solvability of DRP in Theorem 3.1.

#### 3.2.1 Characterization Result

In order to establish Theorem 3.1, we need a language equational characterization of any finite state supervisor over \(\mathcal{A}_i\), which is shown in Lemma 3.2. Recall that each supervisor over \((\Sigma_{S_{i,o}}, \Sigma_{S_{i,c}})\) could be treated as a deterministic finite non-marking automaton over \(\Sigma_{S_{i,o}}\).

**Lemma 3.2 (Characterization of Supervisors).** For each finite state supervisor \(S_i\) over \((\Sigma_{S_{i,o}}, \Sigma_{S_{i,c}})\), \(L(S_i)\) is a prefix-closed regular language over \(\Sigma_{S_{i,o}}\) that satisfies

---

\(^5\)In this work, we do not consider probabilistic or stochastic automata \([83]\), \([84]\), \([85]\).
3.2. CHARACTERIZATION WITH LANGUAGE EQUATIONS

$L(S_i) = L(S_i)(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c})^*$. Conversely, for each prefix-closed regular language $L_i$ over $\Sigma_{S_i,o}$ that satisfies $L_i = L_i(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c})^*$, there exists a finite state supervisor $S_i$ over $(\Sigma_{S_i,o}, \Sigma_{S_i,c})$ such that $L(S_i) = L_i$.

Proof: Let $S_i$ be a finite state supervisor over $(\Sigma_{S_i,o}, \Sigma_{S_i,c})$. Clearly, $L(S_i)$ is a prefix-closed regular language over $\Sigma_{S_i,o}$. By definition of a supervisor, there is a transition labeled by $\sigma$ at each state of $S_i$, for each event $\sigma \in \Sigma_{S_i,o} \setminus \Sigma_{S_i,c}$. Thus, clearly $L(S_i) = L(S_i)(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c})^*$.

Conversely, let $L_i$ be a prefix-closed regular language over $\Sigma_{S_i,o}$ that satisfies $L_i = L_i(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c})^*$. There is a finite state non-marking automaton $S_i$ over $\Sigma_{S_i,o}$ that generates $L_i$, i.e., $L(S_i) = L_i$. We only need to show that $S_i$ is indeed a supervisor over $(\Sigma_{S_i,o}, \Sigma_{S_i,c})$, i.e., to show that there is an outgoing transition labeled by $\sigma$ at each state of $S_i$, for each event $\sigma \in \Sigma_{S_i,o} \setminus \Sigma_{S_i,c}$. Suppose to the contrary, there is a state $q$ in $S_i$ and an event $\sigma \in \Sigma_{S_i,o} \setminus \Sigma_{S_i,c}$ such that $\delta_{S_i}(q, \sigma)$ is undefined, where $\delta_{S_i}$ is the extended (partial) transition function of $S_i$. Let $q_0$ be the initial state of $S_i$ and let $s \in L(S_i)$ be any string such that $\delta_{S_i}(q_0, s) = q$. Clearly $s\sigma \notin L(S_i)$ but $s\sigma \in L(S_i)(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c})^*$, which violates $L(S_i) = L(S_i)(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c})^*$. ■

Let $P_{S_i,o} : (\bigcup_{i=1}^k \Sigma_{S_i,o})^* \rightarrow \Sigma_{S_i,o}^*$ denote the natural projection. The following lemma shows that the synchronous product of supervisors $S_i$'s over $A_i$'s is a supervisor over $\bigcup_{i=1}^k (\Sigma_{S_i,o}, \bigcup_{i=1}^k \Sigma_{S_i,c})$.

**Lemma 3.3.** Let $(S_i)_{i=1}^k$ be a tuple of finite state supervisors over $(A_i)_{i=1}^k$. The automaton $P_{S_i,o} : (\bigcup_{i=1}^k A_i)_{i=1}^k \rightarrow (\bigcup_{i=1}^k \Sigma_{S_i,o})_{i=1}^k$ is a finite state supervisor over $(\bigcup_{i=1}^k \Sigma_{S_i,o}, \bigcup_{i=1}^k \Sigma_{S_i,c})$. Let $H = L(\bigcup_{i=1}^k S_i)$. We have $H = H((\bigcup_{i=1}^k \Sigma_{S_i,o}) \setminus \bigcup_{i=1}^k \Sigma_{S_i,c})^* = (\bigcup_{i=1}^k P_{S_i,o}(H)(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c}))^*$.

Proof: Clearly $(\bigcup_{i=1}^k S_i)$ is a finite state non-marking automaton over $\bigcup_{i=1}^k \Sigma_{S_i,o}$. It is not difficult to see that there is an outgoing transition labeled by $\sigma$ at each state of $(\bigcup_{i=1}^k S_i)$, for each event $\sigma \in (\bigcup_{i=1}^k \Sigma_{S_i,o}) \setminus \bigcap_{i=1}^k \Sigma_{S_i,c} = (\bigcup_{i=1}^k \Sigma_{S_i,o}) \setminus \bigcup_{i=1}^k \Sigma_{S_i,c}$.
Thus, $\|_{i=1}^{k}S_i$ is a finite state supervisor over $\left(\bigcup_{i=1}^{k}\Sigma_{S_i,o}, \bigcup_{i=1}^{k}\Sigma_{S_i,c}\right)$ and $L(\|_{i=1}^{k}S_i) = L(\|_{i=1}^{k}S_i)(\left(\bigcup_{i=1}^{k}\Sigma_{S_i,o}\right) \backslash \bigcup_{i=1}^{k}\Sigma_{S_i,c})^*$. Let $H = L(\|_{i=1}^{k}S_i)$. Immediately we have $H = H((\bigcup_{i=1}^{k}\Sigma_{S_i,o}) \backslash \bigcup_{i=1}^{k}\Sigma_{S_i,c})^*$. We now show that $H = \|_{i=1}^{k}P_{S_i,o}(H)(\Sigma_{S_i,o} \backslash \Sigma_{S_i,c})^*$. Indeed, since $H = L(\|_{i=1}^{k}S_i) = \|_{i=1}^{k}L(S_i)$ and $\|_{i=1}^{k}L(S_i) \subseteq P_{S_i,o}^{-1}(L(S_i))$ for each $i \in [1,k]$, we have $P_{S_i,o}(H) = P_{S_i,o}(\|_{i=1}^{k}L(S_i)) \subseteq P_{S_i,o}(P_{S_i,o}^{-1}(L(S_i))) = L(S_i)$. Thus, $P_{S_i,o}(H)(\Sigma_{S_i,o} \backslash \Sigma_{S_i,c})^* \subseteq L(S_i)(\Sigma_{S_i,o} \backslash \Sigma_{S_i,c})^*$ and also $\|_{i=1}^{k}P_{S_i,o}(H)(\Sigma_{S_i,o} \backslash \Sigma_{S_i,c})^* \subseteq \|_{i=1}^{k}L(S_i)(\Sigma_{S_i,o} \backslash \Sigma_{S_i,c})^* = H$. It holds that $H \subseteq \|_{i=1}^{k}P_{S_i,o}(H)(\Sigma_{S_i,o} \backslash \Sigma_{S_i,c})^*$. Thus, $H = \|_{i=1}^{k}P_{S_i,o}(H)(\Sigma_{S_i,o} \backslash \Sigma_{S_i,c})^*$. \qed

Now we are finally ready to state the main characterization theorem, Theorem 3.1, by reducing DRP to the problem of solving a set of language equations.

**Theorem 3.1.** The following four statements are equivalent.

1. The instance $\langle G, K, (A_i)_{i=1}^{k} \rangle$ of DRP has a solution.

2. There exists a tuple $(S_i)_{i=1}^{k}$ of finite state non-marking automata such that

   \[(a) \quad \|_{i=1}^{k}L(S_i)\|L_m(G) = K \]

   \[(b) \quad \|_{i=1}^{k}L(S_i)\|L(G) = \overline{K} \]

   \[(c) \quad \forall i \in [1,k], L(S_i) = L(S_i)(\Sigma_{S_i,o} \backslash \Sigma_{S_i,c})^* \subseteq \Sigma_{S_i,o}^* \]

3. There exists a prefix-closed regular language $H$ over $\bigcup_{i=1}^{k}\Sigma_{S_i,o}$ such that

   \[(a) \quad H\|L_m(G) = K \]

   \[(b) \quad H\|L(G) = \overline{K} \]

   \[(c) \quad H = H((\bigcup_{i=1}^{k}\Sigma_{S_i,o}) \backslash \bigcup_{i=1}^{k}\Sigma_{S_i,c})^* = \|_{i=1}^{k}P_{S_i,o}(H)(\Sigma_{S_i,o} \backslash \Sigma_{S_i,c})^* \]

4. $K$ satisfies the following two conditions:

   \[(a) \quad K = \|_{i=1}^{k}P_{S_i,o}(\overline{K})(\Sigma_{S_i,o} \backslash \Sigma_{S_i,c})^*\|L_m(G) \]
(b) \( \overline{K} = \|_{i=1}^{k} P_{S_{i}, o}(\overline{K})(\Sigma_{S_{i}, o} \setminus \Sigma_{S_{i}, c})^* \| L(G) \)

Proof: 1) and 2) are obviously equivalent. We first show that 2) and 3) are equivalent. Suppose 2) holds. Let \( H := \|_{i=1}^{k} L(S_{i}) \). Clearly \( H \) is a prefix-closed regular language over \( \bigcup_{i=1}^{k} \Sigma_{S_{i}, o} \) that satisfies \( H \| L(G) = \overline{K} \) and \( H \| L_{m}(G) = K \). From Lemma 3.3, we have \( H = H((\bigcup_{i=1}^{k} \Sigma_{S_{i}, o} \setminus \bigcup_{i=1}^{k} \Sigma_{S_{i}, c})^* = \|_{i=1}^{k} P_{S_{i}, o}(H)(\Sigma_{S_{i}, o} \setminus \Sigma_{S_{i}, c})^* \). Thus, 3) holds. On the other hand, suppose 3) holds, it is then apparent that the tuple \( (S_{i})_{i=1}^{k} \) of finite state non-marking automata, with \( L(S_{i}) := P_{S_{i}, o}(H)(\Sigma_{S_{i}, o} \setminus \Sigma_{S_{i}, c})^* \), satisfies 2).

It is straightforward to see that 4) implies 2), since the tuple \( (S_{i})_{i=1}^{k} \), with \( L(S_{i}) := P_{S_{i}, o}(\overline{K})(\Sigma_{S_{i}, o} \setminus \Sigma_{S_{i}, c})^* \), satisfies 2). Thus, 4) implies 3). We now show that 3) also implies 4). Suppose 3) holds. From 3. a) and 3. b), it is clear that \( K \subseteq \|_{i=1}^{k} P_{S_{i}, o}(\overline{K})(\Sigma_{S_{i}, o} \setminus \Sigma_{S_{i}, c})^* \| L_{m}(G) \) and \( \overline{K} \subseteq \|_{i=1}^{k} P_{S_{i}, o}(\overline{K})(\Sigma_{S_{i}, o} \setminus \Sigma_{S_{i}, c})^* \| L(G) \). Also we have \( P_{S_{i}, o}(\overline{K}) \subseteq P_{S_{i}, o}(H) \). Thus, \( P_{S_{i}, o}(\overline{K})(\Sigma_{S_{i}, o} \setminus \Sigma_{S_{i}, c})^* \subseteq P_{S_{i}, o}(H)(\Sigma_{S_{i}, o} \setminus \Sigma_{S_{i}, c})^* \) and \( \|_{i=1}^{k} P_{S_{i}, o}(\overline{K})(\Sigma_{S_{i}, o} \setminus \Sigma_{S_{i}, c})^* \leq \|_{i=1}^{k} P_{S_{i}, o}(H)(\Sigma_{S_{i}, o} \setminus \Sigma_{S_{i}, c})^* = H \). It is then straightforward to see that 4) holds.

Statement 2) of Theorem 3.1 provides the promised reduction from DRP to the problem of solving a set of language equations. The key idea of the reduction is a language-equational characterization of finite state supervisors shown in Lemma 3.2. Statement 4) is the desired language-theoretic characterization result. It is straightforward to prove Statement 4) from Statement 2), even without going through Statement 3). Nevertheless, Statement 3) provides a rather intuitive interpretation of the solvability of DRP, which deserves some discussions. It essentially states that the instance \( \langle G, K, (A_{i})_{i=1}^{k} \rangle \) is solvable if and only if there is a global finite state supervisor \( S \), with \( L(S) = H((\bigcup_{i=1}^{k} \Sigma_{S_{i}, o} \setminus \bigcup_{i=1}^{k} \Sigma_{S_{i}, c})^* \), over \( \bigcup_{i=1}^{k} \Sigma_{S_{i}, o} \setminus \bigcup_{i=1}^{k} \Sigma_{S_{i}, c} \) that solves the centralized synthesis instance \( \langle G, K, \bigcup(A_{i})_{i=1}^{k} \rangle \) and this supervisor \( S \) could be decomposed into the tuple \( (S_{i})_{i=1}^{k} \) of local finite state supervi-
sors, with \( L(S_i) = P_{S_i,o}(H)(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c})^* \), over the decentralized control architecture \((A_i)_{i=1}^k\). The condition that \( L(S_i) = P_{S_i,o}(H)(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c})^* \) is not essential, as it could be easily shown that \( S \) could be decomposed into a tuple of local finite state supervisors if and only if it could be decomposed into the tuple \((S_i)_{i=1}^k\), with \( L(S_i) = P_{S_i,o}(H)(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c})^* \), over \((A_i)_{i=1}^k\). Thus, the notion of supervisor decomposition, which we shall further study in Section 3.2.2, plays a useful role in understanding the solvability of DRP. However, Statement 3) is difficult to use in practice since it is an existential statement: we need not only to find a global finite state supervisor that solves the centralized synthesis instance, but also to ensure that it could be decomposed into a tuple of local finite state supervisors. This difficulty is completely resolved by Statement 4): if there exists a tuple of local finite state supervisors that solves the instance \( \langle G, K, (A_i)_{i=1}^k \rangle \), then the tuple \((S_i)_{i=1}^k\), where \( L(S_i) = P_{S_i,o}(\overline{K})(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c})^* \), solves the same instance.

We now look at Statement 4) from an automata perspective. The only possible difficulty that may arise is a proper interpretation of the finite state supervisor that generates \( P_{S_i,o}(\overline{K})(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c})^* \). Given a finite state automaton \( S = (Q, \Sigma, \delta, q_0, Q_f) \) that recognizes \( K \), it is easy to see that \( P_{S_i,o}(\overline{K})(\Sigma_{S_i,o} \setminus \Sigma_{S_i,c})^* \) is the closed behavior of the non-deterministic finite non-marking automaton with \( \epsilon \)-moves \( S_i = (Q \cup \{q_\#\}, \Sigma_{S_i,o}, \delta_i, q_0, Q \cup \{q_\#\}) \), where \( q_\# \notin Q \) is a new state and \( \delta_i : (Q \cup \{q_\#\}) \times (\Sigma_{S_i,o} \cup \{\epsilon\}) \rightarrow P(Q \cup \{q_\#\}) \) is the transition function such that

1. \( \delta_i(q, \sigma) = \{\delta(q, \sigma)\} \), if \( q \in Q \) and \( \sigma \in \Sigma_{S_i,o} \)
2. \( \delta_i(q, \epsilon) = \{\delta(q, \sigma) \mid \sigma \notin \Sigma_{S_i,o} \} \cup \{q_\#\} \), if \( q \in Q \)
3. \( \delta_i(q_\#, \sigma) = \{q_\#\} \), if \( \sigma \in \Sigma_{S_i,o} \setminus \Sigma_{S_i,c} \)

By using synchronous product of non-deterministic finite automata with \( \epsilon \)-moves, the tuple \((S_i)_{i=1}^k\) constructed above could directly be used to verify Statement 4), i.e. determine the solvability of the instance \( \langle G, K, (A_i)_{i=1}^k \rangle \), without the need of
determinization. In order to implement the control logic of the tuple \((S_i)_{i=1}^k\) and at the same time avoid explicit determinization of \(S_i\)'s, we use the tuple \((\text{det}(S_i))_{i=1}^k\) to on-line simulate the tuple \((S_i)_{i=1}^k\) by keeping track of the set \(\mathcal{R}(q_0, P_{S_i,\sigma}(s))\) of states \(S_i\) may reach (with \(\epsilon\)-moves) upon reading \(P_{S_i,\sigma}(s)\), for each string \(s\) generated by the closed-loop system. An event \(\sigma \in \Sigma_{S_i,\epsilon}\) is disabled by \(S_i\), after reading \(P_{S_i,\sigma}(s)\), if and only if there is no outgoing transition labeled by \(\sigma\) among the set of states in \(\mathcal{R}(q_0, P_{S_i,\sigma}(s))\). An event \(\sigma \in \bigcup_{i=1}^k \Sigma_{S_i,\epsilon}\) is disabled by the tuple \((S_i)_{i=1}^k\), after the generation of each string \(s\) by the closed-loop system, if and only if at least one supervisor \(S_i\) disables \(\sigma\) after reading \(P_{S_i,\sigma}(s)\).

### 3.2.2 Supervisor Decomposition as Decentralized Realization

In this section, we will reveal the relation between \(\text{DRP}\) and \(\text{SDP}\). To that end, we shall formally define \(\text{SDP}\) below.

**Problem 2** (Supervisor Decomposition Problem). For an arbitrary control constraint \(A\) over \(\Sigma\), an arbitrary global finite state supervisor \(S\) over \(A\) and an arbitrary decentralized control architecture \((A_i)_{i=1}^k\) over \(\Sigma\), synthesize a tuple \((S_i)_{i=1}^k\) of local finite state supervisors over \((A_i)_{i=1}^k\), if there exists one, such that \(L(\bigcup_{i=1}^k S_i) = L(S)\).

For convenience, \(\langle S, A, (A_i)_{i=1}^k \rangle\) is used to denote the instance of \(\text{SDP}\) with global supervisor \(S\), control constraint \(A\) and decentralized control architecture \((A_i)_{i=1}^k\).

We immediately have the following simple reduction result.

**Proposition 3.1.** \(\text{SDP}\) is polynomial time reducible to \(\text{DRP}\).

**Proof:** It is easy to see that the instance \(\langle S, A, (A_i)_{i=1}^k \rangle\) of \(\text{SDP}\) has a solution if and only if \(A = \bigcup(A_i)_{i=1}^k\) and the instance \(\langle G_0, L(S), (A_i)_{i=1}^k \rangle\) of \(\text{DRP}\) has a solution, where \(L_m(G_0) = L(G_0) = \Sigma^*\).
We have the following language-theoretic characterization of supervisor decomposability, which essentially corresponds to Statement 3. c) of Theorem 3.1.

**Corollary 3.1.** The instance $\langle S, A, (A_i)_{i=1}^k \rangle$ has a solution if and only if $A = \bigcup (A_i)_{i=1}^k$ and $S$ satisfies the condition $L(S) = \left\| \bigwedge_{i=1}^k P_{S_i,o}(L(S)) \left( \sum_{S_i, o} \sum_{S_i, e}^* \right) \right\|_i$.

The theoretical advantage of considering SDP will become obvious when we deal with the decentralized supervisor synthesis problem, where we have to first compute a global supervisor in the worst case if any attempt of decentralized synthesis fails due to the undecidability reason. The procedure of supervisor decomposition studied in this work is quite different from and much simpler than the supervisor localization and decomposition techniques developed in [20], [42], where we do not need to take the plant’s behavior into consideration and the conflictingness of the local supervisors need not be considered when carrying out supervisor decomposition. A practical reason for decomposing a global supervisor, however, may come from the necessity of implementing a global supervisor in a distributed manner due to the physical constraints.

### 3.2.3 Complexity Results

In this subsection, we will establish complexity-theoretic lower bounds for SDP and DRP, based upon the available lower bound result on LDP. We first introduce the notion of language decomposability.

Formally, a language $L$ over $\Sigma$ is said to be language decomposable with respect to a distribution $\Delta = (\Sigma_i)_{i=1}^n$ of $\Sigma$ if there exists a tuple $(L_i)_{i=1}^n$ of languages over $\Delta$ such that $L = \left\| \bigwedge_{i=1}^n L_i \right\|_i$. The problem of language decomposition is formulated below.

**Problem 3** (Language Decomposition Problem). For an arbitrary regular language $L$ over $\Sigma$ and an arbitrary distribution $\Delta = (\Sigma_i)_{i=1}^n$ of $\Sigma$, synthesize a tuple $(L_i)_{i=1}^n$ of regular languages over $\Delta$, if there exists one, such that $L = \left\| \bigwedge_{i=1}^n L_i \right\|_i$. 
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The following proposition is straightforward and well-known [57].

**Proposition 3.2.** A language \( L \) over \( \Sigma \) is language decomposable with respect to distribution \( \Delta = (\Sigma_i)_{i=1}^n \) if and only if \( L = \big|\big|_{i=1}^n P_i(L) \).

We remark that if \( L \) is decomposable with respect to \( \Delta = (\Sigma_i)_{i=1}^n \), then in general there may exist an infinite number of decompositions \( (L_i)_{i=1}^n \) and the tuple \( (P_i(L))_{i=1}^n \) is the smallest decomposition with respect to \( \Delta = (\Sigma_i)_{i=1}^n \) [57], [58]. The notion of supervisor decomposability could be seen as a generalization of the notion of language decomposability. In fact, by setting \( \Sigma_{S_i,o} = \Sigma_{S_i,c} = \Sigma_i \) for each control constraint \( A_i \), supervisor decomposability reduces to language decomposability. We denote by \( \langle L(M), (\Sigma_i)_{i=1}^n \rangle \) the instance of LDP with specification \( L(M) \), where \( M \) is a deterministic finite automaton, and distribution \( \Delta = (\Sigma_i)_{i=1}^n \).

**Proposition 3.3.** Any instance \( \langle L(M), (\Sigma_i)_{i=1}^n \rangle \) of LDP can be reduced to an instance \( \langle M, A = (\Sigma, \Sigma), (A_i = (\Sigma_i, \Sigma_i))_{i=1}^n \rangle \) of SDP.

Since LDP is PSPACE-complete even when \( L \) is required to be prefix-closed [6], we immediately obtain the result that SDP is PSPACE-hard. From Corollary 3.1, we could easily see that SDP is in PSPACE (In fact, DRP is already in PSPACE due to Theorem 3.1). Thus, we have the following.

**Corollary 3.2.** SDP is PSPACE-complete.

By Proposition 3.1 and Theorem 3.1, it is not difficult to see the following.

**Corollary 3.3.** DRP is PSPACE-complete. The problem is PSPACE-hard even when the specification \( K \) is prefix-closed and the plant \( G \) satisfies \( L_m(G) = L(G) = \Sigma^* \), and \( \Sigma_{S_i,o} = \Sigma_{S_i,c} = \Sigma_i \) for each control constraint \( A_i \).

Unless P=PSPACE, which is highly unlikely and still remains an intriguing open problem, there is no algorithm that can solve every instance of the problem with
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Suppose $L$ is regular and the given deterministic finite automaton $M$ that recognizes it has $m$ states. An algorithm of time complexity\(^6\) $\mathcal{O}(((n+1)|\Sigma| - \sum_{i=1}^{n} |\Sigma_i|)m^{n+1})$ for testing the language decomposability of $L$ was shown in [57]. When the distribution $\Delta = (\Sigma_i)_{i=1}^{n}$ possesses the special property $\exists \Sigma_0 \subseteq \Sigma, \forall i, j \in [1, n], (i \neq j \Rightarrow \Sigma_i \cap \Sigma_j = \Sigma_0)$, the complexity for language decomposability verification could be reduced to $\mathcal{O}(n|\Sigma|m^3)$ [58]. Indeed, for distributions that satisfy the above property, $L$ is language decomposable with respect to $\Delta$ if and only if $L$ is language decomposable with respect to $\Delta_i = (\Sigma_i, \bigcup_{j \neq i} \Sigma_j)$ for each $i \in [1, n]$ [58]. By setting $\Sigma_0 = \emptyset$, this immediately implies that if $\Delta = (\Sigma_i)_{i=1}^{n}$ forms a partition of $\Sigma$, then the time complexity of checking language decomposability is $\mathcal{O}(n|\Sigma|m^3)$, which generalizes Algorithm 4.2 of [57].

In the following subsections, further generalizations and complexity improvements will be provided for language decomposability verification based on special properties of the distributions. An alternative technique is also provided to verify the language decomposability of $L$ when $L$ is prefix-closed.

---

\(^6\)Step 2) of Algorithm 4.1 in [57] has to be eliminated. Otherwise, the complexity of the given algorithm is $\mathcal{O}((\sum_{\sigma \in \Sigma} m^{t_{\sigma}})m^{n+1})$, where $I_\sigma = \{i \in [1, n] \mid \sigma \in \Sigma_i\}$ for each $\sigma \in \Sigma$. 
3.3.1 Reducible Distributions

Our goal in this subsection is to show a technique that could be used to identify a large class of distributions for which better complexity than $O((n + 1)|\Sigma| - \sum_{i=1}^{n} |\Sigma_i|)m^{n+1}$ could be achieved. To that end, we study an order-theoretic structure of the set of distributions with respect to which a given language is language decomposable. We first define a relation $\leq_\Sigma$ on the set of distributions of $\Sigma$ as follows.

**Definition 3.1.** Given two distributions $\Delta = (\Sigma_i)_{i=1}^n$ and $\Delta' = (\Sigma'_i)_{i=1}^k$ of $\Sigma$, $\Delta$ is said to refine $\Delta'$, denoted by $\Delta \leq_\Sigma \Delta'$, if and only if there exists a function $f : [1, n] \mapsto [1, k]$ such that $\forall i \in [1, n], \Sigma_i \subseteq \Sigma_{f(i)}$.

Let $\Delta(\Sigma)$ denote the collection of all the distributions of $\Sigma$. It is not difficult to verify that the relation of refinement $\leq_\Sigma$ is a partial order. Indeed, $(\Delta(\Sigma), \leq_\Sigma)$ is a complete upper semi-lattice \cite{13} under the joint operation $\mathsf{join}$, defined such that $\mathsf{join}(\Delta_1, \Delta_2)$ is the distribution whose components are exactly the maximal elements (with respect to set inclusion) of $\Delta_1 \cup \Delta_2$, viewing both $\Delta_1$ and $\Delta_2$ as sets of sub-alphabets of $\Sigma$. In particular, the unique supremal element of $\Delta(\Sigma)$ is $\Delta^\uparrow = (\Sigma_i)_{i=1}^{\mid \Sigma \mid}$ with $\Sigma_i := \Sigma \setminus \{\sigma_i\}$, where $\Sigma$ is enumerated as $\{\sigma_i \mid i \in [1, \mid \Sigma \mid]\}$. It is not difficult to see that the following holds.

**Observation 1.** Given any two distributions $\Delta, \Delta'$ of $\Sigma$ and any language $L$ over $\Sigma$, if $L$ is language decomposable with respect to $\Delta$ and $\Delta \leq_\Sigma \Delta'$, then $L$ is also language decomposable with respect to $\Delta'$.

**Proof:** Let $\Delta = (\Sigma_i)_{i=1}^n, \Delta' = (\Sigma'_i)_{i=1}^k$ be two distributions of $\Sigma$ such that $\Delta \leq_\Sigma \Delta'$. Suppose $L$ is language decomposable with respect to $\Delta$. For each $i \in [1, k]$, let $E(i) = \Sigma_i \setminus \bigcup_{j \in f^{-1}(i)} \Sigma_j$. Clearly $\Sigma'_i = \bigcup_{j \in f^{-1}(i)} \Sigma_j \cup E(i)$. It is not difficult to see that $P'_i(L) \subseteq \|_{j \in f^{-1}(i)} P_j(L)\|_{P_{E(i)}(L)}$ if $E(i) \neq \emptyset$ and $P'_i(L) \subseteq \|_{j \in f^{-1}(i)} P_j(L)$ if
\( E(i) = \emptyset \). It follows that \( \|_{i=1}^{k} P_i(L) \subseteq \|_{j=1}^{k}(\|_{j \in f^{-1}(i)} P_j(L)) = \|_{j=1}^{n} P_j(L) = L \), since \( \{f^{-1}(i) \mid i \in [1, k]\} \) is a partition of \([1, n]\).

In particular, Observation 1 implies that there is a distribution \( \Delta \) of \( \Sigma \) such that \( \mathcal{L} \) is language decomposable with respect to \( \Delta \) if and only if \( \mathcal{L} \) is language decomposable with respect to \( \Delta^\uparrow \). The following corollary is then immediate.

**Corollary 3.4.** Given an arbitrary regular language \( \mathcal{L} \subseteq \Sigma^* \), the problem of determining whether there is a distribution \( \Delta \) of \( \Sigma \) with respect to which \( \mathcal{L} \) is language decomposable is of complexity \( \mathcal{O}(|\Sigma|m^{\left|\Sigma\right|+1}) \).

Observation 1 will be frequently used in the following manner: we look for a set of distributions \( \Delta_i \)'s, where \( \Delta \leq_{\Sigma} \Delta_i \), such that the language decomposability of \( \mathcal{L} \) with respect to these \( \Delta_i \)'s implies the language decomposability of \( \mathcal{L} \) with respect to \( \Delta \). Then, by Observation 1, \( \mathcal{L} \) is language decomposable with respect to \( \Delta \) if and only if \( \mathcal{L} \) is language decomposable with respect to these \( \Delta_i \)'s. If the sizes of these distributions \( \Delta_i \)'s are smaller than the size of \( \Delta \), then the worst case verification complexity could be improved. We now show that in some sense the converse of Observation 1 also holds, which justifies the consideration of distributions \( \Delta_i \)'s satisfying \( \Delta \leq_{\Sigma} \Delta_i \).

**Proposition 3.4.** Let \( \Delta = (\Sigma_{i})_{i=1}^{n}, \Delta' = (\Sigma'_{i})_{i=1}^{k} \) be any two distributions of \( \Sigma \). If the language decomposability of \( \mathcal{L} \) with respect to \( \Delta \) implies the language decomposability of \( \mathcal{L} \) with respect to \( \Delta' \), for any language \( \mathcal{L} \subseteq \Sigma^* \), then \( \Delta \leq_{\Sigma} \Delta' \).

**Proof:** Suppose to the contrary it is not the case that \( \Delta \leq_{\Sigma} \Delta' \). Then there exists \( i \in [1, n] \) such that for any \( j \in [1, k] \), \( \Sigma_i \not\subset \Sigma'_j \). Thus, \( \Sigma_i \cap \Sigma'_j \subsetneq \Sigma_i \) for each \( j \in [1, k] \). Clearly, any language over \( \Sigma_i \) is language decomposable with respect to \( \Delta = (\Sigma_{i})_{i=1}^{n} \). Let \( \Sigma_i \) be enumerated as \( \{\sigma_1, \sigma_2, \ldots, \sigma_m\} \). It is not that difficult to see that \( \mathcal{L} := \{\sigma_i^{\delta_{1,i}} \sigma_2^{\delta_{2,i}} \ldots \sigma_m^{\delta_{m,i}} \mid j \in [1, k]\} \) over \( \Sigma_i \) is not language decomposable.
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with respect to \( \Delta' = (\Sigma'_i)_{i=1}^k \), where \( \delta_{h,j} := 1 \) if \( \sigma_h \in \Sigma_i \cap \Sigma'_j \) and \( \delta_{h,j} := 2 \) otherwise.

In fact, \( s = \sigma_1 \sigma_2 \ldots \sigma_m \in \|_{j=1}^k P'_j(L) \) but \( s \notin L \). The reasoning is as follows. Indeed, since \( \Sigma_i \cap \Sigma'_j \subseteq \Sigma_i \), for each \( j \in [1, k] \) there exists \( h \in [1, m] \) such that \( \sigma_{h,j} \notin \Sigma_i \cap \Sigma'_j \), i.e. \( \delta_{h,j} = 2 \). This implies that \( s \notin L \). Since \( L \subseteq \Sigma_i \), we have \( P'_j(L) \subseteq (\Sigma_i \cap \Sigma'_j)^* \).

Furthermore \( P'_j(\sigma_1 \sigma_2 \ldots \sigma_m) = P'_j(\sigma_1^\delta_{1,j} \sigma_2^\delta_{2,j} \ldots \sigma_m^\delta_{m,j}) \in P'_j(L) \) for each \( j \in [1, k] \), with the definition of \( \delta_{h,j} \). It follows that \( s \in \|_{j=1}^k P'_j(s) \subseteq \|_{j=1}^k P'_j(L) \). ■

In this thesis, we only consider those distributions \( \Delta_i \)'s that are obtained from \( \Delta \) by merging some sub-alphabets \( \Sigma_j \)'s together. Apparently, there are distributions where this technique cannot be applied, e.g. \( \Delta^\uparrow \). We say \( \Delta \) is reducible if there exists such a set of distributions \( \Delta_i \)'s and \( \Delta \) is \( k \)-reducible if there exists such a set of distributions \( \Delta_i \)'s that the maximum of the sizes of these \( \Delta_i \)'s is \( k \). This particular set of \( \Delta_i \)'s is said to be a \( k \)-reduction for \( \Delta \). Rephrased in our terminology, it was shown in [58] that \( \Delta = (\Sigma_i)_{i=1}^n \) is 2-reducible if \( \exists \Sigma_0 \subseteq \Sigma, \forall i, j \in [1, n], (i \neq j \Rightarrow \Sigma_i \cap \Sigma_j = \Sigma_0) \); and \( \{ (\Sigma_i, \bigcup_{j \neq i} \Sigma_j) \mid i \in [1, n] \} \) is a 2-reduction for \( \Delta \).

There are many properties that could be used to identify those distributions that are reducible. As illustrations of the above idea, we will only exploit two special properties of the distributions: the existence of domination, multiple connected components. The reductions that we provide are by no means the best reductions that could be achieved using our technique, since other special properties could be explored to possibly render a more efficient reduction.

**Domination**

Any subset \( \Sigma_0 \subseteq \Sigma \) is said to dominate the distribution \( \Delta = (\Sigma_i)_{i=1}^n \) if \( \bigcup_{i \neq j} (\Sigma_i \cap \Sigma_j) \subseteq \Sigma_0 \). That is, \( \Sigma_0 \) dominates \( \Delta \) if \( \Sigma_0 \) contains all the shared events in \( \Delta \). We observe the fact that if there exists a dominant sub-alphabet \( \Sigma_k \) in \( \Delta \), i.e., \( \bigcup_{i \neq j} (\Sigma_i \cap \Sigma_j) \subseteq \Sigma_k \) for some \( k \in [1, n] \), then to check the language decomposability
of $L$ with respect to $\Delta$ we only need to perform $n - 1$ language decomposability verifications each of which costs $O(|\Sigma|m^3)$. This is stated in Proposition 3.5 below, which considerably generalizes Theorem 8 of [58]. We note that the fact that $\Sigma_k$ dominates the distribution $\Delta$ implies that $(\Sigma_i, \bigcup_{j \neq i} \Sigma_j)$ is also a distribution of $\Sigma$ for each $i \neq k$. For any set $I \subseteq [1, n]$, $P_I : \Sigma^* \mapsto (\bigcup_{i \in I} \Sigma_i)^*$ is used to denote the natural projection.

**Proposition 3.5.** If there exists some $k \in [1, n]$ such that $\Sigma_k$ dominates $\Delta = (\Sigma_i)_{i=1}^n$, then $L$ is language decomposable with respect to $\Delta$ if and only if for each $i \in [1, n]\{k\}$, $L$ is language decomposable with respect to $\Delta_i = (\Sigma_i, \bigcup_{j \neq i} \Sigma_j)$. The complexity of language decomposability verification with respect to $\Delta$ is $O(n|\Sigma|m^3)$.

**Proof:** Suppose $L$ is language decomposable with respect to $\Delta$. By Lemma 2.6, for any $i \in [1, n]\{k\}$, $P_{[1,n]\{i\}}(L) = P_{[1,n]\{i\}}(\|^{n-1}_{j=1} P_j(L)) = \|^{n-1}_{j=1} P_{[1,n]\{i\}}(P_j(L))$ since $\bigcup_{j \neq i} \Sigma_j$ dominates $\Delta$. We observe that, for each $j \neq i$, $P_{[1,n]\{i\}}(P_j(L)) = P_j(L)$. It follows that $P_i(L)|P_{[1,n]\{i\}}(L) = P_1(L)\| \ldots \| P_k(L)\| \ldots \| P_n(L)|P_{[1,n]\{i\}}(P_i(L)) = L,$ since $(\bigcup_{j \neq i} \Sigma_j) \cap \Sigma_i \subseteq \Sigma_k$.

Suppose for each $i \in [1, n]\{k\}$, $L = P_i(L)|P_{[1,n]\{i\}}(L)$ and assume, without loss of generality, that $k = n$. From $L = P_1(L)|P_{[1,n]\{1\}}(L)$ and $L = P_2(L)|P_{[1,n]\{2\}}(L)$, we have $L = P_1(L)|P_{[1,n]\{1\}}(P_2(L)|P_{[1,n]\{2\}}(L)) = P_1(L)|P_2(L)|P_{[1,n]\{1,2\}}(L)$ by Lemma 2.6, since $\Sigma_2 \subseteq \bigcup_{j \neq 1} \Sigma_j$ and $(\bigcup_{j \neq 1} \Sigma_j) \cap (\bigcup_{j \neq 2} \Sigma_j) = \bigcup_{j \in [1,n]\{1,2\}} \Sigma_j \cup (\Sigma_1 \cap \Sigma_2) = \bigcup_{j \in [1,n]\{1,2\}} \Sigma_j$. Together with $L = P_3(L)|P_{[1,n]\{3\}}(L)$, similar analysis as above shows that $L = P_i(L)|P_{[1,n]\{i\}}(L)$ for $i = 3, 4, \ldots , n - 1$, it is not difficult to obtain that $L = \|^{n-1}_{i=1} P_i(L)|P_{[1,n]\{1,2,\ldots ,n-1\}}(L) = \|^{n-1}_{i=1} P_i(L).$  

---

\(^7\)Otherwise, it could be shown that $\Sigma_i \subseteq (\bigcup_{j \neq i} \Sigma_j) \cap \Sigma_i \subseteq \Sigma_k$, violating the definition of a distribution.

\(^8\)Since the complexity of verifying language decomposability is $O(((n + 1)|\Sigma| - \sum_{i=1}^n |\Sigma_i|)m^{n+1})$ (see page 32) for distributions of size $n$, the complexity becomes $O(|\Sigma|m^3)$ when the distribution is of size 2. Now since $n - 1$ decomposability verifications, where the size of each distribution is 2, have to be carried out, the complexity of language decomposability verification in this case is $O(n|\Sigma|m^3)$. 
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Example: We now present an example to illustrate the notion of domination. Let $\Sigma = \{a, b, c, d, e, f\}$. Consider the distribution $\Delta = (\{b, c\}, \{b, d\}, \{a, b\}, \{c, e\}, \{c, f\})$. It is clear that the sub-alphabet $\{b, c\}$ dominates $\Delta$. Thus, for any language $L$ over $\Sigma$, $L$ is decomposable with respect to $\Delta$ if and only if $L$ is decomposable with respect to $\Delta_1 = (\{b, d\}, \{a, b, c, e, f\})$, $\Delta_2 = (\{a, b\}, \{b, c, d, e, f\})$, $\Delta_3 = (\{c, e\}, \{a, b, c, d, f\})$ and $\Delta_4 = (\{c, f\}, \{a, b, c, d, e\})$, according to Proposition 3.5. □

Multiple Connected Components

We now present another special property of distributions that could be exploited to obtain a reduced verification complexity, which is based on the existence of multiple connected components.

Let $G(\Delta) = (V, E)$ be an undirected graph associated with the distribution $\Delta$, with the vertex set $V = \{v_1, v_2, \ldots, v_n\}$. We define a bijective map $f : V \mapsto \{\Sigma_1, \Sigma_2, \ldots, \Sigma_n\}$ such that $f(v_i) = \Sigma_i$. Let $E = \{(v, v') \in V \times V \mid v \neq v' \land f(v) \cap f(v') \neq \emptyset\}$. Let $\{C_1, C_2, \ldots, C_k\}$ be the set of connected components of $G(\Delta)$, where $C_i$ is also abused to denote the vertices of the $i$th connected component. Clearly $C_i \cap C_j = \emptyset$, for $i \neq j$, and $\bigcup_{i=1}^{k} C_i = V$, i.e., the collection $\{C_1, C_2, \ldots, C_k\}$ is a partition of $V$. For any $V' \subseteq V$, let $I(V') = \{j \in [1, n] \mid v_j \in V'\}$ be the index set for the vertices of $V'$. For example, let $\Sigma = \{a, b, c, d, e, f, g, h\}$. Consider the distribution $\Delta_c = (\{a, b\}, \{b, c\}, \{c, d\}, \{e, f\}, \{f, g\}, \{g, h\})$ of $\Sigma$. The undirected graph $G(\Delta_c)$ associated with $\Delta_c$ is shown in Fig. 3.1. Here there are two connected components, $C_1 = \{v_1, v_2, v_3\}$ and $C_2 = \{v_4, v_5, v_6\}$. We have $I(C_1) = \{1, 2, 3\}$ and $I(C_2) = \{4, 5, 6\}$.

It is straightforward to extract a verification algorithm based on the following result. We note that all the involved tuples of sub-alphabets of $\Sigma$ in Proposition 3.6
are distributions of $\Sigma$.

**Proposition 3.6.** Suppose there are at least two connected components in the graph $G(\Delta)$ of the distribution $\Delta = (\Sigma_i)_{i=1}^n$. Then $L$ is language decomposable with respect to $\Delta$ if and only if $L = \|j \in I(C_i) P_j(L)\| P_{I(V \setminus C_i)}(L)$ for each $i \in [1, k]$, where $k$ is the number of connected components of $G(\Delta)$. If $|C_h| = 1$ for some $h \in [1, k]$, then $L$ is language decomposable with respect to $\Delta$ if and only if $L = \|j \in I(C_i) P_j(L)\| P_{I(V \setminus C_i)}(L)$ for each $i \in [1, k] \{h\}$.

**Proof:** Suppose there are at least two connected components in the graph $G(\Delta)$. Then $V \setminus C_i \neq \emptyset$ for each $i \in [1, k]$. Suppose $L$ is language decomposable with respect to $\Delta$, then $P_{I(V \setminus C_i)}(L) = P_{I(V \setminus C_i)}(\|j=1 P_j(L)) = \|j \in I(V \setminus C_i) P_j(L)$, since $\forall j \in I(C_i), \forall l \in I(V \setminus C_i), \Sigma_j \cap \Sigma_l = \emptyset$. Thus, we have for each $i \in [1, k]$,

$$\|j \in I(C_i) P_j(L)\| P_{I(V \setminus C_i)}(L) = \|j=1 P_j(L) = L$$

In fact, the above equality also immediately follows from the decomposability of $L$ with respect to $\Delta$ and Observation 1.

Suppose $L = \|j \in I(C_1) P_j(L)\| P_{I(V \setminus C_1)}(L)$ holds for each $i \in [1, k]$. In particular, $L = \|j \in I(C_1) P_j(L)\| P_{I(V \setminus C_1)}(L)$ and $L = \|j \in I(C_2) P_j(L)\| P_{I(V \setminus C_2)}(L)$. Then we have $L = \|j \in I(C_1) P_j(L)\| P_{I(V \setminus C_1)}(\|j \in I(C_2) P_j(L)\| P_{I(V \setminus C_2)}(L))$. By Lemma 2.6, it is not difficult to see that
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\[ L = (\|j \in I(C_1) P_j(L)\| \| \|j \in I(C_2) P_j(L)\| \|P_{I(V \setminus (C_1 \cup C_2))}(L) \right) \]

since \( I(C_2) \subseteq I(V \setminus C_1) \) and \( \forall j \in I(C_1), l \in I(C_2), \Sigma_j \cap \Sigma_l = \emptyset \). We continue the above analysis by substitutions of \( L = \|j \in I(C_i) P_j(L)\| P_{I(V \setminus C_i)}(L) \), for \( i = 3, 4, \ldots, k-1 \). At the \((k-1)\)th iteration, we have the equality that

\[ L = (\|j \in I(C_1) P_j(L)\| \ldots \|j \in I(C_{k-1}) P_j(L)\|) P_{I(C_k)}(L) \]

Upon the final substitution \( L = \|j \in I(C_k) P_j(L)\| P_{I(V \setminus C_k)}(L) \), we have that \( L = \|i_{=1}^n (\|j \in I(C_i) P_j(L)\|) = \|n_{=1} P_j(L) \). Note that if \(|C_h| = 1\) for some \( h \in [1, k] \) (we may assume, without loss of generality, that \(|C_k| = 1\)), then at the \((k-1)\)th iteration the equality \( L = \|j_{=1} P_j(L) \) has been obtained.

\[ \square \]

**Example:** As an illustration, Proposition 3.6 implies that for any language \( L \) over \( \Sigma = \{a, b, c, d, e, f, g, h\} \), \( L \) is decomposable with respect to \( \Delta_1 \) if and only if \( L \) is decomposable with respect to the distributions \( \Delta_1 = (\{a, b\}, \{b, c\}, \{c, d\}, \{e, f, g, h\}) \) and \( \Delta_2 = (\{a, b, c, d\}, \{e, f\}, \{f, g\}, \{g, h\}) \). The complexity of language decomposability verification with respect to \( \Delta_1 \) reduces to \( \mathcal{O}(|\Sigma| m^5) \) (instead of \( \mathcal{O}(|\Sigma| m^7) \)).

\[ \square \]

The complexity analysis of the verification algorithm based on Proposition 3.6 is shown below. For each connected component \( C_i \) of \( G(\Delta) \), let \( c(C_i) := -|\bigcup_{j \in I(C_i)} \Sigma_j| + \sum_{j \in I(C_i)} |\Sigma_j| \geq 0 \). If there is only one connected component, or if there are two connected components in which one component is of cardinality one, then the complexity of testing language decomposability is \( \mathcal{O}((n + 1)|\Sigma| - \sum_{i=1}^n |\Sigma_i|) m^{n+1} \). Otherwise, using Proposition 3.6, the complexity is \( \mathcal{O}((\sum_{i=1}^k ((|C_i| + 1)|\Sigma| - c(C_i)) m_{|C_i|+2}) \), where \( k \) is the number of connected components and \(|C_i|\) is the size of the \( i \)th connected component. Let \( d = \max_{i=1}^k |C_i| \) be the size of the largest connected components. We could see that, in the latter case, a crude upper bound for the complexity of checking language decomposability is \( \mathcal{O}(n|\Sigma| m^{d+2}) \). And we note that \( d \leq n - 2 \).
3.3.2 Prefix-closed Specifications

It turns out that if $L$ is prefix-closed, then there is an alternative technique for language decomposability verification. The key is the following result, which is essentially a generalization of Lemma 4.1 of [57].

**Proposition 3.7.** Let $L$ be any prefix-closed language over $\Sigma$ and $L_i$ any prefix-closed language over $\Sigma_i$ for $i \in [1,n]$. If it holds that $L \subseteq \bigcap_{i=1}^{n} L_i$, then the following three statements are equivalent:

1. $L \neq \bigcap_{i=1}^{n} L_i$.

2. $\exists \sigma \in \Sigma, \exists s \in L, s \sigma \notin L \land (\forall i \in I_\sigma, P_i(s \sigma) \in L_i)$

3. $\exists \sigma \in \Sigma, (L \sigma \cap L^c) \cap (\bigcap_{i \in I_\sigma} P_i^{-1}(L_i)) \neq \emptyset$

**Proof:** The equivalence of 2) and 3) is straightforward. We first show that 1) implies 2): suppose $L \neq \bigcap_{i=1}^{n} L_i$, then $W := \{ \hat{s} \in \Sigma^* \mid \hat{s} \in \bigcap_{i=1}^{n} L_i, \hat{s} \notin L \} \neq \emptyset$, since it holds that $L \subseteq \bigcap_{i=1}^{n} L_i$. We choose a minimal string (in terms of the prefix order) $s' \in W$. Clearly $\epsilon \notin W$ and thus $s' \neq \epsilon$. Thus, $\exists s \in \Sigma^*, \exists \sigma \in \Sigma, s' = s \sigma$. It follows from the fact that $s' \in \bigcap_{i=1}^{n} L_i$ and each $L_i$ is prefix-closed that $s \in \bigcap_{i=1}^{n} L_i$. It follows from the definition of $s'$ that $s \notin W$ and thus $s \in L$. Also $s \sigma = s' \notin L$. Finally $s \sigma = s' \in \bigcap_{i=1}^{n} L_i$ implies that $P_i(s \sigma) \in L_i$. We then show that 2) implies 1): Let $s \in L, \sigma \in \Sigma$ be such that $s \sigma \notin L \land (\forall i \in I_\sigma, P_i(s \sigma) \in L_i)$. From $s \in L \subseteq \bigcap_{i=1}^{n} L_i$, it follows that $P_i(s) \in L_i$ for each $i \in [1,n]$. Clearly $\forall i \notin I_\sigma, P_i(s \sigma) = P_i(s) \in L_i$. Thus, we have $s \sigma \in \bigcap_{i=1}^{n} P_i(s \sigma) = (\bigcap_{i \in I_\sigma} P_i(s \sigma)) \cap (\bigcap_{i \notin I_\sigma} P_i(s)) \subseteq \bigcap_{i=1}^{n} L_i$. From the fact that $s \sigma \in \bigcap_{i=1}^{n} L_i$ and $s \sigma \notin L$ we have $L \neq \bigcap_{i=1}^{n} L_i$. 

We still need the following result.
Lemma 3.4. Let \( L \) be a prefix-closed regular language over \( \Sigma \) and generated by a deterministic finite automaton \( M \). The deterministic finite automaton that recognizes \( L \sigma \cap L^c \) is linear time computable from \( M \), for each \( \sigma \in \Sigma \).

Proof: Let \( M = (Q, \Sigma, \delta, q_0, Q) \) be a deterministic finite automaton that generates \( L \). For each state \( q \in Q \), if \( \delta(q, \sigma) \) is not defined, then add an extra state \( q \notin Q \) to \( \overline{Q} \) and the corresponding transition \((q, \sigma, \overline{q})\) to \( \overline{\delta} \). It is clear that the deterministic finite automaton \( \overline{M} = (Q \cup \overline{Q}, \Sigma, \delta \cup \overline{\delta}, q_0, \overline{Q}) \) recognizes \( L \sigma \cap L^c \), i.e., \( L_m(\overline{M}) = L \sigma \cap L^c \).

From Proposition 3.7 and Lemma 3.4, we have the following.

Corollary 3.5. Let \( L \) be a prefix-closed regular language over \( \Sigma \) and generated by a deterministic finite automaton \( M \). The complexity of verifying the language decomposability of \( L \) with respect to \( \Delta \) is \( \mathcal{O}(\sum_{\sigma \in \Sigma}(|I_\sigma| + 1)|\Sigma| - \sum_{i \in I_\sigma} |\Sigma_i|)m^{I_\sigma} + 1) \).

Corollary 3.6. Let \( L \) be a prefix-closed regular language over \( \Sigma \) and generated by a deterministic finite automaton \( M \). The complexity of deciding the existence of a distribution \( \Delta \), with respect to which \( L \) is language decomposable, is \( \mathcal{O}(|\Sigma|^2m^{2m}) \).

It turns out that verifying \( L = \|_{i=1}^n P_i(L) \) costs \( \mathcal{O}(|\Sigma|^2m^2) \) if the sub-alphabets of \( \Delta \) are pairwise disjoint and \( L \) is a prefix-closed regular language. Since usually \( |\Sigma| \ll m \), this is an improvement of the complexity \( \mathcal{O}(n|\Sigma|m^3) \) (see Proposition 3.5) when \( L \) is only assumed to be a regular language.

Example: Consider the distribution \( \Delta = \{(a, b), \{b, c\}, \{c, d\}, \{d, e\}, \{e, a\}\} \) of \( \Sigma = \{a, b, c, d, e\} \). The complexity of decomposability verification for prefix-closed specifications is \( \mathcal{O}(|\Sigma|^2m^3) \) (instead of \( \mathcal{O}(|\Sigma|m^6) \)) with respect to \( \Delta \).

3.4 Discussions

In this chapter, we have presented a method to obtain the sufficient and necessary condition for the solvability of the decentralized realization problem, i.e., by reduc-
ing it to the problem of solving a set of language equations. The set of language equations is obtained by a direct translation of the problem and the key idea relies on a language equational characterization of finite state supervisors. This characterization of supervisors is possible because the definition of a supervisor does not take any plant into account, and is only based on a given control constraint. Apart from its simplicity, the advantage of this approach is that appropriate combinations of most of the important notions, e.g., controllability, normality, observability, $L_m(G)$-closeness, can be encoded in language equations. And this shall facilitate the computation of supremal sublanguages for solving the synthesis problem, e.g. supremal controllable and normal sublanguage [94]. Also, the problem of supervisor decomposition can be easily defined and solved using our approach. The connection between the language decomposition, supervisor decomposition and decentralized realization problems also becomes more transparent. This facilitates the proof of lower bound results and reveals the importance of the language decomposability problem. In Section 3.3, complexity reduction techniques for the verification of language decomposability have been studied. We have paid special attention to the structure of the distributions and provided some structures for which reductions of the distributions can be carried out. We believe the notion of reducible distributions is of interest at least for the following reasons: 1) worst case complexity of language decomposability verification is reduced for a large class of distributions; 2) parallel verification is supported; 3) other efficient techniques for language decomposability verification or even language inclusion checking can be readily integrated, as verifications of language decomposability of $L$ with respect to $\Delta_i$’s still need to be performed and could be optimized accordingly; 4) it paves a way towards a better understanding of the boundary between the intractability and tractability of LDP, SRP and DRP. Note that since the definition of a supervisor is non-standard, the supervisor decomposition problem defined in this work is new and different from the
supervisor localization problem of [20], where the behavior of the plant needs to be explicitly considered.

The problems considered in this chapter are essentially reduced to finite state verification problems. If the given specification is verified to satisfy the corresponding properties, i.e., the set of language equations, then the local specifications or supervisors are often obtained as a byproduct of the verification process. A fundamental problem arises when specifications do not satisfy the desired properties. Some related problems will be addressed in the next chapter.
Chapter 4

Decentralized Supervisor Synthesis

The decentralized realization problem (DRP), which was presented in Chapter 3, is too restrictive. In most cases, the answers to instances of the realization problem would be negative, that is, no tuple of supervisors would exist so that the closed-loop system is exactly language equivalent to the specification. This is because the specification has to satisfy the strong properties listed in Theorem 3.1 in order for the answer to be positive. In this chapter, we study the decentralized supervisor synthesis problem (DeSSP): “Given a global plant \( G \), a global specification \( K \) and a decentralized control architecture \( (A_i)_{i=1}^n \), synthesize a tuple of local supervisors \( (S_i)_{i=1}^n \) over the given architecture, if there exists one, such that the closed-loop system is non-blocking and language equivalent to a non-empty subset of the global specification \( K \), i.e., \( \emptyset \neq L_m(\|_{i=1}^n S_i\|G) \subseteq K \) and \( \|_{i=1}^n S_i\|G \) is non-blocking.” Clearly, for the same problem inputs, DeSSP allows more solutions than DRP.

In view of the fundamental importance of LDP to DRP, instead of directly addressing DeSSP, we first study a relaxation of LDP, i.e., the decomposable sub-language problem (DSP), which is informally stated as follows: “Given a regular
language $K$ representing the global specification and a distribution $\Delta$, synthesize a tuple of regular languages $(K_i)_{i=1}^n$ representing a tuple of local specifications over the given distribution, if there exists one, such that the synchronous product of the local specifications is language equivalent to a non-empty subset of the specification $K$, i.e., $\emptyset \neq \bigparallel_{i=1}^n K_i \subseteq K$.”

Another problem that is related to DSP is the joint observability problem (JOP), which is also an important problem in the area of decentralized supervisor synthesis. Two disjoint languages are said to be jointly observable with respect to a distribution if any string in one language could be distinguished from any string in the other language, by at least one local observation point. Put in other words, the property of joint observability requires any “good” string to be distinguishable from any “bad” string by at least one local observation point. Since control decisions made by the supervisors crucially rely on the information they obtain through observation, it is not difficult to see the importance of JOP to the decentralized synthesis problem. In fact, JOP has been used to establish the undecidability of DeSSP [8].

We provide a characterization of the decidability of DSP and JOP, based on results that available in the theory of traces. Then, an alternative proof of the undecidability of the prefix-closed joint observability problem (PCJOP) is provided by a reduction from JOP. Heuristics to solving these undecidable problems are also proposed.

Then, we obtain a sufficient condition for the undecidability of the distributed supervisor synthesis problem (DiSSP), which is a special case of DeSSP, using the characterization result for DSP. A decidable fragment of DiSSP is also presented. Then we establish the undecidability of a parameterized version of the decomposable sublanguage problem, referred to as the specification template synthesis problem (STSP). This is a key step towards showing the undecidability of a (language based) parameterized supervisor synthesis problem (PSSP), where both the plant template
and the supervisor template have only global and private events. Indeed, we show that \textsc{STSP} is undecidable if the template alphabet has at least two private events and \textsc{PSSP} is undecidable for a fixed finite state plant template if the plant template alphabet has at least two private events and one global event that are all controllable, even when the (schematic) specification is required to be symmetric. In particular, it will be shown that all the undecidability results for the synthesis problems are still valid even if (schematic) star free specifications or, equivalently, (schematic) linear temporal logic formulas are considered.

This chapter is organized as follows. In Section 4.1, we present the characterization result for \textsc{DSP} and propose some sound, but incomplete, heuristics for solving it. \textsc{JOP} and \textsc{PCJOP} are treated in Section 4.2. The application of the characterization result of \textsc{DSP} to \textsc{DiSSP} is shown in Section 4.3. Section 4.4 is devoted to showing the undecidability of \textsc{STSP} and \textsc{PSSP}. Discussions are provided in Section 4.5.

4.1 Decomposable Sublanguage Problem

In this section, we investigate \textsc{DSP}, which is formally stated below.

**Problem 4** (Decomposable Sublanguage Problem). Let $\Delta$ be a fixed distribution of $\Sigma$. For an arbitrary regular language $L$ over $\Sigma$, determine whether $L$ has a non-empty (regular) sublanguage that is decomposable with respect to $\Delta$.

It is not difficult to see that $L$ has a non-empty decomposable sublanguage with respect to $\Delta$ if and only if there is a word $s$ in $L$ such that the decomposition closure $\bigcup_{i=1}^{n} P_i(s)$ of $s$ is a subset of $L$. Since the decomposition closure and the trace closure of a word coincide by Lemma 2.3, $L$ has a non-empty decomposable sublanguage with respect to $\Delta$ if and only if there is a word $s$ in $L$ such that the trace closure $[s]_{I(\Delta)}$ of $s$ is a subset of $L$ if and only if $L$ has a non-empty trace closed sublanguage with respect to $I(\Delta)$, where $I(\Delta)$ is the independence relation.
induced by distribution $\Delta$ (see page 15). It follows from the undecidability of the existence of a non-empty trace closed sublanguage that $\text{DSP}$ is undecidable for the distribution $\Delta = (\{a, b\}, \{c\})$ of $\{a, b, c\}$ [81], [86].

### 4.1.1 Characterization of the Decidability

In this subsection, we present a characterization of the decidability of $\text{DSP}$. The key observation is that there exists a closed form expression representing the unique supremal trace closed sublanguage of any language [87].

**Lemma 4.1.** For any independence relation $I \subseteq \Sigma \times \Sigma$ and any language $L$ over $\Sigma$, the supremal trace closed sublanguage of $L$ with respect to $I$ is $[L^c]^c$.

It is straightforward to see that $\exists s \in L, [s] \subseteq L$ if and only if $[L^c]^c \neq \emptyset$ if and only if $[L^c] \neq \Sigma^*$. Thus, $\text{DSP}$ is equivalent to the non-universality problem ($\text{NUP}$) in trace theory [88]. Given a fixed independence relation $I \subseteq \Sigma \times \Sigma$, the universality problem ($\text{UP}$) asks, for an arbitrary regular language $L$ over $\Sigma$, whether the trace closure $[L]$ of $L$ is equal to $\Sigma^*$. It is known that $\text{UP}$ is decidable if and only if $I$ is transitive [88]. Furthermore, in view of the undecidability of $\text{UP}$ for star free languages [89], we have the following result.

**Theorem 4.1.** $\text{DSP}$ is decidable if and only if $I(\Delta)$ is transitive. If $I(\Delta)$ is non-transitive, the undecidability result is still valid even if $L$ is required to be star free.

**Remark for Theorem 4.1:** A view of this result, directly from the perspective of $\text{DSP}$, is as follows. On the one hand, if $I(\Delta)$ is not transitive, then there exist three letters $a, b, c \in \Sigma$ such that $(a, c), (c, b) \in I(\Delta)$ but $(a, b) \notin I(\Delta)$. It is known that each instance of the post correspondence problem ($\text{PCP}$) can be encoded as an instance of $\text{DSP}$ with $L \subseteq (a + b + c)^*$ and $\Delta = (\{a, b\}, \{c\})$ [81], [86], [90]. By restricting $L \subseteq (a + b + c)^*$, the problem of existence of a non-empty trace closed sublanguage, when $I(\Delta)$ is not transitive, reduces to the case when $\Delta = (\{a, b\}, \{c\})$. 
Thus, if \( I(\Delta) \) is not transitive, DSP is undecidable. On the other hand, if \( I(\Delta) \) is transitive, then for every regular language \( L \) there exists a regular language \( K \) such that \( [L]^c = [K] \) and the finite state automaton that recognizes \( K \) is effectively computable [87]. In this case, the supremal trace closed sublanguage \([L^c]^c\) of \( L \) is equal to the trace closure of some regular language \( K \), i.e., \([L^c]^c = [K]\). It is then obvious that the answer for the instance of DSP is no if and only if \( K \) is empty. Thus, if \( I(\Delta) \) is transitive, then DSP is decidable. \( \square \)

**Example:** Consider the distribution \( \Delta = (\{a, c\}, \{b, c\}) \) whose induced independence relation is transitive (see page 15). It follows from Theorem 4.1 that it is decidable whether an arbitrary given regular language has a non-empty decomposable sublanguage with respect to \( \Delta \). For example, let \( L = (ab + c)^*(a + (b + ac + aa)(a + b + c)^*) \) be a regular language over \( \Sigma = \{a, b, c\} \), which is recognized by the automaton \( G \) shown in Fig. 4.1. \( L^c \) is recognized by the automaton \( G' \) shown in Fig. 4.2. Thus, \( L^c = (ab + c)^* = ((ab)^* + c)^* \). It then follows that \([L^c] = (C_0 + c)^*\), where \( C_0 = \{w \in (a+b)^* \mid |w|_a = |w|_b\} \), since \([(ab)^*] = C_0 \). It can be shown that the supremal trace closed sublanguage \([L^c]^c\) of \( L \) is \((\epsilon + (a+b+c)^*c)C_1(c(a+b+c)^* + \epsilon)\), where \( C_1 = \{w \in (a+b)^* \mid |w|_a \neq |w|_b\} \). In fact, any string in the complement of \((C_0 + c)^*\) must contain a substring from \( C_1 \) that is not immediately surrounded by \( a \) or \( b \). Let \( K = (\epsilon + (a+b+c)^*c)((ab)^*a^+ + (ab)^*b^+)(c(a+b+c)^* + \epsilon) \). It is clear that \([K] = [L^c]^c\). Since \( K \) is non-empty, we conclude that \( L \) has a non-empty decomposable sublanguage. In fact, for any string \( s \in K \), \([s]\) is a non-empty decomposable sublanguage of \( L \). \( \square \)

### 4.1.2 Sound Heuristics

The decidability results of decision problems about the trace closures of regular languages easily translate to the results for the corresponding decision problems
4.1. DECOMPOSABLE SUBLANGUAGE PROBLEM

about the supremal trace closed sublanguages of regular languages. In particular, it is undecidable whether the supremal trace closed sublanguage of an arbitrary regular language is regular, since it is undecidable whether the trace closure of an arbitrary regular language is regular [88]. This implies operations that preserve regularity are in general not sufficient for computing the supremal trace closed sublanguage of an arbitrary regular language.

To circumvent this difficulty, it is worth studying heuristics for computing regular approximations of it and, for the purpose of further synthesis and verification, it is preferable for the regular approximations to be trace closed as well. Firstly, such a heuristics is useful for the synthesis of control and communication scheme for robot motion planning, where the specification is required to be trace closed [81], by synthesizing a trace closed subset from an arbitrary given specification. Secondly, it could be directly translated to a heuristics for the computation of the trace closure of an arbitrary regular language, which finds applications in many decision problems.
in trace theory, in the partial order reduction based model checking and symbolic verification of some classes of mutual exclusion protocols [91]. We investigate two such heuristics.

1) Based on Lemma 2.4, it is straightforward to see that \( (\| \bigwedge_{i=1}^{n} P_i(L^c) \|)^c \), denoted by \( L_{amt} \), is a regular under-approximation\(^1\) of the supremal trace closed sublanguage of \( L \). Such an under-approximation indeed provides a heuristics for DSP: If \( (\| \bigwedge_{i=1}^{n} P_i(L^c) \|)^c \), which is effectively regular, is non-empty, then \( L \) has a non-empty decomposable sublanguage with respect to \( \Delta \). Note that \( L_{amt} \) itself may not be decomposable with respect to \( \Delta \), since the class of decomposable languages is not closed under complementation.

2) Let \( L_k = P_k(L) \setminus P_k((\| \bigwedge_{i=1}^{n} P_i(L) \|) \setminus L) \) for some \( k \in [1, n] \) and \( L_i = P_i(L) \) for \( i \neq k \). Denote \( L_k \| (\| i \neq k \| L_i ) \) by \( L_{amd}^k \). It is easy to see that the following holds.

**Proposition 4.1.** \( L_{amd}^k \subseteq L. \)

*Proof:* \( L_k \| (\| i \neq k \| L_i ) = P_k^{-1}(P_k(L) \cap P_k((\| \bigwedge_{i=1}^{n} P_i(L) \|) \cap L^c \}) \cap \bigcap_{i \neq k} P_i^{-1}(P_i(L)) \) by definition. Now \( P_k^{-1}(P_k(L) \cap P_k((\| \bigwedge_{i=1}^{n} P_i(L) \|) \cap L^c \}) = P_k^{-1}(P_k(L)) \cap P_k^{-1}(P_k((\| \bigwedge_{i=1}^{n} P_i(L) \|) \cap L^c \}) = P_k^{-1}(P_k(L)) \cap P_k^{-1}((P_k((\| \bigwedge_{i=1}^{n} P_i(L) \|) \cap L^c \})) \), since inverse projection distributes over intersection operator and commutes with complementation operator. Thus, \( L_{amd}^k = P_k^{-1}(P_k((\| \bigwedge_{i=1}^{n} P_i(L) \|) \cap L^c \}) \cap \bigcap_{i \neq k} P_i^{-1}(P_i(L)) \subseteq ((\| \bigwedge_{i=1}^{n} P_i(L) \|) \cap L^c \}) \cap \bigcap_{i \neq k} P_i^{-1}(P_i(L)) = L. \)

Thus, \( L_{amd}^k \) is a (possibly empty) decomposable sublanguage of \( L \), which can be used in [20] to synthesize a sub-specification that is language decomposable. There exists one degree of freedom in this scheme, i.e., the particular \( k \) could be arbitrarily chosen among \([1, n] \). Note that \( L_{amd}^k \) is a trace closed regular language by Lemma 2.5.

As approximations for the supremal trace closed sublanguage, \( L_{amd}^k = L_k \| (\| i \neq k \| L_i ) \) and \( L_{amt} = (\| \bigwedge_{i=1}^{n} P_i(L^c) \|)^c \) are incomparable.

---

\(^1\)A similar idea has also appeared in [81], but in a slightly different setting.
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Example: Let \( L = \{ab, ba\} \) and \( \Delta = (\{a\}, \{b\}) \). We have \((\bigcap_{i=1}^{n} P_i(L^c))^c = \emptyset \) but \( L_k\|(\bigcap_{i \neq k} L_i) = L \) for either \( k = 1, 2 \). Let \( L = \Sigma^*\setminus\{ab\} \). We have \((\bigcap_{i=1}^{n} P_i(L^c))^c = \Sigma^*\setminus\{ab, ba\} \) but \( L_k\|(\bigcap_{i \neq k} L_i) \) is equal to \( \Sigma^*\setminus\Sigma^*a\Sigma^* \) and \( \Sigma^*\setminus\Sigma^*b\Sigma^* \) for \( k = 1 \) and \( 2 \), respectively.

In practice, an approximation for the supremal trace closed sublanguage of a regular language could be chosen from the \( n+1 \) candidates \( L_{amt}, L_{amd}^k, k \in [1, n] \). Dually, a regular over-approximation of the trace closure of a regular language \( L \) could be chosen from the \( n+1 \) candidates \( \bigcap_{i=1}^{n} P_i(L), [P_k(L^c)\setminus P_k((\bigcap_{i=1}^{n} P_i(L^c))\setminus L^c)(\bigcap_{i \neq k} P_i(L^c))]^c \), \( k \in [1, n] \). If \( L \) is prefix-closed, then it is desirable for each \( L_i, i \in [1, n] \), to be also prefix-closed. For that purpose, we could modify \( L_k \) to be \( P_k(L)\setminus P_k((\bigcap_{i=1}^{n} P_i(L))\setminus L)^\Sigma_k \), which is the supremal prefix-closed sublanguage of \( P_k(L)\setminus P_k((\bigcap_{i=1}^{n} P_i(L))\setminus L) \), with \( L_i = P_i(L) \) kept unchanged for \( i \neq k \).

Remark: There exists another technique for computing an upper-approximation of the trace closure of an arbitrary regular language, namely, the regular widening technique \([92]\). Compared with our method, the advantage of regular widening technique is obviously its wider applicability. Our heuristics is more geared towards the computation of the trace closures of regular languages and is simpler than regular widening technique. It attacks the approximation problem from a rather interesting point of view, i.e., the duality between the trace closure and the supremal trace closed sublanguage of a regular language.

We say an approximation of the supremal trace closed sublanguage (the trace closure) of a regular language is exact if it is equal to the supremal trace closed sublanguage (the trace closure) of the given language. We show that the exactness of the approximations \( L_{amt} \) or \( L_{amd}^k \) is undecidable. This is implied by the following stronger result. Indeed, the exactness of any regular under-approximation of the supremal trace closed sublanguage (any regular over-approximation of the trace closure) of an arbitrary regular language is decidable if and only if \( I \) is transitive.
We remark that the undecidability result is not implied by the undecidability of the regularity of $[L]$. For example, the problem whether an arbitrary regular language is trace closed, i.e., $[L] = L$, is decidable [93].

**Proposition 4.2.** Let $R$ be an operator on languages such that $R$ preserves regularity and a finite automaton that recognizes $R(L)$ is effectively computable whenever $L$ is regular, and $[L] \subseteq R(L)$, then for an arbitrary regular language $L$ it is decidable whether $[L] = R(L)$ if and only if $I$ is transitive.

**Proof:** The proof idea is inspired by [89]. On one hand, if $I$ is transitive, then it is decidable whether the trace closure of an arbitrary regular language is regular [88]. Moreover, a finite automaton that recognizes $[L]$ is effectively computable whenever $[L]$ is regular [89]. Thus, if $I$ is transitive, it is decidable whether $[L] = R(L)$.

On the other hand, let $A, B$ be two disjoint alphabets and $f, g$ be two homomorphisms from $A^*$ to $B^*$ that encode a given instance of PCP, such that $\exists w \in A^+, f(w) = g(w)$ if and only if the answer to that instance is yes. Let $W_f = \{wf(w)c^{|f(w)|} \mid w \in A^+\}, W_g = \{wg(w)c^{\mid g(w)\mid} \mid w \in A^+\}$ and $\Delta = (A \cup B, \{c\})$, where $c$ is a new symbol. Then $\exists w \in A^+, f(w) = g(w)$ if and only if $W_f \cap W_g \neq \emptyset$.

It is possible to show that there exist two regular languages $L_f, L_g$ such that $[L_f] = [W_f]^c$ and $[L_g] = [W_g]^c$ [89]. Let $L = L_f \cup L_g$, If $W_f \cap W_g = \emptyset$, then $[L] = [L_1 \cup L_2] = ([W_f] \cap [W_g])^c = [W_f \cap W_g]^c = \Sigma^*$. Since $\Sigma^* = [L] \subseteq R(L)$, $[L] = R(L)$. If $W_f \cap W_g \neq \emptyset$, then $[L]$ is not regular [89]. Thus, $[L] \neq R(L)$ since $R(L)$ is regular. Any decision procedure for verifying $[L] = R(L)$ then provides a decision procedure for PCP, thus the verification problem $[L] = R(L)$ is undecidable. Note that it is possible to encode the set $A \cup B$ using $\{a, b\}$. Thus, the undecidability result indeed holds when $I$ is not transitive. ■

It turns out that DSP is related to the problem of joint observability [65], another important decision problem that will be discussed in the next section.
4.2 Joint Observability Problem

Formally, two disjoint languages $G, B$ over $\Sigma$ are said to be *jointly observable* with respect to a distribution $\Delta = (\Sigma_i)_{i=1}^n$ of $\Sigma$ if $\forall s \in G, \forall s' \in B, \exists i \in [1, n], P_i(s) \neq P_i(s')$. The problem whether two arbitrary disjoint regular languages are jointly observable with respect to a given distribution is henceforth called the *joint observability problem* (JOP). JOP is known to be an undecidable problem [8]. We present a characterization of the decidability of JOP in the next subsection.

4.2.1 Characterization of the Decidability

As observed in [8], JOP is equivalent to the disjointness problem (DP) in trace theory\(^2\). DP asks whether the trace closures of two arbitrary disjoint regular languages are disjoint for a given independence relation $I$, i.e., whether $[G] \cap [B] = \emptyset$. It is known that DP is decidable if and only if $I$ is a transitive forest [77], [88]. Thus, the characterization result for JOP follows.

**Theorem 4.2.** JOP is decidable if and only if $I(\Delta)$ is a transitive forest.

*Remark:* This result subsumes the undecidability result established in [8]. If we use $\Sigma_1 = \{a, c\}$ to encode the PCP alphabet and $\Sigma_2 = \{b, d\}$ to encode the set of new symbols $\{a_1, a_2, \ldots, a_n\}$ used in [8], then the independence relation induced by the distribution $\Delta = (\{a, c\}, \{b, d\})$ is indeed not a transitive forest [77]. \hfill \Box

*Example:* Consider the distribution $\Delta = (\{a, b\}, \{a, c\}, \{a, d\})$ whose induced independence relation is a transitive forest (see page 16). It follows from Theorem 4.2 that JOP is decidable with respect to $\Delta$. For example, let $G = dc^*ab^*$ and $B = d^*ac^*b$ be two regular languages over $\Sigma = \{a, b, c, d\}$. Clearly, $[G] = c^*dc^*ab^*$ and $[B] = d^*ac^*bc^*$. Thus, $[G] \cap [B] = \{dab\} \neq \emptyset$. $G$ and $B$ are not jointly observable with respect to $\Delta$.

\(^2\)However, [8] only shows the undecidability.
with respect to $\Delta$. 

The heuristics developed for computing the trace closures of regular languages could also be used for solving JOP as well as the prefix closed joint observability problem introduced in the next subsection.

### 4.2.2 Prefix-closed Joint Observability Problem

It is possible to show that the prefix-closed joint observability problem (PCJOP) as formulated in [8] is equivalent to the following form: “Given two arbitrary disjoint (with the exception of the empty string $\epsilon$) prefix-closed regular languages $G', B'$, i.e. $G' \cap B' = \{\epsilon\}$, determine whether $[G'] \cap [B'] = \{\epsilon\}$”. Clearly PCJOP is decidable if $I$ is a transitive forest, since $[G'] \cap [B'] = \{\epsilon\}$ if and only if $[G' \setminus \{\epsilon\}] \cap [B' \setminus \{\epsilon\}] = \emptyset$. With $\Sigma_1 = \{a, c\}$ that encodes the PCP alphabet, $\Sigma_2 = \{b, d\}$ that encodes $\{a_1, a_2, \ldots, a_n\}$ and $\Sigma_3 = \{e, m\}$ that encodes $\{b_1, b_2, \ldots, b_n\}$, the result of [8] shows that each instance of PCP can be encoded as an instance of PCJOP if the graph of the independence relation contains an induced subgraph that corresponds to the distribution $\Delta = (\{a, c\}, \{b, d\}, \{e, m\})$. Let $G, B \subseteq \Sigma_1^*$ be any two disjoint languages. Let $\Delta_1$ be any distribution of $\Sigma_1$ and let $\Delta_2 = (\Delta_1, \{\epsilon\}, \{m\})$ be a distribution of $\Sigma_3 = \Sigma_1 \cup \{e\} \cup \{m\}$, where $e, m$ are two new symbols not in $\Sigma_1$.

Let $I_1$ and $I_2$ be the induced independence relations of $\Delta_1$ and $\Delta_2$, respectively. Then, the following reduction holds, which permits a straightforward extension of the undecidability result of the joint observability problem to the prefix-closed case.

**Proposition 4.3.** $[G]_{I_1} \cap [B]_{I_1} \neq \emptyset$ if and only if $(eGm)_{I_2} \cap (mBe)_{I_2} \neq \{\epsilon\}$.

**Proof:** If $[G] \cap [B] \neq \emptyset$, say $s \in G, s' \in B$ and $[s] = [s']$, then $esm \in \overline{eGm}, ms'e \in \overline{mBe}$ and $[esm] = [ms'e]$. Thus, $(eGm) \cap (mBe) \neq \{\epsilon\}$. If $(eGm) \cap (mBe) \neq \{\epsilon\}$, $\Delta_2$ augments the tuples of $\Delta_1$ with $\{e\}, \{m\}$. 

---

$\Delta_2$ augments the tuples of $\Delta_1$ with $\{e\}, \{m\}$. 

---
then \( \exists s \in G, s' \in B \) such that \( [esm] \cap [ms'e] \neq \{\epsilon\} \). This is only possible if and only if \( [esm] = [ms'e] \) if and only if \( [s] = [s'] \). Then \( [G] \cap [B] \neq \emptyset \). ■

This shows that \( \text{PCJOP} \) is undecidable if the graph of the independence relation contains an induced subgraph that corresponds to the distribution \( \Delta = (\{a, c\}, \{b, d\}, \{e\}, \{m\}) \). We remark that with above reduction step, it is also possible to establish the undecidability result even when one of the prefix-closed regular languages is fixed. In fact, with \( \Delta = (\{a, c\}, \{b, d\}, \{e\}, \{m\}) \), \( G' = e(ab + cd)^+m \)
and \( B' = m(u_1w_1 + \ldots + u_nw_n)^+\epsilon \), where \( u_i \) is over \( \{a, c\} \) and \( w_i \) is its isomorphic copy over \( \{b, d\} \), together encodes the \( \text{PCP} \) instance, i.e. \( [G'] \cap [B'] \neq \{\epsilon\} \) if and only if \( \exists i_1, i_2, \ldots, i_k \) in \([1, n]\), \( u_{i_1}u_{i_2} \ldots u_{i_k} \) is isomorphic to \( w_{i_1}w_{i_2} \ldots w_{i_k} \). Note that \( G' \) is a fixed prefix-closed regular language that is independent of the \( \text{PCP} \) instance. This is essentially a slight modification of the construction suggested in [77].

4.3 Towards Decentralized Supervisor Synthesis

In this section, we study an undecidable fragment of \( \text{DeSSP} \), in which the global finite state plant \( G = \bigparallel_{k=1}^n G_k \) is the synchronous product of local finite state plants \( G_k \)'s over \( \Sigma_k \)'s and \( \Sigma_{S_k,o} = \Sigma_k \) for each control constraint \( A_k \). That is, each local supervisor \( S_k \) observes all of the behavior of \( G_k \). The corresponding supervisor synthesis problem is henceforth called the distributed supervisor synthesis problem (\( \text{DiSSP} \))\(^4\). We now define the notion of a distributed control architecture, which is simply a specialized notion of the decentralized control architecture for \( \text{DiSSP} \), that will be used in this section.

\(^4\)In decentralized supervisor synthesis, each local supervisor observes and controls part of the behavior of the centralized plant. However, even within the discrete-event systems community there are different groups with different opinions on the notion of distributed supervisor synthesis. In distributed supervisor synthesis formulated in this work, each local supervisor observes all and controls part of the behavior of each local plant. The definition of “distributed supervisor synthesis” in this thesis follows the work of [20] and [39]. Note that distributed supervisor synthesis formulated in this work is often called “modular supervisor synthesis” in the literature [33], [35].
**Definition 4.1.** A distributed control architecture over \( \Sigma \) is a tuple \( \mathcal{A} = ((\Sigma_k, \Sigma_{k,c}))_{k=1}^{n} \) of sub-alphabets of \( \Sigma \), such that \( \Delta(\mathcal{A}) := (\Sigma_k)_{k=1}^{n} \) is a distribution of \( \Sigma \) and \( \Sigma_{k,c} \subseteq \Sigma_k \) for each \( k \in [1,n] \).

DiSSP is now formulated below.

**Problem 5 (Distributed Supervisor Synthesis Problem).** Let \( ((\Sigma_k, \Sigma_{k,c}))_{k=1}^{n} \) be a fixed distributed control architecture over \( \Sigma \). Let \( G_k \) be a fixed finite state plant over \( \Sigma_k \), for each \( k \in [1,n] \). For an arbitrary regular language \( L \) over \( \Sigma \), determine whether there exists a tuple \( (S_k)_{k=1}^{n} \) of finite state supervisors over \( ((\Sigma_k, \Sigma_{k,c}))_{k=1}^{n} \) such that: 1) \( \|_{k=1}^{n}(S_k\|G_k) \) is non-blocking, and 2) \( \emptyset \neq \|_{k=1}^{n}L_m(S_k\|G_k) \subseteq L \).

In above formulation of DiSSP, the distributed control architecture \( \mathcal{A} \) and the local plants \( G_k \), \( k \in [1,n] \), are fixed a priori, while \( L \) is the only input of the decision problem. In this section, we reduce DSP to DiSSP. A sufficient condition for the undecidability of DiSSP is then obtained. Note that each local supervisor observes all the events of each local plant. Thus, each event is at least observed by one local supervisor. The undecidability of this restrictive formulation implies the undecidability of formulations of the problem that are more general. The idea of the reduction is explained below: If non-blockingness is not of concern, e.g., when the local sub-alphabets \( \Sigma_k \)’s are mutually disjoint, then DiSSP asks for a tuple \( (S_k)_{k=1}^{n} \) of local finite state supervisors such that \( \emptyset \neq \|_{k=1}^{n}L_m(S_k\|G_k) \subseteq L \). Note that each local closed-loop marked behavior \( L_m(S_k\|G_k) \) has to be \( L_m(G_k) \)-closed and controllable with respect to \( (L(G_k), \Sigma_k\setminus\Sigma_{k,c}) \). Then the instance of the synthesis problem has a solution if and only if for each \( k \in [1,n] \), there exists an \( L_m(G_k) \)-closed and controllable sublanguage \( L_k \) of \( L_m(G_k) \), such that \( \emptyset \neq \|_{k=1}^{n}L_k \subseteq L \). If \( \Sigma_{k,c} = \Sigma_k \) for each \( k \in [1,n] \), then the synthesis problem has a solution if and only if for each \( k \in [1,n] \), there exists a string \( s_k \) in \( L_m(G_k) \) such that \( \emptyset \neq \|_{k=1}^{n}(s_k \cap L_m(G_k)) \subseteq L \). Although the supervisor cannot eliminate the proper prefixes in \( \overline{s_k} \cap L_m(G_k) \),
the plant $G_k$ can eliminate them when $L_m(G_k)$ is constructed to be prefix free (A language is prefix free if each string in it is not a proper prefix of any other string in the same language). With this trick, $s_k \cap L_m(G_k)$ will be equal to the singleton \{s_k\}. In this way, we have the required connection between DSP and DiSSP.

We say $\mathcal{A}$ satisfies condition (C) if there are $i, j \in [1, n]$ and four letters $a, b, c, d \in \Sigma$ such that \{a, b, d\} $\subseteq \Sigma_{i,c}$, \{c, d\} $\subseteq \Sigma_{j,c}$, $(a, c), (b, c) \in I(\Delta(\mathcal{A}))$ and for any $\sigma \in \Sigma \setminus \{a, b, c, d\}$, there exists $k \in [1, n]$ such that $\sigma \in \Sigma_{k,c}$. We have the following result.

**Theorem 4.3.** Let $\mathcal{A} = ((\Sigma_k, \Sigma_{k,c}))_{k=1}^n$ be a fixed distributed control architecture over $\Sigma$ that satisfies condition (C) with the four letters $a, b, c, d$ as above. For each $k \in [1, n]$, if $d \in \Sigma_k$, then let $L_m(G_k) = (\Sigma_k \setminus \{d\})^* d$ and $L(G_k) = L_m(G_k)$; if $d \notin \Sigma_k$, then let $L_m(G_k) = L(G_k) = \Sigma_k^*$. DiSSP is undecidable for the given distributed control architecture $\mathcal{A}$ and local plants $G_k$, $k \in [1, n]$. The undecidability result is still valid even if $L$ is required to be star free.

**Proof:** $\Delta(\mathcal{A})$ is not transitive. It will be shown that for any language $L' \subseteq \{a, b, c\}^*$, $L'$ has a non-empty decomposable sublanguage with respect to $\Delta(\mathcal{A})$ if and only if there exists a solution for the instance of DiSSP with $L = L'd$, for the given $\mathcal{A}$ and local plants $G_k$, $k \in [1, n]$. It then follows that for any distributed control architecture $\mathcal{A}$ that satisfies condition (C), there exist $n$ fixed finite state plants $G_k$, $k \in [1, n]$, such that DiSSP is undecidable. From Theorem 4.1 and the above reduction, the undecidability result is still valid even if $L$ is required to be star free.

Indeed, if for the given $\mathcal{A}$ and $G_k$, $k \in [1, n]$, the instance of DiSSP with $L = L'd$ has a solution, then there exists a tuple $(S_k)_{k=1}^n$ of finite state supervisors over $\mathcal{A}$ such that $\emptyset \neq \|_{k=1}^n L_m(S_k||G_k) \subseteq L$. And then $\|_{k=1}^n L_m(S_k||G_k)$ is a non-empty decomposable sublanguage of $L = L'd$ with respect to $\Delta(\mathcal{A})$. It follows that there exists a word $s \in \{a, b, c, d\}^*$ such that $[s] \subseteq L'd$. Since $(a, d), (b, d), (c, d) \in D(\Delta(\mathcal{A}))$, it follows that $s = s'd$ for some word $s' \in \{a, b, c\}^*$ and $[s] = [s'd] = [s']d \subseteq L'd$. 
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It follows that \([s'] \subseteq L'\), i.e., \(L'\) has a non-empty decomposable sublanguage with respect to \(\Delta(A)\). On the other hand, if \(L'\) has a non-empty decomposable sublanguage with respect to \(\Delta(A)\), then there exists a word \(s \in \{a, b, c\}^*\) such that \(\bigwedge_{k=1}^n P_k(s) \subseteq L'\). Let \(s_k = P_k(s)d\) if \(d \in \Sigma_k\) and \(s_k = P_k(s)\) if \(d \notin \Sigma_k\). It is easy to see that \(\emptyset \neq \bigwedge_{k=1}^n s_k \subseteq L'd = L\). We construct the supervisors \(S_k, k \in [1, n]\), as follows: for each event \(\sigma \in \Sigma\{a, b, c, d\}\), let one of the supervisors \(S_k\) with \(\sigma \in \Sigma_{k,c}\) always disable it, which is possible due to condition \((C)\). It follows that the closed-loop system can only execute events in \([a, b, c, d]\). For the particular \(i, j \in [1, n]\) such that \([a, b, d] \subseteq \Sigma_{i,c} \cap \Sigma_{j,c}\), let supervisor \(S_i\) enforce the execution of closed behavior \(\overline{P_i(s)d}\) by \(G_i\) and let supervisor \(S_j\) enforce the execution of closed behavior \(\overline{P_j(s)d}\) by \(G_j\). All the other supervisors \(S_k\) are not allowed to disable events in \([a, b, c, d] \cap \Sigma_{k,c}\). By construction, \(\emptyset \neq \bigwedge_{k=1}^n L_m(S_k\|G_k) = \bigwedge_{k=1}^n s_k \subseteq L\). Also \(\bigwedge_{k=1}^n (S_k\|G_k)\) is non-blocking.

The negative result established above is also applicable to the more general problem formulation, where both the local plants and the specification are the inputs of the decision problem. **DiSSP**, where the global plant \(G\) is given locally as interacting plants over local sub-alphabets, may be considered as a special case of **DeSSP** [57]. It follows that the above undecidability result immediately implies the undecidability of **DeSSP**\(^5\). In fact, condition \((C)\) easily translates to a sufficient condition for the undecidability of **DeSSP**, for the fixed centralized plant \(\|i=1 G_i\) given in Theorem 4.3. It turns out that only four letters \(a, b, c, d\) are needed in order to establish the undecidability of **DiSSP**. It is still open, when \(\Sigma\) has three letters, whether **DiSSP** is decidable for any given \(A\) over \(\Sigma\) and any local plants. However, it is possible to show that with \(\Sigma = \{a, b\}\), **DiSSP** is always decidable. In fact, it will be shown that for any fixed \(A\) that satisfies the condition that \(\exists i, (\forall j \neq i, |\Sigma_j| = 1)\),

\(^5\)However, this does not imply that our result is stronger than the results of [7], [8], [9]. In [8], the supervisor is not required to be finite state. In [7], uncontrollable events are used. In [9], both the supervisors and the closed loop system are required to satisfy modal (loop) formulas.
**4.3. TOWARDS DECENTRALIZED SUPERVISOR SYNTHESIS**

DiSSP is decidable for any fixed local plants. The following lemma is needed.

**Lemma 4.2.** Given any regular language $L_3$ over $\Sigma_3$ and any regular language $L_2$ over $\Sigma_2 \subsetneq \Sigma_3$, the supremal language $L^*_1$ over $\Sigma_1 := \Sigma_3 \setminus \Sigma_2$ such that $L^*_1 \parallel L_2 \subseteq L_3$ is effectively regular. Indeed $L^*_1 = P_1(L_3 \cap P_2^{-1}(L_2)) \setminus P_1((P_1(L_3 \cap P_2^{-1}(L_2))) \parallel L_2) \setminus L_3$, where $P_1 : \Sigma_3 \mapsto \Sigma_1^*$ and $P_2 : \Sigma_3^* \mapsto \Sigma_2$ are the natural projections.

**Proof:** It is clear that the supremal element $L^*_1$ of $\{ L_1 \subseteq \Sigma_1^* \mid L_1 \parallel L_2 \subseteq L_3 \}$ exists and is unique. For notational convenience, we denote $K = P_1(L_3 \cap P_2^{-1}(L_2)) \subseteq \Sigma_1^*$. On one hand, $(K \setminus P_1((K \parallel L_2) \setminus L_3)) \parallel L_2 = P_1^{-1}(K \setminus P_1((K \parallel L_2) \setminus L_3)) \cap P_2^{-1}(L_2) = (P_1^{-1}(K) \setminus P_1^{-1}(P_1((K \parallel L_2) \setminus L_3))) \cap P_2^{-1}(L_2) \subseteq K \parallel L_2 \setminus ((K \parallel L_2) \setminus L_3)^c \subseteq L_3$. That is, $K \setminus P_1((K \parallel L_2) \setminus L_3) \subseteq L^*_1$.

On the other hand, let $s$ be any word over $\Sigma_1$ such that $\{ s \} \parallel L_2 \subseteq L_3$. Clearly, $\{ s \} \parallel L_2 \subseteq L_3 \cap P_2^{-1}(L_2)$. Thus, $s \in K$. It is not difficult to see that $s \notin P_1((K \parallel L_2) \setminus L_3)$.

In fact, $(K \parallel L_2) \setminus L_3 = ((\{ s \} \cup (K \setminus \{ s \})) \parallel L_2) \setminus L_3 = ((K \setminus \{ s \}) \parallel L_2) \setminus L_3$. Thus, we have $P_1((K \parallel L_2) \setminus L_3) \subseteq P_1((K \setminus \{ s \}) \parallel L_2) \subseteq K \setminus \{ s \}$. It follows that $L^*_1 = \{ s \in (\Sigma_3 \setminus \Sigma_2)^* \mid \{ s \} \parallel L_2 \subseteq L_3 \} \subseteq K \setminus P_1((K \parallel L_2) \setminus L_3)$.

Essentially, Lemma 4.2 computes the unique supremal decomposable sublanguage of $L_3$, when component $L_2$ is fixed. Different techniques for computing different supremal sublanguages that arise in supervisory control theory are also available in the literature [94], [95], [96].

**Proposition 4.4.** DiSSP is decidable, for any fixed distributed control architecture $\mathcal{A}$ that satisfies the condition $\exists i, (\forall j \neq i, |\Sigma_j| = 1)$ and for any fixed local plants $G_k$, $k \in [1, n]$.

**Proof:** Let $\Sigma = \{ a_k \mid k \in [1, n + m] \}$, where $m \geq 0$, and we assume, without loss of generality, $\Sigma_k = \{ a_k \}$ for $k \in [1, n - 1]$ and $\Sigma_n = \{ a_n, \ldots, a_{n+m} \}$. Let $G_k$ be any fixed local plant over $\Sigma_k$, $k \in [1, n]$. Let $L$ be an arbitrary regular language over $\Sigma$. If there is any $k \in [1, n - 1]$ such that $a_k$ is uncontrollable and $G_k$ is blocked,
then there is no solution to the instance of DiSSP. Otherwise the test for the existence of a solution could be carried out as follows: For each \( k \in [1, n-1] \), if \( a_k \) is uncontrollable, let \( S_k \) be a finite state supervisor such that \( L_m(S_k \parallel G_k) = L_m(G_k) \); if \( a_k \) is controllable, let \( S_k \) be a finite state supervisor such that \( L_m(S_k \parallel G_k) = \{s_k\} \), where \( s_k \) is the shortest word of \( L_m(G_k) \). Let \( L_k := L_m(S_k \parallel G_k) \) for \( k \in [1, n-1] \).

We compute the supremal language \( L_n^\uparrow \) such that \( L_1 \parallel L_2 \parallel \ldots \parallel L_{n-1} \parallel L_n^\uparrow \subseteq L \), with Lemma 4.2. It is not difficult to see that the instance of DiSSP has a solution if and only if the supremal controllable and \( L_m(G_n) \)-closed sublanguage of \( L_n^\uparrow \cap L_m(G_n) \) is non-empty, the latter of which is decidable [97].

\( \blacksquare \)

**Remark**: An implication of Proposition 4.4 is that DiSSP is decidable for any \( \mathcal{A} \), with \( \Delta(\mathcal{A}) = (\{a, b\}, \{c\}) \), and any local plants \( G_1, G_2 \). DSP is undecidable for this distribution.

### 4.4 Parameterized Supervisor Synthesis Problem

The standard setup for DiSSP assumes no structural relations between the local plants and supervisors. In this section, an important subclass of DiSSP, where the given local plants are assumed to be isomorphic and the supervisors are required to be isomorphic, is considered.

The idea of parameterized supervisor synthesis is to use instantiated supervisors from a designed supervisor template to control a parameterized family of finite state plants in a uniform manner. In this section, we explore the possibility of parameterized supervisor synthesis in a language based framework. A natural top-down approach for (language based) parameterized supervisor synthesis starts with a schematic regular language (user-given specification) \( L(n) \) (see [59]), parameterized by the number of local plants \( n \), and a plant template \( G \) (represented by a deterministic finite automaton) over the template alphabet) to be controlled; then,
a non-empty specification template $T$ is synthesized such that the composition of $n$ isomorphic copies of $T$ satisfies the specification $L(n)$, for any $n \geq 2$; finally, a supervisor template $S$ is synthesized according to the specification template $T$ and plant template $G$.

It will be shown that the problem of determining whether there exists a non-empty specification template $T$ as above, i.e., the specification template synthesis problem (STSP), is undecidable. Indeed, the result holds even when $L(n)$ is required to be symmetric and star free for each $n$, as long as the template alphabet has at least two private events. Note that any reasonable modeling formalism is capable of expressing two private events. So this undecidability result is rather strong. Moreover, STSP is a parameterized version of DSP. The above result is then used to establish the undecidability of a natural formulation of parameterized supervisor synthesis problem (without being restricted to the top-down approach). Some further terminology and notations are introduced below to facilitate the proof.

Let $\Sigma_T = \Sigma_g \cup \Sigma_p$ be the template alphabet [98], where $\Sigma_g$ is the global event set and $\Sigma_p$ is the private event set. A distribution $\Delta_T(n) = (\Sigma_i)_{i=1}^n$ of size $n$ based on template alphabet $\Sigma_T$ is a distribution of $\Sigma(n) := \bigcup_{i=1}^n \Sigma_i$, where $\Sigma_i = \Sigma_g \cup (\Sigma_p \times \{i\})$ for every $i \in [1,n]$. Let $h_i : \Sigma_T \mapsto \Sigma_i$ be a bijective map that maps events in $\Sigma_T$ to events in $\Sigma_i$ for each $i \in [1,n]$, such that $h_i(\sigma) = \sigma$, if $\sigma \in \Sigma_g$ and $h_i(\sigma) = (\sigma, i)$, if $\sigma \in \Sigma_p$. To simplify the notation, $(\sigma, i)$ is denoted by $\sigma_i$. Depending on the context, $h_i$ may also be regarded as a bijective map from $\Sigma_T^*$ to $\Sigma_i^*$ or a bijective map from $2^{\Sigma_T^*}$ to $2^{\Sigma_i^*}$. A language $L$ over $\Sigma(n)$ is said to be symmetric with respect to $\Delta_T(n)$ if $\forall i, j \in [1,n], h_i^{-1}(P_i(L)) = h_j^{-1}(P_j(L))$.

**Problem 6** (Specification Template Synthesis Problem). Let $\Sigma_T = \Sigma_g \cup \Sigma_p$ be a fixed template alphabet. For an arbitrary schematic regular language $L(n)$ over $\bigcup_{i=1}^n \Sigma_i$ parameterized by $n$, where $\Sigma_i$’s are isomorphic copies of the template alphabet $\Sigma_T$, i.e., $\Sigma_i = h_i(\Sigma_T)$, determine whether there exists a non-empty specification template
Lemma 4.3. There exist two star free languages \( L_f(n) \) and \( L_g(n) \) over \( \Sigma(n) \) such that \( [L_f(n)]^c = [W_f(n)] \) and \( [L_g(n)]^c = [W_g(n)] \) with respect to \( I(n) \); and moreover, \( L(n) = \Sigma(n)^* \setminus (L_f(n) \cup L_g(n)) \) is symmetric with respect to \( \Delta_T(n) \) and star free, for each \( n \geq 2 \).

Proof: The construction spirit described in [89] is adopted here and the following sets are constructed, whose union defines \( L_f(n) \). The basic idea is that there are a finite number of rules which determine whether a word \( s \in \Sigma(n)^* \) is in \( [W_f(n)] \). They are listed below. A word \( s \in [W_f(n)] \) if and only if the following conditions hold,

1. for each \( i \), letters from each \( A_i \) must appear in \( s \);
2. for each \(i\), no letter of \(B_i\) comes before letters of \(A_i\);

3. for each \(i, j\), \(h_i^{-1}(P_{A_i}(s)) = h_j^{-1}(P_{A_j}(s))\), where \(P_{A_i} : \Sigma(n)^* \to A_i^*\) is the natural projection;

4. for each \(i, j\), \(h_i^{-1}(P_{B_i}(s)) = h_j^{-1}(P_{B_j}(s))\), where \(P_{B_i} : \Sigma(n)^* \to B_i^*\) is the natural projection;

5. for each \(i, j\), \(h_i^{-1}(P_{A_i}(s))\) matches \(h_i(f(w))\) in the form of \(h_i(wf(w))\) with \(h_i(w) \in A_i^*\) and \(h_i(f(w)) \in B_i^*\) for some \(w \in A^+\).

A regular language \(L_i(n)\) is then constructed such that each word in its trace closure \([L_i(n)]\) violates condition (i), for each \(i \in [1, 5]\). It follows that the complement of the union of \([L_i(n)]\)'s \((i \in [1, n])\) will be the set of words satisfying all conditions, i.e., the set \([W_f(n)]\). Then by setting \(L_f(n) = \bigcup_{i=1}^{5} L_i(n)\), in view of the property that trace closure distributes over union, it follows that \([L_f(n)]^c = \bigcup_{i=1}^{5} [L_i(n)]^c = \bigcap_{i=1}^{5} [L_i(n)]^c = [W_f(n)]\). The constructions of \(L_i(n)\)'s are given below.

1. Let \(L_1(n) := \bigcup_{i=1}^{n} \left( \bigcup_{j \in [1, n], j \neq i} A_j \cup (\bigcup_{k=1}^{n} B_k) \right)^*\), the complement of whose trace closure ensures that each word contains letters from each \(A_i\).

2. Let \(L_2(n) := \bigcup_{i=1}^{n} \Sigma(n)^* B_i \Sigma(n)^* A_i \Sigma(n)^*\), the complement of whose trace closure ensures that, for each \(i \in [1, n]\), no letter of \(B_i\) comes before letters of \(A_i\).

3. Regarding the third condition, let

\[
L_3(n) := \bigcup_{i,j \in [1, n], i \neq j} \left( \bigcup_{k \in [1, n], k \neq i \land k \neq j} A_k \right)^* (A_i A_j)^*(A_i^+ \cup A_j^+) \cup (A_i A_j)^* \{ yy' | y \in A_i \land y' \in A_j \land y' \neq h_j(h_i^{-1}(y)) \} (A_i A_j)\right)^* (\bigcup_{k=1}^{n} B_k)^*.
\]

The meaning of \(L_3(n)\) can be explained as follows. Two integers \(i\) and \(j\) in \([1, n]\) with \(i \neq j\) are arbitrarily picked, and due to the independence relation \(I(n)\),
all other $A_k$’s can be moved to the leftmost position, and all $B_k$’s (including $B_i$’s and $B_j$’s) to the rightmost position. The expression in the square bracket is to enumerate two cases which lead to $h_i^{-1}(P_{A_i}(s)) \neq h_j^{-1}(P_{A_j}(s))$. These are: (1) more letters from $A_i$ or more letters from $A_j$ appear in $s$, which is captured by the expression $(A_i A_j)^* (A_i^+ \cup A_j^+)$; (2) an equal number of letters from both $A_i$ and $A_j$ but some do not match, i.e., there exist $y \in A_i$ and $y' \in A_j$ such that $y$ is paired with $y'$ but $y' \neq h_j(h_i^{-1}(y))$.

4. Similarly a regular language $L_4(n)$ could be constructed, the complement of whose trace closure ensures the fourth condition:

$$L_4(n) := \bigcup_{i,j \in [1,n]: i \neq j} (\bigcup_{k \in [1,n]: k \neq i} A_k)^* (B_i B_j)^* (B_i^+ \cup B_j^+) \cup (B_i B_j)^* \{yy' \mid y \in B_i \land y' \in B_j \land y' \neq h_j(h_i^{-1}(y))\}(B_i B_j)^* (\bigcup_{k \in [1,n]: k \neq i \land k \neq j} B_k)^*.$$ 

5. To come up with $L_5(n)$ for the last condition the following construction is performed:

$$L_5(n) = \bigcup_{i,j \in [1,n]: i \neq j} (\bigcup_{k \in [1,n]: k \neq i} A_k)^* [\{xs \mid x \in A_i \land s \in B_j^* \land |s| = |f_i(x)|\}] A_i^* \cup B_j^+) \cup \{xs \mid x \in A_i \land s \in B_j^* \land |s| = |f_i(x)| \land s' \neq h_j(h_i^{-1}(f_i(x))))\{xs \mid x \in A_i \land s \in B_j^* \land |s| = |f_i(x)|\}]^*(\bigcup_{k \in [1,n]: k \neq i \land k \neq j} B_k)^*.$$ 

By condition (4) it is known that the word in $B_i^*$ and the word in $B_j^*$ are isomorphic. Thus, the word in $B_j^*$ is used to compare with the word in $A_i^*$. The main construction is similar to the constructions for $L_3(n)$ and $L_4(n)$, i.e., all cases that violate condition (5) are enumerated, which are described in the square bracket. That is: either more letters from $A_i$ (but note that the matching is from one letter in $A_i$ to a word in $B_i^*$ instead of one letter in $A_i$ to one letter in $B_i$ due to the usage of $f_i : A_i^* \to B_i^*$) or more letters from $B_j$ (which corresponds to $B_i$ due to condition (4)) will violate the matching
condition, or the number of letters from \(A_i\) and the number of letters from \(B_j\) match with each other, but some \(y \in A_i\) does not match \(s' \in B_j^*\) in the sense that \(s' \neq h_j(h_i^{-1}(f_i(y)))\).

It can be shown that all above five languages are indeed star free. Our first observation is that for any alphabet \(\Sigma' \subseteq \Sigma(n)\), \(\Sigma'^*\) is star free. The star freeness of \(\Sigma'^a\) follows from the fact that \((\emptyset^c(\Sigma(n) \cap \Sigma'^a)\emptyset^c)^c\). This immediately implies that \(L_1(n)\) and \(L_2(n)\) are star free. And \((\bigcup_{k \in [1,n]:k \neq i\land k \neq j} A_k)^*\) and \((\bigcup_{k=1}^n B_k)^*\) are also star free. \(A_i^+\) is star free since \(A_i^+ = A_i A_i^*\): \(\{yy' \mid y \in A_i \land y' \in A_j \land y' \neq h_j(h_i^{-1}(y))\}\) is by construction a finite language, thus also star free. The star freeness of \(A_i A_j\)^* follows from the fact that \((A_i A_j)^* = ((\Sigma(n) \setminus A_i)\emptyset^c \cup \emptyset^c(\Sigma(n)^2 \setminus (A_i A_j \cup A_j A_i))\emptyset^c \cup \emptyset^c(\Sigma(n) \setminus A_j))^c\), which is similar to the construction of the star free expression for \((ab)^*\). It follows that \(L_3(n)\) is star free. Similarly, \(L_4(n)\) is also star free. To show that \(L_5(n)\) is star free, we only need to show \(\{xs \mid x \in A_i \land s \in B_j^* \land |s| = |f_i(x)|\}\)^* is star free. A star free expression for \(\{xs \mid x \in A_i \land s \in B_j^* \land |s| = |f_i(x)|\}\)^* is 
\[
(((\Sigma(n) \setminus \bigcup_{i=1}^n A_i)\emptyset^c \cup \bigcup_{x \in A_i} \emptyset^c(x\Sigma(n)^{[|f_i(x)|-1]} \cup \bigcup_{x \in A_i} \emptyset^c(x(\Sigma(n)\setminus[f_i(x)]\setminus B_j^{|f_i(x)|}))\emptyset^c \cup \bigcup_{x \in A_i} \emptyset^c(xB_j^{|f_i(x)|})\Sigma(n) \setminus \bigcup_{i=1}^n A_i)\emptyset^c)^c.
\]

A more straightforward approach for showing the above languages star free is to provide linear temporal logic formulas or, equivalently, first order logic formulas, that define them [73]. For \(\{xs \mid x \in A_i \land s \in B_j^* \land |s| = |f_i(x)|\}\)^*, we remark that a linear temporal logic formula or first order logic formula can be used to express the following properties: 1) the element of the first position shall not be an element of \(\Sigma(n) \setminus \bigcup_{i=1}^n A_i\); 2) for each position whose corresponding element \(\sigma\) belongs to \(A_i\), the next \(|f_i(\sigma)|\) positions correspond to elements from \(B_j\) and the element of the \((|f_i(\sigma)| + 1)\)-th position shall not be an element of \(\Sigma(n) \setminus \bigcup_{i=1}^n A_i\). It follows that \(L_f(n)\) is star free language. Now by suitably enlarging \(L_f(n)\) it is possible to make it become symmetric with respect to \(\Delta_T(n)\) while preserving \([L_f(n)]^c = [W_f(n)]\) and the star freeness of \(L_f(n)\). Indeed, the relative positions of the subwords
\( s^f_1(w) \) in \( s(n) := s^f_1(w)s^f_2(w) \ldots s^f_n(w) \) do not make a difference in \([W_f(n)]\) due to the independence relation \( I(n) \). Thus, any procedure to construct \( L_f(n) \) could be extended to a procedure that constructs a symmetric \( L_f(n) \), by taking the union of \( n! \) copies of \( L_f(n) \) with indexes permuted. The meaning of index permutation is formalized by a permutation \( \pi : [1, n] \mapsto [1, n] \). Abusing the notation, we write \( \pi(\sigma_i) = \sigma_{\pi(i)} \) for any \( \sigma \in \Sigma_p \), for any \( i \in [1, n] \) and extend \( \pi \) to a homomorphism between words and languages over \( \bigcup_{i=1}^n (\Sigma_p \times \{i\}) \). Similarly, a symmetric and star free \( L_g(n) \) can be constructed in this manner, by replacing every occurrence of \( f \) with \( g \) throughout the expression for \( L_f(n) \). By construction, both of the new \( L_f(n) \) and \( L_g(n) \) are invariant under index permutation, i.e., for any permutation \( \pi \), \( \pi(L_f(n)) = L_f(n) \) and \( \pi(L_g(n)) = L_g(n) \). Thus, \( L(n) = \Sigma(n)^* \setminus (L_f(n) \cup L_g(n)) \) is also invariant under index permutation. Invariance under index permutation is stronger than symmetry property. It follows that \( L(n) \) is also symmetric with respect to \( \Delta_T(n) \). Clearly, \( L(n) \) is also star free.

Now it is possible to establish the undecidability of \( \text{STSP} \).

**Theorem 4.4.** \( \text{STSP} \) is undecidable if \( \Sigma_T \) has at least two private events. The undecidability result holds even when \( L(n) \) is required to be symmetric with respect to \( \Delta_T(n) \) and star free, for each \( n \geq 2 \).

*Proof:* Let \( A, B \) be two disjoint alphabets. Any instance of Post’s Correspondence Problem (PCP) [32], [89] is encoded by two homomorphisms \( f, g : A^* \mapsto B^* \).

The given PCP instance has a solution if and only if \( \exists w \in A^+, f(w) = g(w) \).

Let \( \Sigma_T = A \cup B \) be a template alphabet with \( \Sigma_T = \Sigma_p \) and \( h_i : \Sigma_T \mapsto \Sigma_i \) be the bijective map. For each \( n \geq 2 \), the star free language \( L(n) \) over \( \Sigma(n) \) is constructed, which is symmetric with respect to \( \Delta_T(n) \), from \( L_f(n) \) and \( L_g(n) \) that are constructed, respectively, from \( W_f(n) = \{ s^f_1(w)s^f_2(w) \ldots s^f_n(w) \mid w \in A^+ \} \) and \( W_g(n) = \{ s^g_1(w)s^g_2(w) \ldots s^g_n(w) \mid w \in A^+ \} \) as in Lemma 4.3. It will be shown that \( \exists w \in A^+, f(w) = g(w) \) if and only if there exists a non-empty specification template
4.4. PARAMETERIZED SUPERVISOR SYNTHESIS PROBLEM

Let $T \subseteq \Sigma_T^*$ such that $\|_{\text{i}=1}^n h_i(T) \subseteq L(n)$, for any $n \geq 2$.

Suppose $w_0 \in A^+$ such that $f(w_0) = g(w_0)$. Then clearly, $s_i^I(w_0) = h_i(w_0 f(w_0)) = h_i(w_0 g(w_0)) = h_i^I(w_0 g(w_0)) = s_i^I(w_0)$ for each $i \in [1, n]$ and it follows that $s_i^I(w_0) s_i^I(w_0) \cdots s_i^I(w_0) = s_i^I(w_0) s_i^I(w_0) \cdots s_i^I(w_0) \forall n \geq 2$. It follows that $s(n) = s_i^I(w_0) s_i^I(w_0) \cdots s_i^I(w_0) \in W_f(n) \cap W_g(n) \subseteq [W_f(n) \cap [W_g(n)] = \Sigma(n)^* \setminus [L_f(n) \cup L_g(n)] \subseteq L(n)$ and at the same time $[s(n)] \subseteq [W_f(n) \cap W_g(n)] \subseteq [W_f(n) \cap [W_g(n)] \subseteq L(n)$, for any $n \geq 2$.

In view of Lemma 2.3, this implies $\|_{i=1}^n P_i(s(n)) \subseteq L(n)$, where $P_i : \Sigma(n)^* \rightarrow \Sigma_i^*$ is the natural projection. The special form $s(n) = s_i^I(w_0) s_i^I(w_0) \cdots s_i^I(w_0)$ ensures that $\forall i \in [1, n], P_i(s(n)) = h_i(w_0 f(w_0))$. By setting $T = \{w_0 f(w_0)\} \subseteq \Sigma_T^*$, it follows that $\|_{i=1}^n h_i(T) \subseteq L(n)$, for any $n \geq 2$.

On the other hand, suppose $T_0$ is a non-empty specification template over $\Sigma_T$ such that $\|_{i=1}^n h_i(T_0) \subseteq L(n)$, for any $n \geq 2$. Since $\|_{i=1}^n h_i(T_0)$ is trace closed with respect to $I(n)$ by Lemma 2.5, it follows that $\|_{i=1}^n h_i(T_0)$ is a non-empty subset of the supremal trace closed sublanguage of $L(n)$, i.e., $\|_{i=1}^n h_i(T_0) \subseteq [L(n)^*]^c = \Sigma(n)^* \setminus [L_f(n) \cup L_g(n)] = [W_f(n) \cap [W_g(n)]$. Let $s$ be any word of $[W_f(n) \cap [W_g(n)]$. There exist $w_0, w_1 \in A^+$ such that $P_i(s) = s_i^I(w_0) = s_i^I(w_1)$ for $i \in [1, n]$. This implies that $s_i^I(w_0) s_i^I(w_0) \cdots s_i^I(w_0) = s_i^I(w_1) s_i^I(w_1) \cdots s_i^I(w_1) \in W_f(n) \cap W_g(n)$ and then $s \in \|_{i=1}^n P_i(s) \subseteq [W_f(n) \cap W_g(n)]$. It follows that $W_f(n) \cap W_g(n) \neq \emptyset$ and therefore $\exists w \in A^+, f(w) = g(w)$.

We finally note that the alphabets $A$ and $B$ can be encoded with the set $\{a, b\}$ \cite{86}, \cite{89}. Thus, the above reduction works if $\Sigma_T$ has at least two private events. 

Any reasonable modeling formalism is capable of expressing two private events. So the above undecidability result is rather strong. By reduction from the undecidability of STSP, we are now able to establish the undecidability of a natural formulation of PSSP (without being restricted to the top-down approach), to be formally defined below.

**Problem 7** (Parameterized Supervisor Synthesis Problem). Let $\Sigma_T$ be a fixed tem-
plate alphabet and let $\Sigma_{T,c} \subseteq \Sigma_T$ be a fixed sub-alphabet. Let $G$ be a fixed finite state plant template over $\Sigma_T$. For an arbitrary schematic regular language $L(n) \subseteq \Sigma(n)^*$, determine whether there exists a supervisor template $S$ over $\Sigma_T$, where $S$ observes all of $\Sigma_T$ and controls all of $\Sigma_{T,c}$, such that for any $n \geq 2$: 1) $\|S_i\|G_i$ is non-blocking, and 2) $\emptyset \neq \|S_i\|L_m(G_i) \subseteq L(n)$. Here each $S_i$ (respectively, $G_i$) over $\Sigma_i$ is an isomorphic copy of $S$ (respectively, $G$) and $\Sigma_i$ is an isomorphic copy of $\Sigma_T$.

**Theorem 4.5.** Let $\Sigma_T$ and $\Sigma_{T,c}$ be given such that there are two private events $a, b$ and one global event $g$ with $\{a, b, g\} \subseteq \Sigma_{T,c}$. Let $G$ be a fixed finite state plant template such that $L_m(G) = (a + b)^*g$ and $L(G) = L_m(G)$. PSSP is undecidable in this setting, even if $L(n)$ is required to be symmetric with respect to $\Delta_T(n)$ and star free, for each $n \geq 2$.

Proof: Let $\Sigma'_T = \{a, b\}$ and $h'_i : \{a, b\} \mapsto \{a_i, b_i\}$ be the corresponding bijective map. Let $L'(n)$ be an arbitrary schematic regular language over $\bigcup_{i=1}^n \{a_i, b_i\}$. Similar to the proof of Theorem 4.3, there exists a non-empty specification template $T' \subseteq \{a, b\}^*$ such that $\|h'_i(T') \subseteq L'(n)$ for each $n \geq 2$ if and only if there exists a solution for the instance of PSSP with $L(n) = L'(n)g$, for the given alphabets $\Sigma_T$, $\Sigma_{T,c}$ and plant template $G$. From Theorem 4.4 and the above reduction, the undecidability result is still valid even if $L(n)$ is required to be symmetric with respect to $\Delta_T(n)$ and star free, for each $n \geq 2$. ■

The above proof also works for the setting when $n$ is a fixed integer, for any $n \geq 2$, or there is an upper bound on the number of plants [99]. It is noteworthy that only global and private events are needed in our problem formulation. Templates with only global and private events are very limited in expressiveness, since the problems of verifying state reachability and non-blocking properties are decidable for these templates [98], [100]. We will turn to a state based parameterized supervisor synthesis approach in the next chapter. Note that the undecidability of the language based approach cannot be translated to an undecidability result for the state based
approach, for templates with global and private events, since the global schematic specification used in our language based approach in general cannot be decomposed into a template.

4.5 Discussions

As a step towards a better understanding of the boundary between the decidability and undecidability of the decentralized supervisor synthesis problem (including the distributed supervisor synthesis problem), we have provided a sufficient condition for the undecidability based on the decentralized control architecture (distributed control architecture) in Section 4.3. It turns out that only four symbols are needed to establish the undecidability. In our current formulation of the distributed supervisor synthesis problem, each local supervisor observes the alphabet of exactly one local plant. It is of interest to study the decidability in a more general setup, where each local supervisor can possibly observe and control more than one local plant and each local plant can possibly be observed and controlled by more than one local supervisor. A sufficient condition for the undecidability in this general formulation can also be readily obtained. However, there is still a large gap between what is known to be decidable and what is known to be undecidable. Up to now, the “seed” undecidable problem that we have used for reduction is the decomposable sublanguage problem. It may be profitable to investigate a weak sufficient condition for the undecidability by a reduction from the joint observability problem, since a characterization of its decidability is available (Section 4.2).

The condition for the undecidability of the distributed supervisor synthesis problem is relatively mild. Thus, instead of identifying a decidable fragment of the synthesis problem, a practically more promising approach is to develop efficient approximation algorithms or semi-algorithms for synthesizing distributed supervisors.
The heuristics developed in Section 4.1.2 for computing decomposable sublanguages and trace closures of regular languages are potentially beneficial for that purpose.

The sufficient condition obtained for the undecidability of the language based parameterized supervisor synthesis problem seems to be quite weak. The synchronization mechanism of global events is restrictive. In fact, this class of parameterized systems is even unrealistic for modeling most systems involving low level behaviors and more discussions about the expressive power of these systems shall be carried out in the next chapter. However, the undecidability result for such a weak class of parameterized systems may indicate that any more expressive models would also have an undecidable synthesis problem. It is thus of particular interest to develop approximation algorithms and semi-algorithms for solving parameterized supervisor synthesis problem. In the next chapter, we shall turn to a state based parameterized supervisor synthesis framework, where the property to be enforced is that of state avoidance.
Parameterized systems such as telecommunication protocols and sensor networks, where an indefinite number of instantiations of the same finite state template interact in order to fulfill some goals, are becoming more and more pervasive and critical in modern society. However, the correctness of parameterized systems is in general rather difficult to analyze, due to the algorithmic undecidability and high computational complexity [59], [63], [101]. The fundamental problem of reachability is known to be undecidable for many classes of parameterized systems [63]. Both the model checking and parameterized supervisor synthesis problems are also undecidable for these classes of parameterized systems, via a reduction from the reachability problem [59], [61], [62]. In order to identify decidable fragments of the parameterized supervisor synthesis problem, it is natural to first identify subclasses of parameterized systems where the reachability problem is decidable. This chapter is mainly devoted to symbolic reachability analysis in the framework of regular model checking, where sets of states are represented by regular languages and system successor relations by regular relations [92], [102], [103], [104], [105], [106], [107]. Regular
model checking has been proposed as a generic symbolic framework for algorithmic verification of infinite state systems based on automata theory. The most fundamental problem considered in this framework is (symbolic) state space exploration, which relies on computing the reflexive and transitive closure of the (system) successor relations, i.e., computing the (system) reachability relations. However, symbolic reachability relations of most parameterized systems are either not effectively computable or non-regular. Partial algorithms for computing (over-approximations of) system reachability relations have been well investigated, using the techniques of widening [92], [106], inference of regular languages [108], abstraction-refinement of automata [109] and etc. [102], [110], [111].

In this work, we identify a class of parameterized systems whose symbolic reachability relations are effectively regular. The modules of each system are instantiated from a globally synchronized template, which is represented by a finite state automaton whose event set consists of global and private events, by a relabeling of the private events. All isomorphic modules in the system must synchronize on common global events while each private event is allowed to be executed independently. The class of globally synchronized templates is potentially useful for high level logic modeling of formation switching protocols in multi-agent systems [112], where the tick of clock and formation switching events are essentially global. The tick event “t” can be treated as global since usually a global clock is available or the local clocks have already been synchronized in multi-agent systems. Formation switching events usually need to be executed simultaneously to ensure safety during the formation transition phases and thus can be considered as global. To implement simultaneous formation switching, low level communication protocols are usually needed for negotiation and ensuring fault tolerance under agent failures, e.t.c., which shall not be the concern of and cannot be modeled by the high level formation switching protocols. A toy example of a globally synchronized template modeling the control
logic for a team of UAVs (Unmanned Aerial Vehicles) is shown in Fig. 5.1, where \( \Sigma_g = \{ t, g \} \) and \( \Sigma_p = \{ r, b, s \} \). Here event \( b \) denotes the breakdown of an UAV, event \( r \) denotes the repair of an UAV, event \( s \) denotes the start of surveillance mode and event \( g \) denotes the global event of returning to the base station in formation.

[98] studies several verification and control problems for these systems. It is shown there that with a quotient construction, state reachability test, system-blocking and system-deadlock freeness verification problems are all decidable. Later in [100], algorithms that avoid explicit synchronization of modules are developed to verify component-level as well as system-level deadlock freeness and blocking freeness properties, in an attempt to reduce the verification complexity. Given \( n \) isomorphic modules, an algorithm is also provided in [98] that determines, for an arbitrary regular language specifying the legal behavior of \( n \) modules, the existence of \( n \) isomorphic local supervisors that ensures the language equivalence of the closed-loop system and the specification. If the marked behavior of the closed-loop system is allowed to be a non-empty subset of the global specification, then the decision problem becomes undecidable [65], as shown in Section 4.4. A more natural and efficient alternative is to synthesize a state-based supervisor that solves the parameterized control problem in a uniform manner, regardless of the number of isomorphic modules in the system [64].
The results and contributions of this chapter are as follows: we obtain a characterization of the expressive power of these systems in terms of their symbolic reachability relations and show that they correspond exactly to the set of iteration-closed finite unions of atomic star expressions over $S \times S$, where $S$ is the finite state set of the template. More specifically, we show that the reachability relations of these systems are effectively iteration-closed finite unions of atomic star expressions, and for any iteration-closed finite union of atomic star expressions, there exists a template with only global events that realizes it, i.e., the reachability relation of this template is equal to the given iteration-closed finite union of atomic star expressions. In this work, we propose to use symbolic reachability relations for characterizing the expressive power of parameterized systems. This is motivated by the following considerations: 1) parameterized systems can be viewed as transducers that compute symbolic reachability relations, i.e., devices that provide output states when given input states. Relational characterization of computation has also been explored in [113], [114]; 2) symbolic reachability relations can potentially be used for comparing different classes of parameterized systems. It may be used to provide an explanation why some protocols cannot be modeled using certain classes of parameterized systems, by computing the set of reachable states. For example, globally synchronized templates cannot be used for modeling mutual exclusion protocol, since the set of reachable states is a finite union of atomic star expressions over $S$ (a corollary of the characterization result). If an isomorphic module is in the critical section, then any other module can also be in the critical section at the same time; 3) symbolic reachability relations are fundamental to model checking. To the best of our knowledge, this is the first available result in characterizing the expressive power of classes of parameterized systems using symbolic reachability relations. We also perform symbolic reachability analysis for systems allowing entrance and exit of modules. For each template, regular expressions representing the sets of bad
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states for various notions of deadlock and blocking properties are shown. It is then possible to compute these sets of reachable bad states and identify the minimum numbers of isomorphic modules that may cause the violations of these properties. A symbolic technique for computing the supremal non-blocking supervisor that enforces state avoidance property is then developed in the framework of regular model checking.

This chapter is organized as follows. Section 5.1 is devoted to miscellaneous preliminaries that are necessary for the understanding of this chapter. In Section 5.2.1, we formally define globally synchronized templates and set up the symbolic framework. The main expressiveness characterization result is obtained in Section 5.2.2. We then consider dynamic systems allowing entrance and exit of modules in Section 5.2.3. The applications of symbolic reachability analysis to the model checking problems, including the verification of various deadlock and blocking freeness properties, are shown in Section 5.2.4. The technique of regular supervisor synthesis is then developed in Section 5.3. Section 5.4 is devoted to the discussions.

5.1 Miscellaneous Preliminaries

We use \( w_1 \uplus w_2 := \{u_1v_1u_2v_2\ldots u_kv_k \mid w_1 = u_1u_2\ldots u_k, w_2 = v_1v_2\ldots v_k, u_i, v_i \in \Sigma^* \} \) to denote the shuffle of two strings \( w_1 \) and \( w_2 \), and similarly \( L_1 \uplus L_2 := \bigcup_{w_1 \in L_1, w_2 \in L_2} w_1 \uplus w_2 \) for the shuffle of two languages \( L_1, L_2 \). The \textit{commutative closure} \( [w]_\uplus \) of a string \( w = \sigma_1\sigma_2\ldots\sigma_n \), where \( \sigma_i \in \Sigma \), is the set \( \sigma_1 \uplus \sigma_2 \ldots \uplus \sigma_n \).

The commutative closure \( [L]_\uplus \) of \( L \) is defined to be \( \bigcup_{w \in L} [w]_\uplus \). \( L \) is said to be closed under commutation if \( [L]_\uplus = L \). The Cartesian product of \( A \) and \( B \) is denoted by \( A \times B \). Given a set \( U \), for a relation \( R \subseteq U \times U \), its inverse \( R^-1 \) is \( \{(u,u') \in U \times U \mid (u',u) \in R\} \). For two relations \( A,B \subseteq U \times U \), their relational composition (in that order) is \( A \circ B = \{(u,u'') \in U \times U \mid \exists u' \in U, (u,u') \in A, (u',u'') \in B\} \).
A \land (u', u'') \in B\). The \(i\)th iteration power \(R^{(i)}\) of \(R\) is defined inductively by \(R^{(0)} := \{(u, u) \mid u \in U \times U\}\), and \(R^{(i+1)} := R^{(i)} \circ R\) for \(i \geq 0\). \(R^{(0)}\) is the diagonal relation over \(U\), denoted by \(\text{copy}(U)\), and is the identity for relational composition, i.e., \(R \circ \text{copy}(U) = \text{copy}(U) \circ R = R\) for any relation \(R \subseteq U \times U\). \(R^{(i)}\) stands for the reflexive and transitive closure, or the iteration closure, of \(R\), i.e., \(R^{(\omega)} := \bigcup_{i=0}^{\infty} R^{(i)}\). \(R\) is said to be iteration-closed if \(R^{(\omega)} = R\). Recall that an automaton \(G\) over \(\Sigma\) is a \(5\)-tuple \((S, \Sigma, \delta, S_i, S_f)\), or a \(3\)-tuple \((S, \Sigma, \delta)\) when \(S_i, S_f\) are not important. For each \(a \in \Sigma\), we use \(E_a := \{(s, s') \in S \times S \mid (s, a, s') \in \delta\}\) to denote the successor relation (of \(G\)) associated with \(a\), for each event \(a \in \Sigma\). Thus, \(G\) is also given as \((S, \Sigma, \{E_a \mid a \in \Sigma\}, S_i, S_f)\). We call \(E_G := \bigcup_{a \in \Sigma} E_a\) the (system) successor relation and \(E_G^{(s)}\) the (system) reachability relation of \(G\). Let \(G^T := (S, \Sigma, \{E_a^{-1} \mid a \in \Sigma\}, S_f, S_i)\) denote the transposed automaton of \(G\). The successor relation of \(G^T\) is \(E_{G^T} = E_G^{-1} = \bigcup_{a \in \Sigma} E_a^{-1}\). The reachability relation \((E_G^{-1})^{(s)}\) of \(G^T\) is the co-reachability relation of \(G\). \(G\) is said to be non-blocking if \(E_G^{(s)}[S_i] \subseteq (E_G^{-1})^{(s)}[S_f]\). Let \(S(a) := \{s \in S \mid \exists s' \in S, (s, s') \in E_a\}\) denote the subset of states (of \(G\)) out of which there exists a transition labeled by \(a\). For each state \(s \in S\), let \(\Sigma(s)\) be the set of events labeling the transitions out of state \(s\), i.e. \(\{a \in \Sigma \mid \exists s', (s, s') \in E_a\}\). For \(\Sigma' \subseteq \Sigma\), let \(S_{\Sigma'}\) be the set of states out of which there are only transitions labeled by events of \(\Sigma'\), i.e., \(S_{\Sigma'} := \{s \in S \mid \emptyset \neq \Sigma(s) \subseteq \Sigma'\}\). Let \(S^\perp\) denote the set of deadlocked states, i.e., \(S^\perp := \{s \in S \mid \Sigma(s) = \emptyset\}\).

We will mainly work with the free monoids \(S^*\) and \((S \times S)^*\) generated by \(S\) and \(S \times S\) respectively, the latter monoid being embedded\(^1\) in \(S^* \times S^*\). A relation \(R\) over \(S^*\) is said to be length-preserving if whenever \((w_1, w_2) \in R \subseteq S^* \times S^*\), we have \(|w_1| = |w_2|\), i.e., \(R \subseteq (S \times S)^*\). We shall only focus on length-preserving relations in this work. A (length-preserving) relation \(R \subseteq (S \times S)^*\) is said to be regular iff \(R\) is a regular language over the alphabet \(S \times S\). The class of regular

---

\(^1\)We shall identify \((S \times S)^*\) with \(\{(w_1, w_2) \in S^* \times S^* \mid |w_1| = |w_2|\} \subseteq S^* \times S^*\) and not distinguish monoids that are isomorphic in this work.
(length-preserving) relations is closed under intersection and relational composition. Every regular relation \( R \subseteq (S \times S)^* \) is recognized by a finite state automaton over \( S \times S \), often called a finite state transducer. For \( L \subseteq S^* \), the image of \( L \) under the transduction of \( R \) is \( R[L] = \{ w \in S^* \mid \exists w' \in L, (w', w) \in R \} \). Given a regular relation \( R \subseteq (S \times S)^* \) and a regular language \( L \) over \( S \), \( R[L] \) is effectively regular [72]. We call the relations in \( \text{Star}(S \times S) := \{ D^* \mid \emptyset \neq D \subseteq S \times S \} \) the atomic star expressions over \( S \times S \). \( \text{Star}(S \times S) \) is a finite set since \( S \times S \) is a finite set. \( \bigcup \text{Star}(S, S) \) is used to denote the collection of finite unions of atomic star expressions over \( S \times S \). Since there are only a finite number of different unions of atomic star expressions over \( S \times S \), \( \bigcup \text{Star}(S, S) \) is also a finite set. Clearly \( \text{copy}(S^*) = \text{copy}(S)^* \subseteq (S \times S)^* \) is an atomic star expression over \( S \times S \). Every regular relation \( R \subseteq (S \times S)^* \) is recognized by a finite state automaton over \( S \times S \), often called a finite state transducer.

The algebraic structure \((2^{U \times U}, \cup, \circ, ^*\circ, \emptyset, \text{copy}(U))\) is a Kleene algebra [115]. Thus, we have the following result.

**Lemma 5.1.** Let each \( R_i \) be a relation over \( U \). It holds that \((\bigcup_{i \in [1, k]} R_i)^{\circ\circ} = (R_k^{\circ\circ} \circ R_{k-1}^{\circ\circ} \circ \ldots \circ R_1^{\circ\circ})^{\circ\circ}\).

**Proof:** Clearly, \( R_i \subseteq R_k^{\circ\circ} \circ R_{k-1}^{\circ\circ} \circ \ldots \circ R_1^{\circ\circ} \) for each \( i \in [1, k] \) and then \( \bigcup_{i \in [1, k]} R_i \subseteq R_k^{\circ\circ} \circ R_{k-1}^{\circ\circ} \circ \ldots \circ R_1^{\circ\circ} \). We have \((\bigcup_{i \in [1, k]} R_i)^{\circ\circ} \subseteq (R_k^{\circ\circ} \circ R_{k-1}^{\circ\circ} \circ \ldots \circ R_1^{\circ\circ})^{\circ\circ}\). On the other hand, \( R_i^{\circ\circ} \subseteq (\bigcup_{i \in [1, k]} R_i)^{\circ\circ} \) for each \( i \in [1, k] \). Thus, \( R_k^{\circ\circ} \circ R_{k-1}^{\circ\circ} \circ \ldots \circ R_1^{\circ\circ} \subseteq (\bigcup_{i \in [1, k]} R_i)^{\circ\circ} \) and then \((R_k^{\circ\circ} \circ R_{k-1}^{\circ\circ} \circ \ldots \circ R_1^{\circ\circ})^{\circ\circ} \subseteq (\bigcup_{i \in [1, k]} R_i)^{\circ\circ}\). \( \square \)

### 5.2 Globally Synchronized Templates

In the next subsection, we shall formally define globally synchronized templates, the class of parameterized systems studied in this work, and set up the symbolic framework for reasoning about them.
5.2.1 System Setup

Let $G = (S, \Sigma, \{E_a \mid a \in \Sigma\}, S_i, S_f)$ be a finite state automaton, where the finite event set $\Sigma$ is partitioned into the global event set $\Sigma_g$ and the private event set $\Sigma_p$, i.e., $\Sigma = \Sigma_g \cup \Sigma_p$. Let $G_i$ be an isomorphic module of $G$, obtained through relabeling the private event set $\Sigma_p$ to $\Sigma_{p,i} := \Sigma_p \times \{i\}$ \cite{98}, \cite{100}. For each number $n \geq 1$ of isomorphic modules, $G$ generates a finite state automaton $\parallel_{i=1}^n G_i$. $G$ also generates an infinite state automaton $G^\infty = \bigcup_{n \geq 1} h(\parallel_{i=1}^n G_i) = h(G_1) \sqcup h(\parallel_{i=1}^2 G_i) \sqcup h(\parallel_{i=1}^3 G_i) \sqcup \ldots$, where $h$ denotes the map that eliminates the indexes of private events from $\parallel_{i=1}^n G_i$. Here $\sqcup$ is the disjoint union operation defined on automata such that $G \sqcup G' := (S \cup S', \Sigma \cup \Sigma', \delta \cup \delta', S_i \cup S'_i, S_f \cup S'_f)$ of $G$ and $G$. Essentially, $G^\infty$ is an infinite state automaton that simultaneously contains the transition structures of $\parallel_{i=1}^n G_i$, for all $n \geq 1$. The set of states of $G^\infty$ is the union of the set of states of $\parallel_{i=1}^n G_i$, $n \geq 1$. For illustration, a globally synchronized template $G$, where $\Sigma_g = \{r, g\}$ and $\Sigma_p = \{a, b\}$, and the corresponding $G^\infty$ are shown in Fig. 5.2. Note that $G^\infty$ contains $G = h(G_1)$, thus only $G^\infty$ is shown in the figure. The set of initial and the set of final states are not important here, thus they are not drawn in the figure.

We call $G$ a globally synchronized template, as the only synchronization between different modules is through the global events. The states of $G^\infty$ are encoded using strings over $S$, with the state $(s_1, s_2, \ldots, s_n)$ of $h(\parallel_{i=1}^n G_i)$ encoded symbolically by the string $w = s_1 s_2 \ldots s_n \in S^n$. For technical convenience, we use $S^\ast$ instead of $S^+$ to encode the state space of $G^\infty$. Thus, $G^\infty$ is represented by the tuple $(S^\ast, \Sigma, \{R_a \mid a \in \Sigma\}, S_i^\ast, S_f^\ast)$, where $R_a$ encodes the successor relation (over $S^\ast$) of $G^\infty$ associated with $a$. Our next result establishes the relationship between $R_a$ and $E_a$ (for an illustration of the lemma, see the example on page 82).

**Lemma 5.2.** For $a \in \Sigma_p$, $R_a = \text{copy}(S^\ast)E_a\text{copy}(S^\ast)$. For $a \in \Sigma_g$, $R_a = E_a^\ast$

**Proof:** For any private event $a$, $(s_1 s_2 \ldots s_n, s'_1 s'_2 \ldots s'_m) \in R_a$ if and only if $m = n$
and there exists an index \( i \) such that \((s_i, s'_i) \in E_a\) and \( s_j = s'_j \) for \( j \neq i \) if and only if \((s_1 s_2 \ldots s_n, s'_1 s'_2 \ldots s'_m) \in \text{copy}(S^*)E_a\text{copy}(S^*)\).

For any global event \( a \), \((s_1 s_2 \ldots s_n, s'_1 s'_2 \ldots s'_m) \in R_a\) if and only if \( m = n \) and \((s_i, s'_i) \in E_a\) for each \( i \) if and only if \((s_1 s_2 \ldots s_n, s'_1 s'_2 \ldots s'_m) \in E_a^*\).

Essentially, Lemma 5.2 is a formalization of the synchronization rules for the private and the global events in the framework of regular model checking, using the successor relations \( R_a \)'s of \( G^\infty \). Each \( R_a \), where \( a \in \Sigma \), and thus the system successor relation \( R_{G^\infty} = \bigcup_{a \in \Sigma} R_a \), is a regular relation and represented by a finite state transducer. One important question is whether \( R_{G^\infty} \) is regular for any globally synchronized template \( G \). We provide an affirmative answer\(^2\) and study the expressive power of the symbolic reachability relations of these templates in the next subsection.

\(^2\)Note that we do not require \( G \) to be deterministic. Systems with multiple templates could also be dealt with in the symbolic framework in a similar way.
5.2.2 Expressiveness Characterization

To obtain an expressiveness characterization, we first show that for any globally synchronized template \( G \), the reachability relation \( R^{(o)}_{G^\infty} \) is a finite union of atomic star expressions over \( S \times S \), i.e., \( R^{(o)}_{G^\infty} \subseteq \bigcup \text{Star}(S \times S) \) (Proposition 5.1). And then we show that for each iteration closed relation \( T \) in \( \bigcup \text{Star}(S \times S) \), there exists a globally synchronized template \( G \) that realizes it, i.e., \( R^{(o)}_{G^\infty} = T \) (Proposition 5.2).

The following technical lemmas are needed in order to establish the first proposition. The first lemma essentially states that for subsets of \( S \times S \), Kleene closure distributes over relational composition. The second lemma states that \( R^{(o)}_a \in \bigcup \text{Star}(S \times S) \) for each \( a \in \Sigma \).

**Lemma 5.3.** Let \( D_1, D_2, \ldots, D_n \subseteq S \times S \), then \( D^*_n \circ \ldots \circ D^*_2 \circ D^*_1 = (D_n \circ \ldots \circ D_2 \circ D_1)^* \).

**Proof:** We prove the statement by induction on \( n \). The statement holds trivially when \( n = 1 \). Suppose it holds for some \( k \geq 1 \) that \( D^*_k \circ \ldots \circ D^*_2 \circ D^*_1 = (D_k \circ \ldots \circ D_2 \circ D_1)^* \). Consider the case \( n = k+1 \). \( D^*_k \circ D^*_k \circ \ldots \circ D^*_1 \circ D^*_1 = D^*_{k+1} \circ (D_k \circ \ldots \circ D_2 \circ D_1)^* \) by the induction hypothesis. We only need to show that for any \( D, D' \subseteq S \times S \), \( D^* \circ D'^* = (D \circ D')^* \). If it then follows that \( D^*_k \circ (D_k \circ \ldots \circ D_2 \circ D_1)^* = (D_{k+1} \circ D_k \circ \ldots \circ D_2 \circ D_1)^* \) and the proof is done.

Let \((\alpha, \beta) \in (D \circ D')^*\). By definition, there exists some \( k \in \mathbb{N} \) such that \((\alpha, \beta) = (s_1, s'_1)(s_2, s'_2) \ldots (s_k, s'_k) \in (D \circ D')^k\). For each \((s_i, s'_i) \in D \circ D'\), there exists \( s''_i \in S \) such that \((s_i, s''_i) \in D \) and \((s''_i, s'_i) \in D'\). Thus, \((s_1 \ldots s_{k-1} s_k, s''_1 \ldots s''_{k-1} s''_k) \in D^* \) and \((s''_1 \ldots s''_{k-1} s''_k, s'_1 \ldots s'_k) \in D'^* \). This implies that \((s_1 \ldots s_{k-1} s_k, s'_1 \ldots s'_k) \in D^* \circ D'^* \). It follows that \((\alpha, \beta) \in D^* \circ D'^* \).

Let \((\alpha, \beta) \in D^* \circ D'^* \). Then \(|\alpha| = |\beta|\), since both \(D^*\) and \(D'^*\) are length-preserving. There exists some \( \delta \in \mathbb{N} \) such that \( \alpha = s_1 s_2 \ldots s_\delta \) and \( \beta = s'_1 s'_2 \ldots s'_\delta \).

Also, there exist \( s''_1, s''_2, \ldots, s''_\delta \in S \) such that \((s_1 s_2 \ldots s_\delta, s''_1 s''_2 \ldots s''_\delta) \in D^* \) and \((s''_1 s''_2 \ldots s''_\delta, s'_1 s'_2 \ldots s'_\delta) \in D'^* \). Thus, \((s_i, s''_i) \in D, (s''_i, s'_i) \in D' \) and then \((s_i, s'_i) \in (D \circ D')^* \).
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\[ D \circ D'. \] We then have \((\alpha, \beta) = (s_1s_2 \ldots s_k, s'_1s'_2 \ldots s'_k) \in (D \circ D')^* \]

Lemma 5.4. For \( a \in \Sigma, \ R_a^{\ast(o)} \in \bigcup Star(S \times S). \)

Proof: For \( a \in \Sigma_p, \ R_a^{\ast(o)} = (E_a^{\ast(o)})^* \in \bigcup Star(S \times S), \) where \( \emptyset \neq copy(S) \subseteq E_a^{\ast(o)} \subseteq S \times S. \) In fact, \( E_a^{\ast(o)} \) is the reachability relation of \( G \) along \( a \)-paths, i.e., the set of state tuples \((s, s')\) of \( G \) such that \( s' \) can be reached from \( s \) by a finite sequence (including zero sequence) of \( a \)'s. Then \((E_a^{\ast(o)})^* \) is the reachability relation of \( G^\infty \) along \( a \)-paths, i.e., \( R_a^{\ast(o)} \), which captures the effect of executing sequences of \( a \)'s to all the modules. For \( a \in \Sigma_g, \ R_a^{\ast(o)} = \bigcup_{i=0}^{\infty} R_a^{i(o)} \) corresponds to the supremum of the ascending chain \( C_0 \subseteq C_1 \subseteq C_2 \subseteq \ldots, \) where \( C_n = \bigcup_{i=0}^{n} R_a^{i(o)} \). It is not difficult to see that \( R_a^{0(o)} = (E_a^{1(o)})^* \) and \( E_a^{\ast(o)} \subseteq S \times S. \) In fact, \( E_a^{\ast(o)} \) is the reachability relation of \( G \) along \( a \)-paths of length \( i \), i.e., the set of state tuples \((s, s')\) of \( G \) such that \( s' \) can be reached from \( s \) by a finite sequence of \( a \)'s of length \( i \). \( R_a^{i(o)} = (E_a^{i(o)})^* \) then captures the effect that all the modules synchronously execute a finite sequence of \( a \)'s of length \( i \). Note that \( R_a^{0(o)} = copy(S)^* \) and \( \emptyset \neq copy(S) \subseteq S \times S. \) Thus, each \( C_n \in \bigcup Star(S \times S). \) It follows that the chain \( C_0 \subseteq C_1 \subseteq C_2 \subseteq \ldots \) stabilizes, i.e., \( \exists k \in \mathbb{N}, (\forall m \geq k; C_m = C_k), \) since \( \bigcup Star(S \times S) \) is a finite set. Thus, \( R_a^{\ast(o)} = C_k \in \bigcup Star(S \times S). \)

Lemma 5.4 essentially shows that the reachability relation of \( G^\infty \) along \( a \)-paths belongs to \( \bigcup Star(S \times S), \) for any \( a \in \Sigma. \) Now we are ready to show Proposition 5.1, which says that the reachability relation of \( G^\infty \) also belongs to \( \bigcup Star(S \times S). \)

Proposition 5.1. For any globally synchronized template \( G, \ R_G^{\ast(o)} \in \bigcup Star(S \times S). \)

Proof: Let \( \Sigma = \{a_1, a_2, \ldots, a_{|\Sigma|}\}. \) For each \( i, \) there exists some finite \( k(i) \) such that \( R_{a_i}^{\ast(o)} = \bigcup_{j=1}^{k(i)} D_{i,j}^{*}, \) for some non-empty \( D_{i,j} \subseteq S \times S, \) by Lemma 5.4. Using Lemma 5.1, \( R_{G^\infty}^{\ast(o)} = (\bigcup_{a \in \Sigma} R_a)^{\ast(o)} = (R_{a_{|\Sigma|}}^{\ast(o)} \circ R_{a_{|\Sigma|-1}}^{\ast(o)} \circ \ldots \circ R_{a_1}^{\ast(o)})^{\ast(o)} \) corresponds to the supremum of the ascending chain \( c_0 \subseteq c_1 \subseteq c_2 \subseteq \ldots, \) where \( c_n = \bigcup_{i=0}^{n} (R_{a_{|\Sigma|}}^{\ast(o)} \circ R_{a_{|\Sigma|-1}}^{\ast(o)} \circ \ldots \circ R_{a_1}^{\ast(o)})^{\ast(o)} \). We observe that \( copy(S)^* \subseteq (R_{a_{|\Sigma|}}^{\ast(o)} \circ R_{a_{|\Sigma|-1}}^{\ast(o)} \circ \ldots \circ R_{a_1}^{\ast(o)})^{\ast(o)} \in \bigcup Star(S \times S). \)
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for each $i$, using the fact that $R_{a_i}^{(o)} = \bigcup_{j=1}^{k(i)} D_{i,j}$, and union operation distributes over relational composition and using Lemma 5.3. Thus, $c_n \in \bigcup Star(S \times S)$. It follows from the fact that $\bigcup Star(S \times S)$ is finite that the chain $c_0 \subseteq c_1 \subseteq c_2 \subseteq \ldots$ stabilizes, i.e., $\exists k \in \mathbb{N}, (\forall m \geq k, c_k = c_m)$. Thus, $R_{G_c}^{(o)} = c_k \in \bigcup Star(S \times S)$. 

The same conclusion also holds for the co-reachability relation $(R_{G_c}^{-1})^{*(o)}$ of $G_c^\infty$, which is the reachability relation of $(G^\infty)^T$ (see page 76). In fact, $(R_{G_c}^{-1})^{*(o)} = (R_{G_c}^{(*)})^{-1}$. We notice that the above proof is constructive. In general, the length $k$ of the chain depends on the order upon which the reachability relations of $G_c^\infty$ along $\sigma$-paths are composed. Since the complexity of computing the reachability relation relies on the length of the chain, it is of interest to develop techniques that could optimize the ordering of composition$^3$.

Example: We shall illustrate the use of Proposition 5.1 by computing the (co-)reachability relation of a globally synchronized template $G_c$ shown in Fig. 5.3.

![Figure 5.3: A globally synchronized template $G_c$](image)

In this example we have the finite state set $\{s_1, s_2, s_3, s_4\}$, the global event set $\{g_1, g_2, g_3\}$, and the private event set $\{a, b, c\}$. By Lemma 5.2, the successor relations of $G_c^\infty$ associated with events $a, b, c, g_1, g_2, g_3$ are shown as follows:

---

$^3$However, this problem will not be addressed in this thesis.
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From the proof of Lemma 5.4 we then have the following:

\[
\begin{align*}
R_a^{(a)} &= \text{copy}(S^*)(s_2, s_3)\text{copy}(S^*) \\
R_b^{(b)} &= \text{copy}(S^*)(s_2, s_4)\text{copy}(S^*) \\
R_c^{(c)} &= \text{copy}(S^*)(s_3, s_4)\text{copy}(S^*) \\
R_{g_1} &= (s_1, s_2)^* \\
R_{g_2} &= (s_1, s_3)^* \\
R_{g_3} &= ((s_2, s_1) \cup (s_4, s_1))^* \\
\end{align*}
\]

For \( G_c \), if we compose the reachability relations of \( G_c^\infty \) along \( \sigma \)-paths in the order of \( a, b, c, g_1, g_2, g_3 \), then the ascending chain in Proposition 5.1 turns out to stabilize at \( c_3 \). Thus, the reachability relation \( R_{G_c^\infty}^{(c)} \) is equal to \( \bigcup_{i=0}^{3} (R_{g_1}^{(c)} \circ R_{g_2}^{(c)} \circ R_{g_3}^{(c)})^{(i)} \), which is equal to

\[
(\text{copy}(S) \cup (s_2, s_3) \cup (s_2, s_4))^* \cup ((s_2, s_1) \cup (s_4, s_1))^* \cup ((s_1, s_2) \cup (s_1, s_3) \cup (s_1, s_4))^* \cup ((s_2, s_2) \cup (s_2, s_3) \cup (s_2, s_4) \cup (s_4, s_2) \cup (s_4, s_3) \cup (s_4, s_4))^*
\]

Thus, the co-reachability relation \( (R_{G_c}^{-1})^{(c)} \) is equal to

\[
(\text{copy}(S) \cup (s_3, s_2) \cup (s_4, s_2))^* \cup ((s_1, s_2) \cup (s_1, s_4))^* \cup ((s_2, s_1) \cup (s_3, s_1) \cup (s_4, s_1))^* \cup ((s_2, s_2) \cup (s_3, s_2) \cup (s_4, s_2) \cup (s_2, s_4) \cup (s_3, s_4) \cup (s_4, s_4))^*
\]

The reachability relation \( R_{G_c^\infty}^{(c)} \) of any globally synchronized template \( G \) is iteration closed by definition and belongs to \( \bigcup Star(S \times S) \) by Proposition 5.1. In the following, we show that the reverse also holds.
Proposition 5.2. For each iteration closed \( T \in \bigcup \text{Star}(S \times S) \), there exists a globally synchronized template \( G \) with only global events such that \( R_{G^\infty}^{(o)} = T \).

Proof: Suppose \( T \in \bigcup \text{Star}(S \times S) \) is iteration closed. Then \( T = \bigcup_{i \in I} K_i^* \) for some finite index set \( I \), where \( \emptyset \neq K_i \subseteq S \times S \) for each \( i \). For each \( K_i^* \), we create a global event \( g_i \) and its corresponding successor relation \( E_{g_i} := K_i \). Let \( G = (S, \{g_i \mid i \in I\}, \{E_{g_i} \mid i \in I\}) \) be the constructed globally synchronized template. It is not difficult to see that \( T \) is realized by \( G \), i.e., \( R_{G^\infty}^{(o)} = T \). Indeed \( R_{g_i} = K_i^* \) and thus \( R_{G^\infty}^{(o)} = (\bigcup_{i \in I} R_{g_i})^{(o)} = (\bigcup_{i \in I} K_i^*)^{(o)} = T^{(o)} = T \), since \( T \) is iteration closed.

Remark: It is not difficult to see that the number of global events used in the previous constructive proof may be reduced by deleting the redundant global events, where a global event \( g \) is redundant if there exists another global event \( g' \) such that \( R_{g}^{(o)} \subseteq R_{g'}^{(o)} \).

Since for any template \( G \), \( R_{G^\infty}^{(o)} \) is an iteration-closed finite union of atomic star expressions over \( S \times S \), there exists a template \( G' \) with only global events such that \( R_{G^\infty}^{(o)} = R_{G'^\infty}^{(o)} \). This is stated in Corollary 5.1 below.

Corollary 5.1. For each globally synchronized template \( G \), there exists another globally synchronized template \( G' \) such that \( G' \) has only global events and \( R_{G^\infty}^{(o)} = R_{G'^\infty}^{(o)} \).

Example: Fig. 5.4 shows the corresponding \( G'_c \) that realizes \( R_{G_c}^{(o)} \) based on Proposition 5.2 (see \( G_c \) in Fig. 5.3). However, note that the four global events \( g_1, g_2, g_3, g_4 \) are obtained according to Proposition 5.2 and events \( g_1, g_2, g_3 \) in Fig. 5.4 do not correspond to events \( g_1, g_2, g_3, g_4 \) in Fig. 5.3. The four events \( g_1, g_2, g_3, g_4 \) and the corresponding successor relations \( E_{g_1}, E_{g_2}, E_{g_3}, E_{g_4} \) are created to match the four atomic star expressions in \( R_{G'_c}^{(o)} \), i.e., \( E_{g_1} := \text{copy}(S) \cup (s_2, s_3) \cup (s_2, s_4), E_{g_2} := (s_2, s_1) \cup (s_4, s_1), E_{g_3} := (s_1, s_2) \cup (s_1, s_3) \cup (s_1, s_4) \) and \( E_{g_4} := (s_2, s_2) \cup (s_2, s_3) \cup (s_2, s_4) \cup (s_4, s_2) \cup (s_4, s_3) \cup (s_4, s_4) \) (see the proof of Proposition 5.2 for details).
Essentially, the corollary says that the class of globally synchronized templates with only global events is as expressive as the class of globally synchronized templates (with both global and private events). The procedure in Proposition 5.2 to construct an equivalent globally synchronized template $G'$ with only global events relies on computing the reachability relation of $G^\infty$. A more straightforward construction of an equivalent globally synchronized template $G''$ with only global events is to replace each private event transition $(s, a, s') \in \delta$, where $a \in \Sigma_p$, with a new global event $g_{(s,a,s')} \notin \Sigma_g$, by adding a loop labeled by $g_{(s,a,s')}$ for each state and replacing the transition $(s, a, s')$ with $(s, g_{(s,a,s')}, s')$. It is easy to see that after replacement of each private event transition $(s, a, s')$ with the global event $g_{(s,a,s')}$ in above manner, the new globally synchronized template $G''$ has only global events.
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and $R_{G^\infty}^{\ast(o)} = R_{G''}^{\ast(o)}$. Essentially, we use a new global event to simulate each private event transition.

**Example:** Fig. 5.5 shows the corresponding $G''_c$ that is equivalent to $G_c$ using the above simulation approach. Note that we have ignored the effect of private event $c$ in $G_c$ because self-loop of private event transition does not affect the (co-)reachability relation. We use the global events $g_a, g_b$ directly, instead of $g_{(s_2,a,s_3)}, g_{(s_2,b,s_4)}$, since there is only one transition for each private event $a$ and $b$. □

To complete the expressiveness characterization theorem, we need the following lemma, whose proof is straightforward.

**Lemma 5.5.** $\text{copy}(S^\ast) \subseteq T$ and $T \circ T = T$ iff $T^{\ast(o)} = T$.

Combining the above results, we have our main characterization theorem below.

**Theorem 5.1.** For $T \subseteq (S \times S)^\ast$, the following four statements are equivalent:

1) $T$ is realizable by a globally synchronized template $G$ with only global events.

2) $T$ is realizable by a globally synchronized template $G$.

3) $T \in \bigcup Star(S \times S)$ and $T^{\ast(o)} = T$.

4) $T \in \bigcup Star(S \times S)$, $\text{copy}(S^\ast) \subseteq T$ and $T \circ T = T$. 
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Given an arbitrary regular relation \( T \subseteq (S \times S)^* \), it is decidable whether \( T \in \bigcup Star(S \times S) \). By Theorem 5.1, we have the following two immediate decidability results as corollaries.

**Corollary 5.2.** It is decidable whether an arbitrary regular relation \( T \) is realizable by a globally synchronized template \( G \).

**Corollary 5.3.** It is decidable whether two arbitrary globally synchronized templates are equivalent, i.e., whether they have the same reachability relation.

Further applications of Theorem 5.1 will be discussed in Section 5.2.4. In the next subsection, we shall deal with dynamic systems where new modules may enter and existing modules may exit.

### 5.2.3 Dynamic Systems with Entrance and Exit

During the evolution of the system, some modules may enter or exit and all these modules currently in the system begin to evolve together. After the execution of some atomic transitions, it is possible that other modules would also enter or exit the system, and so on and so forth.

To stay within the framework of length-preserving relations, we introduce a new symbol \# \( \notin \Sigma \cup S \) that acts as a placeholder. Then the length-preserving successor relation corresponding to the entrance of a new module in a state of \( S_i \) is simply

\[
R_{in} = \{ (x\#y, xsy) \mid x, y \in S^*, s \in S_i \}. 
\]

Similarly, the length-preserving successor relation corresponding to the exit of a module is

\[
R_{out} = \{ (xsy, x\#y) \mid x, y \in S^*, s \in S \}.
\]

We observe that both \( R_{in}^{(o)} \) and \( R_{out}^{(o)} \) are in \( Star((S \cup \{\#\}) \times (S \cup \{\#\})) \). Now each atomic star expression \( D^* \) in \( R_{in}^{(o)} \) and \( R_{out}^{(o)} \) are in \( Star((S \cup \{\#\}) \times (S \cup \{\#\})) \). Clearly, following Proposition 5.1, the reachability relation
$T_e = \left( \bigcup_{a \in \Sigma} R_a \cup R_{in} \cup R_{out} \right)^{(*)} \text{ is effectively a finite union of atomic star expressions over } (S \cup \{\#\}) \times (S \cup \{\#\})$. Essentially, the reachability relation $T_e$ is realized by $G_e = (S \cup \{\#\}, \Sigma \cup \{\text{enter, exit}\}, \delta \cup \{(\#, \text{enter}, s) \mid s \in S_i\} \cup \{(s, \text{exit}, \#) \mid s \in S\} \cup \{(\#, a, \#) \mid a \in \Sigma_g\}$, treating the new events “enter” and “exit” as private. That is, the dynamic system generated by $G$ is equal to $G_e^\infty$. The sets of initial states and final states of $G_e$ are then $S_i \cup \{\#\}$ and $S_f \cup \{\#\}$ respectively.

5.2.4 Applications to Model Checking

It is straightforward to see that the set of reachable states $R_{G_e^\infty}[S_i^*]$ of $G^\infty$ is effectively regular. In fact, $R_{G_e^\infty}[S_i^*]$ is effectively a finite union of atomic star expressions over $S$ by Proposition 5.1, i.e., $R_{G_e^\infty}[S_i^*] = \bigcup_{i \in I} K_i^*$, where $\emptyset \neq K_i \subseteq S$.

**Corollary 5.4.** Given a globally synchronized template $G$, the set of reachable states of $G^\infty$ is effectively a finite union of atomic star expressions over $S$.

The same conclusion also holds for the set of co-reachable states $(R_{G_e^\infty}^{(*)})^{-1}[S_f^*]$ of $G^\infty$.

**Example:** Coming back again to the template $G_c$, it is straightforward to see that the set of reachable states of $G_c^\infty$ is $s_1^* \cup (s_2 \cup s_3 \cup s_4)^*$ and the set of co-reachable states of $G_c^\infty$ is $s_1^* \cup (s_2 \cup s_4)^*$.

We have the following result concerning the model checking of safety properties\(^4\).

**Corollary 5.5.** Given any globally synchronized template $G$ and any set of bad states of $G^\infty$ represented by a regular language $L$ over $S$, it is decidable whether $G$ is safe with respect to $L$ (whether no bad state is reachable), i.e., whether the set $R_{G_e^\infty}[S_i^*] \cap L$ of reachable bad states is empty.

Many important safety properties are captured by regular languages over $S$, representing the sets of bad states to be avoided. Thus, the above corollary says that

---

\(^4\)We mainly consider the state avoidance properties.
the problems of verifying these properties are all decidable and, furthermore, the sets of reachable bad states are effectively regular. For each safety property if the set $R_{G^\infty}^{(2)}[S_i^*] \cap L$ of reachable bad states is non-empty, then one could easily calculate the minimum number of isomorphic modules that may cause the violation of the safety property, which is equal to the length of the shortest strings in $R_{G^\infty}^{(2)}[S_i^*] \cap L$. Alternative ways to obtain these numbers have been shown in [100] for various deadlock and blocking freeness properties. A technique based on weak invariant simulation has recently been proposed for computing the set of reachable deadlocked states [116]. However, the main purpose of that technique is to identify a subclass of parameterized ring networks where deadlock-freedom is decidable. Neither the problem of computing the (co)-reachability relations nor the problem of computing the set of reachable blocked states is addressed in [116].

To illustrate the application of our result, we will show in a uniform manner in the remaining of this subsection that for various notions of deadlock and blocking, the sets of reachable bad states are effectively regular. In view of the effective regularity of the set of reachable states, we only need to show that the sets of bad states are effectively regular, summarized by the following proposition.

**Proposition 5.3.** Given any globally synchronized template $G$, the sets of system-deadlock, system-blocking, component-deadlock, component-blocking, universal-blocking states of $G^\infty$ are effectively regular.

We give the definitions and provide the constructions that prove the above proposition.

**System Deadlock**

A state $w \in S^*$ of $G^\infty$ is said to be system-deadlocked if $R_a[w] = \emptyset$ for any $a \in \Sigma$. The set of system-deadlocked states is denoted by $\mathcal{L}_{SD}$. $G$ is said to be system-deadlocked if there exists a reachable state of $G^\infty$ that is system-deadlocked. $G$ is
said to be system-deadlock free if it is not system-deadlocked. It is not difficult to see that the set \( L_{NSD} = L_{NSD}^S \) of non-system-deadlocked states is a regular language over \( S \), which is shown below.

\[
L_{NSD} = S^* ( \bigcup_{a \in \Sigma_p} S(a)) S^* \cup ( \bigcup_{a \in \Sigma_g} S(a)^* )
\]

Intuitively, each state in \( S^* ( \bigcup_{a \in \Sigma_p} S(a)) S^* \) is able to execute at least an private event and each state in \( \bigcup_{a \in \Sigma_g} S(a)^* \) is able to execute at least a global event.

**Example:** For \( G_c \), the set of system-deadlocked states of \( G_c^\infty \) is \( L_{SD} = L_{NSD}^c = (S^* (s_2 \cup s_3) S^* \cup s_1^* \cup (s_2 \cup s_4)^*)^c \), which is equal to \((s_1 \cup s_3)^* s_1 (s_1 \cup s_4)^* s_4 (s_1 \cup s_4)^* s_1 (s_1 \cup s_4)^* \). Then the set of reachable system-deadlocked states is \((s_1^* \cup (s_2 \cup s_3 \cup s_4)^*) \cap L_{SD} = \emptyset \). In other words, \( G_c \) is system-deadlock free. \( \square \)

**System Blocking**

A state \( w \) of \( G^\infty \) is said to be system-blocked if \( R_{G^\infty}(w) \cap S_f^* = \emptyset \). The set of system-blocked states is denoted by \( L_{SB} \). \( G \) is said to be system-blocked if there exists a reachable state of \( G^\infty \) that is system-blocked. \( G \) is said to be system-blocking free if \( G \) is not system-blocked. Since the set of co-reachable, or equivalently, the set of non-system-blocked states of \( G^\infty \) is \( L_{NSB}^c = L_{NSD} = (R_{G^\infty}^{-1})^*(S_f^*) \), the problem of verifying system-blocking freeness reduces to the problem of checking whether \( R_{G^\infty}(S_f^*) \subseteq (R_{G^\infty}^{-1})^*(S_f^*) \).

**Example:** For the template \( G_c \), the set of system-blocked states of \( G_c^\infty \) is simply \( L_{SB} = L_{NSB}^c = (s_1^* \cup (s_2 \cup s_4)^*)^c \). Thus, \((s_1^* \cup (s_2 \cup s_3 \cup s_4)^*) \cap (s_1^* \cup (s_2 \cup s_4)^*)^c = (s_2 \cup s_3 \cup s_4)^* s_3 (s_2 \cup s_3 \cup s_4)^* \) is the set of reachable system-blocked states. The minimum number of isomorphic modules that may cause system-blocking is 1, when the only module executes \( g_2 \) and goes from \( s_1 \) into the blocking state \( s_3 \). \( \square \)
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Component Deadlock

A state $w = s_1 s_2 \ldots s_n$ of $G^\infty$ is said to be component-deadlocked if there exists $i \in [1, n]$ such that $R_a[s_i] = \emptyset$ for any $a \in \Sigma_p$ and $R_a[R_{G^\infty}^{\sigma(\cdot)}[w]] = \emptyset$ for any $a \in \Sigma_g$. Intuitively, a state is component-deadlocked if there exists a module that is not able to execute any event in any future evolution of the system. The set of component-deadlocked states of $G^\infty$ is denoted by $L_{CD}$. $G$ is said to be component-deadlocked if there exists a reachable state of $G^\infty$ that is component-deadlocked. $G$ is said to be component-deadlock free if $G$ is not component-deadlocked. Due to symmetry, it suffices to consider only the set of component-deadlocked states with the first module being deadlocked, denoted by $L_{FCD}$, and then $L_{CD} = [L_{FCD}]_w$. It is not difficult to see that $L_{FCD} = (\bigcup_{s \in S_{\Sigma_g}} s(\bigcup_{g \in \Sigma(s)} (\bigcup_{a \in \Sigma_p} R_a^{-1})^{\sigma(\cdot)}[S(g)^*])^c) \cup S^c S^*$. In fact, there are two cases where the first module is deadlocked. The first case is when the first module could only execute global events, and the rest of the modules could not execute any of these global events, even after they execute a finite sequence, including zero sequence, of private events. The second case is when the first module is in a deadlock state of $G$. Now it is easy to see that $L_{CD} = (\bigcup_{a \in \Sigma_p} R_a^{-1})^{\sigma(\cdot)}[S(g)^*])^c \cup S^c S^* S_d S^*$ is effectively regular since the shuffle of two regular languages is regular. Note that $(\bigcup_{a \in \Sigma_p} R_a^{-1})^{\sigma(\cdot)}[S(g)^*])^c$ is a finitely union of atomic star expressions over $S \times S$.

**Example**: For $G_c$, the set of first-component-deadlocked states of $G^\infty_c$ is $L_{FCD} = s_1((\bigcup_{a \in \Sigma_p} R_a^{-1})^{\sigma(\cdot)}[S(g_1)^*]) \cup (\bigcup_{a \in \Sigma_p} R_a^{-1})^{\sigma(\cdot)}[S(g_2)^*])^c \cup s_4((\bigcup_{a \in \Sigma_p} R_a^{-1})^{\sigma(\cdot)}[S(g_3)^*])^c$. It could be easily shown that for $G_c$, $(\bigcup_{a \in \Sigma_p} R_a^{-1})^{\sigma(\cdot)}[S(g_2)^*]) = (\text{copy}(S)) \cup (s_3, s_2) \cup (s_4, s_2)^*$. Since $S(g_1) = S(g_2) = \{s_1\}$ and $S(g_3) = \{s_2, s_4\}$, $L_{FCD}$ is

$$s_1((\bigcup_{a \in \Sigma_p} R_a^{-1})^{\sigma(\cdot)}[s_1^*]) \cup (\bigcup_{a \in \Sigma_p} R_a^{-1})^{\sigma(\cdot)}[s_1^*])^c \cup s_4((\bigcup_{a \in \Sigma_p} R_a^{-1})^{\sigma(\cdot)}[(s_2 \cup s_4)^*])^c = s_1(s_1^*)^c \cup s_4((s_2 \cup s_4)^*)^c.$$
Thus, the set of reachable first-component-deadlocked states is $(s_1^* \cup (s_2 \cup s_3 \cup s_4)^*) \cap (s_1(s_1^*)^c \cup s_4((s_2 \cup s_4)^*)) = s_4(s_2 \cup s_3 \cup s_4)^*s_3(s_2 \cup s_3 \cup s_4)^*$. Then $(s_2 \cup s_3 \cup s_4)^*s_3(s_2 \cup s_3 \cup s_4)^*s_3(s_2 \cup s_3 \cup s_4)^*s_3(s_2 \cup s_3 \cup s_4)^*$ is the set of reachable component-deadlocked states, which is effectively regular, and the minimum number of isomorphic modules that may cause component-deadlock is 2.

\[ \square \]

**Component Blocking**

A state $w$ of $G^\infty$ is said to be *component-blocked* if there exists a module that is not able to enter any one of its final states $S_f$ in any future evolution of the system. The set of component-blocked states of $G^\infty$ is denoted by $L_{CB}$. $G$ is said to be component-blocked if there exists a reachable state of $G^\infty$ that is component-blocked. $G$ is said to be component-blocking free if $G$ is not component-blocked.

Without loss of generality, we focus on the set of states where the first module is component-blocked. A state $w$ is first-component-blocked if $R_{G_{\infty}}^{s(o)}[w] \cap (S_f S^* \cup \epsilon) = \emptyset$. To verify first-component-blocking freeness, it suffices to check whether every reachable state could reach a state whose first module is in its final state. That is, we only need to check whether $R_{G_{\infty}}^{s(o)}[S_1^*] \subseteq (R_{G_{\infty}}^{-1})^{s(o)}[S_f S^* \cup \epsilon]$. The set of first-component-blocked states is $((R_{G_{\infty}}^{-1})^{s(o)}[S_f S^* \cup \epsilon])^c$. Since $R_{G_{\infty}}^{s(o)}$ is a finite union of atomic star expressions over $S \times S$, it is not difficult to see that $(R_{G_{\infty}}^{-1})^{s(o)}[S_f S^*]$ is a finite union of expressions $S_1 S_2$’s, where $\emptyset \neq S_1, S_2 \subseteq S$. We note that $(R_{G_{\infty}}^{-1})^{s(o)}[S_f S^* \cup \epsilon] = (R_{G_{\infty}}^{-1})^{s(o)}[S_f S^*] \cup \epsilon$. The set of component-blocked states is $[((R_{G_{\infty}}^{-1})^{s(o)}[S_f S^* \cup \epsilon])^c]_{\omega}$.

**Example:** For the template $G_c$, the set of first-component-blocked states of $G_c^\infty$ is $((R_{G_{\infty}}^{-1})^{s(o)}[s_1 S^* \cup \epsilon])^c = (s_1 S^* \cup s_2 S_4)(s_2 S_4)^* \cup \epsilon)^c$. Thus, the set of reachable first-component-blocked states is $(s_1^* \cup (s_2 \cup s_3 \cup s_4)^*) \cap (\epsilon \cup s_1 S^* \cup (s_2 S_4)^*)^c = (s_2 \cup s_3 \cup s_4)^+ - (s_2 \cup s_4)^+ = (s_2 \cup s_3 \cup s_4)^*s_3(s_2 \cup s_3 \cup s_4)^*$. The minimum number of isomorphic
modules that may cause component-blocking is 1. $(s_2 \cup s_3 \cup s_4)^*s_3(s_2 \cup s_3 \cup s_4)^*$ is in fact also the set of reachable component-blocked states since it is closed under commutation.

Universal Blocking

A state $w$ of $G^\infty$ is said to be universally-blocked if no module is able to enter any one of its final states $S_f$ in any future evolution of the system. The set of universally-blocked states of $G^\infty$ is denoted by $L_{UB}$. $G$ is said to be universally-blocked if there exists a reachable state of $G^\infty$ that is universally-blocked. $G$ is said to be universal-blocking free if $G$ is not universally-blocked. The problem of verifying universal-blocking freeness reduces to the problem of checking whether $R^{-1}_{G^\infty}(S_f^*) \subseteq (R^{-1}_{G^\infty}(S_f^*)S_fS^* \cup \epsilon)^c$. It is straightforward to see that $(R^{-1}_{G^\infty}(S_f^*)S_fS^* \cup \epsilon)^c$ is a finite union of expressions $S_1^*S_2^*S_3^*$'s, where $\emptyset \neq S_1, S_2 \subseteq S$. We note that $(R^{-1}_{G^\infty}(S_f^*)S_fS^* \cup \epsilon)^c = (R^{-1}_{G^\infty}(S_f^*)S_fS^*)^c \cup \epsilon$.

Example: For the template $G_c$, the set of universally-blocked states of $G_c^\infty$ is simply $((R^{-1}_{G_c^\infty}(S_f^*)S_fS^* \cup \epsilon))^c$, which is equal to $(S_2^*S_3^* \cup (s_2 \cup s_4)^* (s_2 \cup s_4)(s_2 \cup s_4) \cup s_4)^* \cup \epsilon)^c$. Thus, the set of reachable universally-blocked states is $(s_2^*S_3^* \cup (s_2 \cup s_4)^*) \cap (\epsilon \cup S_fS_1^* (s_2 \cup s_4)^+)^c = (s_2^*S_3^* \cup (s_2 \cup s_4)^+)^c = (s_2 \cup s_3 \cup s_4)^*s_3(s_2 \cup s_3 \cup s_4)^*$. The minimum number of isomorphic modules that may cause universal-blocking is 1.

5.3 Regular Supervisor Synthesis

In this section, we shall develop a semi-algorithm in the framework of regular model checking for computing the supremal non-blocking supervisor that enforces the state avoidance property for globally synchronized templates. Let $\Sigma_c = \Sigma_c \cup \Sigma_u$
be the disjoint union of the set $\Sigma_c$ of controllable events and the set $\Sigma_{uc}$ of uncontrollable events. We assume that any private event is controllable if and only if all of its instantiations are controllable. The general idea is very similar to the centralized supervisor synthesis procedure for finite state systems [13], that is,

1. those states that could lead to the set of bad states (including the set of blocked states) under a sequence of uncontrollable events are pruned

2. while there exist blocked states in the resulting transition system, repeat the following: those states that could lead to the set of new blocked states under a sequence of uncontrollable events in the new transition system are pruned

We need the definition of length-preserving cross product of automata to iteratively update the successor relation of the controlled system.

**Definition 5.1 (Length-Preserving Cross Product).** The length-preserving cross product of automata $G_1 = (S_1, \Sigma_1, \delta_1, S_{1,i}, S_{1,f})$ and $G_2 = (S_2, \Sigma_2, \delta_2, S_{2,i}, S_{2,f})$ is the transducer $G_1 \times G_2 = (S_1 \times S_2, \Sigma_1 \times \Sigma_2, \delta_1 \times \delta_2, S_{1,i} \times S_{2,i}, S_{1,f} \times S_{2,f})$, where $\delta_1 \times \delta_2$ is the transition relation such that for each $(q_1, q_2), (q_1', q_2') \in Q_1 \times Q_2$ and each $(\sigma_1, \sigma_2) \in \Sigma_1 \times \Sigma_2$, $((q_1, q_2), (\sigma_1, \sigma_2), (q_1', q_2')) \in \delta_1 \times \delta_2$ iff $(q_1, \sigma_1, q_1') \in \delta_1$ and $(q_2, \sigma_2, q_2') \in \delta_2$.

The relationship between the languages recognized by $G_1, G_2$ and their length-preserving cross product $G = G_1 \times G_2$ is shown below.

**Lemma 5.6.** $L_m(G) = \{(w_1, w_2) \in L_m(G_1) \times L_m(G_2) \mid |w_1| = |w_2|\}$.

**Example:** As an illustration, Fig. 5.6 shows the length-preserving cross product of automata $G_1$ and $G_2$. Here $L_m(G_1) = (ab)^*$, $L_m(G_2) = (cd)^*$ and $L_m(G_1 \times G_2) = (ab, cd)^*$.

An implementation of the symbolic supervisor synthesis algorithm in the framework of regular model checking is presented in the next subsection.
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Figure 5.6: Illustration for the length-preserving cross product operation

Implementation

Given any globally synchronized template $G$ and any regular language $L \subseteq S^*$ representing the set of bad states of $G^\infty$ to be avoided, we keep track of the set $P_k$ of states that need to be pruned by the supervisor and the resultant successor relation $R_k$ in each step. The total set of states to be pruned by the supremal non-blocking supervisor is $P := \bigcup_{k \geq 1} P_k$. Thus, the parameterized supervisor synthesis problem has a solution iff $P \cap S_i^* = \emptyset$. It follows that only those transitions in $R_{G^\infty} \cap (P^c \times P)$ need to be disabled by the supremal non-blocking supervisor, if $P \cap S_i^* = \emptyset$. Since the system successor relation $R_{G^\infty}$ of $G^\infty$ is available (see page 79), the main task of the synthesis problem reduces to computing $P$. A pseudo-code implementation of regular supervisor synthesis for globally synchronized templates is shown in Algorithm 5.1.
Algorithm 5.1 Regular Supervisor Synthesis

1. \textbf{Input:} template $G$ and a regular language $L \subseteq S^*$

2. Let $P_1 := (R_{G^\infty}^{\text{(o)}}[S^*_i])^c \cup (R_{\Sigma_{uc}}^{\text{(o)}})^{-1}[L \cup L_{SB}]$;

3. If $P_1 \cap S^*_i \neq \emptyset$, then \textbf{Output}: no solution;

4. Let $R_1 := R_{G^\infty} \cap (P_1^c \times P_1^c)$;

5. Set $k := 1$;

6. \textbf{While} $\left( ((R_k^{-1})^{*\text{(o)}}[P_k^c \cap S^*_f])^c \cap P_k^c \neq \emptyset \right)$
   \begin{enumerate}
   
   (a) Let $P_{k+1} := P_k \cup (R_{\Sigma_{uc}}^{\text{(o)}})^{-1}[\left( \left( (R_k^{-1})^{*\text{(o)}}[P_k^c \cap S^*_f] \right)^c \cap P_k^c \right] \cup (R_k^{\text{(o)}}[S^*_i])^c$;
   
   (b) If $P_{k+1} \cap S^*_i \neq \emptyset$, then \textbf{Output}: no solution;
   
   (c) Let $R_{k+1} := R_{G^\infty} \cap (P_{k+1}^c \times P_{k+1}^c)$;
   
   (d) Let $k := k + 1$;
   
   \end{enumerate}

7. \textbf{Output}: $P := \bigcup_{k \geq 1} P_k$
In Algorithm 5.1, $R_{\Sigma_{uc}} := \bigcup_{a \in \Sigma_{uc}} R_a$ is the system successor relation associated with uncontrollable events and $(R_{\Sigma_{uc}}^{*(o)})^{-1}$ is the co-reachability relation along paths labeled by uncontrollable events. $L_{SB}$ is the set of system-blocked states (see Section 5.2.4). Thus, $(R_{\Sigma_{uc}}^{*(o)})^{-1}[L \cup L_{SB}]$ is the set of states that can lead to $L$ or the set $L_{SB}$ of system blocked states under a sequence of uncontrollable events. $(R_{G_{\infty}}^{*(o)}[S_i^{*}])^c$ is the set of unreachable states before any pruning. $R_{\Sigma_{uc}}^{(o)}, R_{G_{\infty}}^{(o)}$ are regular relations over $S \times S$ and $L_{SB}$ is a regular language over $S$. Thus, $P_1$ is a regular language over $S$. The resultant successor relation after pruning $P_1$ is $R_1 = R_{G_{\infty}} \cap (P_1^c \times P_1^c)$, which is again a regular relation over $S \times S$. $((R_k^{-1})^{*(o)}[P_k^c \cap S_i^{*}])^c \cap P_k^c$ is the set of new blocked states in the $k$-th iteration after pruning $P_k$. The set $P_{k+1}$ of bad states in the $(k + 1)$-th iteration is the union of the set $P_k$ of bad states in the $k$-th iteration, the set $(R_{\Sigma_{uc}}^{*(o)})^{-1}[(R_k^{-1})^{*(o)}[P_k^c \cap S_i^{*}])^c \cap P_k^c$ of states that can lead to the new blocked states under a sequence of uncontrollable events and the set $(R_{G_{\infty}}^{*(o)}[S_i^{*}])^c$ of unreachable states in the $k$-th iteration. Some remarks have to be made regarding the computations involved in Algorithm 5.1.

**Remark:** The implementation of Algorithm 5.1 is not yet amenable to computation, since the updated reachability relations $R_k^{*(o)}$'s have to be computed in step 6) and it is still unknown whether $R_k^{*(o)}$'s are regular relations. A method to circumvent this difficulty is to use regular over-approximation techniques developed in the theory of regular model checking [92], [102], [108], [110] and [111] to over-approximate $R_k^{*(o)}$'s with regular relations. However, if a strict over-approximation is computed, then the resulting non-blocking supervisor may not be supremal any more. Also, there is no guarantee that Algorithm 5.1 will ever terminate.

**Remark:** Algorithm 5.1 is easily amenable to generalizations. By replacing $L_{SB}$ with $L_{CB} \cup L_{SB}$ in Algorithm 5.1, the resultant closed-loop system is guaranteed to be component-blocking free as well as system-blocking free. It is also applica-
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able to dynamic systems with entrance and exit, by treating both entrance and exit events as private (see pages 87, 88). Algorithm 5.1 is also generally applicable to other classes of parameterized systems. Again, regular over-approximation techniques have to be used and termination of the algorithm is not guaranteed.

\[ \square \]

5.4 Discussions

In this chapter, we have adopted the regular model checking framework to study the symbolic reachability relations of globally synchronized templates. The main result obtained is that the symbolic reachability relations of these templates correspond exactly to the class of iteration-closed finite unions of atomic star expressions. The main novelty is that, instead of simply showing the regularity of the symbolic reachability relations, the result is sharpened considerably so that for each regular relation it becomes possible to check for its realizability with respect to globally synchronized templates. The result also has immediate applications to the model checking problems, including the verification of deadlock and blocking freeness, and is potentially useful for comparing different classes of templates. A parameterized supervisor synthesis semi-algorithm that enforces state avoidance and non-blocking properties is also developed in the framework of regular model checking.

There are several grand challenges left, however. The proposed program of characterizing the expressive power of classes of parameterized systems using symbolic reachability relations is rather difficult to extend. For most classes of parameterized systems, the symbolic reachability relations are neither computable nor regular. It seems that more fundamental study on non-regular relations and advanced techniques need to be carried out and developed in order to make serious progress in this direction. As for the parameterized supervisor synthesis semi-algorithm, it is
still unknown whether it terminates for the globally synchronized templates. Since in general the semi-algorithm will not terminate for most classes of parameterized systems, developing sound acceleration techniques to ensure finite termination are necessary.
Chapter 6

Conclusions

In this thesis, we have studied several important problems in the area of decentralized and parameterized supervisor synthesis. The main achievements of this thesis are listed as follows.

1. We have brought up a new idea for obtaining a language-theoretic characterization of the solvability of the decentralized realization problem. From the obtained characterization result, the close relationship among the decentralized realization, supervisor decomposition and language decomposition problems becomes immediately clear (see pages 26, 27, 28). It is then straightforward to obtain complexity-theoretic lower bound proofs for the supervisor decomposition problem and the decentralized realization problem, by reductions from the language decomposition problem. The main advantage of this approach is the simplicity, where the definition of a supervisor is independent from that of a plant. We also have proposed the notion of reducible distributions as a main tool towards reducing the complexity of language decomposability verification. In particular, it easily supports parallel verification and can be used to explore the structural redundancy of distributions, as far as language decomposability is concerned.
2. An undecidable fragment and a rather limited decidable fragment of the distributed supervisor synthesis problem have been identified based on the distributed control architecture. An undecidable fragment of a language based parameterized supervisor synthesis problem has also been studied for the globally synchronized templates. The approaches undertook all involve considering the existence problem of non-empty decomposable sublanguages and the variations. Another distinctive feature of this work is that the boundary between the decidability and undecidability of the synthesis problem is based on the structure of the control architectures. This seems to be reasonable since it is the distributed control architecture that may give rise to partial observation, which is the cause of the undecidability.

3. The symbolic reachability relations of the globally synchronized templates have been studied in the framework of regular model checking. The result has immediate applications to the model checking problems, including the verification of deadlock and blocking freeness, and is also potentially useful for comparing different classes of templates. A distinctive feature of this work is that we propose to use the symbolic reachability relations to characterize the expressive power of parameterized systems. In particular, we are able to conclude that the class of globally synchronized templates is as expressive as the class of globally synchronized templates with only global events, based on their symbolic reachability relations. Finally, a parameterized supervisor synthesis technique is developed in the framework of regular model checking.

Both the decentralized and parameterized supervisor synthesis problems are still far from being fully understood. It appears that the research work could be extended in the following directions.

- One direction for future research is to fully work out the details for a charac-
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terization of the solvability of the decentralized realization problem without any assumption. This requires a more general language equational characterization of finite state supervisors. Currently, we need to assume that each local supervisor can observe each event that it can disable.

- Another interesting direction is to further explore other potential reductions of distributions. In particular, it is of interest to consider the decision problem of determining the reducibility of an arbitrary distribution and characterize the reducibility of an arbitrary distribution. This would help us better understand the boundary between the tractability and intractability of the language decomposition problem, which is closely related to the supervisor decomposition and decentralized realization problems. It is also practically useful to develop algorithms that could compute (optimal) reductions for any given distribution, if they exist.

- In this work, the definition of a supervisor is independent from that of a plant. Thus, the supervisor decomposition algorithm developed in this work is quite different from the supervisor localization algorithm developed in [20] (Note that the supervisor localization algorithm developed in [20] allows the subsets of observable events to be increased and thus does not consider fixed control constraints). More fundamental study on the supervisor decomposition problem could be carried out. In particular, it is of interest to develop techniques to reduce the complexity of supervisor decomposability verification based on the structures of the distributed control architectures. If the global supervisor is not decomposable with respect to a distributed control architecture, then the subsets of controllable events and observable events need to be increased for the local supervisors to make the global supervisor decomposable. Efficient heuristics need to be developed for this purpose. In the future work, we would
like to apply the (optimized) supervisor decomposition algorithm (plus the heuristics mentioned above) to the benchmark examples of [20] to study the applicability of the algorithm and compare its performance, in terms of the computational costs, with that of the supervisor localization algorithm.

- Clearly, the most fundamental but challenging task in considering the decentralized supervisor synthesis problem is to obtain a characterization of its decidability based on the decentralized control architectures. In this work we only have a sufficient condition for the undecidability and a rather limited decidability result.

- For the regular supervisor synthesis technique developed in this thesis, there are still several tasks and challenges left. Firstly, regular over-approximation techniques need to be used to carry out the computation using finite state automata and transducers. Experimental validations of our approach are planned to be conducted in the future work and acceleration techniques such as widening [92] and inference of regular languages [108] are planned to be used. Since the parameterized supervisor synthesis procedure is generally applicable to many classes of templates, we also would like to perform experimental validations on the broadcast and the rendezvous templates, which can be used to model mutual exclusion protocols and the dining philosopher problems. Secondly, the parameterized supervisor synthesis procedure provided in this work is centralized and the global supervisor is assumed to have the full observation. It is of interest to relax this assumption and extend the synthesis procedure to template based supervisor synthesis.
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Appendix: Semi-topological Structure

Let $\Sigma$ be a finite alphabet. An operator $\Box : 2^{\Sigma^*} \rightarrow 2^{\Sigma^*}$ is said to be a semi-topological closure operator on $2^{\Sigma^*}$ if it satisfies the axioms $(S1), (S2), (S3)$ of [117], in addition to a new axiom $(S4) : \emptyset^{\Box} = \emptyset$. That is, if it satisfies:

For any $A, B \in 2^{\Sigma^*}$,

(S1): $A \subseteq A^{\Box}$

(S2): $(A^{\Box})^{\Box} = A^{\Box}$

(S3): $A^{\Box} \cup B^{\Box} \subseteq (A \cup B)^{\Box}$

(S4): $\emptyset^{\Box} = \emptyset$

The semi-topological closure operator $\Box$ on $2^{\Sigma^*}$ induces a unique semi-topology $(\Sigma^*, \mathcal{T})$ with $\mathcal{T} = \{L^{\Box} | L \in 2^{\Sigma^*}\}$ such that $(T1), (T2), (T3)$ in [117] and $(T4) : \Sigma^* \in \mathcal{T}$ hold. That is,

(T1): $\mathcal{T} \subseteq 2^{\Sigma^*}$

(T2): $\emptyset \in \mathcal{T}$

(T3): $\mathcal{T}$ is closed under arbitrary unions

(T4): $\Sigma^* \in \mathcal{T}$
$L \subseteq \Sigma^*$ is said to be closed with respect to $\square$ if $L = L^{\square}$. \{L^{\square} \mid L \in 2^{\Sigma^*}\} is the family of closed sets and \(T = \{L^{\square_c} \mid L \in 2^{\Sigma^*}\}\) is the family of open sets for the semi-topologies induced by $\square$.

The following holds. A similar observation is also known in [118] in the area of artificial intelligence.

**Lemma 6.1.** There exists a unique supremal $\square$-closed subset of $L$ for any language $L \subseteq \Sigma^*$ if the family of open sets corresponds exactly to the family of closed sets for the semi-topology induced by $\square$. Indeed, the supremal $\square$-closed subset of $L$ is $L^{\square_c}$.

**Proof:** Suppose the family of open sets corresponds exactly to the family of closed sets for the semi-topology $(\Sigma^*, \tau)$, with $\tau = \{L^{\square_c} \mid L \subseteq \Sigma^*\}$, induced by $\square$. It is easy to see that the family of closed sets is closed under arbitrary union in the induced semi-topology, so that there exists a unique supremal $\square$-closed subset for any given language.

Clearly, $L^{\square_c}$ is the interior of $L$ and the supremal open subset of $L$. Since the family of closed sets corresponds exactly to the family of closed sets, $L^{\square_c}$ is the supremal $\square$-closed subset of $L$. □