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Abstract

With the development of sophisticated photo-editing tools, image manipulation and forgery can be done easily and detection of tampered images by human eyes is difficult. Since images can be used in journalism, medical diagnosis, police investigation and as court evidences; image tampering can be a threat to the security of people and human society. Therefore, detection of image forgery is an urgent issue and development of reliable methods for image integrity examination and image forgery detection is important. Image splicing is one of the most common types of image tampering. In image splicing, if the original image and the spliced region have inconsistency in terms of blur type or blur level, such inconsistency can be used as an evidence of image splicing. In addition, after splicing, the traces of splicing boundary in the form of sharp edges are left in the tampered image which are different from the normal edges in the image. However, the forger may use some post-processing operations such as resizing the tampered image into a smaller size and artificial blurring of the splicing boundary to remove the splicing traces or visual anomalies. In such a case, the existing tampering detection methods are less reliable.

In this thesis, we address the problem of splicing detection and localization by proposing three methods for 1) Splicing localization by exposing blur type inconsistency between the spliced region and the original image, 2) Splicing localization based on inconsistency between blur and depth in the spliced region, and 3) Splicing detection based on splicing
boundary artifacts. To locate the splicing region based on blur type inconsistency, we propose a blur type detection feature to classifying the image blocks based on the blur type. This feature is used in a classification framework to classify the spliced and the authentic regions. To locate the splicing based on the inconsistency between blur and depth, we estimate two depths based on defocus blur cue and image content cues. The inconsistency between these two depths are used for splicing localization. To detect the splicing based on splicing boundary artifacts, we propose two sharpness features called Maximum Local Variation (MLV) and Content Aware Total Variation (CATV) to measure the local sharpness of the image. These sharpness features are incorporated in a machine learning framework to classify the image into authentic or spliced. Different from the previous splicing detection methods, the first two methods are reliable in the case of artificial blurring of the splicing boundary and all of our proposed methods are robust in general to image resizing.
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Chapter 1

Introduction

1.1 Background

In the last few years, due to the availability of professional image editing tools, the image tampering in the digital world has been increased. With the sophisticated photo editing softwares such as Photoshop, people enjoy the great conveniences of using these tools. In such case, the content of a digital image can be modified with ease to deceive others. Most of the time, human vision can not differentiate an authentic from a tampered image. Image splicing is one of the most important types of image forgery. In image splicing, the forger replaces a region of an original image with a region from another image to create a fake image. In the recent years, image splicing has been increased. We show a real example of image splicing in Fig.(1.1). The Polish subsidiary of Microsoft ran a version of a company marketing campaign in which the photo was altered to change the race of a person. The original photo appeared on Microsofts U.S. web site. Ultimately, the altered photo on the Polish side was removed and replaced with the original photo. Fig.(1.1) shows (a) the original image and (b) the spliced image which was generated by replacing the head of the man in the middle [1].

Digital images have wide range of applications in journalism, social media, police investigation, law enforcement, insurance claims and medical diagnosis. Besides, due to the fast growing of multimedia capturing devices such as digital cameras, smart phones,
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Figures 1.1: (a) An authentic image, (b) A spliced image is generated by replacing the head of the man in middle.

Figure 1.1: (a) An authentic image, (b) A spliced image is generated by replacing the head of the man in middle.

digital scanners and the popularity of photo sharing on social media networks such as Flickr and Facebook, the fake photos are spread quickly. Therefore, development of tools for image tampering detection and authenticity verification is important to the society.

In this thesis, we address the problem of image splicing detection and localization by proposing three works. First, we propose a splicing localization method based on blur type inconsistency between the spliced region and the original image. Second, we propose a method for splicing localization in out-of-focus blurred images based on the inconsistency between blur and depth of the spliced region. Third, we propose a splicing detection method based on splicing boundary artifacts.

1.2 Related Work

In the past few years, lots of image forensics techniques have been proposed. The existing techniques in image forensics are divided into two main categories, including active and passive forensics. In the active forensics approaches, a fragile data is computed and inserted into an image using information hiding or digital signature techniques. This fragile data is created and inserted by a sender before it is transferred through an unreliable public network or by digital camera after image capturing. Upon receiving the image or image forensics investigation, the integrity of the image is checked by comparing the
1.2. Related Work

recomputed fragile data and the original one.

In the passive forensics approaches, no information is needed to be inserted to the original image. Therefore, these approaches are applicable to a wide range of image tampering detection. The idea behind the passive approaches is that different kinds of image tampering introduce different artifacts and irregularities in the tampered image. These inconsistencies can be traced and detected as an evidence of tampering. In this category, the most important image tampering detection techniques can be categorized into five groups, including (1) format-based, (2) camera-based, (3) pixel-based, (4) physically-based and (5) blurriness/sharpness-based [2].

1.2.1 Format-based Techniques

The format-based techniques use the statistical correlations which are introduced by the lossy JPEG compression of an image. The most important technique in this category is based on double JPEG compression detection.

- Double JPEG compression

In image manipulation by a photo editing tool, the original image is loaded, modified and saved in an image format. Since most images have JPEG format, it is likely that after manipulation the tampered image is saved in JPEG format. In such case, the tampered image is double JPEG compressed. Since the JPEG format is a lossy compression, the double JPEG compression introduces some artifacts which are not present in a singly compressed image. Although the traces of double JPEG compression may not necessary show an image tampering, the presence of double JPEG compression artifacts can be one of the evidences of image tampering. The presence of such artifacts in a part of the image or the whole image can sometimes be used as an evidence of image tampering.
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Some works [3–7] use the double JPEG compression artifacts for image splicing detection and localization. Bianchi and Piva et al. [3] separated the double JPEG compression artifacts into two categories, called Aligned Double JPG artifacts (A-DJPEG) and Non-Aligned Double JPG artifacts (NA-DJPEG), according to whether the second JPEG compression uses a DCT grid aligned with the first compression or not. In the A-DJPEG category, it is assumed that an original JPEG image is saved in the JPEG format after some local tampering. In this case, if the spliced region are from a non-compressed image, DCT coefficients of original image will undergo a double JPEG compression, exhibiting double quantization artifacts, while DCT coefficients of spliced region will have singly quantization artifacts. In the NA-DJPEG category, it is assumed that a region from a JPEG image is spliced into another image with different block-based JPEG compression alignment and the tampered image is JPEG compressed. In such case, the second JPEG compression may not be aligned with the spliced region or the original image, exhibiting different artifacts in the spliced region and the original image. Such artifacts can be used for splicing localization.

In another method, Bianchi and Piva et al. [4] proposed a method to detect the presence of NA-JPEG in JPEG compressed images. This method uses a feature which is defined based on the periodicity of the block wise DCT coefficients while the DCT is computed according to the grid of the previous JPEG compression. In [5], Farid proposed a technique for detection of tampering in low-quality JPEG images. This method detects the splicing when the spliced region is taken from an image with lower quality than the resaved tampered image. Such a region is detected by resaving the tampered image at different JPEG qualities and detecting spatially localized local minima in the difference between the tampered image and its JPEG-compressed versions.

- EXIF Header
Fan et al. [8] proposed a method for tampering detection by investigating the correlation between the statistical noise feature and the EXchangeable Image File Format. By formulating each EXIF feature as a weighted sum of the selected statistical image noise features, the weights are calculated by solving a least square which models the correlation between the authentic image and the corresponding EXIF header. Image manipulations like brightness and contrast adjustment can affect these noise features and lead to enlarged numerical difference between actual and its estimated EXIF feature from the noise features. By using the numerical difference as a manipulation indicator, the brightness and contrast adjustment can be detected.

1.2.2 Camera-based Techniques

The camera-based techniques use the artifacts introduced by the camera lens, sensor, or on-chip post processing. The most important techniques in this category includes Color Filter Array [9–11], Camera Response Function [12] and Sensor Pattern Noise [13].

- **Color Filter Array**

In digital camera, the light is passed through the Color Filter Array (CFA) before reaching the camera sensor and only one particular color (red, green or blue) is captured for each image pixel. To obtain all the three color channels (red, green and blue), the two missing color values for each pixel are estimated by applying an interpolation process, called demosaicing. Since camera brands use different interpolation algorithms for demosaicing, it is likely that after image splicing, different parts of the image have different traces of demosaicing. Such inconsistency between different parts of the image can be used as an evident of image tampering.

Some works [9–11] use the demosaicing regularity for image image tampering detection. The work in [9] introduced a method for image splicing localization by investigating the
inconsistency in the demosaicing artifacts at block level. In this method, it is assumed that the forger uses some transformation and resizing operations to match the size of objects in the original image and the spliced region. However, these operations remove the pixels correlation which is generated by a demosaicing algorithm. By analyzing the traces of interpolation at different parts of an image, it is possible to localize the splicing when the traces of CFA interpolation is not present.

In another method, Cao and Kot [10] used demosaicing regularity for image source identification. In the presence of camera information, this method can be applied in block-wise fashion for splicing localization. In [11], a method based on the camera post processing operations is proposed. The camera post processing operations leave distinct intrinsic traces in digital images which can be employed to verify the integrity of digital images. The absence of such traces indicates that an image is tampered by a photo-editing tool.

- **Camera Response Function**

  The Camera Response Function (CRF) is one of the steps in the camera post-processing pipeline. After demosaicing process, the CRF transforms the interpolated irradiance to the pixel intensity.

  Hsu et al. [12] proposed an image splicing detection method based on CRF consistency, shown in Fig.1.2. First, the image is segmented into distinct shaped regions based on the edge intensity and then the CRF is estimated for each region. Since CRF anomalies exists around the spliced boundary, some features are extracted from each boundary to exhibit CRF inconsistency. Then, using such features, the boundary between each two regions is classified as authentic or spliced.

- **Sensor Pattern Noise**
Another artifact that is left in the image by the camera post-processing pipeline is photo-response non-uniformity noise (PRNU). The PRNU is a unique stochastic fingerprint of imaging sensors, which can be used for image source identification and integrity verification. Since in image splicing it is likely the original image and the spliced region are taken from different images, the PRNU can be used for detection of inconsistency in the sources of spliced region and original image for splicing detection.

Chen et al. [13] proposed a framework for source camera identification based on the PRNU. By incorporating the camera information, it is able to indicate the authenticity of an image and then localize the spliced region. In this method, the PRNU is obtained using a maximum-likelihood estimator derived from a simplified model of the sensor output. Then, the spliced regions are localized by detecting the presence of sensor PRNU in the different regions of an image.

1.2.3 Pixel-based Techniques

The pixel-based techniques [14,15] use statistical anomalies at pixel level for detection of image tampering. The most important technique in this category is based on resampling detection.

- **Resampling Detection**

  In image splicing, geometric transformations such as scaling and rotation are necessary to create consistency between the size of objects in the spliced region and the original
image. Geometric transformations typically require resampling and interpolation steps. Therefore, by investigating any traces of resampling or interpolation in an image, image tampering can be detected.

Mahdian et al. [15] proposed a method for detection of statistical changes in the covariance structure to discriminate an interpolated signal from the original one. They showed that interpolated signals and their derivatives contain specific periodic properties. Based on such periodic properties, they proposed a method for identification of the traces of resampling and interpolation. By applying this technique to an spliced image, the geometric transformations which are applied to the spliced region can be detected for splicing localization.

1.2.4 Physically-based Techniques

The physically-based techniques detect the anomalies in the lighting directions [16] and the inconsistency in the size of physical objects [17] in an image.

- **Light Anomalies**

  In splicing of two images, it is very difficult to exactly match the lighting, even if the lighting seems perceptually consistent. The reason is that in the complex lighting environments, it is unlikely to have consistent lighting directions in the tampered image. Under simplifying assumptions such as distant light sources and diffuse surfaces, the lighting environments can be modeled with a linear combination of spherical harmonics. Johnson et al. [16] proposed a method to approximate such a model for a given image.

  Inconsistencies in the lighting model in an image can be used as an evidence of image splicing.

- **Size Inconsistency**
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In image splicing, creating a consistency in the size of the objects in the spliced region and the original image is difficult, especially when there is no reference object in the same distance. Yao et al. [17] proposed a perspective constraint based method for detection of image tampering by investigating the inconsistency in the size of objects. The rationale is that the height ratio of the objects in digital images are different from the real world scene due to the perspective effect. For two objects, if their actual height ratio and the height of one of the objects in the image are available, the size of another object can be estimated. When the size ratio of the two objects in the image is more than a tolerable interval, it is an evidence of image splicing.

The techniques introduced in the format-based, camera-based, pixel-based, and physically-based categories have some limitations in splicing localization in a tampered image when some post processing operations are applied. For instance, resizing the tampered image and artificial blurring of the spliced region boundary, can be anti-forensics threats that may remove the artifacts used by these techniques. The light anomalies [16], size inconsistencies [17] and sensor pattern noise [13] are more robust to such post processing operations. However, the light anomalies [16] only works in the case of lighting inconsistency. The size inconsistencies [17] is applicable when the actual size of objects is available and sensor pattern noise [13] requires the knowledge of camera photo-response non-uniformity noise information. On the contrary, splicing detection based on blur inconsistency has its advantages. Such detection is robust to image resizing and blurring of the spliced region boundary. Also, it does not need the camera information.

1.2.5 Blurriness/Sharpness-based Techniques

Blur is a kind of image degradation which is caused due to a combination of the values of scene pixels in a captured image. Different combinations result in different types of
blur, and every type is identified by a function which is called blur kernel or Point Spread Function. In image capturing by a camera, it is possible that unintentional blur appears in a taken image. Usual types of blurs in natural images include motion and out-of-focus blur. The motion blur is caused due to motion of an object in a scene or motion of camera with respect to the scene. The out-of-focus blur is caused by a limited depth of field of camera lens, which causes a part of the image to be in focus and the rest of the image to be out-of-focus.

For image tampering detection, the blurriness/sharpness-based methods use the blurriness inconsistencies which are caused by splicing of the images. The most important techniques in this category are based on two different types of artifacts. The first type appears in the form of sharp edges in the splicing boundary which are different from the normal edges in the image. The second type is the blurriness inconsistency in the spliced region and the original image.

- **Splicing Boundary Artifacts**

  In image splicing, the splicing boundary introduces sharp edges which are different from the normal edges in the tampered image. Such sharp edges can be used as an inconsistency artifact for splicing detection. The recent research in steganalysis and splicing detection shows a close relation between these two areas [18]. Both the image steganography and image splicing make the tampered image look like authentic to impress observers that a fake image is real. However, the steganographic embedding and splicing operation cause irregularity on the smoothness and consistency of the image pixels. By using a well designed natural image model, stego images and spliced images are distinguishable from authentic images, using image classification methods.

  Some works [19–24] use the local descriptors which are defined based on a set of high-pass filters to describe the natural image model for steganalysis and splicing detection.
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Besides, the sharpness features, which are proposed by the sharpness assessment methods, [33–53] can be used to discriminate authentic and spliced images using image classification methods. In what follow, we review some of the state-of-the-art steganalysis and sharpness assessment methods.

1) Natural Image Models for Steganalysis and Splicing Detection

In this section, we review some natural image models used in the universal steganalysis schemes. Although such models have been proposed for steganalysis, they can be used with success in splicing detection. In [19], the first four order statistical moments of wavelet coefficients and their prediction error of nine wavelet high frequency subbands are used to form a 72-dimensional feature vector for steganalysis. It is worth noting that the prediction error of image pixels are calculated from their neighboring pixels. In [20], Shi et al. proposed a steganalysis scheme by utilizing the moments of the statistical characteristics of the input image, its prediction error image, and the wavelet subbands. Such moments are used to compose a 78-dimensional feature vector as the image model.

Zou et al. [21] proposed a steganalysis system based on 2D Markov chain of thresholded prediction error image. In another method [22], the empirical transition matrices of Markov chain along the horizontal, vertical, and main diagonal directions serve as features. Another steganalyzer is proposed in [23], which combines the statistical moments of 1D and 2D characteristic functions of the image pixels and the multi-size block DCT. Fridrich and Kodovsky [24] proposed rich model based on 39 high-pass filters to create the image residuals for steganalysis. Such residuals can be used in a learning framework for image splicing detection.

2) Existing Sharpness Assessment Methods

In recent years, different approaches have been proposed for Image Quality Assessment (IQA) which are classified into three categories, namely full-reference (FR) [25–28],
reduced-reference (RR) [29–32] and no-reference (NR) [33–53]. In the FR approaches [25–28], the reference image is available and the similarity between the distorted image and the reference image is measured. In the RR approaches [29–32], partial information from the image is used for quality assessment. However, in the practical applications, the reference image does not exist, so the FR and RR approaches cannot be used. In such cases, NR-IQA approaches [33–53] are applicable. We categorize the NR-IQA approaches into spatial-domain, transform-domain and gradient-domain categories. In what follows, we review such methods in details.

**Spatial-domain**

In the spatial-domain category, we consider the image content in the spatial domain such as the edge width and texture variation. Marziliano et al. [33] proposed a method to measure the sharpness by averaging the edge width along horizontal and vertical directions. Ferzli et al. [34] proposed the just noticeable blur (JNB) concept, which is a blur detection probability model based on the human vision. By incorporating the JNB, Narvekar et al. [35] introduced the cumulative probability of blur detection (CPBD) based on the human blur perception at different contrasts. Caviedes et al. [36] used the kurtosis of edges for sharpness measurement. Varadarajan et al. [37] proposed an iterative edge refinement method to generate a perceptual-based sharpness metric.

In addition to the edge-based approaches discussed, some other approaches use image pixels intensity variation. Vu et al. [38] proposed a sharpness measure named S3 by incorporating the image total variation (TV) in the spatial domain and the image local spectral information. Mittal et al. [39] introduced the Blind/Referenceless Image Spatial QUality Evaluator (BRISQUE) which employs the statistics of locally luminance values to quantify the image quality. Tang et al. [40] proposed a framework to map a set of features including natural scene, texture, blur and noise statistics to generate a no reference image quality score. Zhong et al. [41] proposed a sharpness estimator based on the features
extracted from the image saliency map.

**Transform-domain**

The transform-domain category examines the image in the discrete cosine, fourier and wavelet transform domain. The sharpness measurement techniques proposed in this category are motivated by the fact that reducing the sharpness decreases the image high frequency energy. In [42], Shaked *et al.* utilized the high and low frequency information, considering the issue that the image details indicated by the high frequency can be used as the sharpness measure. Janez *et al.* [43] measured the sharpness by calculating the discrete cosine transform (DCT) of the local image patches. Caviedes *et al.* [44] proposed a sharpness measure by combining the kurtosis of DCT coefficient distribution and the edge information. Hassen *et al.* [45] introduced a sharpness metric by incorporating local phase coherence (LPC) at the image spatial locations.

There are other approaches which measure the image sharpness based on the statistics of transform coefficients. Moorthy *et al.* [46, 47] proposed a NR-IQA model named Distortion Identification-based Image INtegrity and Verity Evaluation (DIIVINE) which utilizes the natural scene statistics of wavelet coefficients. Saad *et al.* [48, 49] proposed the complementary methods in [46,47] called BLind Image Notator using DCT Statistics (BLIINDS) using the statistics of DCT coefficients. In [50], Shen *et al.* introduced a hybrid of cosine, curvelet and wavelet transform for sharpness assessment.

**Gradient-domain**

The gradient-domain category which employs the image gradient is motivated by the observation that the amplitude of gradient is reduced by decreasing the sharpness. In [51], Zhu *et al.* proposed a sharpness metric based on singular value decomposition applied to the local patches gradient. Ong *et al.* [52] used the average extend of edges in both the direction and the opposite direction of gradient to determine the image sharpness. Chung
et al. [53] proposed a method by incorporating the standard deviation and weighted mean of the edge gradient magnitude for sharpness measurement.

- **Blurriness/Sharpness Inconsistency**

In splicing of blurred images, it is likely that the original image and the spliced region have blurriness inconsistency in terms of type or level. Some works have been done for image tampering detection based on blur inconsistency. For instance, Hsiao et al. [54] proposed a method for tampering detection based on blurriness inconsistency estimated from DCT coefficients. This method detects two types of blur inconsistencies in tampered images, including 1) the traces of artificial blurring in the splicing boundary and 2) the inconsistency in out-of-focus blur level of the spliced region and the original image.

Jing et al. [55] proposed a method for detection of the splicing boundary which is blurred by an artificial blur. Generally, natural and artificial out-of-focus blurs have some differences which make them distinguishable. After artificial blurring, some artifacts are left around the blurred region which can be used to detect the artificial blur. After image splicing, if the forger hides the traces of splicing by artificial blurring of the splicing boundary, in such case the blur inconsistency is left along the edges which can be used for splicing detection. For instance, Wang et al. [56] proposed a method for detection of manually blurred edges by discriminating the natural out-of-focus blur from the artificial out-of-focus blur. In this method, first, the blurred edges are extracted by phase congruency. Then, a learning framework is used to differentiate artificial blurred edges from natural blurred ones.

In another method, Zhou et al. [57] discriminated natural out-of-focus blurred edges from artificial blurred ones based on edge preserving and smoothing filter. Cao et al. [58] proposed a blur estimation technique to measure blur degree of edge pixels based on their neighborhood values. Since the blur degree of artificial blurred edges changes along the
1.2. Related Work

edge, this can be used to distinguish artificial blurred edges from the natural blurred ones.

There are some methods which investigate the blurriness of the spliced region and the original image to detect any inconsistency as an evidence of splicing. These methods [59,60], assume that the objects with the similar distances from camera lens should have similar out-of-focus blur level. This consistency is destroyed in image forgery and can be used as an evidence of image tampering. As an example, Sutcu et al. [59] estimated blurriness of an image in different regions based on the decay of wavelet transform coefficients across scales. However, this method only detects the low blur degrees (gaussian blur with standard deviation less than 1.75) and is not reliable for detection of the high blur degrees. Wang et al. [60] estimated the local blurriness of the image blocks for detection of any inconsistency in the different regions of an image for splicing detection.

Kakar et al. [61] proposed a method for splicing detection based on the inconsistency in the blurriness and direction of motion blur. In splicing, if original image has a motion blur, the forger should blur the spliced region manually to create consistency in the spliced region and the original image. However, creating a consistent blur is difficult and any inconsistency in the level of blurriness or the direction of motion blur can be used as an evidence of tampering. This method detects such inconsistencies to discriminate the spliced region based on spectral analysis of image gradients.

In addition to the discussed methods, some methods have been proposed for the out-of-focus blur level detection which can be applied for the detection of blur level inconsistency between the spliced region and the original image. Graf et al. [62] proposed a method for the discrimination of the sharp and blurred regions in the low depth of field images. They generate a blurred version of the image by convolution with a gaussian kernel. Since the difference of blurred version and the original image in the blurred regions is less than the sharp regions, such difference can be used as a feature to differentiate blur from sharp regions. Tai et al. [63] proposed a method for blur detection in the low depth of field
images. This method estimates defocus blur map based on image gradient and contrast. The idea is that the magnitude of image gradients and difference of contrast within a blurred region is smaller than a sharp region. The ratio of the image gradient to the local contrast is used as a feature to estimate defocus blur map.

Kovacs et al. [64] proposed a method for partial blur detection based on Blind Image Deconvolution. There are some other methods, such as Kim et al. [65] and Li et al. [66], which are also proposed for blur detection in the low depth of field blurred images. Kim et al. [65] proposed a technique to partition a low depth of field image into focus and blurred regions based on the Higher Order Statistics (HOS) of image pixels in three steps. First, HOS of the image pixels is calculated. Second, the HOS is simplified by removing small dark holes and bright patches using a morphological filtering. Finally, the segmentation is done by applying region merging and thresholding. Li et al. [66] introduced a method for extraction of focused objects in the low depth of field frames of video in three steps. First, a saliency map is generated by reblurring of an image with a blur kernel. Second, bilateral and morphological filtering is used to remove the salient regions. Third, a thresholding technique is incorporated to extract the focused objects.

Some works [67–70] have been done for partial blur type detection and classification. In [67], Chen et al. proposed a method based on the lowest directional high-frequency energy to classify motion and out-of-focus blurs. Liu et al. [68] used the correlation of the shifted blocks as a feature for the motion and out-of-focus blur types classification. In addition, local power spectrum slope in the frequency domain, gradient histogram span and color saturation are used to classify sharp and blurred blocks. Su et al. [69] proposed a method for classification of the motion and out-of-focus blurred regions in the partial blurred images based on the alpha channel feature. In this method, the blurred regions are also segmented by calculating SVD information of a block around each image pixel. Aizenberg et al. [70] proposed a method for classification of motion, gaussian and uniform
blurs based on the magnitude of cepstrum coefficients.

1.3 Major Contribution and Organization

This thesis is organized as follows.

• In Chapter 2, we propose a novel method for blurred image splicing localization based on partial blur type inconsistency. In this method, a local blur type detection feature is proposed which works for the parametric as well as non-parametric forms of out-of-focus and motion blur types. We use such feature to discriminate the image into invariant blur type regions. Such blur type differences of the regions is used to trace the inconsistency for the splicing localization. Our experimental results demonstrate the efficiency of the proposed method in detection and classification of out-of-focus and motion blur types. For forensics applications, the evaluation of the proposed method for splicing localization indicates the efficiency of our method which works well when some post processing operations, such as blurring the spliced boundary and image resizing are applied after splicing. In such cases, the other techniques are less reliable while our method is robust to such kind of operations.

• In Chapter 3, we propose a method for splicing localization in the defocus blurred images based on the inconsistency between two depth maps. The first one is estimated from the defocus blur, while the second one is estimated from the image content monocular cues. We estimate the depth from the defocus blur by proposing a novel blur measure. Also, we estimate the depth from the image content such as texture, edge and haze cues. Finally, the inconsistency of the estimated two depth maps are detected for splicing localization. We formulate a classifier to classify authentic and spliced regions by incorporating the depths inconsistency feature. Evaluation
of our method in the blur measurement shows the efficiency in detection of a wider range of blur degrees when compared to the state-of-the-art methods. For splicing localization, our result is promising in detection of inconsistency in the depths estimated from defocus blur and image content cues for various range of blur degrees and depths. The evaluation of our method in splicing localization in the presence of post-processing operations such as image resizing and splicing boundary blurring shows the reliability of our method to such kind of anti-forensics operations.

- In Chapter 4, we propose a method for splicing detection based on splicing boundary artifacts. After image splicing by photo editing tools, the traces of splicing are left in the boundary of spliced region which can be used as an evidence of splicing. We propose two sharpness measure features, called maximum local variation (MLV) and content aware local variation (CATV), to measure the local sharpness of an image. Such sharpness feature have better performance in terms of accuracy and computational time when compared to the state-of-the-art sharpness assessment methods. By incorporating these sharpness features in a classification framework, we can classify the authentic and the spliced images with high performance which outperforms the state-of-the-art methods. Besides, in the presence of post-processing operations such as image resizing, the existing splicing detection methods are less reliable while our method is almost robust.

- In Chapter 5, we conclude the thesis and suggest the future research directions.
Chapter 2

Blurred Image Splicing Localization by Exposing Blur Type Inconsistency

In a tampered image generated by splicing, the spliced region and the original image may have different blur types. Splicing localization in such an image is a challenging problem when a forger uses some post-processing operations, as anti-forensics, to remove the splicing traces anomalies by resizing the tampered image or blurring the spliced region boundary. Such operations remove the artifacts, which make detection of splicing difficult.

In this chapter, we overcome this problem by proposing a novel framework for splicing localization in a blurred image based on partial blur type inconsistency. In this framework, after block-based image partitioning, a local blur type detection feature is extracted from the estimated local blur kernels. The image blocks are classified into out-of-focus or motion blur based on this feature to generate invariant blur type regions. Finally, a fine splicing localization is applied to increase the precision of the regions boundary. We can use the blur type differences of the regions to trace the inconsistency for the splicing localization.

Our experimental results show the efficiency of the proposed method in detection and classification of out-of-focus and motion blur types. For splicing localization, the result demonstrates that our method works well in detecting the inconsistency in the partial blur types of tampered images.
2.1 Introduction

In splicing of the blurred images, if the original image and the spliced region have different blur types, e.g., out-of-focus and motion, an inconsistency in the blur types of different regions may appear in the tampered image. We focus on detection of such kind of inconsistencies for splicing localization in a blurred image. However, the forger may remove the anomaly introduced by the traces of splicing and make the image visually pleasing by some post-processing operations, such as resizing the tampered image into a smaller size or blurring the spliced region boundary. Such operations remove the artifacts used by many existing techniques to make the detection of splicing difficult. In this chapter, we address this problem by targeting the partial blur type inconsistency detection, which is rather robust to such kind of operations.

![Authentic image](image1.png) ![Tampered image](image2.png)

**Figure 2.1:** (a) An authentic image with whole out-of-focus blur, (b) A tampered image generated by splicing a motion blurred region in image (a), which has inconsistent blur types in the right side (motion blur) and left side (out-of-focus blur).

Fig.(2.1) (a) shows an authentic image with out-of-focus blur and (b) a tampered image generated by splicing a motion blurred region in image (a). The tampered image (b) has two different partial blur types, one on the left and one on the right side. The right side (spliced region) with motion blur indicates the camera movement with respect to the scene while the left side (original image) has the out-of-focus blur. Since the objects (walls and building) in these regions are stationary, such inconsistency in the blur types...
can be used for splicing localization. In this chapter, the objective is the localization of the spliced region in a tampered image by exploration the inconsistency in the partial blur types.

In image capturing by a camera, it is possible that blur appears in a taken image. Usual types of blurs in natural images include motion and out-of-focus blur. Out-of-focus blur is caused by the placement of an object out of the camera depth-of-field or incorrect focal length setting. Motion blur is generated due to the motion of the camera or the object. These kinds of blur are called natural blur. Besides, it is possible that someone use some photo editing tools such as photoshop to blur a region or the whole image using some predefined mathematical function to simulate the motion and out-of-focus blur types. These kinds of blur are called artificial blur. In both natural and artificial blur, the simplest form of motion and out-of-focus blur kernels are specified by the linear motion and the cylinder disk, respectively. These blur kernels can be defined by parametric models. However, in practice, the motion blur could be non-linear [71,72], and out-of-focus blur could be asymmetric in shape [73], which is considered to be non-parametric and more complex. There are some works done [71–79] on non-parametric blur in blur kernel estimation and deblurring areas. However, less work has been done for blur type detection and classification for such complex forms. In this chapter, we consider parametric as well as non-parametric forms of motion and out-of-focus blurs that are more realistic in image forensics applications.

The rest of this chapter is organized as follows. In Section 2.2, blur type detection features are proposed for classification of out-of-focus and motion blur types. By incorporating such features, we propose in Section 2.3 a partial blur type detection and classification framework used for splicing localization in blurred images. Experimental results are shown in Section 2.4. Section 2.5 summarizes this chapter.
2.2 Blur Type Detection Features

As mentioned earlier, the out-of-focus and motion blur kernels can be represented in the parametric or the non-parametric categories. In the parametric category, we consider the linear motion blur described by length $L$ and direction $\theta$ and symmetric out-of-focus described by a cylinder disk with radius $R$. In the non-parametric category, we consider the motion blur to be non-linear or with multiple directions and the out-of-focus blur to be asymmetric. We define the non-parametric category using a 2D matrix. Fig. 2.2 shows the top view of some blur kernel examples with brighter regions indicating larger values.

We observe that despite the kernel size, motion blur kernels tend to be sparse because most values in these kernels are close to zero (dark regions) while out-of-focus blur kernels are less sparse. Fig. 2.3 (a)-(h) show the histograms of the blur kernels in Fig. 2.2 (a)-(h), respectively. There distributions reveal the number of blur kernel pixels at different intensity values. We generate these distributions in the following two steps.

1) We reduce the support size of the blur kernel by considering a square support around the center of blur kernel in such a way that all values out of the support to be zero. In such case, for out-of-focus blur kernels, most values inside the support are nonzero, while for motion blur kernels, most values inside the support are zero. It means that the motion blur kernels are sparser than the out-of-focus blur kernels. Actually, the objective of this step is to make the sparsity property independent of the blur level.

2) We resize the blur kernels with the new support size into the size of $100 \times 100$, followed by scaling the sum of the values of each kernel into 1. The objective of this step is to increase the size of blur kernel to have enough samples to generate the blur kernel distributions.

From these distributions, we observe that out-of-focus and motion blur kernels have different statistics. We use such differences to extract a set of features by describing the
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blur kernel distributions roughly with the Generalized Gaussian Distribution (GGD):

\[
f(K(x, y); \mu, \gamma, \sigma) = \left( \frac{\gamma}{2\sigma \Gamma(\frac{1}{\gamma})} \right) \frac{\gamma}{\sigma \Gamma(\frac{1}{\gamma})} e^{-\frac{(K(x, y) - \mu)^2}{2\sigma^2 \Gamma(\frac{1}{\gamma})}}
\]

(2.1)

where \( K(x, y) \) is a value at location \((x, y)\) in the blur kernel \( K \) estimated from an image, \( \mu \) is the mean, \( \sigma \) is the standard deviation, \( \gamma \) (\( \gamma > 0 \)) is the shape parameter of the GGD and \( \Gamma(.) \) is the gamma function defined as

\[
\Gamma(z) = \int_0^\infty t^{z-1} e^{-t} dt
\]

(2.2)

We calculate the value of \( \gamma \) and \( \sigma \) for the blur kernel distributions shown in Fig. 2.3 using the method proposed in [80]. The values of \( \gamma \) and \( \sigma \) suggest distinctive difference in value for the out-of-focus blur kernels versus motion blur kernels. To further explore the values of \( \gamma \) and \( \sigma \) for different blur kernel types, we plot in Fig. 2.4 the 2D scatter plot of \( \gamma \) versus \( \sigma \) for the blur kernels estimated from a set of randomly selected 1200 (600 out-of-focus and 600 motion) blurred images with size of ranging from 1024 \( \times \) 768 to 3456 \( \times \) 2304 pixels. The estimated blur kernels include a variety of blur kernels such as linear motion, non-linear motion, multi line motion due to hand shake, objects motion, camera motion, and also symmetric and asymmetric out-of-focus blur kernels. Whether the blur kernel is simple or complex, the value of \( \gamma \) in the out-of-focus blur kernels is larger than the motion blur kernels, while \( \sigma \) in the out-of-focus blur kernels is smaller than motion blur kernels. Such scatter plot shows that these two classes of motion and out-of-focus blur kernels can easily be separated. Below, we describe our proposed framework which employs these features for partial blur type detection used in splicing localization.
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Figure 2.2: Examples of blur kernels: (a) and (b) parametric motion (linear); (c) and (d) non-parametric motion (non-linear); (e) and (f) parametric out-of-focus (symmetric); (g) and (h) non-parametric out-of-focus (asymmetric).

2.3 Proposed Framework

The proposed framework for splicing localization shown in Fig. 2.5 is carried out in three steps here. First, we propose local blur type features (block-based blur type features) generated by partitioning an input tampered image into blocks. Second, we formulate a classifier to classify the image blocks into out-of-focus or motion blur types, based on the proposed features. Third, we apply an energy based method for the fine splicing localization by increasing the boundaries precision from the block level to the pixel level. This framework discriminates all regions with different blur types. These regions can be spliced or authentic. However, when the blur types in the spliced region and the authentic region cannot be detected by human vision due to low blur degree or complicated image content, our method is very useful. We may detect inconsistency in the partial blur types and the semantic content of the regions for splicing localization. The following sections provide detailed steps of the proposed framework.

2.3.1 Local Blur Type Feature Extraction

In the step shown in Fig. 2.5(a), the objective is to extract local blur type features of an input blurred image with possible spliced regions. The image is partitioned into blocks
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Figure 2.3: Pixel value distributions estimated from (a) and (b) linear motion; (c) and (d) non-linear motion; (e) and (f) symmetric out-of-focus and (g) and (h) asymmetric out-of-focus blur kernels in Fig. 2.2.
Chapter 2. Blurred Image Splicing Localization by Exposing Blur Type Inconsistency

Figure 2.4: 2D scatter plot of $\gamma$ vs $\sigma$ for Generalized Gaussian Distribution of the blur kernels estimated from 600 out-of-focus and 600 motion blurred images.

Figure 2.5: Proposed Framework for Blurred Image Splicing Localization

and then the blur kernels of the image blocks, denoted as local blur kernels, are estimated. Given a color image $B$ of size $M \times N$, we convert it into a gray scale image $G$ and then partition $G$ into blocks $G_{i,j}$ with $L \times L$ pixels, where $i$ and $j$ are the indices of different blocks ($1 \leq i \leq \left\lfloor \frac{M}{L} \right\rfloor$, $1 \leq j \leq \left\lfloor \frac{N}{L} \right\rfloor$). For an image block $G_{i,j}$, the image blurring process
is given by
\[ G_{i,j} = I_{i,j} * K_{i,j} + N_{i,j} \] (2.3)
where \( I_{i,j} \) represents a sharp image block, \( K_{i,j} \) is a local blur kernel represented by a two-dimensional matrix with size of \( \kappa \times \kappa \), \( N_{i,j} \) is the noise matrix and ’*’ denotes convolution.

To estimate local blur kernel \( K_{i,j} \) from image block \( G_{i,j} \), previous techniques [74–79], [81–86] work based on Blind Image Deconvolution (BID). In BID, only the blurred image is known, but the blur kernel, the original image and the noise are unknown. By assuming prior models for the blur kernel, the original image and the noise, the blur kernel and the original image can be estimated, simultaneously. In our method we assume Gaussian prior model for the blur kernel, the original image and the noise. Some of the techniques which have been proposed for BID work well for a specific blur type, and some are applicable for the whole image blur kernel estimation. Considering a method that is independent of the blur type and applicable for small patches, we use the method in [81] to estimate all local blur kernels \( K_{i,j} \) of the image \( G \).

As mentioned before, the distributions of the out-of-focus and motion blur kernels have different statistics. Based on the study carried out in the previous section, \( \gamma \) and \( \sigma \) can be used as features for blur type classification. We propose these features for local blur type detection by describing the local blur kernels \( K_{i,j} \) with GGD by replacing \( K \) with \( K_{i,j} \) in Eq. (2.1). As such, the shape-parameter \( \gamma_{i,j} \) and standard deviation \( \sigma_{i,j} \), representing blur type features at block level, are used in the next section for blur type classification.

### 2.3.2 Blur Type Detection and Classification

In this section, we incorporate the proposed blur type features to classify the blur type of image block \( G_{i,j} \) into out-of-focus or motion. We generate a new feature \( \nu_{i,j} \) by combining
\( \gamma_{i,j} \) and \( \sigma_{i,j} \) for dimensionality reduction. By representing \( \gamma_{i,j} \) and \( \sigma_{i,j} \) as the feature vector \( \mathbf{x}_{i,j} = [\gamma_{i,j} \ \sigma_{i,j}]^T \), we define a mapping \( \nu_{i,j} = f(\mathbf{x}_{i,j}) \). In general, the optimal mapping \( \nu_{i,j} = f(\mathbf{x}_{i,j}) \) is a non-linear function. Since there is no systematic way to generate a non-linear transform, we reduce the dimensionality using a linear transform of LDA [87], to yield

\[
\nu_{i,j} = \mathbf{w}^T \mathbf{x}_{i,j} = [w_\gamma \ w_\sigma][\gamma_{i,j} \ \sigma_{i,j}]^T
\]

(2.4)

where \( \mathbf{w} = [w_\gamma \ w_\sigma]^T \) is the vector that projects the \( \gamma \)- and \( \sigma \)-axis onto a line. To find the best projection, the Fisher linear discriminant [87] suggests maximizing the between-class scatter and minimizing the within-class scatter. Applying this rule for two classes of out-of-focus and motion blurs, yields

\[
\mathbf{w} = \mathbf{S}_w^{-1}(\mathbf{e}_O - \mathbf{e}_M)
\]

(2.5)

where \( \mathbf{e}_O = [e_\gamma^O \ e_\sigma^O]^T \) and \( \mathbf{e}_M = [e_\gamma^M \ e_\sigma^M]^T \) are the vectors of the mean of \( \gamma_{i,j} \) and \( \sigma_{i,j} \) in out-of-focus and motion blur classes, respectively, and \( \mathbf{S}_w \) is the within-class scatter matrix obtained from

\[
\mathbf{S}_w = \mathbf{S}_O + \mathbf{S}_M
\]

(2.6)

where \( \mathbf{S}_O \) and \( \mathbf{S}_M \) are the sample covariance matrix of \( \gamma_{i,j} \) and \( \sigma_{i,j} \) in the out-of-focus and motion blur classes, respectively. Using the generated feature, \( \nu_{i,j} \), we formulate a binary classifier to classify the blur type of the image block \( \mathbf{G}_{i,j} \), denoted as \( B_{i,j} \), as the out-of-focus or motion, where

\[
B_{i,j} = \begin{cases} 
'M' \ (\text{motion blur}) , & \text{if } \nu_{i,j} \geq \rho \\
'O' \ (\text{out-of-focus blur}) , & \text{otherwise}
\end{cases}
\]

(2.7)

and \( \rho \) is the threshold that discriminates the image block blur type between the out-of-focus or motion category.
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By defining the out-of-focus blur as the positive class and the motion blur as the negative class, the true positive rate (TPR) and true negative rate (TNR) are the detection accuracy of the out-of-focus blur and motion blur regions, respectively. The threshold \( \rho \) is chosen in such a way to maximize the average of TPR and TNR on a training set of images. Also, to calculate the projection vector \( \mathbf{w} \), we use the training set of the out-of-focus and motion blurred images. Using the calculated \( \rho \) and \( \mathbf{w} \), we measure the performance for the testing set.

Since the blocks without content (smooth blocks) are not reliable in blur type detection, the image blocks are categorized into smooth and non-smooth using the method in [34]. The smooth blocks are shown in Fig. 2.5 (b) in gray color. After the blur type classification, a refinement is applied to classify the smooth blocks based on the blur type of the nearest non-smooth ones. If a smooth block has more than one nearest non-smooth block with different blur types, the majority of blur types indicates the blur type of the smooth block. For the tampered image shown in Fig. 2.5, step (b) shows the classification result of the image blocks before and after refinement where all blocks are classified into the out-of-focus or motion blur. Such a classification discriminates the image into \( s \) regions \( R_1, R_2, ..., R_s \). Based on the number of blurred regions, \( s \) may change from 2 to \( \lfloor \frac{M}{T} \rfloor \times \lfloor \frac{N}{T} \rfloor \) (the number of image blocks).

2.3.3 Fine Splicing Localization

After generating \( s \) regions \( R_1, R_2, ..., R_s \), we increase the boundary precision of the regions to the pixel level. First, we define boundary blocks as the ones which at least one of their 4-neighbors are from a different region. As an example, for two regions \( R_1 \) and \( R_2 \) shown in Fig. 2.5(c) with white and black colors, respectively, the boundary blocks are indicated in gray color. Second, we assign the labels ‘1’, ‘2’, ..., ’s’ to the pixels of all non-boundary
blocks in the regions $R_1, R_2, \ldots, R_s$, respectively. The remaining pixels of the boundary blocks are non-labeled.

Third, we apply an energy-based technique [88] to propagate the labels from labeled pixels to non-labeled pixels by interpolation. Using the matting Laplacian, the interpolation problem can be formulated by minimizing a cost function. This cost function considers pixels’ intensity in addition to the labels to discriminate the pixels based on different intensities. Since it is likely that the intensity of the pixels around the boundary of the spliced region and the original image are different, by considering the pixels intensity, a fine boundary localization can be achieved. After assigning the labels to all pixels of the boundary blocks, we generate the regions $R_1', R_2', \ldots, R_s'$ from the corresponding pixels. An example of such fine localization is shown in Fig. 2.5(c).

After generating $R_1', R_2', \ldots, R_s'$, a human decision is needed to indicate the spliced region based on the inconsistencies between the blur type and semantic of the image. Such inconsistencies can be discovered based on the following facts to detect possible forgery:

1. In an image with out-of-focus blur, stationary objects, e.g. a building, should not have motion blur.

2. In an image with hand shaking or camera motion blur, all the objects should have motion blur, unless the object is stationary with respect to the camera.

In such a case, the spliced region and the original image are differentiated based on the blur type of regions. For instance, for the image shown in Fig. 2.5, since the objects (walls and building) are stationary while their blur types are different, we detect these two regions as the original region and the spliced region.
2.4 Experimental Results and Discussion

In this section, we evaluate the performance of the proposed method for splicing localization by considering different scenarios, such as various blur degrees, natural/artificial blur, presence of post-processing operations, and different tampered region sizes.

2.4.1 Performance Evaluation for Splicing Localization

In the following two experiments, we examine our method for splicing localization when the original image and the spliced region have different natural blur types.

In the first experiment, we compare our method with some of the state-of-the-art methods in partial blur type detection, including Chen et al. [67], Su et al. [69] and Aizenberg et al. [70]. We took 1200 natural blurred photos (600 out-of-focus and 600 motion) in TIFF noncompressed format with size of ranging from 1024 × 768 to 3456 × 2304 pixels, from 4 cameras, including Canon EOS 50D, Canon EOS 60D, Nikon D50 and Sony NEX-5N. The ground truth of motion versus out-of-focus blurs being recorded properly. To generate the motion blurred images, we create motion with the camera in various degrees when taking pictures. To generate the out-of-focus blurred images, we took the blurred photos by using the manual focusing in various degrees. When taking the out-of-focus blurred photos, the camera was mounted onto the tripod stand to ensure maximum stability so that the cause of the natural blur was only due to the manual focusing controlled by the user. Some examples of the dataset are shown in Fig. 2.6. By randomly choosing 1200 pairs of the out-of-focus and motion blurred images and splicing each pair, we create 1200 multi-type blurred images. Splicing is performed by some predefined masks in which almost half of each image has out-of-focus and another half has motion blur with irregular splicing boundary.
We extract local blur type features of the blocks of all the images by considering three schemes regarding the block size, including non-overlapping blocks of size $64 \times 64$, overlapping blocks of size $64 \times 64$ with 32 pixels overlapping (denoted as $64 \times 64^w$), and overlapping blocks of size $128 \times 128$ with 64 pixels overlapping (denoted as $128 \times 128^w$). Out of 1200 images, 600 images are randomly selected for training and the rest of images are used for testing. We define two classes including out-of-focus blur as the positive class and motion blur as the negative class. To classify the image pixels into out-of-focus or motion blur types, we incorporate the classifier in Eq. (2.7) for classification of the image blocks. Table 2.1 shows a performance comparison. Our average accuracy for block size of $64 \times 64$, $64 \times 64^w$, $128 \times 128^w$ outperforms other methods. In our method, among the different schemes, $64 \times 64^w$ shows better accuracy which we consider in the next experiments.

In the second experiment, we examine the proposed framework in splicing localization by considering different spliced region sizes including $100 \times 100$, $200 \times 200$ and $512 \times 384$ and whole image size of $1024 \times 768$ cropped from the original blurred images. We create datasets of tampered images exhibiting blur type inconsistency by splicing the regions extracted from 600 motion blurred images in 600 out-of-focus blurred images, and the
Table 2.1: Comparison of the methods for blur type classification in images with half natural out-of-focus and half natural motion blur by considering blocks of size $64 \times 64$, $64 \times 64^w$ ($64 \times 64$ with 32 pixels overlapping) and $128 \times 128^w$ ($128 \times 128$ with 64 pixels overlapping)

<table>
<thead>
<tr>
<th>Method</th>
<th>Scheme</th>
<th>Block Size</th>
<th>TPR (%)</th>
<th>TNR (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et al. [67]</td>
<td>Non-overlapping</td>
<td>$64 \times 64$</td>
<td>82.4</td>
<td>81.1</td>
<td>81.7</td>
</tr>
<tr>
<td></td>
<td>Overlapping</td>
<td>$64 \times 64^w$, $128 \times 128^w$</td>
<td>83.6</td>
<td>80.0</td>
<td>81.8</td>
</tr>
<tr>
<td>Su et al. [69]</td>
<td>Non-overlapping</td>
<td>$64 \times 64$</td>
<td>80.2</td>
<td>82.1</td>
<td>81.2</td>
</tr>
<tr>
<td></td>
<td>Overlapping</td>
<td>$64 \times 64^w$, $128 \times 128^w$</td>
<td>85.1</td>
<td>83.5</td>
<td>84.3</td>
</tr>
<tr>
<td>Aizenburg et al. [70]</td>
<td>Non-overlapping</td>
<td>$64 \times 64$</td>
<td>57.2</td>
<td>54.2</td>
<td>55.7</td>
</tr>
<tr>
<td></td>
<td>Overlapping</td>
<td>$64 \times 64^w$, $128 \times 128^w$</td>
<td>53.7</td>
<td>58.4</td>
<td>56.1</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>Non-overlapping</td>
<td>$64 \times 64$</td>
<td>93.2</td>
<td>92.4</td>
<td>92.8</td>
</tr>
<tr>
<td></td>
<td>Overlapping</td>
<td>$64 \times 64^w$, $128 \times 128^w$</td>
<td>94.5</td>
<td>94.2</td>
<td>94.3</td>
</tr>
</tbody>
</table>

regions extracted from 600 out-of-focus blurred images in 600 motion blurred images, at random locations. As such, we have 1200 tampered images for each tampered region size. The tampered regions are defined as irregular shapes. It is worth to note that, since in this scenario we consider the natural blurred images, the original image and the spliced region may have any blur degree. We define two classes including spliced region as the positive class and authentic region as the negative class, used in the rest of this chapter to evaluate the splicing localization performance. Table 2.2 shows the performances comparison. Our method outperforms the prior works [67, 69, 70] for different spliced region sizes. It can be seen that the performance of our method does not vary much by decreasing the size of tampered region due to the block overlapping scheme we incorporated.

2.4.2 Reliability to Resizing and Splicing Boundary Blurring

In this experiment, we show the effect of post-processing operation (blurring the splicing boundary following by resizing) on the performance of our method and some of the state-
Table 2.2: Performance comparison of the methods for splicing localization by considering image size of $1024 \times 768$ pixels and spliced region sizes of $100 \times 100$, $200 \times 200$ and $512 \times 384$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Spliced Region Size</th>
<th>TPR(%)</th>
<th>TNR(%)</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et al. [67]</td>
<td>$100 \times 100$</td>
<td>80.1</td>
<td>82.4</td>
<td>82.3</td>
</tr>
<tr>
<td></td>
<td>$200 \times 200$</td>
<td>85.8</td>
<td>84.0</td>
<td>84.1</td>
</tr>
<tr>
<td></td>
<td>$512 \times 384$</td>
<td>83.1</td>
<td>84.7</td>
<td>84.3</td>
</tr>
<tr>
<td>Su et al. [69]</td>
<td>$100 \times 100$</td>
<td>80.3</td>
<td>82.7</td>
<td>82.6</td>
</tr>
<tr>
<td></td>
<td>$200 \times 200$</td>
<td>83.4</td>
<td>85.8</td>
<td>85.7</td>
</tr>
<tr>
<td></td>
<td>$512 \times 384$</td>
<td>82.5</td>
<td>84.2</td>
<td>83.8</td>
</tr>
<tr>
<td>Aizenburg et al. [70]</td>
<td>$100 \times 100$</td>
<td>83.2</td>
<td>86.3</td>
<td>86.2</td>
</tr>
<tr>
<td></td>
<td>$200 \times 200$</td>
<td>81.0</td>
<td>85.2</td>
<td>85.0</td>
</tr>
<tr>
<td></td>
<td>$512 \times 384$</td>
<td>86.3</td>
<td>83.8</td>
<td>84.4</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>$100 \times 100$</td>
<td>94.1</td>
<td>95.4</td>
<td>95.3</td>
</tr>
<tr>
<td></td>
<td>$200 \times 200$</td>
<td>93.8</td>
<td>96.1</td>
<td>96.0</td>
</tr>
<tr>
<td></td>
<td>$512 \times 384$</td>
<td>95.9</td>
<td>95.2</td>
<td>95.4</td>
</tr>
</tbody>
</table>

of-the-art methods in splicing localization, including JPEG artifacts [3], CFA artifacts [9] and local descriptors (LD) [24]. We generate the tampered images similar to the previous experiment, while the spliced region is considered to be 10% and 30% of the tampered image size.

To prepare the dataset to examine JPEG artifacts [3], the authentic region is JPEG compressed with quality factor of $QF_1$. After splicing, the whole tampered image is JPEG compressed with quality factor of $QF_2$, resulting in having the traces of single and double compression in the spliced region and authentic region, respectively. We choose two quality factors ($QF_1=90$, $QF_2=100$) with small different and two quality factors ($QF_1=50$, $QF_2=90$) with bigger different to create weak and strong traces for JPEG artifacts, respectively. To prepare the dataset to examine CFA artifacts [9], the CFA artifacts of the spliced region is removed while the CFA of the authentic region is reinterpolated using gradient-based demosaicking algorithm, as described in [9].

Also, the method [24] based on local descriptors (LD) is used in this experiment for comparison. Although, this method has been proposed for steganalysis, because of close relation between steganalysis and splicing detection, this method can be used for splicing
detection and localization based on splicing boundary artifacts.

To show the effect of post-processing operations on the performance of the state-of-the-art methods, we first assume that there is no post-processing operations (indicated by Resizing Rate=100%). Then, we blur the splicing boundary to remove the splicing traces, followed by resizing the tampered images into 90% (Resizing Rate=90%) and 50% (Resizing Rate=50%) of the original image size, as shown in Table. 2.3.

We use half of the images for training and another half for testing to measure the performance of the methods [3, 9, 24]. By defining two classes including spliced region as the positive class and the original image as the negative class, the TPR and TNR are the detection accuracy of the spliced region and the original image, respectively. Table. 2.3 shows the effect of post-processing operation (blurring the splicing boundary following by resizing) on the performance of our method and previous methods. The result shows that even in the presence of post processing operations our method has high performance, indicating reliability to splicing boundary blurring and resizing, while the previous methods have low performance.

We show an example in Fig. 2.7 the result of our method and previous methods [3,9,24] for the tampered images shown in Fig. 2.7 (b) and (h). Fig. 2.7 (a) shows an authentic out-of-focus blurred image. By splicing a motion blurred region in image (a), a tampered image is generated with size of 1600 × 1200, in Fig. 2.7 (b). Fig. 2.7 (h) shows another tampered image with size of 2048 × 1536 generated by splicing an out-of-focus blurred region in an authentic motion blurred image shown in Fig. 2.7 (g). After splicing, both tampered images are post-processed by artificial blurring of the spliced region boundary followed by resizing into 1024 × 768 pixels.

The binary splicing localization maps generated by the methods [3,9,24] for the images (b) and (h) are shown in Fig. 2.7 (c)-(e) and (i)-(k), respectively, where the white
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Figure 2.7: Example of splicing localization in the presence of post processing operations (spliced region boundary blurring followed by resizing). (a) An authentic out-of-focus blurred image. (b) A tampered image generated by splicing a motion blurred region in image (a), followed by post processing operations. (g) An authentic motion blurred image. (h) A tampered image generated by splicing an out-of-focus blurred region in image (g), followed by post processing operations. Binary splicing localization maps generated by (c) and (i) CFA artifacts [9]; (d) and (j) JPEG artifacts [3]; (e) and (k) local descriptor [24]; where white pixels indicate high possibility tampered areas. (f) and (l) show the results of our method in detection of inconsistent blur types (out-of-focus and motion blur type regions are indicated by white and black regions, respectively) used for splicing localization.
Table 2.3: Effect of post-processing operations (blurring the splicing boundary followed by tampered image resizing) on the performance of the state-of-the-art splicing localization methods and our proposed method.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Resizing Rate (%)</td>
<td>Resizing Rate (%)</td>
<td>Resizing Rate (%)</td>
<td>Resizing Rate (%)</td>
<td>Resizing Rate (%)</td>
</tr>
<tr>
<td></td>
<td>100  90  50</td>
<td>100  90  50</td>
<td>100  90  50</td>
<td>100  90  50</td>
<td>100  90  50</td>
</tr>
<tr>
<td></td>
<td>TPR (%)</td>
<td>TPR (%)</td>
<td>TPR (%)</td>
<td>TPR (%)</td>
<td>TPR (%)</td>
</tr>
<tr>
<td></td>
<td>68.4  50.1  48.2</td>
<td>87.4  53.3  51.4</td>
<td>90.9  61.3  49.9</td>
<td>85.2  43.2  38.4</td>
<td>93.5</td>
</tr>
<tr>
<td></td>
<td>TNR (%)</td>
<td>TNR (%)</td>
<td>TNR (%)</td>
<td>TNR (%)</td>
<td>TNR (%)</td>
</tr>
<tr>
<td></td>
<td>66.5  52.6  49.7</td>
<td>89.2  58.3  54.7</td>
<td>90.8  67.5  54.2</td>
<td>78.1  39.9  39.4</td>
<td>95.2</td>
</tr>
<tr>
<td></td>
<td>Accuracy (%)</td>
<td>Accuracy (%)</td>
<td>Accuracy (%)</td>
<td>Accuracy (%)</td>
<td>Accuracy (%)</td>
</tr>
<tr>
<td></td>
<td>66.6  52.5  49.6</td>
<td>89.0  57.8  54.4</td>
<td>90.7  66.9  53.7</td>
<td>78.8  40.2  39.3</td>
<td>95.0</td>
</tr>
</tbody>
</table>

pixels indicate the possibly tampered areas. To generate such binary maps, the generated probability maps (gray scale maps) using [3,9,24] are binarized with the threshold \( \rho \) which is chosen in such a way to maximize the average of TPR and TNR on the training set of images. For the generated probability maps using [3,9,24], the values between 0 and
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1 show the probability that splicing occurs. By setting the threshold $\rho$, the values are classified into the spliced or the authentic regions, indicated by white and black color, respectively. If a value is larger than the threshold, it belongs to the spliced region, or vice versa.

The results reveal that these methods cannot detect the spliced region. Artificial blurring of the spliced region removes the traces of splicing used by [24] and image resizing removes the artifacts used by the CFA [9] and JPEG [3] methods. Therefore, such techniques may not detect the spliced region while our method is more reliable to such post-processing operations. The result of our method shown in Fig. 2.7 (f) and (l) discriminates the image into out-of-focus and motion blur type regions, indicated in white and black, respectively. Such a discrimination indicates spliced and authentic regions with different blur types.

2.4.3 Localization of Artificially Blurred Spliced Region

In this section, we evaluate our method in splicing localization when the original image has the natural blur and the spliced region has the artificial blur. For instance, the original image has natural motion blur due to the camera motion while the forger splices a region from a sharp image in the original image. In such a case, the forger should blur the spliced region artificially to make the tampering more convincing. However, detection of blur type of the original image may not be easy by human vision. When the blur type of the spliced region and the original image are different, the inconsistency in the blur types can be used to locate the tampered region. Since the forger may use parametric (simple form) or non-parametric (complex form) blur kernels to blur the tampered region, two different cases are discussed in the following.
2.4.3.1 The spliced region is blurred by parametric blur kernel

In this case, we assume that the forger uses parametric blur kernels to blur the tampered region. We compare the performance of our method with [67, 69, 70] by considering various blur degrees. We create datasets of tampered images by replacing a region of 600 natural out-of-focus blurred images with sharp regions blurred with a set of parametric motion blur kernels. Also, we replace a region of 600 natural motion blurred images with sharp regions blurred with a set of parametric out-of-focus blur kernels. The spliced regions are chosen to be irregular shapes with size of ranging from 100 × 100 to 300 × 300 pixels, extracted with random spatial alignment from a set of 1200 sharp images. The sharp images are collected from Flickr website [89] with size of ranging from 800 × 600 to 4416 × 3312 pixels in JPEG format. To make sure that the collected images are not blur, we verify the sharpness of each image based on human vision. Examples of sharp images are shown in Fig. 2.8.

The spliced regions are blurred to create three datasets $P_1$, $P_2$, and $P_3$ with different blur degrees listed in Table 2.4. As such, we generate 1200 tampered images for each dataset. The range of blur degrees are chosen to be increased from $P_1$ to $P_3$. In each dataset, each image is blurred randomly with a blur degree. The whole range of blur degrees for our-of-focus and motion blurs are $2 \leq R \leq 14$ and $2 \leq L \leq 26$, respectively. The lower bound of blur degrees are chosen as $R = 2$ and $L = 2$, where the blur degree is negligible. The upper bound of blur degrees are chosen as $R = 14$ and $L = 26$ due to the size of image blocks. Usually the size of estimated blur kernel should be smaller than half of the image block size. For instance, to estimate the local blur kernel of an image block with size of 64 pixels, the size of blur kernel should be less than $32 \left(\frac{64}{2}\right)$ pixels. Therefore, these upper limits are chosen to make sure that the size of estimated blur kernel is enough to estimate the blur accurately. However, if higher blur degrees are desired, larger block
Table 2.4: Databases of tampered images when the spliced regions have various blur degrees (original image has natural blur while the spliced region has artificial blur)

<table>
<thead>
<tr>
<th>Datasets</th>
<th># of Images</th>
<th>Blur Degree of Out-of-focus Blurred Region ($R$)</th>
<th>Blur Degree of Motion Blurred Region ($L$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>1200</td>
<td>2, 3, ..., 6</td>
<td>2, 3, ..., 10</td>
</tr>
<tr>
<td>$P_2$</td>
<td>1200</td>
<td>7, 8, ..., 10</td>
<td>11, 12, ..., 18</td>
</tr>
<tr>
<td>$P_3$</td>
<td>1200</td>
<td>11, 12, ..., 14</td>
<td>19, 20, ..., 26</td>
</tr>
</tbody>
</table>

Table 2.5: Comparison of the methods for splicing localization in the images with various blur degrees defined in datasets $P_1$ to $P_3$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Datasets</th>
<th>TPR(%)</th>
<th>TNR(%)</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Su et al. [67]</td>
<td>$P_1$</td>
<td>79.2</td>
<td>77.2</td>
<td>77.3</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>76.4</td>
<td>78.3</td>
<td>78.2</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>82.2</td>
<td>79.5</td>
<td>79.6</td>
</tr>
<tr>
<td></td>
<td>$P_1 + P_2 + P_3$</td>
<td>81.8</td>
<td>78.3</td>
<td>78.4</td>
</tr>
<tr>
<td>Chen et al. [69]</td>
<td>$P_1$</td>
<td>81.3</td>
<td>82.7</td>
<td>82.6</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>83.2</td>
<td>80.4</td>
<td>80.5</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>82.2</td>
<td>83.9</td>
<td>83.8</td>
</tr>
<tr>
<td></td>
<td>$P_1 + P_2 + P_3$</td>
<td>83.8</td>
<td>81.3</td>
<td>81.4</td>
</tr>
<tr>
<td>Aizenburg et al. [70]</td>
<td>$P_1$</td>
<td>79.3</td>
<td>83.5</td>
<td>83.3</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>82.4</td>
<td>84.7</td>
<td>84.6</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>84.3</td>
<td>86.9</td>
<td>86.8</td>
</tr>
<tr>
<td></td>
<td>$P_1 + P_2 + P_3$</td>
<td>83.1</td>
<td>85.3</td>
<td>85.2</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>$P_1$</td>
<td>93.2</td>
<td>93.7</td>
<td>93.6</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>95.1</td>
<td>93.9</td>
<td>94.0</td>
</tr>
<tr>
<td></td>
<td>$P_3$</td>
<td>94.3</td>
<td>95.2</td>
<td>95.1</td>
</tr>
<tr>
<td></td>
<td>$P_1 + P_2 + P_3$</td>
<td>96.1</td>
<td>94.7</td>
<td>94.8</td>
</tr>
</tbody>
</table>

and kernel size should be chosen in the cost of dropping the accuracy.

Table 2.5 shows the performance comparison of our method with the prior works [67,69,70] when the blurriness is increased from $P_1$ to $P_3$ and also for $P_1 + P_2 + P_3$, where all images with different blur degrees are mixed together. The result reveals that our method outperforms others.
2.4. Experimental Results and Discussion

2.4.3.2 The spliced region is blurred by non-parametric blur kernel

In this case, we assume that the forger uses non-parametric blur kernels (complex form of blur) to blur the tampered region. To evaluate our method, we use 200 non-parametric motion and 200 non-parametric out-of-focus blur kernels with some examples shown in Fig. 2.9 (a) and (b). We estimate the motion and out-of-focus blur kernels from the blocks of the blurred images of the previous datasets. The location of the blocks is selected at random and the size of blocks is randomly chosen from $64 \times 64$ pixels to the whole size of image. Followed by the estimation of the blur kernels, we choose 200 blur kernels which have non-parametric shapes such as motion blur kernels with complicated blur kernel shapes (non-linear, multi line, etc.) and 200 out-of-focus blur kernels with asymmetric shapes. Then, we resize the blur kernels to have different blur degrees for each blur kernel.

By resizing the motion blur kernels into sizes of $3 \times 3$, $9 \times 9$, $15 \times 15$, and out-of-focus blur kernels into sizes of $3 \times 3$, $7 \times 7$, $11 \times 11$, we generate 600 non-parametric motion and 600 non-parametric out-of-focus blur kernels, respectively.

We create a dataset of 1200 tampered images using the collected 600 natural motion blurred images and 600 natural out-of-focus blurred images. We insert in each out-of-focus blurred image a sharp region blurred with one of the non-parametric motion blur kernels. We also insert in each motion blurred image a sharp region blurred with one of the non-parametric out-of-focus blur kernels. The 1200 spliced regions are considered as irregular shapes with size of about $100 \times 100$ and $200 \times 200$, extracted with random spatial

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sharp_images}
\caption{Some examples of sharp images.}
\end{figure}
Table 2.6: Performance comparison of the methods for splicing localization when the spliced region has complicated blurs

<table>
<thead>
<tr>
<th>Method</th>
<th>Spliced Region Size</th>
<th>TPR (%)</th>
<th>TNR (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et al. [67]</td>
<td>100 × 100</td>
<td>57.4</td>
<td>59.5</td>
<td>59.4</td>
</tr>
<tr>
<td></td>
<td>200 × 200</td>
<td>62.1</td>
<td>57.7</td>
<td>57.9</td>
</tr>
<tr>
<td>Su et al. [69]</td>
<td>100 × 100</td>
<td>55.6</td>
<td>61.9</td>
<td>61.8</td>
</tr>
<tr>
<td></td>
<td>200 × 200</td>
<td>64.2</td>
<td>62.5</td>
<td>62.6</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>100 × 100</td>
<td>91.4</td>
<td>93.2</td>
<td>93.1</td>
</tr>
<tr>
<td></td>
<td>200 × 200</td>
<td>92.2</td>
<td>94.7</td>
<td>94.6</td>
</tr>
</tbody>
</table>

alignments from the set of 1200 sharp images used in the previous experiment. Table 2.6 shows the performance comparison of our method with Chen et al. [67] and Su et al. [69] in splicing localization. The result shows that the prior works have low performance because these methods assume simple shape for the blur kernels. They consider the direction of linear motion blur to classify motion and out-of-focus blurs which is not applicable for these complicated forms. However, our proposed blur type detection features work well even for complicated forms of blur kernels.

### 2.5 Summary

In this chapter, a new framework was proposed for splicing localization in a spliced blurred image. After partitioning the image into blocks, the local blur type features are extracted. These local features are incorporated for classification of the image blocks into out-of-focus or motion. Finally, based on the human decision, a multiple blur type image is detected as tampered when the motion blurred region is stationary. In this case, the different
blur types indicate the spliced and authentic regions. The experimental results in the partial blur type detection show that the proposed method classifies the out-of-focus and motion blur types successfully, which outperforms the state-of-the-art methods. For more complicated out-of-focus and motion blurs, our proposed feature works well. For forensics application, the evaluation of the proposed method for splicing localization in the tampered images with two blur types (out-of-focus and motion) indicates the efficiency of our method which works well when some post processing operations, such as blurring the spliced boundary and image resizing, are applied after splicing. In such cases, the other techniques are less reliable while our method is robust to such kind of operations. However, it should be noted that when some regions in a tampered image are affected by both out-of-focus and motion blurs, our method cannot resolve such scenario.

In the situation that an adversary may bypass our method, it should be mentioned that the detection of the blur type by human vision may not be easy, due to the blur degree and image content. However, in the case that an adversary can detect the partial blur types in different regions, this person may try to deblur these regions to create a consistent blur type. In such a case, since the blur is space-variant across the image, it is difficult to restore the whole image in sharp and blur with a desired blur type. Actually, these operations (deblurring and blurring with another blur type) create strong artifacts in the image which will degrade the quality of the image. In addition, usually image splicing creation involves the incorporation of more than a single technique which leaves these artifacts. An image forensics system based on a certain type of artifact may be attacked with a sophisticated attacker, but covering multiple tampering detection artifacts is a very challenging task.
Chapter 3

Splicing Localization In Out-of-Focus Blurred Images Based on the Inconsistency between Blur and Depth

In splicing a region into an out-of-focus blurred image, the forger should blur the spliced region artificially for blur consistency. However, due to the intrinsic relation between the amount of blur and the distance from camera, creating a consistency between the blur degree and depth of the spliced region is difficult. Besides, the forger may use some post-processing operations such as artificial blurring of the splicing boundary followed by the tampered image resizing as anti-forensics to remove the artifacts used by many existing techniques. In this chapter, we address this problem by proposing a novel method for splicing localization based on the inconsistency between two depth maps estimated based on the defocus blur as well as the image content cues. We estimate the depth from the defocus blur by proposing a novel blur measure. Also, we estimate the depth from image content monocular cues, such as edge and texture gradient, color and haze. Finally, the inconsistency between the estimated two depth maps are detected for splicing localization. Evaluation of our method in blur measurement shows the efficiency in the detection of a wider range of blur degrees than the state-of-the-art methods. For splicing localization, our result is promising in the detection of inconsistency in the depths estimated from
defocus blur and image content cues for various range of blur degrees and depths.

3.1 Introduction

In splicing a region into an original image, if the original image has an out-of-focus blur, the forger should blur the spliced region artificially for blur consistency to cover up any traces. However, since the out-of-focus blur degree is related to the depth of scene, it is very difficult for the forger to create a consistency between the amount of blur and the depth information of the spliced region. We use this inconsistency for splicing localization. To find such inconsistency in the spliced image, we use various features such as texture variations, edge gradient, haze and defocus blur. We separate these features into image content cues and defocus blur cue. The image content cues include textures, edges and haze while the defocus blur cue includes the blur information. We detect such inconsistency, by investigating the inconsistency in the two depths estimated from the defocus blur and image content cues such as texture and edge gradient, texture variation, color, and haze, for splicing localization.

Besides, the forger may use some post-processing operations, such as resizing the forged image into a smaller size and blurring the spliced region boundary to remove the splicing traces or the visual anomalies. Such anti-forensics operations remove the artifacts used by many existing splicing detection techniques. In this chapter, we propose a method based on the inconsistency in the two depths estimated from defocus blur and image content cues which is fairly robust to such anti-forensics operations.

Fig. 3.1 (a) shows an authentic image with out-of-focus blur and (b) a spliced image generated by pasting an artificially blurred region (car) in image (a). Since the forger may blur the spliced region with an artificial out-of-focus blur, the blur degree of the spliced region may not be consistent with the distance from camera. Such inconsistency can be
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Figure 3.1: (a) An authentic out-of-focus blurred image, (b) A spliced image generated by splicing an artificially blurred region (the car on the left) in image (a).

In digital images, the depth estimation from a single image is a challenging issue. To perceive the depth, human vision combines various local and global visual cues, which can be categorized into monocular and stereo cues [90–92,94]. In the monocular cues category, various features, such as texture variations, edge and texture gradients, haze, color and defocus blur are used for depth estimation. The textures and edges look differently at different distances from the camera. By increasing the distance from the camera, the energy of the texture gradients and texture variations is decreased. Another cue is the haze which is caused by atmospheric light scattering. By increasing the distance from the camera, the effect of the haze is increased.

The defocus blur, also called out-of-focus blur or lens blur, is another cue which refers to the ability to estimate the distance of an object from a lens based on the sharpness of the object [63,95]. Such kind of blur is caused by the placement of an object out of camera depth of field or incorrect focal length setting. By increasing the distance of an object from the camera, the depth is increased while the blur degree may be increased or decreased based on the position of the focal point. If the object is not between the lens and the focal point, by increasing the distance, the blur degree is increased which is what
we assume. In this chapter, we focus on splicing localization in out-of-focus burred images based on the inconsistency between two depths, which the first one is estimated from the image content monocular cues while the second one is estimated from the defocus blur cue.

There are some methods that perform depth estimation from a single image. Hassner and Basri [96] proposed a method to estimate the depth of an object in an image by assuming the object is known. Han and Zue [97] performed 3D reconstruction for a known class of objects. Criminisi et al. [98] provided an interactive method for computing 3D geometry of the objects in an image. Torralba and Oliva [91] proposed a method for depth estimation based on the relationship between the Fourier spectrum of an image and image mean depth. Saxena et al. [92, 93] proposed a method for depth estimation from monocular image features, such as texture and edge gradient, texture variation, and haze. In another work [94], they extended the work [92] by incorporating the relationship between various parts of the image in a Markov Random Field (MRF) framework. Hertzmann et al. [99] reconstructed high quality 3D models from several images. In another work, Lin et al. [100] used image descriptors, such as texture, color, DAISY, and DCT in a SVM learning framework for single image depth estimation.

The rest of this chapter is organized as follows. In Section 3.2, we propose a method for image splicing localization based on the depths inconsistency. Experimental results and discussions are given in Section 3.3. Section 3.4 summarizes this chapter.

### 3.2 Proposed Method

The proposed method for splicing localization in a defocus blurred image, shown in Fig. 3.2, is carried out in the following steps. We propose a local blur measure which is generated from the local blur kernels of the image blocks. By employing such a local
blur measure, we generate a defocus blur map that represents the depth map of the image based on the defocus blur cue, shown in Fig. 3.2 (a)-(c). Besides, we generate another depth map using the image content monocular cues, including texture and edge gradient, texture variation, color, and haze, shown in Fig. 3.2 (d)-(f). By incorporating these two depth maps, we generate a splicing localization map. This map is generated based on the inconsistency between the amount of blur and depth information of the image pixels to locate the spliced region. In what follows, we explain the details of these steps.

**Figure 3.2:** Proposed Framework for splicing localization in out-of-focus blurred images

### 3.2.1 Depth Estimation Based on Defocus Blur Cue

In this section, we generate the depth map of the input image based on defocus blur cue in three steps, namely block-based defocus blur map, sparse defocus blur map and full defocus blur map generation, shown in Fig. 3.2 (a)-(c), respectively. Given a color image \( B \) with size of \( M \times N \), we convert \( B \) into the gray scale image \( G \), and partition \( G \) into blocks \( G_{i,j} \) with \( L \times L \) pixels, where \( 1 \leq i \leq \lfloor \frac{M}{L} \rfloor \), \( 1 \leq j \leq \lfloor \frac{N}{L} \rfloor \) are the indices of different blocks. The image blurring process for \( G_{i,j} \) is given by

\[
G_{i,j} = I_{i,j} * K_{i,j} + N_{i,j}
\]
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where $I_{i,j}$ represents a sharp image block, $K_{i,j}$ is a local blur kernel with size of $Q \times Q$, $N_{i,j}$ is the noise and ‘$\ast$’ denotes convolution. In this equation, only $G_{i,j}$ is known. Therefore, to estimate $K_{i,j}$ from $G_{i,j}$, previous methods [74–79], [81–86] perform blur kernel estimation based on Blind Image Deconvolution (BID) by assuming Gaussian prior models as constraint for image, blur kernel and noise. Among these methods, considering a method that can be applied for small patches, we use the method in [81] to estimate all local blur kernels $K_{i,j}$ of the image $G$.

After estimation of the local blur kernels $K_{i,j}$, by inspiring the relation of the blur degree of image block $G_{i,j}$ and the shape of local blur kernel $K_{i,j}$, we propose a novel feature to estimate the blur degrees of the image blocks. Some works [62,63] use reblurring to discriminate blurred and non-blurred regions in an out-of-focus blurred image. In such methods, the idea is that when the image is reblurred with a blur kernel, the non-blurred region is affected more than the blurred regions. By using a set of features, the non-blurred region is discriminated from the blurred regions. In these methods, choosing an appropriate reblurring kernel is important. However, they are more suitable to discriminate blurred and non-blurred regions and they have low performance in discriminating different blur degrees.

Different from the previous methods [62,63], a novel multi-step reblurring is proposed here. By reblurring an image block with its estimated local blur kernel, the blur degree of the image block is saturated when the number of reblurring iterations is increasing. In this case, all edges of the image block become smooth. Since all image blocks have the same blur degree in saturation, the initial blur degree can be estimated based on the number of reblurrings used for saturation. By multi-step reblurring of the image block $G_{i,j}$ with $K_{i,j}$ until saturation, derived from Eq. (3.1)

$$G_{i,j} \ast K_{i,j} \ast \ldots \ast K_{i,j} = I_{i,j} \ast K_{i,j} \ast \ldots \ast K_{i,j} + N_{i,j} \ast K_{i,j} \ast \ldots \ast K_{i,j}$$  (3.2)
However, instead of reblurring $G_{i,j}$ by $K_{i,j}$, we reblur the estimated local blur kernel $K_{i,j}$ with itself, $\lambda_{i,j}$ times until the shape of the blur kernel becomes smooth such that

$$K_{i,j} * \ldots * K_{i,j} = K_{i,j}^{\lambda_{i,j}}$$

where $\lambda_{i,j}$ is the number of convolutions which depends on the blur degree of $K_{i,j}$ and $K_{i,j}^{\lambda_{i,j}}$ is $\lambda_{i,j}$ times convolution of $K_{i,j}$. To check the smoothness of $K_{i,j}^{\lambda_{i,j}}$, we use $\vartheta(K_{i,j}^{\lambda_{i,j}})$ to measure the variance of kernel’s pixels via

$$\vartheta(K_{i,j}^{\lambda_{i,j}}) = E((K_{i,j}^{\lambda_{i,j}} - E(K_{i,j}^{\lambda_{i,j}}))^2)$$

where $E(.)$ is the mean of the local blur kernel’s pixels. If $\vartheta(K_{i,j}^{\lambda_{i,j}})$ is less than a threshold $\Lambda$, $K_{i,j}^{\lambda_{i,j}}$ is considered smooth. Experimentally, we set $\Lambda = 10^{-12}$ and by checking $\vartheta(K_{i,j}^{\lambda_{i,j}}) \leq \Lambda$, we obtain $\lambda_{i,j}$ for each $K_{i,j}$, which shows the blur degree of $G_{i,j}$. The value of $\Lambda = 10^{-12}$ is chosen to make sure the shape of the blur kernel is smooth. Using the estimated $\lambda_{i,j}$, we compose the defocus blur map $\Phi_b$ of size $M \times N$ pixels called block-based defocus blur map, which indicates the relative blur degrees of the image blocks, shown in Fig. 3.2 (a).

Followed by the block-based defocus map estimation, we generate the sparse defocus blur map which shows the blur degree at pixel level. The blur estimation accuracy of the image blocks is highly affected by the content. If a block has strong edges, the estimated blur kernel is more accurate. Therefore, the edge pixels are more reliable in the defocus blur map estimation. Based on the blur degree of image blocks, we generate a sparse defocus blur map $\Phi_s$ as follow. We assign the blur degree of each image block to the edge pixels within the block, while the blur degree of other pixels in the block is considered as
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where \( \Phi_s(x, y) \) at location \((x, y)\) in \( \Phi_s \) show the blur degree at location \((x, y)\) in the image and it is defined as

\[
\Phi_s(x, y) = \begin{cases} 
\Phi_b(x, y), & \text{if } G(x, y) \text{ is an edge pixel} \\
0, & \text{otherwise}
\end{cases}
\] (3.6)

where \( G(x, y) \) is the pixel at location \((x, y)\) of the image \( G \) and \( \Phi_b(x, y) \) is the pixel at location \((x, y)\) in \( \Phi_b \). To indicate the edge pixels, we employ the Canny edge detector. For the image shown in Fig. 3.2, the step (b) shows the sparse defocus blur map \( \Phi_s \).

Using the sparse defocus blur map \( \Phi_s \), we generate a full defocus blur map \( \Phi_f \) by an edge-aware interpolation method [88]. Such an interpolation method propagates the sparse defocus blur from edge pixels to the entire image using the matting Laplacian optimization formulated by minimizing a cost function. This cost function considers pixels intensity in addition to the blur measure to indicate the blurriness of the pixels based on the intensity. For the image shown in Fig. 3.2, step (c) shows the generated full depth map \( \Phi_f \).

3.2.2 Depth Estimation Based on Image Content Cues

In this section, we generate the depth map of the input image using image content cues such as texture and edge gradient, texture variation, color and haze, shown in Fig. 3.2 (d)-(f). First, we estimate the sharp version of the input tampered image \( B \), because we want the estimated depth map of the image to be independent of the blurriness of the
image. Although the blur is space-variant within the image, we partition the color image \( \mathbf{B} \) into blocks \( \mathbf{B}_{i,j} \) with \( L \times L \) pixels, where \( i \) and \( j \) (\( 1 \leq i \leq \lfloor \frac{M}{L} \rfloor, 1 \leq j \leq \lfloor \frac{N}{L} \rfloor \)) are the indices of different blocks. To estimate the sharp version of the image, by assuming the space-invariant blur within the image blocks \( \mathbf{B}_{i,j} \) and by employing the BID [81], the sharp version of image blocks \( \mathbf{B}_{i,j} \), denoted as \( \mathbf{P}_{i,j} \), can be estimated to compose the full sharp image \( \mathbf{P} \).

Followed by the estimation of the full sharp image \( \mathbf{P} \), we estimate the depth map of the sharp image \( \mathbf{P} \) denoted as \( \Psi_d \), using the method proposed in [94] based on the image content monocular cues. In [94], the depth at different spatial scales is described by 15 filters to capture the local cues. The first nine filters are \( 3 \times 3 \) law’s masks used to compute the texture energy of the image by local averaging, edge detection, and spot detection. The last six are the oriented edge detectors to compute the texture gradient at different directions. Since these local edge features are insufficient for estimating depth, the model needs more global information about the spatial structure of the scene. This spatial structure is achieved by modeling the relationships between blocks at different parts of the image and the relation between the depths at multiple spatial scales by a hierarchical multiscale Gaussian Markov Random Field (GMRF) [94]. For the image shown in Fig. 3.2, the step (d) shows the estimated depth map \( \Psi_d \).

Although the generated depth map \( \Psi_d \) indicates the depth map of the image, it is based on the regions which are defined as super-pixels [94]. Here, we do a refinement step on the depth map \( \Psi_d \) to generate the depth map based on the objects. Similar to the discussion on the defocus blur map generation, high variation pixels such as edge pixels, are more reliable in the estimation of the depth map. The reason is that the incorporated filters are more accurate at high frequency information. As such, we perform a refinement on the depth map \( \Psi_d \) to generate a full depth map based on the objects, to be well correlated with \( \Phi_f \). To generate such a map, first, we create a sparse depth map \( \Psi_s \) by
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assigning the depth values to the edge pixels, shown in Fig. 3.2 (e). After generation of
the sparse defocus map at the edge locations, a full defocus map $\Psi_f$ can be recovered by
the edge-aware interpolation method [88] which was used in the previous section. Such an
interpolation method propagates the sparse depth map from the edge pixels to the entire
image. For the tampered image shown in Fig. 3.2, step (f) shows the full depth map $\Psi_f$
based on the image content cues.

3.2.3 Splicing Localization Map Generation

After estimation of the two depth maps $\Phi_f$ and $\Psi_f$ from the defocus blur cue and the
image content cues, respectively, we propose the splicing localization map with size of
$M \times N$ via

$$\Upsilon = |\hat{\Phi}_f - \hat{\Psi}_f|$$ (3.7)

where $|\cdot|$ denotes $l_1$ norm distance and $\hat{\Phi}_f$ and $\hat{\Psi}_f$ are the normalized full depth maps
with size of $M \times N$, defined as

$$\hat{\Phi}_f = \frac{\Phi_f - \min(\Phi_f)}{\max(\Phi_f) - \min(\Phi_f)}$$ (3.8)

and

$$\hat{\Psi}_f = \frac{\Psi_f - \min(\Psi_f)}{\max(\Psi_f) - \min(\Psi_f)}$$ (3.9)

which are used to bring all values into the range $[0,1]$. The generated map $\Upsilon$ with the
gray scale values in the range $[0,1]$ can be used for splicing localization. For a given
image, since the blur and depth in the authentic region are consistent, the corresponding
pixels in $\Upsilon$ should be zero, while in the spliced region, since the blur and depth are not
consistent, the pixel values in $\Upsilon$ should be larger than zero. As an example, in Fig. 3.2,
the generated splicing localization map shows the spliced region.
Using $\Upsilon$, we formulate a binary classifier to classify each pixel $B(x, y)$ at location $(x, y)$ in the input tampered image $B$, as spliced or authentic

$$B(x, y) = \begin{cases} 
\text{spliced}, & \text{if } \Upsilon(x, y) \geq \rho \\
\text{authentic}, & \text{otherwise}
\end{cases} \tag{3.10}$$

where $\Upsilon(x, y)$ is the pixel at location $(x, y)$ in $\Upsilon$ and $\rho$ is the threshold that discriminates the image pixels into spliced or authentic. By defining two classes including the spliced region as the positive class and the authentic region as the negative class, the true positive rate (TPR) and the true negative rate (TNR) are the detection accuracy of the spliced region and the authentic region, respectively. The threshold $\rho$ is chosen to maximize the average of TPR and TNR on a training set of images.

### 3.3 Experimental Results and Discussion

In this section, firstly, we examine our method in the defocus blur estimation. Then, we evaluate the proposed method for splicing localization by exploring the inconsistency between the estimated depth maps from the defocus blur cue as well as image content cues. Finally, in the presence of the post processing operations, such as tampered image resizing and blurring the splicing boundary, we compare the result of our method with state-of-the-art splicing localization methods.

#### 3.3.1 Evaluation of Defocus Blur Estimation

We show the superiority of our method in defocus blur estimation when compared with state-of-the-art methods by conducting the following two experiments.
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3.3.1.1 Defocus Blur Level Detection

In the first experiment, we evaluate our method in the defocus blur level detection by comparing with the prior works including Graf et al. [62], Su et al. [69], Kim et al. [65], and Chen et al. [67]. We collect 1000 sharp images from Flickr [89] with sizes ranging from 800 x 600 to 4416 x 3312 pixels in JPEG format. Followed by separating each image into two regions, we blur the two regions with different out-of-focus blur degrees indicated by radius $R$ of an out-of-focus blur kernel. We define six ranges of out-of-focus blur degrees which are listed as datasets $D_1$ to $D_6$ in Table. 3.1. In each dataset $D_1$ to $D_6$, we create 1000 images with two blur degrees. The sizes of the regions are randomly chosen from 10% to 90% of the image size. The whole range of blur degree which is considered in this experiment is $2 \leq R \leq 14$. The lower bound of the blur degree is chosen as $R = 2$, where the defocus blur degree is negligible. The upper bound of the blur degree is chosen as $R = 14$ due to the size of image blocks. Usually the size of the estimated blur kernel should be smaller than half of the image block size. For instance, to estimate the local blur kernel of an image block with size of 64 pixels, the size of blur kernel should be less than 32 pixels. Therefore, this upper limit is chosen to make sure that the size of the estimated blur kernel is large enough to estimate the blur accurately. However, if higher blur degrees are desired, larger image block and local blur kernel size should be chosen.

We compare the performance of our method with the works in [62,65,67,69] in distinguishing the two regions of each image. Half of the images are used for training and the rest are used for testing. To classify the two regions with different blur levels, we define two classes. The blur level of the first region is defined as the positive class and the blur level of the second region is defined as the negative class. The true positive rate (TPR) and the true negative rate (TNR) are the detection accuracy of the first and second regions, respectively. The threshold $\rho$ is chosen in such a way to maximize the average of
Table 3.1: Datasets of images with two out-of-focus blur levels

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Blur Level of First Region (R)</th>
<th>Blur Level of Second Region (R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$</td>
<td>2, 2.1, ..., 5</td>
<td>6, 6.1, ..., 8</td>
</tr>
<tr>
<td>$D_2$</td>
<td>6, 6.1, ..., 8</td>
<td>9, 9.1, ..., 11</td>
</tr>
<tr>
<td>$D_3$</td>
<td>9, 9.1, ..., 11</td>
<td>12, 12.1, ..., 14</td>
</tr>
<tr>
<td>$D_4$</td>
<td>2, 2.1, ..., 5</td>
<td>9, 9.1, ..., 11</td>
</tr>
<tr>
<td>$D_5$</td>
<td>3, 3.1, ..., 5</td>
<td>12, 12.1, ..., 14</td>
</tr>
<tr>
<td>$D_6$</td>
<td>6, 6.1, ..., 8</td>
<td>12, 12.1, ..., 14</td>
</tr>
</tbody>
</table>

TPR and TNR on the training set of images.

Table 3.2 shows the comparison results. By increasing the blur degree from dataset $D_1$ to $D_3$, the performance of all methods is decreased. The reason is that the discrimination of higher blur degrees is much harder than the lower blur degrees. By increasing the blur degree of the out-of-focus blur from dataset $D_4$ to $D_6$, the performance of all methods is increased due to the increasing in the blur difference between the two regions. However, the results show that our method outperforms the results of previous methods for different out-of-focus blur degrees.

### 3.3.1.2 Defocus Blur Measurement

In the second experiment, we examine the performance of our method in the blur measurement. We use 29, 25, and 30 reference images from LIVE [101], TID2008 [102] and CSIQ [103] image databases, respectively. We blur all of these reference images, in total 84 images, with the out-of-focus blur when the radius $R$ of the out-of-focus blur is increased from 1 to 14 with the step of 1. As such, for each blur degree $R = 1, ..., 14$, we generate 84 blurred images.

We compare our proposed method with the state-of-the-art blur measurement [62, 64, 69] and sharpness assessment methods [38, 39, 45, 49] in the blur measure of these images. The average of the blur measurement metric of all images by different methods, denoted
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Table 3.2: Performance comparison of methods for blur detection and classification of images in datasets $D_1$ to $D_6$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Datasets</th>
<th>TPR (%)</th>
<th>TNR (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graf et al. [62]</td>
<td>$D_1$</td>
<td>6.4</td>
<td>81.1</td>
<td>73.9</td>
</tr>
<tr>
<td></td>
<td>$D_2$</td>
<td>39.9</td>
<td>81.6</td>
<td>78.2</td>
</tr>
<tr>
<td></td>
<td>$D_3$</td>
<td>88.3</td>
<td>82.2</td>
<td>82.8</td>
</tr>
<tr>
<td></td>
<td>$D_4$</td>
<td>53.1</td>
<td>61.5</td>
<td>60.2</td>
</tr>
<tr>
<td></td>
<td>$D_5$</td>
<td>52.7</td>
<td>53.4</td>
<td>52.9</td>
</tr>
<tr>
<td></td>
<td>$D_6$</td>
<td>47.0</td>
<td>50.1</td>
<td>49.4</td>
</tr>
<tr>
<td>Su et al. [69]</td>
<td>$D_1$</td>
<td>72.8</td>
<td>76.0</td>
<td>75.3</td>
</tr>
<tr>
<td></td>
<td>$D_2$</td>
<td>80.4</td>
<td>75.7</td>
<td>77.5</td>
</tr>
<tr>
<td></td>
<td>$D_3$</td>
<td>83.8</td>
<td>78.1</td>
<td>78.7</td>
</tr>
<tr>
<td></td>
<td>$D_4$</td>
<td>53.3</td>
<td>58.9</td>
<td>58.3</td>
</tr>
<tr>
<td></td>
<td>$D_5$</td>
<td>39.2</td>
<td>58.2</td>
<td>55.5</td>
</tr>
<tr>
<td></td>
<td>$D_6$</td>
<td>38.1</td>
<td>55.6</td>
<td>54.2</td>
</tr>
<tr>
<td>Kim et al. [65]</td>
<td>$D_1$</td>
<td>46.3</td>
<td>77.2</td>
<td>72.4</td>
</tr>
<tr>
<td></td>
<td>$D_2$</td>
<td>50.3</td>
<td>77.9</td>
<td>73.0</td>
</tr>
<tr>
<td></td>
<td>$D_3$</td>
<td>83.1</td>
<td>74.5</td>
<td>78.2</td>
</tr>
<tr>
<td></td>
<td>$D_4$</td>
<td>51.7</td>
<td>49.5</td>
<td>50.6</td>
</tr>
<tr>
<td></td>
<td>$D_5$</td>
<td>51.9</td>
<td>47.4</td>
<td>50.1</td>
</tr>
<tr>
<td></td>
<td>$D_6$</td>
<td>46.0</td>
<td>47.6</td>
<td>46.9</td>
</tr>
<tr>
<td>Chen et al. [67]</td>
<td>$D_1$</td>
<td>60.2</td>
<td>78.4</td>
<td>75.1</td>
</tr>
<tr>
<td></td>
<td>$D_2$</td>
<td>65.9</td>
<td>82.7</td>
<td>78.4</td>
</tr>
<tr>
<td></td>
<td>$D_3$</td>
<td>85.4</td>
<td>80.3</td>
<td>81.9</td>
</tr>
<tr>
<td></td>
<td>$D_4$</td>
<td>59.3</td>
<td>56.2</td>
<td>57.3</td>
</tr>
<tr>
<td></td>
<td>$D_5$</td>
<td>59.0</td>
<td>55.5</td>
<td>57.2</td>
</tr>
<tr>
<td></td>
<td>$D_6$</td>
<td>56.8</td>
<td>55.0</td>
<td>55.8</td>
</tr>
<tr>
<td>Our Proposed Method</td>
<td>$D_1$</td>
<td>86.1</td>
<td>84.0</td>
<td>84.9</td>
</tr>
<tr>
<td></td>
<td>$D_2$</td>
<td>87.3</td>
<td>86.2</td>
<td>86.4</td>
</tr>
<tr>
<td></td>
<td>$D_3$</td>
<td>85.9</td>
<td>85.7</td>
<td>85.8</td>
</tr>
<tr>
<td></td>
<td>$D_4$</td>
<td>81.3</td>
<td>78.8</td>
<td>79.8</td>
</tr>
<tr>
<td></td>
<td>$D_5$</td>
<td>81.6</td>
<td>72.1</td>
<td>73.2</td>
</tr>
<tr>
<td></td>
<td>$D_6$</td>
<td>73.2</td>
<td>68.5</td>
<td>70.4</td>
</tr>
</tbody>
</table>

as $\lambda$, are plotted versus blur degree indicated by the radius $R$ of the blur kernel, shown in Fig. 3.3. All methods have monotonic behavior and are able to successfully rank the order of images in terms of level of blurriness. It is worth to mention that for more than a certain blur degree, the blur measurement metric of all methods are saturated and are not able to measure the blurriness. The curves in Fig. 3.3 show that our method has
the ability to measure higher blur degrees than the other methods. The reason is that in
the multi-step reblurring of local blur kernel, the shape of blur kernel gradually becomes
smooth by increasing the blurriness. Therefore, our proposed metric has the ability to
measure the high blur degrees better than previous methods.

3.3.2 Performance Evaluation for Splicing Localization

In this experiment, we evaluate the performance of our method in splicing localization
in a tampered image. We create datasets of the spliced images exhibiting blur depth
inconsistency using 400 sharp images and their corresponding ground truth depth maps
taken from database [94]. We used this database, because the ground truth depth maps
of the images are available to create inconsistency between the blur and depth of the
images. Fig. 3.4 shows examples of the images and the corresponding ground truth depth
maps from this database. To create datasets of spliced images, we randomly replace a
region of each image from another image at random location, to create 400 spliced images.
Accordingly, for each tampered image we generate the corresponding ground truth depth
map by replacing the depth map of the spliced region into the depth map of the authentic
image. As such, the generated ground truth depth maps show the depth information of
the spliced images.

Then, we blur the spliced images with the out-of-focus blur to create an inconsistency
between the depth and blur information of the spliced region. Since the range of blur
in a defocus blurred image could be different due to the camera focus, we consider three
ranges of blur degrees. We choose the out-of-focus blur with radius $R$ from three sets
{$3, 3.1, ..., 6$}, {$7, 7.1, ..., 10$}, and {$11, 11.1, ..., 14$}. As such, we create three datasets of
images with different blur degrees.

For each range of blur degree, we blur the authentic region based on the ground truth
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![Graphs showing the relation of out-of-focus blur measurement metric, $\lambda$, for different methods.](image)

Figure 3.3: The relation of out-of-focus blur measurement metric, $\lambda$, for a set of 84 reference images of LIVE, TID2008 and CSIQ databases, when the out-of-focus blur degree ($R$) is increasing from 1 to 14.
depth map in such a way that the blur degree of the image is increased by increasing the depth. For instance, for the range of \{3, 3.1, ..., 6\}, we blur the image pixels from the lowest to the highest depth with the blur degree from \(R = 3\) to \(R = 6\), respectively. We blur the spliced region with a higher or lower blur degree represented by a blur kernel with radius \(R + \frac{\Delta R}{2}\) or \(R - \frac{\Delta R}{2}\), respectively, where \(\Delta R\) shows the amount of blur inconsistency.

For the blur degree of the spliced region, we assume that the amount of blur degree of the spliced region should not be greater than the maximum blur or smaller than the minimum blur degree of the authentic region. This is a reasonable assumption, because if the blur degree of the spliced region is much higher or much lower than the blur degree of the authentic region, the spliced region may be detected using human vision system. While our proposed method is useful when the splicing detection is difficult by human vision.

In this experiment we consider \(\Delta R\) from the ranges of \([2, 3]\) and \([3, 4]\), and the higher or lower blur degree is randomly selected. For instance, in the case of \(\Delta R = [2, 3]\), the image pixels of the spliced region is blurred with the out-of-focus blur with radius \(R + \frac{\Delta R}{2}\) (or \(R - \frac{\Delta R}{2}\)) where \(\Delta R\) is randomly selected within the \([2, 3]\) interval. By considering different spliced region sizes including \(100 \times 100\) and \(300 \times 300\), we generate 400 tampered images for each tampered region size and blur degree range. The tampered regions are defined as irregular shapes.

Half of the images are randomly selected for training and the rest are used for testing. We define the spliced region as the positive class and the authentic region as the negative class. Table 3.3 shows the performance of our method for different tampered region sizes and various blur degrees for the original image.
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![Figure 3.4: Examples of (a) authentic images, and (b) the corresponding ground truth depth maps](image)

**Table 3.3:** Evaluation of our method in splicing localization in images with various blur degrees and tampered region sizes.

<table>
<thead>
<tr>
<th>Spliced Region Size</th>
<th>Blur Degree of Authentic Region (R)</th>
<th>$\Delta R$</th>
<th>TPR (%)</th>
<th>TNR (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100×100</td>
<td>3, 3.1, ..., 6</td>
<td>[2 3]</td>
<td>81.9</td>
<td>79.9</td>
<td>80.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3 4]</td>
<td>85.4</td>
<td>82.5</td>
<td>83.0</td>
</tr>
<tr>
<td>100×100</td>
<td>7, 7.1, ..., 10</td>
<td>[2 3]</td>
<td>80.4</td>
<td>78.6</td>
<td>79.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3 4]</td>
<td>82.1</td>
<td>79.5</td>
<td>80.1</td>
</tr>
<tr>
<td>100×100</td>
<td>11, 11.1, ..., 14</td>
<td>[2 3]</td>
<td>77.2</td>
<td>78.1</td>
<td>77.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3 4]</td>
<td>79.2</td>
<td>81.1</td>
<td>80.9</td>
</tr>
<tr>
<td>300×300</td>
<td>3, 3.1, ..., 6</td>
<td>[2 3]</td>
<td>79.9</td>
<td>81.4</td>
<td>81.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3 4]</td>
<td>81.9</td>
<td>83.2</td>
<td>82.8</td>
</tr>
<tr>
<td>300×300</td>
<td>7, 7.1, ..., 10</td>
<td>[2 3]</td>
<td>80.4</td>
<td>79.6</td>
<td>79.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3 4]</td>
<td>82.4</td>
<td>80.7</td>
<td>81.3</td>
</tr>
<tr>
<td>300×300</td>
<td>11, 11.1, ..., 14</td>
<td>[2 3]</td>
<td>76.0</td>
<td>77.1</td>
<td>76.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3 4]</td>
<td>79.4</td>
<td>77.9</td>
<td>78.3</td>
</tr>
</tbody>
</table>

3.3.3 Reliability to Resizing and Splicing Boundary Blurring

In this section, we evaluate the performance of our method and some of the state-of-the-art splicing localization methods, including JPEG artifacts [3], CFA artifacts [9], and local
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descriptors (LD) [24], in the presence of post processing operations such as blurring the splicing boundary followed by image resizing. We generate the tampered images using the database in the previous experiment, while the spliced region is considered to be 10% and 20% of the tampered image size.

To have a fair comparison among the splicing localization methods, in addition to the inconsistency between the blur and the depth, we create JPEG and CFA inconsistency artifacts in the tampered images to locate the spliced region. To create the JPEG inconsistency artifacts [3], before splicing the JPEG artifacts of the spliced region are removed by resizing while the authentic region is JPEG compressed with a quality factor of 90. After splicing, the whole tampered image is JPEG compressed with a quality factor of 100. In such case, the spliced region and authentic region have the traces of single and double compression, respectively. To prepare the dataset to examine CFA inconsistency artifacts [9], the CFA artifacts of the spliced region is removed while the CFA of the authentic region is reinterpolated using gradient-based demosaicking algorithm, as described in [9].

Also, the method [24] based on local descriptors (LD) is used in this experiment for comparison. This method has been proposed for steganalysis, but due to a close relation between steganalysis and splicing detection, this method can be used for splicing localization based on splicing boundary artifacts.

To show the effect of post-processing operations on the performance of the methods, we first assume that there is no post-processing operations (indicated by Resizing Rate=100%). Then, we blur the splicing boundary to remove the splicing traces, followed by resizing the tampered images into 90% (Resizing Rate=90%) and 50% (Resizing Rate=50%) of the original image size, as shown in Table. 3.4.

We use half of the images for training and another half for testing to measure the
performance of the methods [3], [9], [24]. By defining two classes including spliced region as the positive class and the original image as the negative class, the TPR and TNR are the detection accuracy of the spliced region and the original image, respectively. Table 3.4 shows the effect of post-processing operation (blurring the splicing boundary following by resizing) on the performance of our method and previous methods. The result shows that even in the presence of post processing operations our method has high performance, indicating reliability to splicing boundary blurring and resizing, while the previous methods have low performance.

For visual comparison, we show the result of our method versus the methods [3,9,24] for the spliced images shown in Fig. 3.5 (b) and (h). These images are generated by splicing regions into the authentic out-of-focus blurred images (a) and (g). Followed by the splicing, the spliced regions are blurred artificially with an out-of-focus blur to create visually consistent blur between the authentic region and the spliced region. After splicing, the tampered images are post-processed by artificial blurring of the splicing boundary followed by resizing to 50% of the original size by bicubic interpolation.

Fig. 3.5 (c)-(e) and (i)-(k) show the result of the methods [3,9,24] in splicing localization of the tampered images (b) and (h), respectively, where the brighter pixels indicate the possibly tampered areas. The results reveal that these methods cannot detect the spliced region. Artificial blurring of the splicing boundary removes the traces of splicing and image resizing removes the CFA and JPEG inconsistency artifacts. Therefore, such techniques may not detect the spliced region. Fig. 3.5 (f) and (l) show the result of the splicing localization map of our method, which indicates the spliced regions with brighter pixels. The result indicates that our method is robust in general to such kinds of post-processing operations.
Figure 3.5: Two examples of splicing localization in the presence of post processing operations (artificial blurring of the spliced region boundary followed by the tampered image resizing). (a) and (g) Authentic out-of-focus blurred images. (b) and (h) Tampered images generated by splicing out-of-focus blurred regions into the images (a) and (g), respectively. Gray scale splicing localization maps generated by (c) and (i) CFA artifacts [9]; (d) and (j) JPEG artifacts [3]; (e) and (k) local descriptor [24]; (f) and (l) our proposed method, where the brighter pixels indicate high possibility spliced regions.
3.4 Summary

In this chapter, we proposed a novel method for splicing localization in a tampered out-of-focus blurred image. First, the image was partitioned into blocks to estimate the local blur kernels of the blocks. Then, a novel blur degree measure based on multi-step reblurring of local blur kernels was proposed to estimate the amount of local defocus blur. Such defocus blur is used to estimate depth from defocus blur cue. Besides, we estimated the depth from the image content monocular cues, such as texture and edge gradient, texture
variation, color, and haze followed by an interpolation to achieve an object-based depth map. Finally, we use the inconsistency between the estimated two depth maps to generate splicing localization map. Evaluation of our method in the blur measurement shows the efficiency in the detection of a wider range of blur degrees when compared to the state-of-the-art methods. For splicing localization, the result reveals that our method works well in the detection of the inconsistency between the depths estimated from the defocus blur and image content cues for various range of blur degrees and depths. The evaluation of our method in splicing localization in the presence of post-processing operation such as image resizing shows the reliability of our method to such kind of operations.
Chapter 4

Image Splicing Detection Based on Splicing Boundary Artifacts

In splicing a region into an image, the splicing boundary introduces sharp edges which are different from the normal edges in terms of sharpness. Such difference can be used as inconsistency artifacts for splicing detection. Besides, the forger may use some post-processing operations such as resizing the tampered image into a smaller size to remove the artifacts used by many existing splicing detection techniques. Although the techniques based on splicing boundary artifacts [19–24] are more robust to image resizing, they have high computational time. The reason is that they use a large number of high-pass filters to capture the splicing boundary artifacts or they process the image in the transform domain.

In this chapter, we address this problem by incorporating sharpness assessment features in the spatial domain instead of a large number of high-pass filters, to reduce the processing time. We propose two sets of sharpness measure features, called maximum local variation (MLV) and content aware total variation (CATV), to measure the local sharpness of image. Using these sharpness features, the moment and co-occurrence matrix features are calculated to capture the splicing boundary artifacts. Finally, splicing boundary artifacts are incorporated as input features in a classification framework to classify authentic and spliced images.
4.1 Introduction

In image splicing, the forger uses at least two authentic images to create a spliced image. In such case, the inconsistency artifacts are left in the spliced image in the following two forms. First, the traces of splicing are left in the splicing boundary in the form of sharp edges which are different from normal edges in the image. Second, the inconsistency artifacts are introduced in the spliced region and the original image. However, the forger may remove the inconsistency artifacts which are introduced in the spliced region and the original image by a post-processing operation, such as resizing the tampered image to a smaller size. Such operation removes the artifacts used by many existing splicing detection techniques [3–5, 8–15].

However, even by using sophisticated photo-editing tools, the traces of anomalies in the form of sharp edges are left in the splicing boundary which are not removed by image resizing. Although such artifacts are not easy to detect by a naked eye, they can be used with success for splicing detection. Fig. (4.1) shows an example of image splicing where a spliced image in (c) is generated by pasting a region from (a) into (b). Although, the generated tampered image looks natural and can not be detected as a forged image by human vision, the splicing boundary artifacts can be used to indicate the authenticity of the image.

Figure 4.1: (a) An authentic image, (b) An authentic image, (c) A spliced image generated by splicing a region from (a) into (b), followed by image resizing.
As discussed in Chapter 1, there is a close relation between steganalysis and splicing detection methods [18]. By using a well designed natural image model, stego images and spliced images are distinguishable from authentic images using machine learning schemes. However, the existing natural image models are based on local descriptors such as what have been proposed in [24] and have high computational time. In this chapter, we propose two sharpness features called maximum local variation (MLV) and content aware total variation (CATV) to model natural images.

The rest of this chapter is organized as follows. In Section 4.2 and 4.3, we propose the MLV and CATV sharpness features, respectively. In Section 4.4, the MLV and CATV sharpness features are used in a learning framework for splicing detection. Experimental results regarding the sharpness assessment are shown in Section 4.5. Experimental results for the splicing detection are shown in Section 4.6. In Section 4.7, we study the moments and co-occurrence matrix features for splicing detection. Section 4.8 summarizes this chapter.

### 4.2 Proposed Sharpness Assessment Feature Based on Maximum Local Variation (MLV)

In this section, we propose a simple and fast image sharpness assessment feature. Our work is motivated by the fact that maximum variations in pixel intensity and the regions with the highest sharpness are highly correlated with the human sharpness perception. The proposed image sharpness assessment is explained in details in the following sections.
4.2.1 Maximum Local Variation

In this section, we propose a novel metric called Maximum Local Variation (MLV) for sharpness assessment. Variations in pixel values are an indication of image sharpness. Edges and textures contain numerous pixel variations that impact the perceived sharpness by the human visual system. However, the pixels with high variations are better than the pixels with low variations in sharpness evaluation.

Capturing the intensity variations using the total variation (TV) has been studied in the previous work [38] for sharpness assessment. In the TV, all variations of pixel values with respect to the 8 neighbors are employed to measure the sharpness given by

\[ \Upsilon(I_{i,j}) = \sum_{x=i-1}^{i+1} \sum_{y=j-1}^{j+1} |I_{i,j} - I_{x,y}| \]  \hspace{1cm} (4.1)

where \( I_{i,j} \) is the pixel at location \((i, j)\) in image \( I \), \( I_{x,y} \) indicates one of the 8-neighbors of \( I_{i,j} \), and \( \Upsilon(I_{i,j}) \) computes the TV of \( I_{i,j} \) using \( l_1 \) norm distance. However, there are other ways to define TV with 2, 3 or 4 neighbors, or the \( l_2 \) norm [104].

Different from the TV, we define the MLV of a pixel \( I_{i,j} \) (a pixel at location \((i, j)\) of the image \( I \)) as the maximum variation between the intensity of \( I_{i,j} \) with respect to its 8-neighbor pixels given by

\[ \psi(I_{i,j}) = \{ \max |I_{i,j} - I_{x,y}| | x = i - 1, i, i + 1, \ y = j - 1, j, j + 1 \} \]  \hspace{1cm} (4.2)

where \( I_{x,y} \) \((i - 1 \leq x \leq i + 1, j - 1 \leq y \leq j + 1)\) are the 8-neighbors of \( I_{i,j} \). Our study on the intensity variation measurements shows that MLV captures the variations better than TV. In gray scale images, MLV is changed in the range of 0 – 255. The value of 0 means there is no variation between a pixel and its 8-neighbors while the value of 255 shows the highest variation between the pixel and its 8-neighbors. The TV is changed in the range of \([0, 8 \times 255]\) in the case of using \( l_1 \) norm distance with 8-neighbors.
To get a better insight, we use four 3\times3 blocks including a pixel \(I_{i,j}\) and its 8-neighbors shown in Fig. 4.2 as an example. The pixel \(I_{i,j}\) in (a) has no variation with respect to its 8-neighbors. The intensity variation of the block in (c) is larger than (b). The pixel \(I_{i,j}\) in (d) has the maximum variation with respect to its 8-neighbors. In Fig. 4.2 (a), \(\Upsilon(I_{i,j}) = 0\) and \(\psi(I_{i,j}) = 0\) means \(I_{i,j}\) has no variation with respect to its 8-neighbors. In Fig. 4.2 (d), \(\Upsilon(I_{i,j}) = 8 \times 255\) and \(\psi(I_{i,j}) = 255\) shows that \(I_{i,j}\) has the maximum variation with respect to its 8-neighbors. To have a fair comparison, the values of TV and MLV are normalized to [0, 1] to set \(\Upsilon_n(I_{i,j}) = 0\), and \(\psi_n(I_{i,j}) = 0\) for \(I_{i,j}\) in (a), and \(\Upsilon_n(I_{i,j}) = 1\), \(\psi_n(I_{i,j}) = 1\) for \(I_{i,j}\) in (d) where \(\Upsilon_n(.)\) and \(\psi_n(.)\) are the normalized \(\Upsilon(.)\) and \(\psi(.)\), respectively. In Fig. 4.2 (c), \(\Upsilon_n(I_{i,j}) = 0.10\), \(\psi_n(I_{i,j}) = 0.21\), and in Fig. 4.2 (b), \(\Upsilon_n(I_{i,j}) = 0.5\), \(\psi_n(I_{i,j}) = 1\), shows that the MLV due to the larger \(\psi_n(I_{i,j})\) than \(\Upsilon_n(I_{i,j})\), can capture the small and large pixels variations better than TV.

\[
\begin{array}{ccc|ccc}
255 & 255 & 255 & \text{255} & 200 & 200 \\
255 & 255 & 255 & \text{255} & 255 & 200 \\
255 & 255 & 255 & \text{255} & 255 & 200 \\
255 & 255 & 255 & \text{255} & 255 & \text{0} \\
\end{array}
\begin{array}{ccc|ccc}
\text{255} & 0 & 0 & \text{255} & 0 & 0 \\
\text{255} & 255 & 0 & \text{255} & 0 & 0 \\
255 & 255 & 0 & \text{255} & 0 & 0 \\
\text{0} & \text{0} & \text{0} & \text{0} & \text{0} & \text{0} \\
\end{array}
\]

Figure 4.2: The value of normalized TV and MLV of the center pixel \(I_{i,j}\) in four 3\times3 blocks. (a) \(\Upsilon_n(I_{i,j}) = 0\), \(\psi_n(I_{i,j}) = 0\); (b) \(\Upsilon_n(I_{i,j}) = 0.10\), \(\psi_n(I_{i,j}) = 0.21\); (c) \(\Upsilon_n(I_{i,j}) = 0.5\), \(\psi_n(I_{i,j}) = 1\); (d) \(\Upsilon_n(I_{i,j}) = 1\), \(\psi_n(I_{i,j}) = 1\).

### 4.2.2 Maximum Local Variations Map Generation

Given a color image \(G\) of size \(M \times N\), we first convert it to a gray scale image \(I\). Then, for each pixel \(I_{i,j}\) at location \((i, j)\), we consider a 3\times3 block \(B_{i,j}\) including the 8-neighbor pixels of \(I_{i,j}\), where \(1 \leq i \leq M\) and \(1 \leq j \leq N\). The MLV of all pixels \(I_{i,j}\) are calculated
using Eq. (4.2) to generate the MLV map \( \Psi(I) \) of the image \( I \) given by

\[
\Psi(I) = \begin{pmatrix}
\psi(I_{1,1}) & \cdots & \psi(I_{1,N}) \\
\vdots & \ddots & \vdots \\
\psi(I_{M,1}) & \cdots & \psi(I_{M,N})
\end{pmatrix}
\] (4.3)

Fig. 4.3 shows an image and its corresponding MLV map. Dark color in the map shows pixels with small MLV, while brighter colors indicate pixels with larger MLV.

\[\text{Figure 4.3: MLV map. (a) an image (b) MLV map where the brighter pixels show larger MLV than the dark pixels.}\]

### 4.2.3 Maximum Local Variations Distribution

Our study on the statistics of MLV shows that the distribution of MLV is affected by the content and the blurriness of the image. We observe that the distribution in the texture region with low variation is closer to Gaussian, whereas the regions with high MLV edges and blank content have hyper-Laplacian distribution. Fig. 4.4 shows two sharp images in (a) and (b) and the corresponding blurred versions in (e) and (f). The image in (a) has many regions with small as well as large MLV, whereas the one in (b) includes regions with fewer variations than (a). The MLV distributions of (a) and (b) are shown in Fig. 4.4 (c) and (d), respectively. By increasing the blur degree in the images, the MLV distribution of the blurred images shown in (g) and (h) tends to drop in the number of the large MLV values.
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Figure 4.4: (a) a sharp image with low and high variation regions; (b) a sharp image with blank, low and high variation regions; (c) and (d) MLV vs. weighted MLV distribution of (a) and (b), respectively; (e) and (f) blurred version of (a) and (b), respectively; (g) and (h) MLV vs. weighted MLV distribution of (e) and (f), respectively.
Since the distribution of MLV is affected by the blurriness of the image, we use the statistics of MLV distribution for sharpness assessment. We parameterize the MLV distribution with the Generalized Gaussian Distribution (GGD) which has been used in [39, 46, 49] for sharpness assessment. The GGD is the general form of the Gaussian, Laplacian and hyper-Laplacian distributions which is given by

\[
f(\Psi(I); \mu, \gamma, \sigma) = \frac{\gamma^\gamma}{2\sigma\Gamma(\frac{1}{\gamma})\sqrt{\Gamma(\frac{1}{\gamma})\Gamma(\frac{3}{\gamma})}} e^{-\left(\frac{\Psi(I) - \mu}{\sigma\sqrt{\Gamma(\frac{1}{\gamma})\Gamma(\frac{3}{\gamma})}}\right)^\gamma}
\]  

(4.4)

where \(\mu\) is the mean, \(\sigma\) is the standard deviation, \(\gamma\) is the shape-parameter, and \(\Gamma(.)\) is the gamma function. The standard deviation \(\sigma\) is decreased by increasing the blurriness, so it can be used as the sharpness measurement metric. Since the human vision system is more sensitive to higher variations regions, we refine in the next section the MLV map by assigning different weights to the pixels with different MLV values. Such weighting reshapes the MLV distribution to model the sharpness non-linearity.

4.2.4 Maximum Local Variations Content-Based Weighting

The distribution statistics of the two images in Fig. 4.4 reveal that the tail end of the distribution discriminates the blur degree differences. Pixels with a large MLV have more influence on the sharpness assessment. By changing the distribution in such a way that the tail part becomes heavy, the distribution can be used to evaluate the sharpness more effectively. This can be done by assigning higher weights to the larger MLV pixels to generate the weighted MLV map \(\Psi_w(I)\) below

\[
\Psi_w(I) = \begin{pmatrix}
w_{1,1}\psi(I_{1,1}) & \cdots & w_{1,N}\psi(I_{1,N}) \\
\vdots & \ddots & \vdots \\
w_{M,1}\psi(I_{M,1}) & \cdots & w_{M,N}\psi(I_{M,N})
\end{pmatrix}
\]

(4.5)
where the weights \( w_{i,j} \) are defined using the exponential function \( w_{i,j} = e^{\eta_{i,j}} \), and \( \eta_{i,j} \) is the rank of \( \psi(I_{i,j}) \) when sorted in an ascending order from 0 to 1. By choosing the weight as an exponential function, the measured sharpness is well correlated with human vision based on the sharpest region in the image [45]. In addition, the exponential function is better than a linear function because it gives higher weight to the pixels with larger MLV. After weighting, tail end of the distribution of the sharp images in Fig. 4.4 (c) and (d) becomes thicker, while tail end of the distribution of the blurred images in Fig. 4.4 (g) and (h) has very small changes. Therefore, tail end of the weighted MLV distributions works better than tail end of the MLV distributions for sharpness discrimination. The GGD distribution of the weighted MLV is driven by replacing \( \Psi(I) \) with \( \Psi_w(I) \) in Eq. (4.4). Finally, the standard deviation of the weighted MLV distribution is used as a metric to measure the sharpness. This standard deviation is calculated using the moment matching method in [80].

4.3 Proposed Sharpness Assessment Feature Based on Content Aware Total Variation (CATV)

In this section, we propose a new metric for sharpness assessment which is called Content Aware Total Variation (CATV). Existing sharpness assessment methods are mostly based on edge width, gradient, high-frequency energy, and pixel intensity variation. Such methods consider very little the image content in conjunction with the sharpness assessment, which causes the sharpness metric to be less effective. In this section, we address the importance of image content in sharpness measurement by proposing a novel no-reference image sharpness assessment called Content Aware Total Variation (CATV). By parameterizing the image Total Variation (TV) statistics using the Generalized Gaussian Distribution (GGD), the sharpness measure is identified by the standard deviation, and
the image content variation evaluator is indicated by the shape-parameter. However, the standard deviation is content dependent which is different for the regions with strong edges, high frequency textures, low frequency textures, and blank areas. By incorporating the shape-parameter in moderating of the standard deviation, we propose a content aware sharpness metric. The following sections provide detailed steps of the proposed method.

4.3.1 Total Variation Map Composition

In this section, we generate the TV map of the input image $\mathbf{I}$. Let $\mathbf{I}$ be a color image of size $M \times N$. We convert it to a gray scale image $\mathbf{G}$, and then partition $\mathbf{G}$ into blocks $\mathbf{G}_{i,j}$ with $L \times L$ pixels, where $i$ and $j$ are indices of different blocks ($1 \leq i \leq \lfloor \frac{M}{L} \rfloor$, $1 \leq j \leq \lfloor \frac{N}{L} \rfloor$).

Similar to [38], we calculate below the TV of each block $\mathbf{G}_{i,j}$, denoted as $\Psi_{g}(\mathbf{G}_{i,j})$,

$$\Psi_{g}(\mathbf{G}_{i,j}) = \{\max(\psi(\mathbf{P}_{m,n})) \mid 1 \leq m < L, 1 \leq n < L\}$$

(4.6)

where

$$\psi(\mathbf{P}_{m,n}) = \sum_{m'=m}^{m+1} \sum_{n'=n}^{n+1} ||P(m,n) - P(m',n'||$$

(4.7)

is the TV of the $2 \times 2$ block $\mathbf{P}_{m,n}$, at location $(m,n)$ ($1 \leq m < L, 1 \leq n < L$) in $\mathbf{G}_{i,j}$, and $P(m,n)$ and $P(m',n')$ are the pixels at locations $(m,n)$ and $(m',n')$ in $\mathbf{G}_{i,j}$, respectively. $||.||$ denotes $l_1$ norm. We use the TV of all image blocks $\mathbf{G}_{i,j}$, $\Psi_{g}(\mathbf{G}_{i,j})$, to generate the TV map of the whole image $\mathbf{G}$, denoted as $\Psi_{g}(\mathbf{G})$, via

$$\Psi_{g}(\mathbf{G}) = \begin{pmatrix}
\Psi_{g}(\mathbf{G}_{1,1}) & \cdots & \Psi_{g}(\mathbf{G}_{1,\lfloor \frac{N}{L} \rfloor}) \\
\vdots & \ddots & \vdots \\
\Psi_{g}(\mathbf{G}_{\lfloor \frac{M}{L} \rfloor,1}) & \cdots & \Psi_{g}(\mathbf{G}_{\lfloor \frac{M}{L} \rfloor,\lfloor \frac{N}{L} \rfloor}) 
\end{pmatrix}$$

(4.8)
4.3.2 Sharpness and Content Variation Features Extraction

Using the TV map of the image $G$, we generate the TV distribution. We extract two features from the distribution of the TV, which are used as the sharpness measure and content variation evaluator. The TV distribution of the low-frequency textures and blank areas is different from the TV distribution of the high-frequency textures and strong edges. In addition, the TV distribution is affected by the sharpness, meaning that by decreasing the sharpness, the variance of the TV is reduced. Such observation suggests that a general model can be used to parameterize the TV distribution of the image. We parameterize below the TV statistics with the Generalized Gaussian Distribution (GGD), the general form of Gaussian, Laplacian and hyper-Laplacian distributions, which also is used in IQA methods to parameterize natural scene statistic of the image [39, 46, 49]

\[
f(\Psi_g(G); \mu, \gamma, \sigma) = \frac{\gamma}{2\sigma \Gamma(\frac{1}{\gamma}) \sqrt{\frac{\Gamma(\frac{1}{\gamma})}{\Gamma(\frac{3}{\gamma})}}} e^{-\frac{\left|\Psi_g(G) - \mu\right|^\gamma}{\sigma^\gamma \Gamma(\frac{1}{\gamma}) \Gamma(\frac{3}{\gamma})}}
\]

(4.9)

where $\Psi_g(G)$ is the TV of the gray scale image $G$, $\Gamma(.)$ is the gamma function calculated using the method in [80], $\mu$ is the mean, $\sigma$ is the standard deviation and $\gamma$ ($\gamma > 0$) is the shape-parameter of the GGD.

By modeling the TV statistics using GGD, the standard deviation $\sigma$ can be used as sharpness measure metric which is reduced by decreasing the sharpness. As an example, consider three sharp images selected from the reference images of LIVE database [101], shown in Fig. 4.5 (a), (d) and (g). We blur these three images with a Gaussian blur kernel with standard deviation of 3 and 6 shown in Fig. 4.5 (b), (e), (h), and Fig. 4.5 (c), (f), (i), respectively. The TV distribution of these images together with the calculated $\sigma$ are shown in Fig. 4.5. We can observe that by increasing the blurriness in an image, the TV
Figure 4.5: Three sets of examples to show the level of blurriness vs the TV distributions of the images. (a), (d) and (g) are three sharp images selected from the reference images of LIVE database. (b), (e) and (h) are the blurred versions of (a), (d) and (g), respectively, when blurred with a gaussian blur kernel with standard deviation of 3. (c), (f) and (i) are the blurred versions of (a), (d) and (g), respectively, when blurred with a gaussian blur kernel with standard deviation of 6. By increasing the blurriness in the images (from left to right), the TV distribution becomes narrow and $\sigma$ of the TV distribution is decreased.
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distribution becomes narrower, showing that the standard deviation $\sigma$ is decreased.

However, for images of the same sharpness but with different content variations, e.g., images (a), (d) and (g), the estimated $\sigma$ varies which affects the accuracy of the sharpness measurement. To get a better insight, consider the three images (a), (g) and (h) in Fig. 4.5. Since the images (a) and (g) are taken from the reference images of LIVE database, they have the same sharpness while the images (g) and (h) have the same content with a different sharpness. By estimating $\sigma$ for these three images, we observe that the difference of $\sigma$ for (a) and (h) is smaller than (a) and (g) due to lower content variation in (a) compared to (g). In such a case, $\sigma$ is highly affected by the image content, causing the calculated sharpness of image (a) to be much smaller than (g). To overcome this problem, we take into account $\gamma$, which is extracted from the GGD of TV, as a content evaluator to moderate $\sigma$ as a content aware sharpness measure.

Following our study on the TV statistics, the GGD of TV of natural images can vary from hyper-Laplacian to Gaussian ($0 < \gamma \leq 2$) due to the image content variation. $\gamma$ close to 0 indicates that the image has low content variation, while $\gamma$ close to 2 reveals that the image has high content variation, therefore $\gamma$ can be used as a content variation evaluator. For the sharp images shown in Fig. 4.5, the estimated $\gamma$ of the images is (a) $\gamma = 0.4170$, (d) $\gamma = 0.8060$ and (g) $\gamma = 1.1720$, showing the increment of the image content variation.

We define the images with $0 < \gamma \leq 1$ as low content variation and the images with $1 < \gamma \leq 2$ as high content variation. The images whose shape-parameter exhibits a value in $0 < \gamma \leq 1$ have more blank regions and low-frequency textures, whereas the images with $1 < \gamma \leq 2$ include more high-frequency textures and strong edges. In the next section, we propose the sharpness metric by utilizing $\sigma$ and $\gamma$. 
4.3.3 Content Aware Sharpness Assessment Feature

By incorporating the standard deviation $\sigma$ and the shape-parameter $\gamma$ of the GGD of
image TV as a sharpness measure and content variation evaluator, respectively, we use $\gamma$ as a weight to moderate $\sigma$. For low content variation images ($\gamma \leq 1$), we use $\gamma$ to magnify $\sigma$ while for high content variation images ($1 < \gamma$) we utilize $\gamma$ to reduce $\sigma$. As such, we use the inverse of $\gamma$, $\frac{1}{\gamma}$, to define the moderated sharpness measure as

$$\Upsilon(\sigma, \gamma) = \frac{\sigma}{\gamma}$$

so that for low content variations images, $\frac{1}{\gamma}$ ($\frac{1}{\gamma} \geq 1$) increases the sharpness measure from $\sigma$ to $\frac{\sigma}{\gamma}$ while for high content variations images, $\frac{1}{\gamma}$ ($\frac{1}{\gamma} < 1$) decreases the sharpness measure from $\sigma$ to $\frac{\sigma}{\gamma}$. Therefore, by taking into account $\gamma$, the TV distribution is changed in such a way to make the sharpness metric to be content aware.

Instead of $\gamma$, we introduce here $\gamma^{1 - |1 - \gamma|}$. Since $0 \leq |1 - \gamma| \leq 1$ ($0 < \gamma \leq 2$), $\frac{1}{\gamma^{1 - |1 - \gamma|}}$ has a smaller slope than $\frac{1}{\gamma}$ around $\gamma = 1$, which results in better adjustment of sharpness value and $\frac{\sigma}{\gamma^{1 - |1 - \gamma|}}$ to be more effective in the sharpness measurement. Fig. 4.6 shows the curves of $\frac{1}{\gamma}$ and $\frac{1}{\gamma^{1 - |1 - \gamma|}}$ when $\gamma$ is varying in the range of $[0, 2]$.

![Figure 4.6: curves of $\frac{1}{\gamma}$ and $\frac{1}{\gamma^{1 - |1 - \gamma|}}$](image)
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By utilizing an integer parameter $k \in \{1, 2, 3, \ldots \}$ as the scaling factor of $|1 - \gamma|$, we can tune the value of $|1 - \gamma|$ for better adjustment. By increasing $k$ from 1, we can achieve an effective sharpness measure. Derived from Eq. (4.10), we define the tunable moderated sharpness measure as

$$\Upsilon(\sigma, \gamma, k) = \frac{\sigma}{\gamma^{\frac{|1 - \gamma|}{k}}}$$

(4.11)

where $\sigma$ is the standard deviation, $\gamma$ is the shape-parameter, and $k$ is the scaling factor chosen empirically.

Fig. 4.7 shows the curve of $\frac{1}{\gamma^{\frac{|1 - \gamma|}{k}}}$ for $k = 1, 2, \ldots, 5$ when $\gamma$ varies in the range of $[0.2, 2]$. For $\gamma > 1$ (high content variation images), the value of $\frac{1}{\gamma^{\frac{|1 - \gamma|}{k}}}$ decreases the sharpness measure while for $\gamma < 1$ (low content variation images), $\frac{1}{\gamma^{\frac{|1 - \gamma|}{k}}}$ increases the sharpness measure. The ratio of increment and decrement depends on the value of $k$. By increasing $k$, the ratio is reduced and the maximum ratio is achieved for $k = 1$. Also, by increasing $k$, the slope of the curve is decreased, implying that $\frac{1}{\gamma^{\frac{|1 - \gamma|}{k}}}$ has less impact on moderating $\sigma$. We study on the value of $k$ to achieve a reasonably good performance.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure4_7.png}
\caption{Curve of $\frac{1}{\gamma^{\frac{|1 - \gamma|}{k}}}$ for $k = 1, 2, 3, 4, 5$}
\end{figure}

highly correlated with the human vision system. The value of two criteria including the Pearson Correlation Coefficient (CC) and Spearman Rank-Order Correlation Coefficient (SROCC) for LIVE [101] and TID2008 [102] public databases for $k = 1, \ldots, 5$ are shown in
Table 4.1: Study on the value of $k$ using CC and SROCC criteria on LIVE and TID2008 databases.

<table>
<thead>
<tr>
<th>$k$</th>
<th>CC</th>
<th>SROCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9595</td>
<td>0.9513</td>
</tr>
<tr>
<td>2</td>
<td><strong>0.9632</strong></td>
<td><strong>0.9635</strong></td>
</tr>
<tr>
<td>3</td>
<td>0.9636</td>
<td>0.9619</td>
</tr>
<tr>
<td>4</td>
<td>0.9635</td>
<td>0.9619</td>
</tr>
<tr>
<td>5</td>
<td>0.9632</td>
<td>0.9609</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$k$</th>
<th>CC</th>
<th>SROCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8901</td>
<td>0.9235</td>
</tr>
<tr>
<td>2</td>
<td><strong>0.9113</strong></td>
<td><strong>0.9128</strong></td>
</tr>
<tr>
<td>3</td>
<td>0.9000</td>
<td>0.9047</td>
</tr>
<tr>
<td>4</td>
<td>0.8978</td>
<td>0.8990</td>
</tr>
<tr>
<td>5</td>
<td>0.8942</td>
<td>0.8978</td>
</tr>
</tbody>
</table>

Table 4.1. The best CC and SROCC for LIVE and TID2008 databases are achieved for $k = 2$. By selecting $k = 2$, which results in a high correlation with human vision system, our proposed sharpness measurement metric is achieved as

$$\Upsilon(\sigma, \gamma) = \frac{\sigma}{\gamma^{\frac{1}{2}}}$$  \hspace{1cm} (4.12)

### 4.4 Splicing Detection Based on MLV and CATV Features

In this section, we use the proposed MLV and CATV sharpness maps for splicing detection. Image splicing introduces sharp edges in the boundary of spliced region which are different from the normal edges in the image. We use the proposed MLV and CATV sharpness features to characterize the statistics of image edges as natural image model. In such case, the splicing boundary can be distinguished from the normal edges using such sharpness features. We propose a framework for image splicing detection shown in Fig.4.8. First, we calculate the local image sharpness by applying the proposed MLV and CATV sharpness features in a block wise fashion. Then, we calculate moment features from the distribution of MLV and CATV local sharpness features. Besides, we calculate the image co-occurrence matrix features by quantizing, truncating, and calculating the co-occurrence matrix of the
MLV and CATV local sharpness. Finally, the moments and co-occurrence matrix features are used in a classification framework to classify the images into authentic or spliced. In what follow, we explain the details of these steps.

**Figure 4.8:** The proposed image splicing detection framework

### 4.4.1 Local Sharpness Based on MLV and CATV Features

In this section, we calculate the local sharpness of a given image $I$ based on the proposed MLV and CATV sharpness assessment features. Although, we calculate the MLV and CATV for sharpness assessment of an image at global level, by applying these sharpness measures in a block wise fashion, the local sharpness map based on MLV and CATV can be achieved.

To generate the local sharpness map based on the MLV feature, first, we partition the image into $8 \times 8$ overlapping blocks with 7 pixels overlapping. Second, we calculate the local sharpness for each block. Third, we compose the MLV local sharpness map, denoted as $M$, by taking the average of the local sharpness values of the image blocks, if they are overlapped. To generate the local sharpness map based on the CATV feature, we partition the image into blocks of size $4 \times 4$ ($L = 4$) and calculate the TV for each block. Then, we consider a patch with size of $8 \times 8$ around each $4 \times 4$ block to parameterize the local sharpness with GGD. Finally, the CATV sharpness map, denoted as $C$, is composed by taking the average of the local sharpness values of the image blocks, if they are overlapped.
4.4.2 Co-occurrence Matrix Features

Followed by the generation of MLV and CATV local sharpness maps, we calculate the co-occurrence matrix features from the MLV and CATV local sharpness. These features are called image residuals and have a narrower dynamic range than the image pixel values.

In [24], co-occurrence matrix of 39 high-pass filters with various support sizes are used to generate image residuals. Although, this paper has been proposed for steganalysis of the images, it also can be used for splicing detection. In the context of steganalysis, different types of dependencies are captured among neighboring pixels to detect an embedding algorithm. In the context of splicing detection, since the splicing typically introduces sharp edges, the splicing boundary can be detected based on the dependencies that are captured among neighboring pixels in the splicing boundary. However, in [24] a large number of filters are used and the computational time is high. In this section, we address this weakness by using the proposed MLV and CATV sharpness features.

First, we use the quantization and truncation functions, denoted as $Q(.)$ and $T(.)$, to curb the dynamic range of MLV and CATV sharpness map so that they can be described using co-occurrence matrices. By quantization followed by truncation, the MLV and CATV sharpness will have more meaningful characterization in terms of co-occurrence. The MLV and CATV sharpness maps are defined in the range of $[0,255]$. The quantization makes the sharpness map more sensitive to embedding changes at spatial discontinuities in the image (at edges and textures), defined as

$$Q(M) = R(M/q)$$

(4.13)

where $q$ is the quantization step, $R(.)$ is a rounding function and $M$ is the MLV sharpness map. By replacing $M$ with $C$, we can calculate the sharpness based on the CATV. The
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truncation is defined as

\[ T(x) = \begin{cases} 
  x, & \text{if } x \in [-T, T] \\
  T \times \text{sign}(x) & \text{otherwise}
\end{cases} \]  \hspace{1cm} (4.14)

where \( T \) is the truncation value, defined empirically. We set \( T \) equals to 2, resulting each quantized residual takes on 5 values, from -2 to 2. The value of \( T \) is selected based on the parameter setting in [24]. The result of the quantization followed by truncation, denoted as \( Q \), is achieved via

\[ Q = (T(R(M/q))) \]  \hspace{1cm} (4.15)

Then, using these image residuals, we calculate the co-occurrence matrix. To calculate the co-occurrence matrix, we consider horizontal and vertical co-occurrences of 4 consecutive residuals calculated using Eq.(4.15). Each co-occurrence matrix is a four-dimensional array indexed with \( d = (d_1, d_2, d_3, d_4) \in \{-T, ..., T\}^4 \), where \( d' \)th element of the matrix is defined as the number of groups of four neighboring residual samples. By considering \( T = 2 \), the co-occurrence matrix includes \((2T + 1)^4 = 625\) elements.

4.4.3 Moments Features

In addition to the co-occurrence matrix features, we calculate the moment features including the mean, variance, skewness, and kurtosis of the distributions of the MLV and CATV local sharpness features. Such features have been used with success to model the statistics of subband coefficients of wavelet transform in steganalysis methods [20]. However, less works have been done to use moment features in the spatial domain for steganalysis. In our proposed framework, we use these features to characterize the statistics of the sharpness feature distributions for splicing detection. By calculating moment feature, such features can be used as complementary features for the co-occurrence matrix.
features.

4.4.4 Authentic/Spliced Classification

Followed by the calculation of the co-occurrence matrix and the moments features, these features are used in a learning framework for classification of the images into authentic or spliced. By combining these two types of features, we can achieve a natural image model which works well for splicing detection. With a dataset including both authentic and spliced images, splicing detection can be carried out using a machine learning framework. We use support vector machine (SVM) classifier with radial basis function (RBF) kernel for the classification. There are two parameters for RBF kernel including soft margin parameter $C$ and single parameter $\gamma$ of Gaussian kernel. To find the best $C$ and $\gamma$, we use a grid search on $C$ and $\gamma$ using cross-validation. Various pairs of $(C, \gamma)$ values are tried and the one with the best cross-validation accuracy is picked. We divide the training set into $v$ subsets of equal size. Then, one subset is tested using the classifier trained on the remaining $v-1$ subsets.

4.5 Experimental Results For Sharpness Assessment

In this section, we compare the performance of our method with the state-of-the-art image sharpness assessment methods like JNB [34], CPBD [35], DIIVINE [46], BLIINDS-II [49], BRISQUE [39], S3 [38] and LPC-SI [45] on LIVE [101], TID2008 [102], CSIQ [103] and IVC [108] databases. First, we compare with these methods in terms of the accuracy in the sharpness scores. Second, we analyze the scatter plot of the objective scores generated by the methods versus the subjective scores reported by the four public databases. Third, the statistical significance analysis is conducted to check the superiority or inferiority of the methods. Discussion about the computational complexity of the methods is also
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included. Finally, we discuss about the effect of noise on the proposed sharpness metric.

4.5.1 Experimental Setup

To setup the experiment, four public available databases are utilized including LIVE [101], TID2008 [102], CSIQ [103], and IVC [108]. The LIVE database consists of 174 images generated from 29 original images at five different blur degrees. The TID2008 database contains 100 blurred images created from 25 original images at four different blur degrees. The CSIQ database includes 150 blurred images generated from 30 original ones at five different blur degrees. The IVC database has 20 blurred images created from 4 original images at five different blur degrees. For each image, a subjective score is reported in the databases which indicates the sharpness based on the human vision system. The range of scores in LIVE, TID2008, CSIQ and IVC are [0 100], [0 8], [0 1] and [0 6], respectively. In LIVE and CSIQ, the subjective scores are reported as the different of mean opinion scores (DMOS), while in TID2008 and IVC, the subjective scores are reported as mean opinion scores (MOS) [109].

Five criteria are used to compare the performance of different methods including Pearson Correlation Coefficient (CC), Spearman Rank-Order Correlation Coefficient (SROCC), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Outlier Ratio (OR) which are carried out by the video quality experts group (VQEG) [109]. The CC measures the correlation of objective and subjective scores after a nonlinear logistic mapping. The SROCC measures the relative monotonicity between the objective and subjective scores. The RMSE and the MAE calculate the error between the objective and subjective scores. The OR calculates the ratio of scores placed out of an acceptable range.
4.5.2 Statistical Comparison with No-Reference Methods

We compare the performance of our method, with JNB [34], CPBD [35], DIIVINE [46], BLIINDS-II [49], BRISQUE [39], S3 [38] and LPC-SI [45], in terms of CC, SROCC, RMSE, MAE and OR criteria. We evaluate our method by considering the statistics of TV. In TV, the images are converted to grayscale to generate the TV statistics.

In Table 4.2, the performance of the proposed method and the previous techniques are compared on LIVE, TID2008, CSIQ, and IVC databases. For each criteria, the top two best results are highlighted with boldface. For LIVE and TID2008 databases, the performance of our proposed method works better than the state-of-the-art techniques, in general. For CSIQ and IVC databases, our proposed method dominates and achieves the best overall performance.

4.5.3 Scatter Plots of Subjective Versus Objective Scores

Fig. 4.9 shows the scatter plots of the objective scores generated by CPBD, BLIINDS-II, BRISQUE, S3, LPC-SI and our method versus the subjective scores reported by LIVE, TID2008, CSIQ and IVC databases after nonlinear mapping. Our method shows less biasness in the subjective versus the objective scoring when compared with the previous techniques. For instance, the scatter plot of our technique for CSIQ database in Fig. 4.9 (w) shows a better spread along the diagonal line.

4.5.4 Statistical Significance Analysis

In the statistical significance analysis, a variance-based hypothesis test on the residual difference between the subjective scores and the objective scores is conducted. This analysis uses F-statistic to analyze the variance of residuals distributions under the as-
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Table 4.2: Comparison of our proposed method and previous works on LIVE, TID2008, CSIQ and IVC databases.

<table>
<thead>
<tr>
<th>Method</th>
<th>CC</th>
<th>SROCC</th>
<th>RMSE</th>
<th>MAE</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>JNB [34]</td>
<td>0.8390</td>
<td>0.8368</td>
<td>11.8365</td>
<td>9.3485</td>
<td>0.2471</td>
</tr>
<tr>
<td>CBPD [35]</td>
<td>0.9107</td>
<td>0.9437</td>
<td>8.9857</td>
<td>6.8869</td>
<td>0.1609</td>
</tr>
<tr>
<td>DIVINE [46]</td>
<td></td>
<td>used LIVE for training</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLINDS-II [49]</td>
<td>used LIVE for training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BRISQUE [39]</td>
<td>used LIVE for training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S3 [38]</td>
<td>0.9537</td>
<td>0.9645</td>
<td>8.1235</td>
<td>5.1320</td>
<td>0.1090</td>
</tr>
<tr>
<td>LPC-SI [45]</td>
<td>0.9204</td>
<td>0.9594</td>
<td>8.5061</td>
<td>6.8987</td>
<td>0.1522</td>
</tr>
<tr>
<td>Proposed (MLV)</td>
<td><strong>0.9590</strong></td>
<td><strong>0.9666</strong></td>
<td><strong>6.1676</strong></td>
<td><strong>4.8928</strong></td>
<td><strong>0.0517</strong></td>
</tr>
<tr>
<td>Proposed (CATV)</td>
<td><strong>0.9632</strong></td>
<td><strong>0.9635</strong></td>
<td><strong>5.8459</strong></td>
<td><strong>4.7618</strong></td>
<td><strong>0.0460</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>CC</th>
<th>SROCC</th>
<th>RMSE</th>
<th>MAE</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>JNB [34]</td>
<td>0.7171</td>
<td>0.7045</td>
<td>0.8081</td>
<td>0.6254</td>
<td>0.7033</td>
</tr>
<tr>
<td>CBPD [35]</td>
<td>0.8316</td>
<td>0.8406</td>
<td>0.6438</td>
<td>0.5019</td>
<td>0.6500</td>
</tr>
<tr>
<td>DIVINE [46]</td>
<td>0.8429</td>
<td>0.8322</td>
<td>0.6655</td>
<td>0.5031</td>
<td>0.6302</td>
</tr>
<tr>
<td>BLINDS-II [49]</td>
<td>0.8415</td>
<td>0.8387</td>
<td>0.6339</td>
<td><strong>0.4010</strong></td>
<td><strong>0.5200</strong></td>
</tr>
<tr>
<td>BRISQUE [39]</td>
<td>0.8044</td>
<td>0.7989</td>
<td>0.6972</td>
<td>0.5059</td>
<td>0.6200</td>
</tr>
<tr>
<td>S3 [38]</td>
<td>0.8492</td>
<td>0.8327</td>
<td>0.6195</td>
<td>0.4790</td>
<td>0.6200</td>
</tr>
<tr>
<td>LPC-SI [45]</td>
<td>0.8574</td>
<td>0.8531</td>
<td>0.6040</td>
<td>0.4856</td>
<td>0.6800</td>
</tr>
<tr>
<td>Proposed (MLV)</td>
<td><strong>0.8585</strong></td>
<td><strong>0.8548</strong></td>
<td><strong>0.6018</strong></td>
<td><strong>0.4675</strong></td>
<td><strong>0.6100</strong></td>
</tr>
<tr>
<td>Proposed (CATV)</td>
<td><strong>0.9113</strong></td>
<td><strong>0.9128</strong></td>
<td><strong>0.4833</strong></td>
<td><strong>0.3884</strong></td>
<td><strong>0.5800</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>CC</th>
<th>SROCC</th>
<th>RMSE</th>
<th>MAE</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>JNB [34]</td>
<td>0.8060</td>
<td>0.7620</td>
<td>0.1696</td>
<td>0.1393</td>
<td>0.3670</td>
</tr>
<tr>
<td>CBPD [35]</td>
<td>0.8820</td>
<td>0.8860</td>
<td>0.1349</td>
<td>0.1245</td>
<td>0.3730</td>
</tr>
<tr>
<td>DIVINE [46]</td>
<td>0.8912</td>
<td>0.8930</td>
<td>0.1132</td>
<td>0.0951</td>
<td>0.2653</td>
</tr>
<tr>
<td>BLINDS-II [49]</td>
<td>0.9102</td>
<td>0.8915</td>
<td>0.1187</td>
<td>0.0943</td>
<td>0.2867</td>
</tr>
<tr>
<td>BRISQUE [39]</td>
<td><strong>0.9274</strong></td>
<td>0.9025</td>
<td>0.1072</td>
<td>0.0822</td>
<td>0.2400</td>
</tr>
<tr>
<td>S3 [38]</td>
<td>0.9035</td>
<td>0.9017</td>
<td>0.1228</td>
<td>0.0996</td>
<td>0.3400</td>
</tr>
<tr>
<td>LPC-SI [45]</td>
<td>0.9061</td>
<td>0.9071</td>
<td>0.1151</td>
<td>0.0927</td>
<td>0.2733</td>
</tr>
<tr>
<td>Proposed (MLV)</td>
<td>0.9069</td>
<td><strong>0.9247</strong></td>
<td><strong>0.1069</strong></td>
<td><strong>0.0749</strong></td>
<td><strong>0.1933</strong></td>
</tr>
<tr>
<td>Proposed (CATV)</td>
<td><strong>0.9548</strong></td>
<td><strong>0.9334</strong></td>
<td><strong>0.0851</strong></td>
<td><strong>0.0680</strong></td>
<td><strong>0.1933</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>CC</th>
<th>SROCC</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>JNB [34]</td>
<td>0.7992</td>
<td>0.7722</td>
<td>0.8609</td>
<td>0.6374</td>
</tr>
<tr>
<td>CBPD [35]</td>
<td>0.8865</td>
<td>0.8404</td>
<td>0.6629</td>
<td>0.5126</td>
</tr>
<tr>
<td>DIVINE [46]</td>
<td>0.8012</td>
<td>0.7984</td>
<td>0.5767</td>
<td>0.4325</td>
</tr>
<tr>
<td>BLINDS-II [49]</td>
<td>0.7837</td>
<td>0.5312</td>
<td>0.5893</td>
<td>0.4444</td>
</tr>
<tr>
<td>BRISQUE [39]</td>
<td>0.8515</td>
<td>0.8239</td>
<td>0.4510</td>
<td>0.3775</td>
</tr>
<tr>
<td>S3 [38]</td>
<td>0.9333</td>
<td>0.8916</td>
<td>0.4099</td>
<td>0.3266</td>
</tr>
<tr>
<td>LPC-SI [45]</td>
<td>0.9726</td>
<td>0.9398</td>
<td>0.2653</td>
<td>0.2017</td>
</tr>
<tr>
<td>Proposed (MLV)</td>
<td><strong>0.9812</strong></td>
<td><strong>0.9767</strong></td>
<td><strong>0.2203</strong></td>
<td><strong>0.1514</strong></td>
</tr>
<tr>
<td>Proposed (CATV)</td>
<td><strong>0.9855</strong></td>
<td><strong>0.9819</strong></td>
<td><strong>0.1936</strong></td>
<td><strong>0.1392</strong></td>
</tr>
</tbody>
</table>
Figure 4.9: Scatter plots of the subjective scores generated by CPBD, BLIINDS-II, BRISQUE, S3, LPC-SI and our method versus the objective scores reported by LIVE, TID2008, CSIQ and IVC after nonlinear mapping.
4.5. Experimental Results For Sharpness Assessment

Table 4.3: Standard deviations of the residuals between objective scores generated by different methods and the subjective scores reported by LIVE, TID2008, CSIQ and IVC databases.

<table>
<thead>
<tr>
<th>Method</th>
<th>LIVE</th>
<th>TID2008</th>
<th>CSIQ</th>
<th>IVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>JNB [34]</td>
<td>12.0376</td>
<td>11.6438</td>
<td>16.7931</td>
<td>14.7370</td>
</tr>
<tr>
<td>BRISQUE [39]</td>
<td>-</td>
<td>12.7463</td>
<td>7.5765</td>
<td>8.9486</td>
</tr>
<tr>
<td>S3 [38]</td>
<td>9.9077</td>
<td>11.2668</td>
<td>9.4359</td>
<td>7.6615</td>
</tr>
<tr>
<td>Proposed (TV)</td>
<td>6.1353</td>
<td>9.1629</td>
<td>6.0378</td>
<td>4.0823</td>
</tr>
</tbody>
</table>

Assumption that the residuals follow a Gaussian distribution. The test is based on the ratio of variances of residuals of two methods to determine whether the two residual sets come from the same distribution [25]. Table 4.3 shows the standard deviation of the residual between objective scores generated by different methods and subjective scores reported by four databases. A smaller standard deviation reveals lower variation between the subjective and objective score. In this experiment, we use the statistics of TV. The result shows that our method has the lowest variance for all four databases.

To compare the inferiority or superiority of the methods based on the residuals variance test, a statistical significance analysis matrix is created. Each entry of the table consists of combinations of four symbols '1', '0', 'x', and '-'. The label entries using these symbols are arranged according to LIVE, TID2008, CSIQ and IVC databases. The symbol ‘1’ indicates that the method in the row is statistically better than the one in the same column, ‘0’ denotes that the method in the column is better than the one in the same row, ‘x’ indicates that the two methods are statistically indistinguishable, and the symbol ‘-’ indicates that the database has not been used for variance analysis of the method. Most label entries in the last row contain ‘1’s, which shows our method is statistically superior to the previous sharpness methods for these four databases.
### Table 4.4: Statistical significance analysis matrix created based on the residuals between the objective scores generated by the sharpness methods and the subjective score reported using LIVE, TID2008, CSIQ and IVC databases.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>JNB [34]</td>
<td>x x x</td>
<td>0 0 0 x</td>
<td>- x 0 x</td>
<td>- 0 x</td>
<td>- x 1 x</td>
<td>0 0 0 x</td>
<td>0 0 0  x</td>
<td>x 0 0 0 0</td>
</tr>
<tr>
<td>CPBD [35]</td>
<td>1 1 x</td>
<td>x x x</td>
<td>- x 0 1</td>
<td>- 1 0 x</td>
<td>- 1 0 x</td>
<td>0 1 0 0</td>
<td>x x 0</td>
<td>0 x 0 0</td>
</tr>
<tr>
<td>DIIVINE [46]</td>
<td>- x 1 x</td>
<td>- x x x</td>
<td>- x x x</td>
<td>- 1 0 1</td>
<td>- x 0 0</td>
<td>x x 0</td>
<td>- x 0</td>
<td>- 0 0 0</td>
</tr>
<tr>
<td>BLIINDS-II [49]</td>
<td>- 1 0 x</td>
<td>- 0 1 0</td>
<td>- x x x</td>
<td>- x x x</td>
<td>- 0 x 0</td>
<td>- 0 0 0</td>
<td>- 0 1 0</td>
<td>- 0 0 0</td>
</tr>
<tr>
<td>BRISQUE [39]</td>
<td>- x 0 x</td>
<td>- 0 1 x</td>
<td>- x 1 x</td>
<td>- 1 1 x</td>
<td>- x x x</td>
<td>- 1 x 1</td>
<td>- x 1 0</td>
<td>- 0 x 0</td>
</tr>
<tr>
<td>S3 [38]</td>
<td>1 1 1 1</td>
<td>1 0 1 1</td>
<td>- x 1 x</td>
<td>- 1 1 x</td>
<td>- x 0 x</td>
<td>x x x</td>
<td>1 x 1  x</td>
<td>0 x 0 x</td>
</tr>
<tr>
<td>LPC-SI [45]</td>
<td>1 1 1 1</td>
<td>x x x 1</td>
<td>- x 1 x</td>
<td>- 1 1 1</td>
<td>- x 1 1</td>
<td>1 x 1 x</td>
<td>x x 1  x</td>
<td>0 x 0 x</td>
</tr>
<tr>
<td>Proposed (TV)</td>
<td>1 1 1 1</td>
<td>1 x 1 1</td>
<td>- 1 1 1</td>
<td>- 1 1 1</td>
<td>- 1 x 1</td>
<td>1 x 1 x</td>
<td>x x 1  x</td>
<td>x x x</td>
</tr>
</tbody>
</table>

### 4.5.5 Local Sharpness Map

In this section, we show the ability of our proposed metric in a local sharpness map generation. Although, we calculate the sharpness metric for the assessment of image quality at the global level, by applying the proposed method in block wise fashion, local sharpness map can also be computed. To generate the local sharpness map, we use the image blocks $G_{i,j}$ of size $4 \times 4$ ($L = 4$) to compute the TV. We consider a patch around each blocks $G_{i,j}$ with size of $8 \times 8$ to parameterize the local sharpness with GGD. Our sharpness map is composed using the sharpness value for each block $G_{i,j}$. Fig. 4.10 (a)-(d) show four images from LIVE database by increasing the blurriness from (a) to (d) and their corresponding sharpness maps generated by our method in (e)-(h), respectively.

### 4.5.6 Computational Complexity Analysis

Since our method works in spatial domain without complex mathematical operation or transformation, the computational complexity is low. The main computational cost of CATV is determined by the computation of TV of each pixel which is linear with respect to the number of pixels and is of the order of $O(n)$. The computational cost of MLV is determined by the calculation of MLV of the pixels and parameters estimation of the MLV distribution which are linear with respect to the number of pixels $n$ in the image and is of
Figure 4.10: Sharpness map of the proposed method. (a)-(d) include a reference image and the blurred versions from LIVE database. (e)-(h) show the sharpness maps generated by the proposed method.
the order of $O(n)$. BRISQUE and CPBD have the computational complexity of the order of $O(n)$. In BRISQUE, the complexity is determined by two main tasks including 36 features extraction in spatial domain and 5 times GGD parameters estimation [39]. The complexity of CPBD is identified by edge detection and edge wide calculation [35]. The computational complexity of LPC-SI [45] and S3 [38] are determined by the complexity of 2D-FFT which is in the order of $O(n\log(n))$. In BLIINDS, the complexity is identified by the complexity of DCT transform which is in the order of $O(n\log(n))$ by factorizing the computation similarly to the 2D-FFT [49]. The main computational complexity of DIVINE [46] is determined by complexity of wavelet transform which is in the order of $O(n\log(n))$.

We compare the mean runtime of seven sharpness measurement methods applied to 200 images with size $3264 \times 2448$ from Google web site. This test is performed on a PC with Intel Core i5 CPU at 3.20 GHz, 8GB RAM, Windows 7 64-bit, and Matlab 7.11. Table 4.5 shows the mean runtime of the images for different methods. Our method with TV statistics is slower than MLV and BRISQUE but faster than the remaining five methods.

### 4.5.7 The Effect of Noise

Here, we discuss the effect of white Gaussian noise on our sharpness measure method. In terms of image sharpness, the previous sharpness measurement techniques [38,45] reported that adding noise may increase [38] or decrease [45] the sharpness of an image. The evaluation of our proposed method reveals that by adding noise, the perceived sharpness is reduced and the amount of reduction depends on the image content variation which is consistent with the perception of human vision system (HVS).

Based on the HVS, the impact of noise on the image sharpness is content dependent.
For instance, adding noise to a region with strong edges or high frequency textures may decrease the perceived sharpness of the region a little, because it is hard for the HVS to see the details in the image. In contrast, adding noise to a smooth region or low frequency textures may decrease the perceived sharpness of the image a lot. Therefore, perceived sharpness of the noisy image by human visual system can not be easily predicted which is affected by the content variation of the image [38, 45].

Fig. 4.11 shows (a) an image with low content variation and (b) an image with high content variation. The computed sharpness of the images by our methods are (a) 0.94 and (b) 0.96. By adding Gaussian noise to these images, we generate the noisy images (c) and (d). The sharpness value of the noisy images are (c) 0.82 and (d) 0.87. The result shows that the sharpness value of the image with low content variations drops more than the image with high content variations, which is consistent with the perception of HVS.
Table 4.5: Comparison of mean computational time of methods in generating sharpness score of 200 images with size of 3264 × 2448.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (sec)</td>
<td>8.7</td>
<td>367.6</td>
<td>910.4</td>
<td>470.2</td>
<td>2.3</td>
<td>19.5</td>
<td>1.6</td>
<td>4.2</td>
</tr>
</tbody>
</table>

4.6 Performance Evaluation for Splicing Detection

In this section, we evaluate the performance of the proposed method for splicing detection. We compare our method with Fridrich et al. [24]. This method has been proposed for steganalysis. However, due to close relation between steganalysis and splicing detection, it can be used for splicing detection. In this method, six classes of filters are used to generate image residuals, including 1st order, 2nd order, 3rd order, SQUARE, EDGE3x3 and EDGE5x5 with 22, 12, 22, 2, 10 and 10 co-occurrence matrices, respectively [24]. However, in this section, to have a fair comparison we consider the 1st order filters of this method for comparison with our proposed method.

4.6.1 Splicing Detection in Uncompressed Images

In this experiment, we use the Columbia Image Splicing Detection Evaluation Dataset [110], a public available splicing dataset generated by digital video and multimedia lab at Columbia University. This database includes 180 authentic and 180 spliced uncompressed images with size of ranging from 757 × 568 to 1152 × 768, in TIFF format. All images were taken with 4 cameras, including Canon G3, Nikon D70, Canon 350D Rebel XT, and Kodak DCS 330. The images are mostly indoor scenes: labs, desks, books ...etc. Only 27 images were taken outdoors on a cloudy day, which makes the outdoor illumination similar to the indoor conditions. The spliced images were created by copying and pasting the objects from an authentic image taken with a camera into an authentic image taken with another camera, without any post processing. We created 30 images for each camera pair, and
by considering all combinations of 4 cameras, $30 \times 6 = 180$ images were generated in the spliced category. Examples of the authentic and spliced images are shown in Fig. (4.12).

(a) Authentic images

![Authentic images](image1)

(b) Spliced images

![Spliced images](image2)

Figure 4.12: Examples of (a) authentic images, (b) spliced images.

Half of the images are randomly selected for training and the rest are for testing. Table 4.6 compares the performance of the proposed method with Fridrich et al. [24]. We define two classes including spliced image as the positive class and authentic image as the negative one. In such case, the true positive rate (TPR) and true negative rate (TNR) are defined as the detection accuracy of the spliced and authentic images, respectively. The accuracy is defined as the number of images correctly classified. We compare the performance in terms of accuracy and processing time. The results in Table 4.6 show that in terms of computational time, our method is 5 times and 4 times faster than the previous method, in the case of using MLV and CATV, respectively, due to the low computational complexity of the proposed sharpness features. In terms of accuracy, our method has better result due to the incorporation of both the co-occurrence features and moment
features in classification of the images into authentic or spliced.

**Table 4.6:** Performance comparison of our method and Fridrich *et al.* [24] in splicing detection

<table>
<thead>
<tr>
<th>Method</th>
<th>TPR</th>
<th>TNR</th>
<th>Accuracy</th>
<th>Computational Time (sec/image)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fridrich <em>et al.</em> [24]</td>
<td>91.0</td>
<td>100.0</td>
<td>95.5</td>
<td>126</td>
</tr>
<tr>
<td>Proposed (MLV)</td>
<td>92.2</td>
<td>100.0</td>
<td>96.1</td>
<td>27</td>
</tr>
<tr>
<td>Proposed (CATV)</td>
<td>95.5</td>
<td>100.0</td>
<td>97.7</td>
<td>34</td>
</tr>
</tbody>
</table>

### 4.6.2 Splicing Detection in JPEG Compressed Images

In this experiment we evaluate our method on JPEG compressed images. We compress the images of Columbia Image Splicing Detection Evaluation Dataset with different quality factors, including 100, 95, 90, 85, 80, 75, and 70. Fig.(4.13) shows the performance of the proposed method based on MLV and CATV features for different quality factors. By decreasing the quality factor from 100% to 70%, the accuracy is decreased. This is due to the low-pass behavior of the JPEG compression which attenuates the high frequency details. Therefore, by decreasing the quality factor, the high frequency information of the spliced boundary is removed gradually, which results in decreasing the performance of splicing detection.

### 4.6.3 Splicing Detection in the presence of Post-Processing Operations

In this experiment we evaluate our method and Fridrich *et al.* [24] in splicing detection in the presence of image resizing post-processing operation. We resize all the images of Columbia Image Splicing Detection Evaluation Dataset with various resizing rate, including 90%, 80%, 70%, 60%, 50% and 40% of the original sizes. Fig.(4.14) compares the performance of the proposed method based on MLV and CATV features with Fridrich *et al.* [24]. The result shows that all methods are reliable to resizing and the performance
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![Graph](a) MLV

![Graph](b) CATV

**Figure 4.13:** The accuracy of our method in splicing detection in JPEG compressed images with quality factors of 100, 95, ..., 70.

![Graph](Figure 4.14: The accuracy of our method and Fridrich et al. [24] in splicing detection in the presence of image resizing post-processing operation does not drop so much.

4.6.4 The impact of Spliced Region Size on the Splicing Detection Performance

In this experiment we examine the proposed method in splicing detection, for various spliced region sizes. We collect 1000 images from the Flickr photo sharing website [89] with size of ranging from 800 × 600 to 1600 × 1200, in JPEG format. To create datasets of
spliced images, we randomly replace a region of each image from another image at random location, to create 1000 spliced images. The size of the spliced region is considered to be 10%, 20%, ..., 50% of the tampered image size. As such, we generate 1000 tampered images for each tampered region size. The tampered regions are defined as irregular shapes. Fig.(4.15) shows the accuracy of our method for various spliced region sizes. It can be seen that the performance of our method does not vary much by decreasing the size of tampered region due to the block overlapping scheme we incorporated.

### 4.7 Analysis on Moments and Co-occurrence Features for Splicing Detection

In this section we study on the moments and co-occurrence matrix features to get better insight about the usage of these features in splicing detection. All the images of Columbia Image Splicing Detection Evaluation Dataset are used in this experiment. We use the MLV and CATV sharpness measures to calculate the moments and co-occurrence matrix features. Table 4.7 shows the performance of the proposed method based on moment features, co-occurrence matrix features and both feature types for splicing detection. For both MLV and CATV, the moments feature or co-occurrence matrix feature, itself have
lower accuracy compared to using both features for splicing detection.

**Table 4.7**: Performance comparison of our method and Fridrich *et al.* [24] in splicing detection

<table>
<thead>
<tr>
<th>Feature</th>
<th>TPR</th>
<th>TNR</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concurrence Matrix (Based on MLV)</td>
<td>90.0</td>
<td>100.0</td>
<td>95.0</td>
</tr>
<tr>
<td>Moments (Based on MLV)</td>
<td>83.0</td>
<td>78.0</td>
<td>80.5</td>
</tr>
<tr>
<td>Concurrence Matrix + Moments (Based on MLV)</td>
<td>92.2</td>
<td>100.0</td>
<td>96.1</td>
</tr>
<tr>
<td>Concurrence Matrix (Based on CATV)</td>
<td>92.0</td>
<td>100.0</td>
<td>96.0</td>
</tr>
<tr>
<td>Moments (Based on CATV)</td>
<td>85.0</td>
<td>80.0</td>
<td>82.5</td>
</tr>
<tr>
<td>Concurrence Matrix + Moments (Based on CATV)</td>
<td>95.5</td>
<td>100.0</td>
<td>97.7</td>
</tr>
</tbody>
</table>

### 4.8 Summary

In this chapter, we proposed two metrics to measure the sharpness of image for splicing detection, called Maximum Local Variation (MLV) and Content Aware Total Variation (CATV). The MLV of each pixel is calculated by finding the maximum of the intensity variation with respect to its 8-neighbors. We have shown that the MLV of the pixels captures the high variations in pixels intensity. Since the human visual system is more sensitive to higher variations regions, the MLV of the pixels are subjected to a weighting scheme to make the tail end of the MLV distribution thicker. Finally, the standard deviation of the weighted MLV distribution is used as a feature to measure the image sharpness.

The CATV is calculated by extracting two features (the standard deviation and the shape-parameter) from the Generalized Gaussian Distribution of the image total variation (TV). The former is used to measure the sharpness while the later is incorporated to evaluate the image content variation. Since the sharpness of the images is affected by the content, the shape-parameter is utilized to moderate the standard deviation as a content aware sharpness measure. Using such a metric, we are able to quantify the sharpness of the same content and different content images more accurately than previous methods.
For image splicing detection, we incorporate these sharpness features to detect the splicing boundary in the spliced images. We calculate the moment features from the distribution of image MLV and CATV sharpness maps. Also, we calculate the co-occurrence matrix features by quantizing and truncating the MLV and CATV sharpness values. Finally, the output of these two set of features are fused in a classification framework to classify the images into authentic or spliced.
Chapter 5

Conclusions and Future Works

5.1 Conclusions

In this thesis, we study the problem of image splicing detection and localization based on the inconsistency in the level or type of blurriness. The thesis is composed of three parts, including 1) splicing localization based on the blur type inconsistency, 2) splicing localization in the out-of-focus blurred images based on the inconsistency between the blur and depth information, and 3) splicing detection based on the splicing boundary artifacts.

In the first part, we proposed a novel framework for splicing localization in a spliced blurred image based on the partial blur type inconsistency. After partitioning the image into blocks, the local blur type features are extracted for the classification of the image blocks into out-of-focus or motion. Then, a fine segmentation technique is utilized to make the boundaries of the regions smooth. Finally, based on a human decision, a multiple blur type image is detected as tampered when the motion blurred region is stationary. In such a case, the different blur types indicate the spliced and authentic regions. The experimental results in the partial blur type detection show that the proposed method classifies the out-of-focus and motion blur types successfully, which outperforms state-of-the-art methods. For more complicated out-of-focus and motion blurred images, our proposed feature works well. For forensics applications, the evaluation of the proposed method for splicing localization
in tampered images with two blur types (out-of-focus and motion) indicates the efficiency of our method which works well when some post processing operations, such as blurring the spliced boundary and image resizing, are applied after splicing. In such cases, the other techniques are less reliable while our method is robust to such kind of operations.

In the second part, we proposed a method for splicing localization in a spliced out-of-focus blurred image. Firstly, the image is partitioned into blocks to estimate the local blur kernels of the blocks. Then, a novel blur degree measure is proposed to estimate the amount of local defocus blur based on a multi-step reblurring of local blur kernels. Such defocus blur is used to estimate the depth from the defocus blur cue. Besides, we estimate the depth from image content monocular cues, such as texture and edge gradient, texture variation, color, and haze followed by an interpolation to achieve an object-based depth map. Finally, we use the inconsistency of the estimated two depth maps to generate splicing localization map. Evaluation of our method in blur measurement shows the efficiency in detection of a wider range of blur degrees when compared to state-of-the-art methods. For splicing localization, the result reveals that our method works well for the detection of the inconsistency between the depths estimated from defocus blur and image content cues for the various range of blur degrees and depths. The evaluation of our method for splicing localization in the presence of post-processing operation, such as image resizing shows the reliability of our method to such kind of operations.

In the third part, we proposed a framework for splicing detection based on splicing boundary artifacts. In image splicing, the traces of splicing are left in the splicing boundary in the form of sharp edges which are different from the edges naturally present in the image. Detection of such edges in the image can be used as an evidence of image splicing. To detect these artifacts, we propose two sharpness measure features in the spatial domain, called Maximum Local Variation (MLV) and Content Aware Total Variation (CATV). The MLV of each pixel is defined as the maximum of the intensity variation of
the pixel with respect to its 8-neighbors. We show that the MLV of the pixels captures the high variations in pixels’ intensity. Followed by the MLV distribution generation, we use a weighting scheme to make the tail end of the MLV distribution thicker. Finally, the standard deviation of the weighted MLV distribution is used to measure the whole image sharpness.

The CATV is calculated by extracting two values (the standard deviation and the shape-parameter) from the Generalized Gaussian Distribution of the image total variation (TV). The standard deviation is used to measure sharpness while the shape-parameter is incorporated to evaluate image content variation. Since the sharpness of images is affected by the content, the shape-parameter is utilized to moderate the standard deviation as a content aware sharpness measure. Using such a metric, we are able to quantify the sharpness of the same content and different content images more accurately than previous methods. By incorporating MLV and CATV sharpness features as local image sharpness measures, we propose splicing detection framework. We calculate four moment features, including the mean, variance, skewness, and kurtosis from the distribution of the MLV and CATV local sharpness measures. Also, we calculate co-occurrence matrix features by quantizing and truncating the local sharpness features. Finally, the output of these two sets of features are utilized in a classification framework to classify the images into authentic or spliced.

## 5.2 Future Work

In this section, we explain some future direction stemming from our existing research.

1. In the proposed method for splicing localization based on local blur type inconsistency, the limitation is that a human decision is needed to indicate whether the motion blurred region is a stationary object or not. Some directions to extend this part can
be incorporation of objects’ semantics to make this part automatic. By incorporating object detection methods, the motion blurred region can be classified into stationary or non-stationary category.

Also, when some regions in the tampered image are affected by both out-of-focus and motion blurs, our method cannot resolve such scenario. A suggestion can be the extension of the current blur type classification to classify the blur kernels of such regions into a third type (combination of motion and out-of-focus blur). In such a case if a region has both motion and out-of-focus blurs and the original image has out-of-focus blur, the image is detected as tampered. Also, our method can be extended to discriminate the image into regions with parametric and non-parametric motion blur kernels by detecting the linear direction of the motion blur. In such a case if the original image has a non-parametric motion blur due to the handshaking and the spliced region has a generated parametric motion blur by the forger, such blur inconsistency can be used for splicing localization. In addition, the proposed method can be extended for detection of direction of parametric motion to detect any inconsistency in the blur direction of the spliced region and the original image.

2. For splicing localization in out-of-focus blurred images, we proposed a method by investigating the inconsistency in the blur and depth information of the image. In this method, we assumed that all the objects are not between the focus point and the camera lens, so the blur degree of the objects is increased by increasing the depth. However, if the objects are placed between the camera and the focus point, by increasing the depth of objects, the blur degree is decreased. A direction can be the extension of the current work to remove such an assumption. In this case, the focus point of the camera should be detected before starting the blur depth inconsistency investigation. By estimating the depth of the focus point, for the regions with lower depth, by decreasing the depth the blur degree should be increased. For the regions with a higher depth, by increasing the
depth the blur degree should be increased.

To further improve the accuracy of our method, we can incorporate more features in the depth estimation based on the blur cue and image content cues. For instance, by incorporating the color information in the blur estimation, the result of blur map estimation can be improved. By using higher order filters in the depth estimation based on image content, we can obtain a more accurate depth map. As such, the resulting inconsistency map will be more accurate in the splicing localization.

3. Our proposed framework for splicing detection based on the splicing boundary artifacts can detect an image as spliced or authentic. In this method, we perform all the calculations in the spatial domain to take the advantage of low computational complexity. The computational complexity of this method can be further improved by partitioning the image into blocks and processing of the tampered blocks. In this case, we process the blocks by starting from the blocks with the highest tampering possibility. When a block is detected as tampered, the whole image is decided as tampered. We rank the blocks based on the tampering possibility using some features extracted from the blocks. For instance, the gradient of the blocks can be used as a feature to rank the image blocks. If a block is on the boundary of the splicing region, the gradient of the image block is higher than the gradient of non-tampered one due to the sharp changes in the splicing boundary.

To further improve the performance in terms of accuracy, we can incorporate more features in the classification framework. For instance, in addition to the whole image size, a down sampled version of the image can be used to generate more features. Markov based features are similar measure can be used beside our proposed features. Combining Markov features with the moments and co-occurrence features may enhance the image model to detect spliced images more effectively.
This method can be further extended for splicing localization. By applying the proposed method in the block-wise fashion, the blocks on the boundary of the splicing region can be detected. Using such blocks, the boundary of the spliced region can be identified for splicing localization. In this case, the spliced region should be detected using the splicing boundary. By incorporating different block sizes, a probability map can be achieved which indicates high possibility tampered regions. However, a portion of the spliced region may not be detected due to the missing in the detection of a part of the splicing boundary. Since usually the color information of the spliced region and the original image is different at the splicing boundary, such information can be incorporated to find the whole spliced region.
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