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Summary

The aggressive CMOS technology shrinking driven by cost reduction, performance improvement and power minimization enables integration of billions of transistors onto a single chip. State-of-the-art System-on-Chips (SoCs) incorporate more cores, larger capacity caches and more application-specific hardware accelerators, resulting in significant increase of power density. To reduce power and improve energy efficiency, ultra-low voltage operation is widely employed. By lowering the supply voltage from nominal level to near or beneath transistor’s threshold voltage (known as near-/sub-threshold operation), the power is substantially suppressed and the energy efficiency is optimized. However, various challenging issues including high process-voltage-temperature (PVT) variation sensitivity and lack of systematic design methodology exacerbate the utility of ultra-low voltage circuits. New design methodology with minimum energy consideration to enhance performance, combat variability and suppress leakage is worthy of extensive and in-depth explorations.

In the thesis, the characteristics of transistors at near-/sub-threshold region are studied and their impact on energy consumption is investigated. Based on that, ultra-low voltage circuits with improved performance, enhanced variation-resilience and high energy/energy-delay efficiency are developed.

The main goal of the research is to explore and demonstrate optimal solutions of Static Random-Access Memory (SRAM) and D Flip-Flop (DFF) circuits in energy or energy-delay space and overcome the limitations imposed by ultra-low supply voltage. Specifically, the outcomes are demonstrated through an ultra-low voltage 9-transistor (9T) single-port SRAM, a near-threshold 12-transistor (12T) dual-port SRAM and an ultra-low voltage, energy-delay-efficient 16-transistor (16T) DFF:

1) As preliminary work, energy efficiency analysis of single-port SRAM utilizing multi-threshold CMOS (MTCMOS) technology is presented. The work investigates various device combinations and reveals the optimum device selection for the best energy efficiency from a MTCMOS perspective.

2) A 9T SRAM macro is developed with MTCMOS technology to enhance read performance and at the same time minimize leakage. In the 9T SRAM
cell, a 3T-based novel read port is proposed to equalize read bitline (RBL) leakage and improve RBL sensing margin. To optimize energy efficiency, a miniature Content-Addressable-Memory-assisted (CAM-assisted) circuit is integrated to conceal the slow data development after data flipping in write operation and therefore enhance the operating frequency. A 16 kb SRAM test chip is fabricated in 65 nm CMOS technology. The operating voltage of the test chip is scalable down to 0.26 V. Minimum energy of 2.07 pJ is achieved at 0.4 V with 40.3% improvement. Energy efficiency is enhanced by 29.4% between 0.38 V ~ 0.6 V.

3) A 12T dual-port SRAM is proposed to suppress disturb at the common-row-access mode and improve read-ability, write-ability and cell stability. The novel dual-port SRAM cell significantly relaxes the probability of suffering disturb, increases the resilience against disturb and extends the operating voltage to near-threshold region. In addition, hierarchical bitlines and virtual ground schemes are employed to further improve performance and leakage of the SRAM circuit. A fabricated 16 kb 12T dual-port SRAM circuit shows successful dual-port operations down to 0.4 V at the common-row-access mode.

4) A 16T DFF with a low energy-delay product for sub-threshold applications is presented. The device count of the proposed DFF is minimized by eliminating the clock buffer and replacing transmission gates with pass gates. To reduce the Clock-to-Q delay and improve variation resilience, two charge pumps and inverse-narrow-width-effect-aware sizing strategy are utilized, improving the performance by 23%. The fabricated DFF is fully functional down to 0.18 V and shows an energy-delay product of 13.1 pJ·ns at 100% data activity, achieving an improvement of 51.8% compared to the transmission-gate FF.
Chapter 1  Introduction

1.1 Motivation

Semiconductor process technology continues to scale by $0.7\times$ every 2 years as Fig. 1.1 depicts [1]. The aggressive CMOS technology shrinking driven by cost reduction, performance improvement and power minimization enables integration of billions of transistors into a single chip with only hundreds of mm$^2$ area. State-of-the-art System-on-Chips (SoCs) incorporate more cores, larger capacity caches, more radio frequency components and more application-specific hardware accelerators than ever, resulting in significant increase of power density [1]-[4]. The power consumption trend of server processors from 1990 to 2010 is revealed in [5]. The total power augments roughly 20 times over 10 years with increasing contribution from leakage power. The prevailing of big data and Gbps applications intensifies this trend and makes power minimization imperative.

Fig. 1.1 Process feature size trend [1].
The most straight-forward method to reduce power consumption is voltage scaling. By lowering the supply voltage from nominal level to near or beneath transistor’s threshold voltage (known as near-/sub-threshold operation), the power is substantially suppressed by several orders of magnitude. As Fig. 1.2 exhibits, the active power of the 16 kb 9T Static Random-Access Memory (SRAM) decreases from 1.3 mW to 1.2 µW when supply voltage changes from 1.2 V to 0.24 V with power saving of more than 1000 times [6]. Due to the attractive prospective, substantial research activities about ultra-low voltage circuit have been performed [7]-[10]. However, various challenging issues including frailty sub-threshold operations, high process-voltage-temperature (PVT) variation sensitivity and lack of systematic design methodology exacerbate the utility of ultra-low voltage circuits. New design methodology with novel circuit techniques to enhance performance, combat variability and suppress leakage is worthy of extensive and in-depth explorations.

Ultra-low voltage operation improves not only power dissipation but energy efficiency as well. The emergency of energy constrained applications, such as
handheld devices, wearable electronics, wireless sensor nodes, and implantable biomedical instruments demand energy efficient circuit solutions to prolong battery life. Although energy harvesting circuits are widely used in energy autonomous systems, the energy it derives from the external sources is a very small amount and cannot satisfy the energy specification of the whole SoC. Now it is known that energy has a correlation with supply voltage. As Fig. 1.3 presents, energy per operation of the 16b 1024-point Fast Fourier Transformation (FFT) decreases with voltage scaling. However, the energy as a function of supply voltage reaches an optimal point and increases again even if the voltage is lowered further. Thereby, how to find the optimal point in the energy space to ensure energy efficient circuit is of high importance.

While energy is paramount for circuits like the Random Access Memory (RAM), performance is equally critical for various other circuitries such as the standard cell logics with respective to the traditional design philosophy. For these circuits, e.g. flip-flops (FFs), delay is as crucial as energy [11][12]. To emphasize both parameters, extended specification space has to be adopted to evaluate the performance-sensitive circuits. Hereby, energy-delay product is exploited as a key metric to evaluate them.

Fig. 1.3 Energy dissipation as a function of VDD for the 16b 1024-point FFT [7].
1.2 Research Objectives and Contributions

Numerous researches have fueled the field of ultra-low voltage circuits but the subsequent challenges, such as variability, leakage and etc., become more and more severe as transistor length shrinks below 100 nm. In the thesis, we study the characteristics of transistors at near-/sub-threshold region and investigate its impact on energy and energy-delay product. Based on that, we aim to develop ultra-low voltage circuits with improved performance, enhanced variation-resilience and high energy/energy-delay efficiency.

The research outcomes are demonstrated through ultra-low voltage SRAMs, D flip-flop (DFF) and First-In-First-Out (FIFO) circuits. Specifically, the contributions of our research work are as followings:

1. Minimum-energy-driven SRAM design is highly sought after in numerous emerging applications. As preliminary research, the thesis presents SRAM energy analysis utilizing multi-threshold voltage (multi-$V_{th}$) devices and various circuit techniques for power reduction and performance improvement, and suggests optimal device combinations for energy efficiency improvement. In general, higher-$V_{th}$ devices are preferred in the cross-coupled latches and the write access transistors for reducing leakage current while lower-$V_{th}$ devices are desired in the read port for implementing higher performance. However, excessively raised $V_{th}$ in the write paths, i.e. the cross-coupled latches and the write access transistors, leads to slower write speed than read, which quickly nullifies improved energy efficiency. In the work, the energy efficiency improvement of 6.24× is achieved only through an optimal device combination in a commercial 65 nm CMOS technology. Employing power reduction and performance boosting techniques together with the optimal device combination enhances the energy efficiency by up to 33×.

2. Conventional 6-transistor (6T) SRAMs suffer severe cell stability issue during read at ultra-low voltage. Decoupled SRAM cells, such as 8T SRAM cell [13], are widely adopted to ameliorate this issue by decoupling read port
from the data storage latch. Based on this preliminary research, a 9-transistor (9T) SRAM cell is developed using the multi-threshold CMOS (MTCMOS) technology to enhance read current and speed while minimize the leakage current. Another issue of the 6T SRAMs at ultra-low voltage is the degraded read sense ability due to data-dependent leakage. In the 9T SRAM cell, a 3T-based novel read port is proposed to equalize read bitline (RBL) leakage and to improve the RBL sensing margin by eliminating the data-dependence of bitline leakage current. To optimize energy efficiency, a miniature CAM-assisted circuit is integrated to conceal the slow data development after data flipping in write operation and therefore enhance the operating frequency. A 16 kb SRAM test chip has been fabricated in 65 nm CMOS technology. The operating voltage of the test chip is scalable from 1.2 V down to 0.26 V with the read access time from 6 ns to 0.85 µs. Minimum energy of 2.07 pJ is achieved at 0.4 V with 40.3% improvement compared to the SRAM without the aid of the CAM. Energy efficiency is enhanced by 29.4% between 0.38 V ~ 0.6 V by the proposed CAM-assisted circuit.

3. Dual-port SRAMs can execute two operations simultaneously in one clock cycle. Current 8T dual-port SRAMs are implemented in a similar way as the conventional 6T SRAMs. Apart from the weakness inherited from the 6T SRAMs, the 8T dual-port SRAMs are challenged by common-row-access disturb, which severely limits their operation under low voltage. In the thesis, a 12-transistor (12T) dual-port SRAM is proposed to suppress the disturb at the common-row-access mode and improve the worst case read-ability, write-ability and cell stability. The work significantly relaxes the probability of suffering disturb, increases the resilience against disturb and extends the operating voltage to near-threshold region. In addition, a virtual ground technique is employed to further lower the power and energy by reducing bitline leakage. A 16 kb 12T dual-port SRAM has been fabricated in a 65 nm CMOS process technology and showed successful dual-port SRAM operations down to 0.4 V at the common-row-access mode.

4. Analysis of energy-delay domain reveals that performance boosting
technique is essential to achieve an optimal energy-delay product. This is exactly what the research on ultra-low voltage DFF achieves. A 16-transistor DFF featuring a low energy-delay product for near-/sub-threshold applications is implemented. The device count of the proposed DFF is less than the mainstream DFF, such as the transmission-gate FF (TGFF). This is possible through eliminating clock buffer and employing pass gates instead of transmission gates. To reduce the Clock-to-Q (CQ) delay and improve its variation resilience, two charge pumps and an inverse-narrow-width-effect-aware strategy are utilized, improving the performance by 23%. The novel DFF fabricated with 180 nm CMOS technology is fully functional down to 0.18 V and shows an energy-delay product of 13.1 pJ·ns at 100% data activity, achieving 51.8% improvement compared to the conventional TGFF, respectively. When VDD = 0.5 V, the energy-delay product is averagely enhanced by 50.8%. Two 256-bit FIFOs are implemented using the proposed DFF and TGFF. The FIFO utilizing the charge-pumped DFF exhibits 31.2% total power reduction at subthreshold regime.

In summary, the main contribution of the thesis is exploration and demonstration of optimal solutions for SRAM and DFF circuits which overcome the limitations by ultra-low voltage while satisfy the requirements of energy constrained applications.
1.3 Organizations

The rest of the thesis is organized as follows. Chapter 2 introduces the background for ultra-low voltage, low power SRAM and flip-flop circuitries. Common design techniques to assist near-/sub-threshold operation and minimize PVT variation are reviewed. Fundamental knowledge of energy/energy-delay efficient design methodology is provided. Chapter 3 models the energy consumption of an 8T SRAM and comprehensively investigates the impact of multi-threshold CMOS (MTCMOS) devices on energy efficiency. Subsequently, various assisting-circuit techniques for power reduction and performance improvement are examined. Optimal device combinations for energy efficiency improvement are suggested. Chapter 4 presents an in-depth analysis on the correlation of MTCMOS technology on energy efficiency. Based on the observation, the methodology to design an energy-efficient MTCMOS SRAM with improved read sensing margin and enhanced write performance is discussed. Specifically, the RBL leakage is analyzed and leakage equalization is utilized to make a higher read sensing margin. Read and write delays are investigated and the idea of exploiting a miniature Content-Addressable-Memory (CAM) circuit is investigated to boost the write performance and ultimately the energy efficiency. Chapter 5 analyzes the common-row-access behavior for the conventional 8T dual-port SRAM. The solution to suppress disturb at the common-row-access mode is explored by a novel 12T dual-port SRAM. Other techniques, such as virtual ground and hierarchical bitline are also evaluated in the chapter. The DFF work is presented in Chapter 6. In this chapter, the Clock-to-Q delay parameter is probed and optimized through the sizing methodology and use of charge-pump circuits. Silicon measurement results are included to validate the effectiveness of the techniques on energy-delay improvement. Chapter 7 summarizes the entire research work in the thesis and looks ahead the possible future works.
Chapter 2  Background and Literature Review

2.1 Conventional 6T Single-port SRAMs

Single-port Static Random-Access Memory (SRAM) has been widely utilized in CPUs and processor cores as on-chip memory to provide solution to intermediate data access. Compared to Dynamic Random Access Memory (DRAM), SRAM enables static on-chip data storage. This feature makes SRAM less complicate than DRAM which has to be refreshed periodically in order to retain data. Without the additional circuitry and timing to introduce the refresh, SRAM is generally faster and less power hungry than DRAM. In CPUs, the embedded SRAMs usually serve as cache memories due to its speed, density and energy characteristics.

2.1.1 6T Single-port SRAM Operation

The conventional 6T single-port SRAM is depicted in Fig. 2.1. Transistors $M1$ and $M2$ are switches for data access. Transistors $M3$–$M6$ form a cross-coupled latch in the middle and serve as a data storage element. The node $Q$ and $QB$ hold data and its opposite value. Column-wise, hundreds of SRAM cells are assembled and share the data in and out paths, which are known as bitline (BL) and bitline bar (BLB). The pair of bitlines is connected to the drain terminals of all the access transistors in

![Fig. 2.1 Schematic of conventional 6T SRAM cell.](image_url)
the column. Row-wise, dozens of SRAM cells are connected to each other by a shared wordline (WL), which are utilized to activate operations.

Fig. 2.2(a) and (b) illustrate read and write operations of the 6T SRAM cell, respectively. At low level of a clock cycle, the bitlines (BL and BLB) are pre-charged to VDD or a moderate high voltage. In read operation, WL is asserted to turn on the access transistors while the preliminarily pre-charged bitline pair is left floating for read evaluation. According to the data pattern, BL and BLB can behave differently. When Q holds logic ‘1’, M3 and M6 are turned on while M4 and M5 are cut off. Hereby, BLB can discharge mainly through a path formed by M2 and M6. If, on the contrary, if Q holds logic ‘0’, M3 and M6 are switch off whereas M4 and M5
are turned on. The conductive path forms from \( M1 \) to \( M5 \), which decreases the voltage of BL. At the end of the bitline pair, a sense-amplifier responds to the voltage difference between BL and BLB to output the value of the cell as long as the cell established an enough voltage difference in the cycle.

In write operation, data and its opposite value are loaded into BL and BLB, respectively. Specifically, one bitline is pre-charged to a high voltage and the other is connected to ground. The access transistor \( M1 \) and \( M2 \) are simultaneously switched on by raising the WL voltage to VDD. Since the strength of the NMOS pass-gate is sufficiently stronger than the PMOS pull-up device, the internal node with logic ‘1’ is pulled down by the adjacent bitline which is grounded. The positive feedback due to the cross-coupled structure assists to flip the original value and maintain the new data.
2.1.2 Challenges of 6T SRAMs for Ultra-low Voltage Operation

Although the 6T SRAM circuit is mature in industry and used in most commercial chips, it is very poor in voltage scalability. The reasons can be categorized into three aspects. Firstly, the read disturb and the write-ability issue impedes voltage scaling. Secondly, the large variation at ultra-low voltage can cause severe reliability problem. Lastly, degraded $I_{\text{on}}$-to-$I_{\text{off}}$ ratio makes sub-threshold operation very difficult.

The read operation of 6T SRAMs is fast but destructive, that is, the cell nodes can suffer disturbance during read operation and the data can be overwritten by disturb current. Fig. 2.3 depicts the read stability issue. The data storage node Q and QB are directly accessed to the bitline pair through the access devices. Therefore, due to voltage division effect between the cross-coupled latch and the bitline capacitance, the value in the SRAM cell is vulnerable to flip during read. Specifically, voltage at node QB rises to a small amount $\Delta V$ above ground when $M2$ discharges BLB. If $\Delta V$ is larger than the trip point of the inverters, cell value is flipped with the effect of the positive feedback loop. To prevent the destructive read, access transistors $M1$ and $M2$ are required to be downsized or the pull-down transistors $M5$ and $M6$ are needed to be upsized. In other words, the cell ratio which is defined as the ratio of drain current of the pull down device and the drain current of the access device has to be increased accordingly to suppress $\Delta V$. To evaluate the data stability of the 6T

![Fig. 2.3 Cell stability degradation of 6T SRAM cell due to read disturb.](image-url)
SRAM cell, read Static Noise Margin (SNM) is adopted as a key functionality metric for read operation. It is defined as the minimum amount of DC noise required to flip the state of the cell. Fig. 2.4 illustrates the SNM in the DC transfer function curves of the latch. Normally, the larger the SNM is, the better the ability of the cell against read disturb is. But read SNM deteriorates significantly with voltage scaling.

On the other hand, the bitlines have to overpower cell with new data to foster a successful write operation. During write cycle, the grounded bitline provides a discharging path for the internal node holding logic ‘1’. The relative strength of the access transistor and the pull-up PMOS device determines the write-ability. To ease data flipping, the pull-up strength should be smaller than the access strength to weaken data retention capability. Usually, write margin is employed as a key metric to evaluate the write-ability of SRAM cells. For 6T SRAMs, it is interpreted as the voltage headroom at WL for a successful write operation.

As [14],[15] manifest, the minimum operating voltage is bounded by read stability and write margin. However, the substantial degraded read SNM and write margin of 6T SRAMs prevent aggressive voltage scaling and make sub-threshold operation extremely challenging without the aid of assisting circuits. Fig. 2.5(a) and (b) exhibit the trends of read SNM and write margin with scaled VDD, respectively.
The SNM is far less than half VDD at all supply voltages while the write margin degrades approximately 9× when the voltage scales from 1.2 V to 0.2 V.

The degradation of the two key metrics is accelerated by large $V_{th}$ variation at ultra-low voltage. Conventionally, transistor is thought to cutoff when the overdrive voltage ($V_{GS} - V_{th}$) becomes zero. In fact, transistor is still working although the $V_{GS}$ is lower than the threshold voltage $V_{th}$ and the current follows a correlation defined by Equation (2.1):

$$I_{sub} = I_0 \cdot \frac{W}{L} \cdot e^{q(V_{GS} - V_{th})/(n_kT)} \tag{2.1}$$

where $I_0$ is highly relevant to the technology, $q$ is the electronic charge, $T$ is the temperature and $k$ is the Boltzmann’s constant. For sub-threshold computing, since the current is exponentially correlated to ($V_{GS} - V_{th}$) and temperature, very small drifting of VDD, $V_{th}$ and temperature can cause large amount of current variation. Therefore, the PVT (process, voltage and temperature) variation which is mainly attributed to voltage scaling, random dopant fluctuation and temperature variation worsens various figures-of-merit and creates reliability issue, such as unacceptable bit error rate. To combat variability, supply voltage of 6T SRAM circuits cannot be tuned to very low.

Leakage is another bottleneck to overcome for ultra-low voltage operation. When VDD is high, the drain current of transistor is tens of thousands times larger than the leakage current. The high $I_{on}$-to-$I_{off}$ ratio at strong inversion region makes the impact of leakage current on key design metrics negligible. However, if circuits work at near- or sub-threshold region, the transistor channel is only moderately or weakly inverted, resulting in a small $I_{on}$-to-$I_{off}$ ratio. It is worsen by CMOS technology shrinking which makes gate leakage more and more difficult to control.

When the leakage current is comparable to the drain current, characteristics of 6T SRAM circuits, such as operating frequency, read sensing ability, energy efficiency change accordingly. In addition, bitline leakage dependent upon data pattern of each column in 6T SRAMs is detrimental for read sensing. If the amount of the data-
dependent bitline leakage is considerable enough, the bitline level of data ‘1’ could be lower than that of data ‘0’ [16]. Consequently, this limits the number of cells per bitline and the minimum operating voltage.

Fig. 2.5(a) 6T SRAM read SNM by VDD sweeping. (b) 6T SRAM write margin by VDD sweeping.
2.1.3 Design Techniques of 6T SRAMs to Improve Minimum Voltage

Diverse design techniques are proposed to cope with the challenges and improve the minimum operating voltage of 6T SRAMs. Basically, most of these techniques aim to improve read SNM, enhance write-ability and reduce leakage.

Decoupled SRAM cells with dedicated read ports such as 8T and 10T SRAM cells [13],[17],[18] are common solutions to suppress read disturb and improve cell stability. The read port, which is decoupled from the internal storage node by separation from the data storage element, enables a single-ended read sensing without internal node access. When read is asserted, the read current flows through the transistors in read port without any interference to Q and QB. As the read disturb is diminished, smaller transistor can be adopted in SRAM cells to compensate the area overhead. In [13], a two-transistor read stack is added to the standard 6T cell and enabled by read wordline (RWL) as Fig. 2.6(a) shows. As RWL is asserted, $M_7$ is on and the exclusive read bitline (RBL), which is precharged in prior, is left floating for data evaluation. When $Q$ stores logic ‘1’, $M_8$ is cutoff due to negative overdrive voltage. Therefore no conductive path forms in the read port, which maintains a high voltage of RBL. When $Q$ stores logic ‘0’, $M_8$ is switched on and the read current forms from RBL through $M_7$ and $M_8$ to ground. Consequently, the RBL voltage is fast pulled down and amplified for sensing data ‘0’. The 8T SRAM, combined with optimized write pass-gate and MTCMOS technology, achieves 295 MHz operation at 0.41 V. Alternative technique, such as wordline underdrive, is also effective to minimize read disturb by driving WL lower than VDD. Compared to the decoupled SRAM cells, it incurs less area penalty which is beneficial for high-density SRAMs [19].

Write margin is another challenge to overcome. The sizes of the pull-up PMOS transistors and the NMOS access transistors have to be carefully designed to ensure the write current is strong enough to flip the original data. Moreover, the strength of the write access transistors is susceptible to PVT variations, which is severe in advanced technologies. If the access devices are weakened by the PVT variations, the write margin could be degraded. To assist write and improve write margin,
various design techniques are utilized to manipulate wordline, bitline and cell supply voltage. Boosted wordline technique pumps the voltage of WL higher than VDD to enhance $V_{GS}$ and ease data flipping during write. Collapsed cell supply voltage method intentionally decreases the supply voltage of the cross-coupled latch during write [17] to weaken the hold SNM. Negative bitline strengthens the access transistor by pull down the voltage of the bitline with data ‘0’ to a negative voltage which enforces write margin ultimately [19],[20],[21]. In [21], a negative bitline is implemented by using a negative bias to represent data ‘0’. This write-assist technique enhances the write ability through increasing the strength of the access

Fig. 2.6(a) Schematic of 8T SRAM cell [13]. (b) Schematic of 10T SRAM cell [17].
transistor in the SRAM cell. However, it requires a tracking replica bitline, a pulse
generator and a negative charge pump, which incurs increased control complexity
and additional circuitry.

For bitline with a large number of cells, leakage current becomes more significant
and causes bitline sensing more difficult with voltage scaling. The 10T SRAM cell
[17] depicted in Fig. 2.6(b) exhibits a read port for leakage reduction. The source of
$M3$ and $M4$ are connected to a cell supply $V_{DD}$ for write. The read port is
implemented by $M7$ through $M10$. As Q holds ‘0’ and QB holds ‘1’, $M10$ adds an
off device in series with the leakage path through $M8$ and the path through $M9$. As
Q holds ‘1’ and QB holds ‘0’, $M10$ reduces leakage through $M7$ by the stack effect.
The reduction in sub-threshold leakage through $M8$ reduces the impact of leakage
from unaccessed cells and allows more cells on a bitline. The 256 kb 65 nm CMOS
test chip using the 10T cell and boosted wordline scheme functions without error at
380 mV. At 27°C, the test chip approximately dissipates 2 µW in terms of leakage
power with a supply voltage of 0.3 V. The 10T memory saves over 60× in leakage
power when $V_{DD}$ scales from 1.2 V to 0.3 V [17].

To address the data-dependent bitline leakage challenge, circuit techniques are
explored and proposed. In [22], the pull-down bitline leakage in the conventional
6T SRAMs is compensated by injecting additional pull-up current. However, the
analog detection and injection circuit in this design is highly sensitive to process
variations and coupling noises [23]. Sensing calibration technique proposed in [24]
solves the data-dependency problem by injecting the same voltage offset on BL and
BLB using a crossing-structure circuit. The main drawback is the calibration
scheme, which needs bitline loading capacitors and hence the higher power
consumption. Although the P-P-N based 10T SRAM cell presented in [25] achieves
high immunity to the data-dependent bitline leakage, it has to triple the size of the
four transistors to improve its write ability and thus occupies substantial area.
2.2 Conventional 8T Dual-port SRAMs

Dual-port SRAMs can read and write different cells at different addresses simultaneously. This increases bandwidth by approximate $2 \times$ compared to single port SRAMs, which accesses only a cell at a time. As design complexity grows, greater demands are placed upon high-bandwidth memories to boost throughput. For example, high-speed communication and multi-media processing [26]-[29] need dual-port SRAMs to improve the total chip performance by parallel operation. In addition, dual-port SRAMs can be implemented as register file in CPU. There are two types of dual-port SRAMs, which are synchronous dual-port SRAMs and asynchronous dual-port SRAMs. In our research work, only synchronous dual-port

![Fig. 2.7(a) Schematic of conventional 8T dual-port SRAM. (b) Parallel memory access of 8T dual-port SRAM [30].](image-url)
SRAMs are investigated.

### 2.2.1 8T Dual-port SRAM Operation

Fig. 2.7(a) shows the schematic of the conventional 8T dual-port SRAM cell. Port A and Port B are accessed by exclusive address and operation instruction. Each port consists of their corresponding wordline (WL) and a pair of bitlines (BL and /BL).

Fig. 2.8(a) Illustration of different-row-different-column access. (b) Illustration of different-row-same-column access. (c) Illustration of common-row-different-column access. (d) Illustration of common-row-common-column access [30].
Combined with the cross-coupled latch, the operation of each port acts exactly like a 6T single-port SRAM cell, which has been analyzed in details in Section 2.1.1. The widths of the two NMOS drive transistors are expanded to maintain the cell stability against common-row-access. Parallel memory access by the dual-port SRAM block is portrayed in Fig. 2.7(b), where both unit-A and unit-B can access a dual-port SRAM cell simultaneously within a cycle. Accordingly, there are four possible simultaneous access operations occurring at the same address: read-write, write-write, read-read, and write-read. A simultaneous read-read operation does not affect the cell but the other operations need proper measures to ensure that no data collision occurs. Fig. 2.8 presents the variety of the access situations of the dual-port SRAMs when both ports are activated within a clock cycle. Fig. 2.8(a) shows the case in which a SRAM cell is accessed from both ports designated independently by each address. Fig. 2.8(b) describes a situation of different rows but a common-column-access. Both of the two cases have no access conflict issue because either of the SRAM cell is only enabled by one port, which is exactly like a single-port SRAM operation. Fig. 2.8(c) and (d) present situations incurring access conflicts, which are common-row-different-column access and common-row-common-column access, respectively. In these common-row-access cases, port A and port B of the selected row are simultaneously enabled, which substantially degrades SNM and write margin, which will be elaborated in Section 2.2.2.
2.2.2 Challenges of 8T SRAMs for Ultra-low Voltage Operation

Conventional 8T dual-port SRAM cell is derived from the standard 6T single-port SRAM cell. It inherits the weakness of the 6T SRAM cell at ultra-low voltage like poor cell stability, reduced read-ability and write-ability, which impedes voltage scaling. The above issues are exacerbated because the 8T dual-port cell has two more access transistors exposure to disturbance, especially in the common-row-access mode. This limits the minimum operating voltage which is generally not as low as that of the 6T single-port SRAM circuit.

In the common-row-access cases, the cell stability has to be treated as the worst case because the enabled two WLS impose more disturbances and degrade SNM for all cells along with the selected row. Fig. 2.9 exhibits the SNM in common-row access and different-row access [30]. The butterfly curve of the 8T dual-port SRAM cell is depicted by overlapping the voltage transfer curve of one inverter with its inverse. The SNM is visualized by the diagonal length of the largest square which can be embedded between the two lobes of the butterfly curve. For common-row access mode, the read SNM is reduced approximately by 1/3, which directly results from the degradation of electrical $\beta$ ratio. The $\beta$ ratio is deteriorated from $\beta_{D1}/\beta_{A1}$ (different-row access) to $\beta_{D1}/(\beta_{A1}+\beta_{A2})$ (common-row access) because of the simultaneous activation of WLA and WLB, where $\beta_{D1}$, $\beta_{A1}$, $\beta_{A2}$ indicate the coefficients of source-drain currents of the pull-down NMOS transistor, the access transistor for port A and the access transistor for port B.

In 8T dual-port SRAM bitline, write-ability has to be also taken account of as the worst case. When port A writes, the cell incurs disturb due to the activation of the other port, which prevents the data flipping by current interference with the storage node. The situations of the read and the write disturb will be analyzed in Chapter 5.

As discussed, the situations in Fig. 2.7(c) generate the worst case of read and write for a selected cell and the worst case of data retention for unselected cells. Same address access for write operation, as shown in Fig. 2.7(d) is prohibited because the destructive write causes abnormal leakage current in the SRAM cell if the writing
data from both ports are opposite [30]. Still, the simultaneous write-read, read-write and read-read operations are allowed and frequently required from the system. As the conventional dual-port SRAM must satisfy various worst case situations, the size of the memory cell has to be increased accordingly to improve cell stability as well as read and write abilities. Normally, the drive NMOS transistor in the 8T dual-port cell can be oversized more than 2× as the transistor size in the 6T single-port cell.

In summary, the conventional 8T dual-port SRAM is extremely poor in terms of voltage scalability due to its intrinsic flaw of cell stability and the difficulty to perform read and write operations at ultra-low voltage.

Fig. 2.9 Comparison of read SNMs in different-row access and common-row access situations [30].
2.2.3 Design Techniques of 8T SRAMs with Ultra-low Supply Voltage

Most of the contemporary design techniques for single-port 6T SRAMs are universal for SRAM circuits. Hereby many of them are transplanted to dual-port SRAM to enhance figures-of-merit. Recent state-of-the-art dual-port 8T SRAMs are improved in various ways, such as low leakage and conflict-free 8T solutions. Although those circuit techniques are beneficial to lower the supply voltage, very rare cases of 8T dual-port SRAM are demonstrated through ultra-low voltage environment.

A 20 nm high-density dual-port SRAM with wordline-voltage-adjustment technique has been demonstrated in [31] to achieve better read-ability and write-ability against local variation. This scheme adopts lowering wordline voltage for read assist and raising wordline voltage for write assist. A temperature-monitoring device is embedded to sense the temperature variation for more accurate control. An assisting controller is connected to the fuse which triggers the on-chip regulator to generate corresponding wordline voltage according to different process variations and temperature thresholds. Measurement reveals a 0.1 V minimum voltage improvement.

Fig. 2.10 Concept of access circumvention scheme for dual-port 8T SRAM [30].
The minimum operating voltage of 8T dual-port SRAMs, as discussed in Section 2.2.2, is constrained by the situation where the same row address is asserted by both ports simultaneously. The read disturb and write disturb together with the cell stability challenge under the circumstance substantially impede voltage scaling. Therefore, how to eliminate the conflict in common-row access becomes the key to lowering supply voltage further and draw great attentions for researchers. A circumvention technique has been proposed to avoid simultaneous common-row access for 8T dual-port SRAM [30]. It adopts a priority row decoder and a bitline shifter to prevent access conflict. The fundamental concept of the scheme is illustrated in Fig. 2.10. In the scheme, port A is defined as primary whereas port B is considered as secondary. A row address comparator and a bitline shifter are introduced in the secondary port. When both ports are asserted at the same row, the comparator outputs logic ‘0’ to disable the secondary row decoder for port B. Consequently, only the wordline for port A is accessible to the SRAM cell. Meanwhile, the logic ‘0’ from the comparator changes the connection of the secondary port from the pair of BLB to that of BLA to foster a possible read operation. However, this technique incurs area penalty because of the complexity of the comparator and the bitline shifter circuits. More importantly, the circumvention

Fig. 2.11 Concept of active bitline equalizing technique for dual-port 8T SRAM [32].
scheme delays the operation through the secondary port in common-row access mode, which degrades the performance of the dual-port SRAM. The measurement results show the 32 kB macro fabricated with 65 nm technology can work down to 0.8 V.

An active bitline equalizing circuitry has been proposed to improve the write margin by removing write disturb when the same row address is activated [32]. Fig. 2.11 presents the concept of the equalizing technique. In common-row-access mode,
the pair of bitlines in port B (BLB) is disconnected from the storage node and
equalized to the pair of bitlines in port A (BLA), thus the write disturb from BLB is
circumvented. To realize the concept, write-disturb detector and coordinately-
activated write driver are proposed and implemented in the selected column (Fig.
2.12(a), (b)). By utilizing this circuitry, the minimum voltage of the 28 nm dual-port
SRAM macro is improved by 120 mV to 0.66 V for slow clock cycle at expense of
5.8 % extra area.

In summary, although various assisting circuitries have been proposed to reinforce
low voltage operation, the minimum voltage of 8T dual-port SRAMs are still
relatively higher. Lower operating voltage for dual-port SRAM should be
continuously pursued.
2.3 Conventional D Flip-Flop Circuits

D Flip-Flops (DFFs) are very fundamental components in digital CMOS integrated circuit (IC) design. They can account for substantial random-logic power and random area. Most DFFs are consisted of pairs of latches which are transparent on different phases of a clock cycle. In general, the latches are build upon regenerative storage type, which are “static” because data are constantly restored by the positive feedback in the storage loop. This method prevents the stored data from being corrupted by parasitic leakage current compared to capacitor storage type [33].

2.3.1 Mainstream DFF Circuits and Timing Properties

Edge-triggered FFs are very popular in globally clocked systems mainly due to the simplicity of referencing all events and timing parameters to a single toggling of the clock [33].

One of the most widely used edge-triggered FFs is transmission-gate FF (TGFF), which is composed of two level-sensitive latches but operates in two opposite clock phases controlled by corresponding transmission gate. Fig. 2.13 shows the circuit of TGFF. At the low phase of the clock cycle, the inverted input D is sampled by the first latch, which is known as the master stage, with a connected path linked by the first transmission gate. The new data overpowers the original data stored in the master latch with cutoff of the feedback loop as the transmission gate in the loop turns off simultaneously. At the high phase of the clock cycle, the second latch which is the slave stage samples the data held in the master stage and outputs it with

![Fig. 2.13 Schematic of transmission-gate FF (TGFF).](image-url)
inversion. It is noticeable that the clock fed to each transmission gate is buffered locally to accommodate the high load of the two clock phases.

True Single-Phase-Clocked (TSPC) FF is a common dynamic DFF variety which cascades the negative and positive dynamic latches of Yan and Svensson. Fig. 2.14 depicts the schematic of TSPC. Transistor \(M1 \sim M3\) consist of the negative dynamic latch which is transparent when the voltage of clock is low. Similarly, transistor \(M7 \sim M9\) consists of the positive dynamic latch, which is transparent when the voltage of the clock is high. At the low phase of the clock signal, \(net1\) samples the inverted input while \(M4\) isolates the second latch from the first one. As the clock signal toggles, \(M4\) shuts off and \(M6\) is switched on. The voltage of \(net2\) varies on the basis of the voltage of \(net1\). If \(net1\) stores logic ‘1’, the voltage of \(net2\) discharges through the conductive path of \(M5\) and \(M6\) and triggers \(M7\) to raise the voltage of \(QB\). If, on the contrary, \(net1\) stores logic ‘0’, the voltage of \(net2\) will remain high to turn on \(M9\). The voltage of \(QB\) discharges to ground and an output of logic ‘1’ forms at the Q terminal.

Timing properties are important for synchronous sequential logic circuits. Any sequential logic has to comply with certain timing specifications to ensure a successful operation. For edge-triggered FFs, \textit{set-up time}, \textit{hold time} and \textit{Clock-to-Q} (\(C-Q\)) delay are the most important timing metrics. Fig. 2.15 illustrates the three parameters and their concepts. The \textit{set-up time} is defined as the delay from the data’s becoming valid to the rising edge of the clock. Likewise, the \textit{hold time} is the delay from the clock to the data’s becoming invalid [34]. The \(C-Q\) \textit{delay} is the delay
from the rising edge of the clock to the output’s becoming valid. Violation of set-up time and hold time can cause C-Q delay to increase or even output flipping. A more practical way to measure set-up time/hold time is to capture the set-up/hold skew when nominal delay is degraded by 10% [35]. The energy-delay DFF circuit proposed by the thesis adopts this method to measure both parameters.

Fig. 2.15 Illustrating DFF setup time and hold time [34].
2.3.2 Design Challenges of DFFs for Energy Efficient Applications

The conventional TGFF utilizes two opposite level-sensitive latches to enable the edge trigger operation. It employs two inverters to build a clock buffer locally so as to increase loading capability and reduce switching current. However, the clock buffer consumes power as long as the clock toggles, even at low data activity when input D rarely changes. This persistent power consumption causes extra power and energy, which is disadvantage for energy-constrained applications when a large number of TGFFs is integrated. On the other hand, the TGFF is prone to incur timing property when it is working at near- or sub-threshold regimes. As the clock is buffered and the data is inverted, the mismatch between the clock path delay and the data path delay can cause problems. Specifically, the NMOS device in the first transmission gate can turn off earlier than its PMOS. Likewise, the PMOS in the first feedback loop turns on before its NMOS counterpart. This can cause hold time violation when the input data changes from logic ‘1’ to logic ‘0’ just after the clock edge [36]. Moreover, the hold time degrades at ultra-low voltage where the PVT is accentuated.

The TSPC eliminates the clock buffer by utilizing one clock phase. However, dynamic operation of the circuit degrades its robustness especially at ultra-low voltage because net1 and net2 are extremely subject to leakage and noise when they are not being driven. For example, when the input is logic ‘0’ and the clock signal toggles to high level, the voltage of net1 is neither pulled-up to VDD nor pulled-down to ground. Likewise, the voltage of net2 does not necessarily remain high when M4 is shut off because M5 can be non-ideally switched off. To make things worse, once the voltage of net2 drops to ground while the clock is high, the node would remain low because there is nothing to pull it up, resulting a functionality problem.
2.3.3 Design Techniques for Energy Efficient DFFs

Although the conventional TGFF circuit is robust in ultra-low voltage, it is not energy efficient due to the persistent power spent on the clock buffer in every clock cycle. On the other hand, TGFF consumes 24 devices, which can incur large random area penalty as well as leakage energy. To solve the problem, an emerging DFF utilizing adaptive-coupling configuration to reduce transistor count and power for energy saving has been proposed recently [37]. Fig. 2.16 illustrates its schematic and configuration. To remove the clock buffer, a differential master-slave topology is proposed in the adaptive-coupling FF (ACFF). The original transmission gates in the propagation path are replaced by PMOS and NMOS pass gates, respectively. However, the circuit is subject to process variations, because the PMOS pass gates are too weak to provide a strong source-drain current at low voltage to overpower the strong coupling from the latch during a transition. To ameliorate it, the adaptive-coupling method is introduced such that the strong coupling in the feedback loop is weakened when the input is opposite to the internal storage. Specifically, an adaptive-coupling element which is comprised of a PMOS transistor and an NMOS transistor is configured in parallel to control the cross-coupled loop. If the level of node $BN$ is high, the PMOS device is cutoff and the NMOS device is switched on, weakening the feedback path of $G-F$ and enabling easier discharging of node $F$ to
node $B$. As node $FN$ is charged to high state, the level of node $G$ accordingly becomes low and enforces node $F$ to discharge completely by the NMOS device in the adaptive-coupling element. Consequently, the C-Q delay is improved due to the easier data transition and the energy is optimized by the elimination of power-hungry clock buffer and the reduction of device count. Silicon experiments on 40 nm CMOS technology validates this scheme achieves a less mean C-Q delay with a smaller standard deviation and a reduced hold time compared to TGFF. The energy per cycle is improved by 60.8% at 10% data activity with a supply voltage of 1.1 V. Up to 77% energy reduction is obtained at 0% data activity mainly due to the elimination of the clock buffer. Despite the improvements, the ACFF circuit is reported to work typically at super-threshold region ($VDD > 0.75$ V), which is not fully qualified for ultra-low voltage operation.

The dynamic TSPC circuit, as analyzed in Section 2.3.2, is highly susceptible to noise and PVT variations, thus it is very fragile for ultra-low voltage operation. An improved DFF on the basis of TSPC has been proposed to foster a static operation with single-phase clocking and contention-free transitions [38]. The so-called Static Single-Phase Contention-Free FF ($S^2$CFF) (Fig. 2.17) has the same transistor count as a TGFF. When D is ‘0’, $net_1$ stores the opposite value of input data and $net_2$ is precharged at the low phase of the clock. As the clock toggles, $net_2$ discharges to ground through $M9$ and $M10$ and updates $QN$ by switching on $M13$. When D is ‘1’, $net_1$ discharges to ground and $net_2$ is pulled up to VDD. At the high phase of the clock, $QN$ is updated by the pull-down operation through $M14$ ~ $M16$. In the $S^2$CFF circuit, $net_1$ and $net_2$ become static nodes, which is different from the TSPC design. This is accomplished by the clocked devices and the positive feedback loop between the two nets. As such, the operation of the DFF is fully static. On the other hand, the sub-circuit consisted of $M11$, $M12$ and $M15$ prevents possible glitch which enables a contention-free operation. The $S^2$CFF has been implemented in a 45 nm SOI technology and showed a clock power reduction of 41% and a total sequential power reduction of 39% at 1V/1GHz compared to TGFF. Active energy is also improved by 32% and 34% at $VDD = 1$ V and 0.4 V, respectively. The reported minimum supply voltage of the $S^2$CFF is 0.4 V.
In summary, the ACFF and the S$^2$CFF exhibit substantial improvement on power and energy efficiency compared to TGFF. However, the minimum supply voltage of each DFF is just moderate. Further exploration on ultra-low voltage and minimum energy-driven techniques which are effective on DFF is demanded. More aggressive voltage scaling for DFF is expected to enable computing in ultra-low voltage circuits, such as [7], [39].

Fig. 2.17 Schematic of Static-Single-Phase Contention-Free FF (S$^2$CFF) and its operation [38].
Chapter 3 SRAM Device and Circuits
Optimization toward Energy Efficiency in Multi-\(V_{\text{th}}\) CMOS

3.1 Background

Recently emerging micro-watt applications such as micro-sensor networks, handset electronics and implantable biomedical devices, etc., have placed their primary criterion on minimum energy consumption or high energy efficiency to prolong battery life time. To improve the energy efficiency, operating voltage (VDD) in these applications is positioned near or below the threshold voltage (\(V_{\text{th}}\)), known as the near- or sub-threshold region. However, design of ultra-low voltage digital and memory circuits is highly required for achieving this ultra-low energy goal. Particularly, the design of ultra-low voltage SRAMs remains significantly challenging due to the additional constraints such as high sensitivity to process-voltage-temperature (PVT) variations, smaller cell stability, smaller voltage margin, and prevailing leakage current.

SRAMs can dissipate significant power and consume high energy in numerous applications, such as DSP, MCU and etc. Consequently, energy efficiency is a topmost parameter for SRAMs embedded in micro-watt systems. While numerous research works have been conducted for minimizing SRAM energy consumption, research on the utilization of multi-\(V_{\text{th}}\) devices for minimum energy-driven SRAMs has rarely been explored. The main challenge in the design of ultra-low voltage SRAMs with multi-\(V_{\text{th}}\) is to reduce leakage without degrading performance. In decoupled SRAM cells, higher-\(V_{\text{th}}\) devices are preferred in write paths and data storage to reduce leakage current, and lower-\(V_{\text{th}}\) devices are used in read paths to achieve better performance. However, this can generate excessively slower write operation than read operation if \(V_{\text{th}}\) of the devices in the write paths is too high compared to that of the devices in the read ports. This chapter thereby examines the
approaches to improve the energy efficiency of SRAMs with multi-$V_{\text{th}}$ devices. Optimal device combinations will be analyzed for maximizing energy efficiency. We will also present the effects of various SRAM design techniques on enhancing the energy efficiency with multi-$V_{\text{th}}$ devices. The rest of the chapter is organized as follows. In Section 3.2, we will analyze the energy consumption of SRAMs. The optimal $V_{\text{th}}$ for maximum energy efficiency will be discussed in Section 3.3. Section 3.4 explains design techniques that can enhance the energy efficiency. Finally, we will make a summary in Section 3.5.
3.2 Analysis of SRAM Energy

Energy efficiency is a paramount design criterion in emerging ultra-low power applications. Supply voltage scaling has been the most widely accepted method for energy efficiency improvement. SRAMs, however, require additional considerations such as array structures, active-switching, and leakage energy. Although dual-$V_{th}$ and multi-$V_{th}$ schemes have been utilized for power reduction [40], [41], minimum energy-driven device selections have been rarely visited. In this section, we will analyze SRAM energy minimization considering the option of multi-$V_{th}$ devices. The functionality of all SRAMs is guaranteed by simulation, even at the condition of the lowest supply voltage.

3.2.1 SRAM Energy Modeling

The occurrence of a minimum energy operating point is determined by the correlation of power and performance. Energy consumption of an SRAM can be separated into two components: switching energy, also known as dynamic energy,
and leakage energy known as static energy. Fig. 3.1 shows a simplified SRAM array with highlighted critical parameters relevant to the energy analysis. The conventional 8T decoupled SRAM cell [13] is employed due to its popularity in ultra-low voltage SRAM design. The effect of an optimal device selection on the energy of SRAM peripheral circuits is insignificant compared to that on SRAM arrays. Therefore, peripheral circuits such as decoding blocks, column multiplexers for read and write operations, sense amplifiers and write drivers are excluded in this energy analysis.

The total energy \( E_{\text{total}} \) of the SRAM array can be expressed by

\[
E_{\text{total}} = E_{\text{switching}} + E_{\text{leakage}}
\]  

(3.1)

where \( E_{\text{switching}} \) represents the dynamic energy consumed by switching activities. \( E_{\text{leakage}} \) is the static energy consumption coming from the leakage current in the SRAM cells. \( E_{\text{switching}} \) is the summation of the switching energies during read operation and write operation, which can be expressed as below.

\[
E_{\text{switching}} = P_{\text{Read}} \left( C_{\text{RWL}} \times V_{DD}^2 + k \times P_{\text{Low}} \times C_{\text{RBL}} \times V_{DD}^2 \right) + P_{\text{Write}} \left( C_{\text{WWL}} \times V_{DD}^2 + \frac{k}{m} C_{\text{WBL}} \times V_{DD}^2 \right)
\]  

(3.2)

where \( P_{\text{Read}} \) is the probability of read operation, \( P_{\text{Low}} \) is the probability of reading data ‘0’ during read operation, and \( P_{\text{Write}} \) is the probability of write operation. Note that no switching activity occurs in the read bitlines when the read data is ‘1’. As shown in Fig. 3.1, the read energy is associated with the wordline capacitance \( (C_{\text{RWL}}) \) and the bitline capacitance \( (C_{\text{RBL}}) \). Note that multiple read bitlines \( (k) \) will be discharged during read operation due to the shared read wordline. Read data also affects the switching energy since the read bitlines are only discharged with the read data of ‘0’. Similarly, the write energy is primarily determined by the write wordline capacitance \( (C_{\text{WWL}}) \) and the write bitline capacitance \( (C_{\text{WBL}}) \). The switching write bitline capacitance is determined by the number of columns \( (k) \) and the multiplexing ratio \( (m) \). One write bitline in a pair switches regardless of write data. Therefore, the
write energy is independent of the write data.

The static energy ($E_{\text{leakage}}$) of the SRAM array is given by

$$E_{\text{leakage}} = V_{DD} \times I_{\text{Leakage}} \times T$$

$$= V_{DD} \times N \times \left[ I_{SN} \times e^{\frac{V_{GS} - V_{thn}}{nV_T}} + I_{SP} \times e^{\frac{V_{GS} - V_{thp}}{nV_T}} \right] 
\times \left(1 - e^{-\frac{V_{DS}}{V_T}}\right) \times T$$

(3.3)

where, $I_{\text{Leakage}}$ is the total leakage current, $N$ is the number of SRAM cells, $I_{SN}$ and $I_{SP}$ are technology scaling parameters for the NMOS and PMOS devices, $V_{GS}$ is the gate-to-source voltage, $V_{DS}$ is the drain-to-source voltage, $V_{thn}$ and $V_{thp}$ are the device threshold voltage of the NMOS and PMOS transistors, $n$ is related to the sub-threshold slope, $V_T$ is the thermal voltage, and $T$ is the time to finish a computation. For simplicity, we assume that the sub-threshold current only consists of the drain current in the sub-threshold region.
3.2.2 Effects of Supply Voltage Scaling and Threshold Voltage on Energy Efficiency

As shown in Equation 3.1 ~ Equation 3.3, the energy consumption is highly sensitive to VDD and device threshold voltage. In the point of view of designers, the simplest method of improving energy efficiency is to scale supply voltage. Lowering VDD improves energy efficiency when the dynamic energy is dominant over the static energy. However, the static energy becomes significant when the supply voltage becomes near or below the device threshold voltage level. In this region, even though the leakage current still decreases by lowering VDD, the exponentially degraded performance quickly increases the overall static energy. As a result, the combination of the dynamic energy and the static energy generates an operating point that minimizes the total energy consumption. This point is generally found in the region where VDD is below the device threshold voltage.

Higher-\text{V}_{\text{th}}\ devices have been utilized in the design of ultra-low power SRAMs due to the exponentially decreased leakage current. The ultra-low power is obtained at the cost of degraded performance. However, compared to the effect of the supply voltage scaling on the energy efficiency, the effect of the threshold voltage on the energy efficiency is not straightforward. Increasing the threshold voltage decreases the amount of leakage current exponentially. However, increased threshold voltage degrades performance exponentially too. Consequently, the impact of the threshold voltage alteration on the static energy is determined by the ratio of the reduced leakage current to the increased operating delay. If the gain in the leakage reduction is larger than the loss in the performance, the overall energy efficiency improves by replacing with higher-\text{V}_{\text{th}}\ transistors. Contrarily, if the impact of delay degradation exceeds the gain in leakage suppression, the energy efficiency improves when lower-\text{V}_{\text{th}}\ devices are adopted.
3.2.3 Effects of Multi-$V_{th}$ Devices on SRAM Energy

Circuit design utilizing multi-$V_{th}$ devices has been widely used in digital circuits. Critical paths are preferred to be designed using lower-$V_{th}$ devices while higher-$V_{th}$ devices are favored in non-critical paths. The higher-$V_{th}$ devices in non-critical paths reduce the leakage current and the lower-$V_{th}$ devices maintain the required performance. However, this cannot be easily employed in conventional 6T SRAMs since the SRAM performance is directly related to the amount of leakage current. Instead, multi-$V_{th}$ devices have been usually adopted to achieve balanced design parameters such as cell stability, performance, and write margin. Unlike the conventional 6T SRAMs, decoupled SRAM cells with separated read and write ports can accomplish the energy efficiency improvement by employing higher-$V_{th}$ devices in the data storage and low-$V_{th}$ devices in the performance limiting read port.

Fig. 3.2 illustrates a sample 8T dual-port SRAM cell designed with higher-$V_{th}$ devices in the cross-coupled latch and the write access transistors, and lower-$V_{th}$ devices in the read port. This is straightforward when considering that read operation is slower than write operation. In this case, the energy model described in Section 3.2.1 has to be modified. The energy equation for the switching energy remains the same while the leakage energy equation is written by

$$E_{leakage} = I_{leakage} \times V_{DD} \times T$$

$$= \left[ I_{SN_{-HV}} \times e^{-\frac{V_{GS}}{nV_{T}}} + I_{SP_{-HV}} \times e^{-\frac{V_{GS}}{nV_{T}}} \right]$$

$$+ I_{SN_{-LV}} \times e^{-\frac{V_{GS}}{nV_{T}}}$$

$$\times \left( 1 - e^{-\frac{-V_{DS}}{V_{T}}} \right) \times N \times V_{DD} \times T$$

(3.4)
where $I_{SN-HV}$, $I_{SP-HV}$, and $I_{SP-LV}$ are technology scaling parameters for the higher-$V_{th}$ NMOS, higher-$V_{th}$ PMOS and lower-$V_{th}$ NMOS. $V_{thn-HV}$, $V_{thp-HV}$ and $V_{thn-LV}$ are the device threshold voltage of the higher-$V_{th}$ NMOS, higher-$V_{th}$ PMOS and lower-$V_{th}$ NMOS. Compared to the previous leakage energy equation, three different types of devices (two types in NMOS and one type in PMOS) determine the cell leakage current. In addition to the leakage current, the time to finish a computation has to be rewritten as

$$T = \max(t_{\text{read}}, t_{\text{write}})$$

where $t_{\text{read}}$ is the time to finish a read operation and $t_{\text{write}}$ is the time to complete a write operation. If the write operation with higher-$V_{th}$ devices takes longer time than the read operation with lower-$V_{th}$ devices, $t_{\text{write}}$ has to be used in the energy estimation. This indicates that increasing the threshold voltage of the higher-$V_{th}$ devices over an optimal point quickly lose the energy efficiency improvement. In the following section, we will discuss the optimal SRAM cell design toward energy minimization using multi-$V_{th}$ devices.
3.3 Minimum Energy-Driven SRAM Design Utilizing Multi-$V_{th}$ Devices

Table 3.1 Parameter summary on energy analysis simulation

<table>
<thead>
<tr>
<th>Items</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>Commercial 65 nm CMOS</td>
</tr>
<tr>
<td>Array structure</td>
<td>256 rows $\times$ 128 columns</td>
</tr>
<tr>
<td>SRAM cell</td>
<td>8T decoupled SRAM cell</td>
</tr>
<tr>
<td>Devices</td>
<td>LVT, SVT, HVT</td>
</tr>
<tr>
<td>$V_{th}$</td>
<td>LVT: 0.28 V/-0.2 V SVT: 0.37 V/-0.31 V HVT: 0.61 V/-0.59 V</td>
</tr>
<tr>
<td>Read delay</td>
<td>From clock to RBL at 0.5 $\times$ VDD</td>
</tr>
<tr>
<td>Write delay</td>
<td>From clock to data flipping point</td>
</tr>
<tr>
<td>SRAM operation</td>
<td>Read probability = 0.5, write probability = 0.5</td>
</tr>
</tbody>
</table>

SRAM energy consumption is determined not only by supply voltage selection but also by device selection. It has been demonstrated that the minimum energy of an SRAM is found in the sub-threshold region. In this section, we will investigate the impact of device selection on minimum energy consumption. Table 3.1 summarizes the relevant design parameters used in the analysis. An SRAM array in commercial 65 nm CMOS technology is simulated over various combinations in device selection. We use three types of devices which are low-$V_{th}$ device (LVT), standard-$V_{th}$ device (SVT) and high-$V_{th}$ device (HVT) available in the selected CMOS technology. Read delay is measured at points of crossing ‘0.5 $\times$ VDD’. Write delay is measured as the delay from enabling to data flip point in the analysis. Instant read-after-write operation is not considered and it will be analyzed in Chapter 4. Process and temperature variations affect device characteristics. However, they are not included and this work will primarily focus on the effect of multi-$V_{th}$ devices on SRAM energy minimization.
3.3.1 Analysis of SRAM Energy without Multi-$V_{\text{th}}$ Devices

To minimize the leakage power consumption, SRAM cells have employed higher-$V_{\text{th}}$ devices at the cost of performance degradation. However, the degraded performance caused by the selection of higher-$V_{\text{th}}$ devices also affects energy consumption. Therefore, careful device selection has to be considered for improving energy efficiency using multi-$V_{\text{th}}$ devices. Fig. 3.3 demonstrates the SRAM energy consumption designed by different device types sweeping supply voltage. When the supply voltage is in the super-threshold region, dynamic energy is dominant compared to leakage energy. Therefore, lowering supply voltage reduces overall energy consumption. As expected, the minimum point of each device selection is formed at a point where the supply voltage is around the threshold voltage of the devices. However, the minimum energy level using HVT (0.16) or SVT (0.12) is higher than that of using LVT (0.08), which explains that selecting SVT or HVT for improving power dissipation is not the best choice in terms of energy efficiency. This result can be explained as follows. Compared to LVT, SVT and HVT decrease leakage current and increase read delay. However, since the increase in the read delay is more significant than the decrease in the leakage, the SRAM arrays using SVT and HVT consume more energy overall.
3.3.2 Analysis of SRAM Energy with Multi-$V_{th}$ Devices

Transistors with different threshold voltages are offered in recent CMOS technologies. This provides circuit designers with more opportunities to optimize circuits in performance, power, and energy. While higher energy efficiency can be achieved through a proper device selection, an undesirable device selection will

---

Fig. 3.4 Impact of device selection on normalized energy of three SRAMs. Note that HVT devices are employed for read port in all SRAMs. Rest transistors in each SRAM cell adopt one device type.

Fig. 3.5 Normalized delay values of SRAM read and write operations designed with HVT devices.
produce lower energy efficiency. Fig. 3.4 shows the impact of undesirable device selections on SRAM energy. HVT devices are employed in the read port to limit the overall performance. In this case, using SVT and LVT devices does not improve the energy efficiency because SVT and LVT devices in write paths dissipate more power without improving the overall performance.

In general, higher-$V_{th}$ devices are employed in non-critical paths for reducing power while lower-$V_{th}$ devices are adopted in critical paths for achieving high performance. Conventionally, read paths are considered as critical paths, limiting overall performance as shown in Fig. 3.5. Write paths are non-critical due to the faster operation speed than read paths. Therefore, lower-$V_{th}$ devices have to be incorporated in read operation, and higher-$V_{th}$ devices can be employed in write paths. However, as supply voltage decreases, the write speed with higher-$V_{th}$ devices degrades faster than the read speed with lower-$V_{th}$, eventually making the write paths critical. In this case, overall energy consumption needs to be estimated carefully since the degraded critical path delay from write operation becomes more substantial. Fig. 3.6 explains the impacts of device selection on the critical path delay. Using the result of Fig. 3.3, LVT devices are used in the read port for enhancing the SRAM performance. When SVT devices are used in the write paths, the delay of the write paths is still smaller than that of the read paths using LVT.
devices. As a result, using SVT in the write paths will decrease leakage current while maintaining the same performance, consequently reducing energy consumption. However, when HVT devices are adopted in the write paths, the delay of the write paths will be larger than that of the read paths at lower supply voltages. This occurs because the write delay increases exponentially from a higher supply level while the read delay starts to augment exponentially at lower VDD. Specifically, read delay is larger than write delay in a single \( V_{th} \) SRAM cell. For this

Fig. 3.7 Normalized energy of SRAMs utilizing three different device types (i.e. HVT, SVT and LVT) for data storage and write paths. Note that LVT devices are used in read port.

Fig. 3.8 Comparison of leakage current over various device combinations.
MTCMOS cell, read delay is larger initially. However, HVT devices have higher $V_{th}$ than LVT devices. Thus current from the write paths degrades sharply when VDD is near the $V_{th}$ of HVT devices (~0.6 V) whereas it is still super-threshold for LVT devices. The significantly degraded write performance will lose the benefit of utilizing higher-$V_{th}$ for enhancing energy efficiency. Fig. 3.7 demonstrates simulated SRAM energy of various device combinations. As expected from Fig. 3.6,
the minimum energy of an SRAM array using SVT in write paths shows better efficiency due to the reduced leakage current. However, in case of using HVT in write paths, the minimum energy point is formed at the supply voltage of 0.4 V and the energy increases dramatically. Fig. 3.8 demonstrates the leakage current of the SRAM arrays under different device combinations. Although the selection of SVT in the write paths and LVT in the read paths has the lowest minimum energy level, it consumes the second largest leakage current.

Fig. 3.9 summarizes the normalized energy consumption of various device combinations. The energy variation of up to $6.24\times$ exists, which emphasizes the importance of careful device selection. Apart from energy efficiency, leakage reduction by device selection is equally important. SRAMs with less leakage power dissipation are more demanded in battery-powered applications, especially in sleep mode. The corresponding leakage currents of the devices combinations described in Fig. 3.9 are shown in Fig. 3.10. Note that the device combination for the highest energy efficiency (SVT(W)-LVT(R)) is not the best in terms of leakage. In addition, the device combination with the highest leakage (LVT(W)-LVT(R)) has the second highest energy efficiency. Therefore, careful device selections have to be made depending upon the system requirements. If an SRAM stays in an idle or sleep mode for majority of the life time, the leakage current becomes more significant than the energy efficiency during computational operations. However, the energy efficiency will be more significant if the SRAM workload becomes substantial. A design option is implementing the write paths with different device types. By separating the write access transistors and the latch with individual $V_{th}$ devices, write delay and leakage current can be both improved. Similarly, MTCMOS methodology is also applicable to 6T SRAM cell. But the transistor size has to be carefully selected to maintain cell stability.
3.4 Design Techniques for SRAM Energy Efficiency Improvement Utilizing Multi-$V_{th}$ Devices

Fig. 3.11 8T decoupled SRAM cells with leakage reduction techniques: (a) column-interleaved and (b) read buffer foot control

Fig. 3.12 Effect of column-interleaved scheme on SRAM energy. The reference design is using SVT devices in the write paths and LVT devices in the read path, which is also shown in Fig. 3.7.

As discussed earlier, SRAM energy is determined by multiple parameters such as
leakage current, dynamic current and critical path delay. Various SRAM design techniques have been proposed to improve the above parameters. In this section, we will explore the effects of various SRAM design techniques on energy efficiency under multi-$V_{th}$ devices. Design techniques such as a column-interleaved scheme and a read buffer foot control scheme for leakage reduction, and boosting schemes for performance improvement will be considered. The energy overhead of utilizing the two techniques is negligible compared to the improvement they make. Other write performance boosting techniques such as data retention voltage collapsing and negative bitline scheme are also effective and applicable.

3.4.1 Effect of Power Reduction Techniques on SRAM Energy

Fig. 3.11 illustrates 8T decoupled SRAMs employing the column-interleaved scheme [42] and the read buffer foot control scheme [43]. In Fig. 3.11(a), the Column-Selected Line (CSL) is shared by SRAM cells in each column. During non-read operation CSL is held to VDD to eliminate the read bitline leakage from pre-charged RBL to CSL. During read operation, CSL in selected columns is pulled down to GND and RBL is conditionally discharged based upon the stored cell data. However, in unselected columns, CSL remains at VDD, which eliminates not only the bitline leakage in the read port but also the unwanted RBL discharging. Read buffer foot technique was proposed to reduce bitline leakage and enhance read bitline sensing margin. As Fig. 3.11(b) depicts, FOOT is shared by SRAM cells in each row. It can be either pulled-up to VDD to eliminate leakage current flowing to the read bitline or statically connected to GND to form a discharging path from read bitline to ground. During non-read operation, FOOT is connected to VDD to eliminate the leakage through the read port. During read operation, only FOOT in the selected row is pulled down to GND, and all RBLs are conditionally discharged based upon the data in the selected row. Compared to the column-interleaved scheme, the key advantage of the read buffer foot control scheme is to provide enhanced RBL sensing margin at low supply voltage. However, the column-interleaved scheme demonstrates better performance in point of power reduction since it eliminates the unwanted dynamic discharging as well as the RBL
leakage. Therefore, in this analysis, we will estimate the effect of the column-interleaved scheme on the overall SRAM energy. The combination of SVT in write paths and LVT in read paths as shown in Fig. 3.7 is also assumed in the analysis.

While the RBL leakage is avoided in both of the column-interleaved scheme (Fig. 3.11(a)) and the read buffer foot control scheme (Fig. 3.11(b)), the dynamic energy reduction is more significant in the column-interleaved scheme, which is primarily determined by the multiplex ratio. Although the selected column dissipates more power due to the discharging of CSL and the internal node in the read port, the elimination of discharging RBL in unselected columns improves the overall SRAM energy. Fig. 3.12 demonstrates the effectiveness of the column-interleaved scheme on energy efficiency. Simulation shows the energy reduction is proportional to the multiplex ratio. A multiplex ratio of 32 improves the energy efficiency by $\sim 5\times$ compared to the reference design whose device combination has the highest energy efficiency (Fig. 3.7). In addition, raising the multiplex ratio moves the minimum energy points to higher supply voltages, which is more desirable when considering the larger device variations at lower supply voltages.
3.4.2 Effect of Performance Boosting Techniques on SRAM Energy

At a given SRAM array architecture, device selection has to be made for maximizing performance and minimizing leakage to achieve better energy efficiency. In Fig. 3.7, the highest energy efficiency is achieved by the combination of SVT in the write paths and LVT in the read paths. Although HVT in the write paths does not result in higher energy efficiency, it achieves better performance. The additional energy overhead induced by the boosting voltage generation is not considered in this simulation.

Fig. 3.13 Simplified 8T SRAM schematic adopting boosted wordline scheme.

Fig. 3.14 Improvement of energy efficiency by boosting write performance.

At a given SRAM array architecture, device selection has to be made for maximizing performance and minimizing leakage to achieve better energy efficiency. In Fig. 3.7, the highest energy efficiency is achieved by the combination of SVT in the write paths and LVT in the read paths. Although HVT in the write paths does not result in higher energy efficiency, it achieves better performance. The additional energy overhead induced by the boosting voltage generation is not considered in this simulation.
paths can reduce the leakage more substantially, the exponentially degraded performance in write operation deteriorates the overall energy efficiency much faster. Boosted voltage schemes can be employed for enhancing write performance over read performance (Fig. 3.13). In this scheme, the voltage of WWL is boosted to a higher voltage than VDD. Consequently, the \( V_{GS} \) of the write access transistors increases and the write speed is enhanced accordingly. Fig. 3.14 demonstrates the change in the SRAM array after utilizing a boosted voltage scheme. As expected, the significant boosting in write performance eliminates the increase in the SRAM energy below the previous minimum energy point and improves the energy efficiency continuously even at lower supply voltages. The gain in the energy reduction expands as the supply voltage decreases. For example, 9.4\( \times \) improvement was achieved at the supply voltage of 0.2 V. Fig. 3.15 summarizes the effectiveness of the boosted voltage scheme on various device combinations. The boosting voltage scheme is only useful in HVT(W)-LVT(R) and HVT(W)-SVT(R) whose write operation is slower than read operation at lower supply voltages. It is worth noting that the largest energy reduction is realized in HVT(W)-LVT(R) because the leakage in the write paths is the smallest and the performance is the highest. Compared to SVT(W)-LVT(R) whose energy efficiency is the highest before

Fig. 3.15 Comparison of normalized minimum energy consumption with write performance techniques.
performance boosting, HVT(W)-LVT(R) consumes 11% less energy. The relatively small improvement is due to the fact that although significant amount of leakage is reduced from the array by using HVT, the RBL leakage caused by the LVT devices dominates the overall leakage current. This limits the overall improvement in the energy efficiency.
3.4.3 Combination Effect of Power Reduction and Performance Boosting Techniques

To maximize the energy efficiency of an SRAM, both leakage reduction and power reduction techniques are combined (a) and performance boosting techniques (b).

![Graph showing the improvement of minimum energy after adopting column-interleaved scheme and boosted voltage scheme. Multiplex ratio of 32 is assumed.]

Fig. 3.16 Improvement of minimum energy after adopting the column-interleaved scheme (Fig. 3.11(a)) and the boosted voltage scheme (Fig. 3.13). Multiplex ratio of 32 is assumed.

![Bar graph showing comparison of normalized SRAM minimum energy consumption.]

Fig. 3.17 Comparison of normalized SRAM minimum energy consumption.

To maximize the energy efficiency of an SRAM, both leakage reduction and...
performance improvement need to be achieved at the same time. In this work, the maximum energy efficiency can be obtained from HVT(W)-LVT(R) after adopting the column-interleaved scheme (Fig. 3.11(a)) for power reduction and the boosted voltage scheme (Fig. 3.14) for performance improvement. Fig. 3.16 illustrate the SRAM energy of HVT(W)-LVT(R) after employing the aforementioned design techniques. Note that two design techniques improve the normalized minimum energy from 0.131 to 0.006 (~22×). Finally, the benefit of multi-\(V_{th}\) devices incorporated with the power reduction and performance boosting techniques are summarized in Fig. 3.17. When additional circuit techniques are not employed, the SRAM with the optimal device selection (SVT(W)-LVT(R)) consumes 31% of the SRAM energy designed solely by HVT devices. However, the optimal device selection moves from SVT(W)-LVT(R) to HVT(W)-LVT(R) after adopting the power reduction and performance boosting techniques. Consequently, the energy efficiency improvement of 33× is achieved, which is larger than the energy saving from voltage scaling as shown in Fig. 3.7.
3.5 Summary

This chapter presents a comprehensive energy analysis of the SRAMs under multi-$V_{th}$ devices. Although higher-$V_{th}$ devices are preferred in the write paths for reducing power and energy consumption, a careful device type selection has to be considered to maximize the benefit of utilizing multi-$V_{th}$ devices. Using higher-$V_{th}$ devices in the SRAM write paths improve energy efficiency when VDD is in the strong inversion region where the write speed with higher-$V_{th}$ devices is still higher than the read speed with lower-$V_{th}$ devices. However, lowering supply voltage degrades the write speed faster than the read speed, eventually leading to slower write operation and losing the benefit of using higher-$V_{th}$ devices in the write paths for power and energy reduction. Therefore, there exists a limitation in the $V_{th}$ difference of the devices used in the write paths and the read paths. In this analysis, using the devices (HVT, SVT, and LVT) available in a commercial CMOS technology, the best device combination for energy minimization is to use SVT devices in the write paths and LVT devices in the read ports. We also explored the effects of several power reduction and performance boosting techniques on SRAM energy efficiency. After employing these techniques, the optimal device combination moves to HVT devices in the write paths and LVT devices in the read paths. This optimal combination improves energy efficiency by $33\times$ compared to the device combination of HVT devices in the write and read paths.
Chapter 4  Design of an Ultra-low Voltage 9T SRAM with Equalized Bitline Leakage and CAM-assisted Energy Efficiency

4.1 Background

State-of-the-art DSP cores and advanced healthcare SoCs [44],[45] benefit from availability of on-chip SRAMs with substantially reduced power dissipation and improved energy efficiency. Integrated SRAMs play a crucial role in providing the required density, performance, power, and energy consumption of applications. By aggressively scaling supply voltage near or below transistor’s threshold voltage, power and energy efficiency of SRAMs can be greatly ameliorated at the expense of performance. However, the vulnerability of SRAMs to PVT fluctuations makes reliable near- and sub-threshold operation extremely challenging in deep sub-micron CMOS technologies. Simultaneously, other design metrics such as stability, read/write margin, and leakage need to be carefully revisited for the reliable operation.

SRAMs have achieved ultra-low power/energy through supply scaling [16],[46],[47]. However, they suffer from various design issues mainly caused by reduced I_on-to-I_off ratio combined with large variations. Under severely scaled supply voltage, cell stability and bitline sensing margin of 6T SRAMs degrade dramatically due to the significant impact of disturbing current and bitline leakage. To handle it, an 8T differential SRAM cell [48] has been proposed to inject identical leakage current into the differential bitlines, eliminating the differential offset voltage from the leakage. However, in general, decoupled SRAM cells [16],[47] are preferable in weak-inversion regime to make the read SNM identical to the hold SNM. Moreover, the dedicated read port enables a faster read operation with no disturbing current to cell nodes.

Energy efficiency is a vital design metric for ultra-low voltage SRAMs. Although
voltage scaling decreases the switching energy quadratically, it deteriorates the operating frequency by several orders of magnitude. Accordingly, leakage energy accumulated in slow clock cycles would dominate the total energy in the deep sub-threshold region, leading to an energy contour shooting up [46]. To reduce the static energy, leakage current minimization techniques are desirable. In general logic circuits, adoption of HVT devices in non-critical paths is favorable to suppress the leakage. Another effective method to improve energy efficiency is suppressing leakage energy by eliminating idle gates or modules in the system, which is adopted by [49]. Leakage suppression is also attainable from algorithm level [50]. Among all the strategies for energy saving, leakage energy reduction is the first concern to improve energy efficiency.

In this work, we present several design techniques to foster an energy efficient SRAM in a wide range of supply voltages with the following features: 1) a decoupled 9T SRAM cell with an improved SNM compared to the 6T cell; 2) a 3T read port for equalizing RBL leakage and augmenting bitline swing; 3) utilizing MTCMOS technology for minimizing leakage in 6T write port and maximizing SRAM performance in read port; 4) a CAM-assisted circuit technique for improving the energy efficiency by boosting the write speed. The proposed circuit techniques are demonstrated by a 16 kb SRAM test macro (including the CAM) fabricated in a 65 nm CMOS technology.
4.2 Proposed SRAM Design Techniques for Ultra-low Voltage Operation

4.2.1 A Novel 9T SRAM Cell

Fig. 4.1 depicts the proposed 9T SRAM cell and its layout. The cell consists of a 6T SRAM part (the write-access transistors with a cross-coupled latch) and a dedicated read port. The read port comprises three NMOS transistors ($M_7$, $M_8$ and $M_9$) for realizing equalized bitline leakage and improving bitline sensing margin in a single-ended read bitline (RBL). The write access paths and the data storage latch are implemented with HVT devices for leakage reduction while the read port employs LVT devices for performance. The layout of the 9T cell occupies an area of 2.63×
0.72 µm² based on logic design rules. A write operation is enabled by activating a write wordline (WWL) and completed when the data loaded at WBL and WBLB is written into Q and QB. A read operation starts by enabling a read wordline (RWL) and is followed by conditional RBL discharging. If Q holds logic ‘0’, M7 is turned on and discharges RBL to GND. If, on the contrary, Q stores logic ‘1’, M8 is activated and provides pull-up current from RWL (= VDD) to RBL, slowing down the discharging speed of RBL.
Decoupled SRAM cells, such as the 8T SRAM cell in [13] and the 10T SRAM cell in [17], have been widely accepted for SNM improvement. Eliminating the interference from read bitlines into cell nodes, such as the 8T cell and the 10T cell, makes the read-mode SNM equivalent to the hold-mode SNM. The read-mode SNM of the proposed 9T multi-$V_{th}$ SRAM cell is compared to those of the conventional 6T cell and the 10T cell in Fig. 4.2(a). To investigate the impact of different $V_{th}$ on SNM, the 6T SRAM cell is implemented with two device types. One is implemented with SVT devices and the other is implemented with HVT devices. Both pull-down NMOS transistors are over-sized by 1.67x. SVT devices with the same geometry as the 9T SRAM cell are utilized for the 10T cell with the assumption that no multi-threshold voltage option is adopted in [17]. The SNM values over the operating supply range are illustrated in Fig. 4.2(a). For the SVT cells, SNMs increase significantly with VDD and then slightly slows down in the super-threshold regime. The SNMs of the 6T and the 9T HVT cells, whereas, exhibit a more linear slope with supply voltage, which are far from saturation with increased VDD. This is partially caused by higher channel implant by HVT layer in this multi-threshold technology. The 9T cell shows a SNM of 52 mV at 0.2 V, improving the margin by 85.7% compared to the 6T HVT cell. At the nominal
supply voltage, the SNM of the 9T SRAM cell is 1.13× larger than the 10T SRAM cell whereas the difference of the two SNMs decreases at lower supply voltages. SNM Monte Carlo simulations for 3σ mismatch on top of the TT corner are conducted and the results are illustrated in Fig. 4.2(b). The 10k-point Monte Carlo simulations at VDD = 0.4 V reveal that the proposed SRAM cell generates a mean SNM of 145 mV with a standard deviation of 17 mV. It provides a higher mean value with comparable variation than the 10T SRAM cell composed of all standard Vth (SVT) transistors.

For an SRAM cell, write margin is interpreted as the voltage headroom at write wordline for a successful write operation. Generally, it is determined by the drive strength ratio of the write-access transistors to the pull-up transistors. Simulated write margin of the 9T SRAM cell is plotted in Fig. 4.3. By sweeping supply voltage from 0.2 V to 1.2 V, the write margin increases from 34 mV to 320 mV with 9.4× improvement. Utilizing SVT devices in the write paths can generate larger write margin due to its stronger writeability compared to HVT devices. Although the HVT devices in the 9T cell are relatively weak, they are employed in the entire write paths since compact cell layout for high-density integration and lower leakage is more important. The write failure in the 9T SRAM cell can be compensated by a CAM-assisted write performance boosting technique whose details will be explained in Section 4.2.3.

Fig. 4.3 Comparison of write margins of HVT and SVT devices.
4.2.3 Bitline Leakage Equalization with the Worst Case of Leakage

During read operation, the voltage level of RBL is a function of VDD, device threshold voltage and leakage current, etc. At a specific VDD and a bitline length, the RBL level is highly affected by the amount of leakage current. Maximum bitline leakage occurs when the data in the unselected cells is all logic ‘0’. Similarly, minimum leakage current appears if the data pattern in the un-accessed cells is all logic ‘1’. Conventionally, a successful bitline sensing requires RBL for data ‘0’ to

Fig. 4.4(a) Conventional bitline sensing in the 8T SRAM [13]. (b) Concept of proposed 9T bitline sensing improvement by bitline leakage equalization technique.

During read operation, the voltage level of RBL is a function of VDD, device threshold voltage and leakage current, etc. At a specific VDD and a bitline length, the RBL level is highly affected by the amount of leakage current. Maximum bitline leakage occurs when the data in the unselected cells is all logic ‘0’. Similarly, minimum leakage current appears if the data pattern in the un-accessed cells is all logic ‘1’. Conventionally, a successful bitline sensing requires RBL for data ‘0’ to
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discharge much faster than that for data ‘1’. However, when variation in bitline leakage becomes comparable to cell read current, reliable detection of data ‘0’ and ‘1’ is difficult due to the small margin in the current to be sensed. In [16], it is shown that, in the worst case, the bitline level of data ‘0’ could be even higher than that of data ‘1’ due to the significant data-dependent bitline leakage particularly at ultra-low voltage.

The conventional bitline sensing problem caused by leakage at ultra-low voltage is illustrated in Fig. 4.4(a). In read operation, RWL is enabled and the RBL voltage forms depending on the accessed data. The pull-down strength for sensing ‘0’ should be far higher than that of sensing ‘1’. After that, the simple sense amplifier (SA) consisting of two stages of invertors senses the voltage of each RBL without trigger timing. As illustrated in the bottom of Fig. 4.4(a), this requires the total of the cell current and the minimum leakage current ($I_{\text{cell}} + I_{\text{leak_min}}$) to be far larger than the maximum leakage ($I_{\text{leak_max}}$) for successful sensing. As the amount of leakage is comparable to the cell current and the leakage current varies from column to column due to different data pattern, this condition could not be always met.

To address this problem, we propose a bitline leakage equalization technique for single-ended read bitlines. Fig. 4.4(b) depicts the concept of the proposed bitline equalization technique utilizing the proposed 9T cell. In unselected cells, leakage current $I_1$ flows to GND through the device which is controlled by node QB when the data stored is logic ‘0’. Likewise, when the data is logic ‘1’, leakage current $I_2$ flows to RWL (= GND) through the device controlled by Q. Accordingly, one of two devices connected to Q and QB ($M7$ and $M8$ in Fig. 4.1) is always turned on and the read access device ($M9$ in Fig. 4.1) is off. Consequently, two leakage paths have the same strength regardless of the stored data and the constant bitline leakage $I_{\text{leak}}$ is formed. In Fig. 4.5, the RBLs are indicated as RBL for ‘1’ with maximum leakage and RBL for ‘0’ with minimum leakage. The pull down current for sensing ‘0’ ($I_{\text{cell0}} + I_{\text{leak}}$) is always larger than that for sensing ‘1’ ($I_{\text{leak}} - I_{\text{cell1}}$). This ensures that the RBL level for data ‘0’ is always lower than that for data ‘1’ and irrespective of the magnitude of $I_{\text{leak}}$. Thus, positive sensing margin could always be provided.
Sample simulated RBL waveforms (Fig. 4.5) show a drastically improved RBL swing in the 9T SRAM at VDD = 0.2 V whereas the conventional 8T column (HVT(W)-LVT(R)) generates a negligible RBL swing. The proposed scheme improves the RBL swing by $4.6 \times$ at 0.2 V, 27°C, and 256 cells per bitline. Simultaneously, it also provides a wider sensing timing window, which is denoted by a double-side arrow. Note that the sensing timing window is defined as the time difference between the RBL of ‘0’ and that of ‘1’ measured when they cross VDD/2. Since the trip point of our sense amplifier is VDD/2, we used it as a reference level. With a frequency of 50 kHz, a sensing timing window of 1.5 μs is achieved by the leakage equalization technique whereas nearly no sensing timing window is obtained in the 8T bitline. The RBL behavior of the 10T SRAM [17] is also captured in Fig 4.5. Apparently, the RBLs couldn’t fully discharge at this frequency and they are too close to differentiate for sensing.

Variations of cell current and leakage current cause RBL swing to change as well as sensing problems. Fig. 4.6 depicts the distribution of RBL swing of the proposed 9T SRAM with $3\sigma$ local variation at the minimum operating voltage. With a mean

Fig. 4.5 Improved RBL swing and sensing window of 9T bitline at 0.2 V and $f_{clkd} = 50$ kHz with the worst case of leakage.
value of 53 mV, the RBL swing distribution from 10k-point Monte Carlo runs exhibits a longer right tail. Fig. 4.7 presents the simulated swing-to-\( V_{DD} \) ratio of the proposed 9T SRAM and the 8T SRAM at different temperatures and maximum numbers of cells per RBL (RBL lengths). In order to compare different bitcell topologies in terms of RBL length, we assume nominal process parameter values. In reality, accounting for within-die parametric variations, the effective number of cells per RBL degrades. The proposed 9T SRAM bitline can attach more cells due to the larger RBL swing as verified in Fig. 4.7. In the 8T SRAM bitline, only 512
cells can be attached for a sensible RBL swing. Note that a sensible swing should be at least a positive value. In the proposed SRAM, up to 1024 cells can be attached to the 9T bitline at 0.3 V and 80°C. The 8T bitline with 1024 cells generates a negative bitline swing at 80°C.
4.3 Proposed Energy Efficient Improvement Technique

4.3.1 Limitation of MTCMOS on SRAM Energy Efficiency

For a given SRAM structure, the energy efficiency can be optimized by minimizing leakage and maximizing performance. To realize it, the 9T SRAM cell consists of HVT devices in the 6T part and LVT devices in the read port. However, as explained in [51], this is not the best option in terms of energy efficiency, which is primarily due to the write performance degradation. Assuming 50% duty cycle, SRAM energy \( E_{\text{total}} \) can be written by

\[
E_{\text{total}} = E_{\text{switching}} + E_{\text{leakage}} = C_{\text{switching}} \times V_{DD}^2 + I_{\text{leakage}} \times V_{DD} \times T
\]

where \( T = 2 \times \max(t_{\text{read}}, t_{\text{write}}) \) (4.1)

In the case, \( T \) is determined by \( t_{\text{read}} \), using HVT in the 6T part reduces \( I_{\text{leakage}} \) and improves the energy. For the other cases, when \( T \) is determined by \( t_{\text{write}} \), the reduction in \( I_{\text{leakage}} \) and the increase in \( T \) have to be carefully revisited.

Fig. 4.8 illustrates a write operation with data flipping. The write operation is
Fig. 4.9 Read failure due to data non-full development in SRAM cell nodes.

divided into two stages, data flipping and data full development. After the data flipping, additional delay is required for the internal nodes, e.g. QB, to be fully developed. In skew conditions (e.g. MTCMOS cell, skew process corners), QB could move to high voltage very slowly. In this work, the delay till node crossing is defined as the data flipping delay. The delay till data full development (i.e. 90% of VDD) is defined as the data full development delay. The latter is more proper to measure the real completion of a write operation. Fig. 4.8 plots the difference between the data full development delay and the data flipping delay. It is clearly demonstrated that the delay difference between data flipping and full development sharply expands at ultra-low voltage operation.

In an SRAM circuit, the active clock duration is decided by the larger value between the write delay and the read delay. As supply voltage decreases, the write delay with HVT devices degrades faster than the read delay with LVT devices, eventually exceeding the read delay. In this scenario, the overall performance is limited by the slower write operation. To improve it, the flipping delay instead of the full development delay, can be adopted as write delay when no read-after-write operation is assumed. Fig. 4.9 shows the issue of the read-after-write operation. After the data flipping at Q and QB, QB rises slowly. When RWL is enabled, Q and QB have not been fully developed yet and the read operation could fail. The write data could be accessed only after additional clock cycles for full development.
Consequently, the excessively degraded full development delay nullifies the energy efficiency by prolonging $T$ even if significant leakage reduction is achieved with HVT devices in the 6T part. Fig. 4.10 depicts the read and the write delay of the 9T SRAM array at TT and FNSP corners, respectively. When the supply voltage is lowered below 0.6 V, the full development delay and the flipping delay deteriorate faster than the read delay (Fig. 4.10(a)). The former delay is $6.12 \times$ of the latter delay at FNSP corner and $V_{DD} = 0.46$ V, as shown in Fig. 4.10(b). The read delay is larger than the flipping delay when $V_{DD}$ is between $0.46$ V ~ $0.64$ V. In this simulated voltage range, data flipping is definite to occur within the read delay. Therefore, energy improvement can be obtained if the read-after-write issue could be eliminated by utilizing a faster delay (e.g. read delay/data flipping delay) as $T$.

To address the above issue and enhance energy efficiency, we propose a Content-Addressable-Memory-assisted (CAM-assisted) circuit for boosting write performance as well as compensating write failure.
4.3.2 Proposed CAM-assisted Write Performance Boosting Technique

The slow-write-fast-read problem can be addressed in the architecture level [8]. A completion signal is asserted to alert the CPU when the write operation is finished, otherwise the CPU stalls for 2~3 cycle during write. Traditional bypass circuit implemented in SRAM utilizing registers to cache input data can also boost performance in the read-after-write case. However, firstly, the register cell can easily cost more than 16 transistors if a mainstream DFF style is adopted for ultra-low voltage operation. Secondly, large number of dependent MUXs and comparators are needed and could not be multiplexed. Therefore, it is beneficial to make the storage circuit, MUXs and comparators implemented with fewer transistors and in an area-efficient array-based way. In this section, we explain a circuit technique that can enhance write performance with this advantage.

Fig. 4.11 illustrates the operation of the proposed CAM-assisted technique. The SRAM comprises two main paths, an SRAM path and a CAM path. The SRAM

Fig. 4.11 Data paths of write and read operations in the CAM-assisted SRAM circuit.
path consists of a 16 kb 9T SRAM array (main SRAM array), decoders and data IOs. The CAM path is composed of a tiny 48b CAM array for storing addresses, a ring counter as an address pointer, an encoder, and a miniature SRAM array for storing write data. The CAM array (Addr.) and the SRAM array (Data) are implemented with LVT devices for faster read, write, and parallel search to conceal the slow full data development in the main SRAM array. The primary role of the CAM is to store most recent write addresses and data for possible subsequent read access till the data written into the main SRAM array is fully developed.

During write operation (Fig. 4.11 left), data is written into the main SRAM array (through the SRAM write path) and the miniature SRAM array (through the CAM write path). The write address is stored in the CAM array. The write address and the data in the CAM can be accessed in the succeeding cycles since the proposed CAM is implemented with LVT devices. During read operation (Fig. 4.11 right), the main SRAM array is accessed for normal read operation, and the CAM array is simultaneously searched using the read address as search data. If the read address is not found in the CAM array, the cells that are written in the preceding cycles couldn’t be accessed. Thus, the selection signal from the encoder (Match = 0) will select the read data from the main SRAM array as the final data through MUX. If an address match occurs by a subsequent read-after-write operation, the encoder enables a wordline signal corresponding to the matched address. The wordline activates reading data from the SRAM array and later the data is sent to MUX.
Finally, using the selection signal from the encoder (Match = 1), MUX will select the data from the proposed CAM as the final data. In this case, the read data from the main SRAM array cannot be used as the final data since the data written in the previous cycle has not been fully developed due to the slow development speed of the latches using HVT devices. Therefore, the read data from the CAM should be selected as the final read data. Through this, the write performance is determined by the read operation or the data flipping delay, not by the slower full development delay. As a result, instant read-after-write operation for the same address is executable without slowing down the clock frequency for providing full data development in the main SRAM array.

Fig. 4.12 compares the delays of four different operations (i.e. SRAM read, SRAM write, CAM read and CAM write) to demonstrate the performance advantage of the proposed scheme. The delay of SRAM write is calculated by the full development time. As shown in Fig. 4.12, the delay of SRAM write is the largest whereas that of CAM write is the smallest. Since the CAM-assisted technique hides the slow SRAM write, the overall performance is improved from SRAM write to SRAM...
read. The performance improvement of 47.5% is achieved from simulation.

The schematic and the searching operation of the 10T CAM cell employed in this work adopts from [52]. The CAM cell comprises a 6T SRAM part and search logic circuits. Before search operation, the match line (ML) is precharged to VDD. A search operation starts by loading search data into the search lines. If the search data is different from the stored data, one of the search logic circuits would discharge ML to GND. Contrarily, if the search data is identical to the stored data, ML remains at a high voltage. The circuit diagram of the CAM-assisted circuit is described in Fig. 4.13. Conventionally, input of a CAM is data and output is a hit address. In this work, input is a read address and output is data. The CAM array is comprised of 4 rows (i.e. storing 4 most recent write addresses) and 12 columns (i.e. 12-bit address). The number of rows is mainly determined by the ratio of the data full development delay and the flipping delay. A ring counter is utilized to act as a

Fig. 4.14 Timing diagram of SRAM array and CAM circuit during succession of write and read operations.
pointer for the CAM array. When a write operation is asserted, the pointer enables one row, writing the input address into the CAM array and the data into the miniature SRAM array. When a SRAM read operation is enabled, the address is loaded into the search lines (SL<i> and SLB<i>) of the CAM array. If the address is found from the CAM array, the corresponding ML(s) will be enabled. Otherwise, no ML is enabled and the search operation finishes. If multiple MLs are enabled, the encoder activates only one read wordline (CAM_RWL<i>) corresponding to the most recent write operation. The activated wordline enables reading data through read bitlines (CAM_RBL<i>) and sending the read data to MUX (Fig. 4.11). The number of rows in the CAM array can be estimated by the following equation if 50% clock duty cycle is assumed

\[
N = \left\lceil \frac{Data\ Full\ Development\ Delay}{2 \times Data\ Flipping\ Delay} \right\rceil - 1
\]  

(4.2)

If \( M \) in Fig. 4.14 is greater than 2, read operation is likely to fail in the subsequent read operation (50% duty cycle), which is addressed by the proposed CAM-assisted technique. To cover a case at FNSP corner (Fig. 4.10(b)), \( N \) should be at least \([6.12/2]-1\), which is 3. In this work, we implemented 4 rows to provide a redundancy in \( N \) for real application.
The timing diagram of the proposed CAM-assisted SRAM is illustrated in Fig. 4.14. The data in the tiny SRAM (CAM_Q/QB) develops much faster than that in the main SRAM array (SRAM_Q/QB). In the subsequent read operation, input address in the search lines (SLs) keeps the corresponding ML high, and accordingly quickly generates CAM_RWL and CAM_RBL due to the LVT devices and the small load. The other read path through RWL generates SRAM_RBL with a larger delay and, in the worst case, it generates a read failure. Fig. 4.15 manifests that the full development delay of the CAM is always smaller compared to the main SRAM array at all corners. Simultaneously, the full development delay of the CAM is also shorter than the read delay of the main SRAM array, making the read paths critical.
4.4 Test Chip Implementation and Measurement

The main SRAM array is organized with 256 words \( \times \) 4 bits \( \times \) 4, which occupies an area of 169 \( \mu \)m \( \times \) 195 \( \mu \)m (including power rails in rows and columns). It is divided into 4 sub-blocks and each sub-block is composed of 16 columns, sharing one IO. The CAM array is configured with 4 rows and each row has 12 CAM cells for storing addresses and 4 SRAM cells (LVT) for storing write data. The proposed CAM circuit occupies 1061 \( \mu \)m\(^2\) (not including interconnections), which is at least 60% smaller than the DFF-based design in our estimation. It causes an overhead
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Fig. 4.16 Measured (a) leakage current of the test chip and (b) write, read and average power at maximum operating frequency.
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Fig. 4.17 Measured (a) read access time and (b) improved operating frequency of the CAM-assisted SRAM.

The main SRAM array is organized with 256 words \( \times \) 4 bits \( \times \) 4, which occupies an area of 169 \( \mu \)m \( \times \) 195 \( \mu \)m (including power rails in rows and columns). It is divided into 4 sub-blocks and each sub-block is composed of 16 columns, sharing one IO. The CAM array is configured with 4 rows and each row has 12 CAM cells for storing addresses and 4 SRAM cells (LVT) for storing write data. The proposed CAM circuit occupies 1061 \( \mu \)m\(^2\) (not including interconnections), which is at least 60% smaller than the DFF-based design in our estimation. It causes an overhead
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approximately as 3% of the SRAM array area. The overhead will be less at a higher SRAM array density since the number of rows is mostly determined by a single cell. The energy dissipation by the proposed CAM circuit occupies a very small portion of the overall consumption. Simulation shows that the CAM energy per read with search operation is 59 fJ at 0.4 V with frequency of 1MHz. To be more flexible, data from CAM_RBL and SRAM_RBL can bypass the MUX for separate measurement.

A 16 kb SRAM test chip is fabricated in a commercial 65 nm CMOS technology with a nominal VDD of 1.2 V. Fig. 4.16(a) shows the experimental results of the leakage current. At 27°C, the leakage current of the test chip changes from 139.3 μA (1.2 V) to 1.4 μA (0.1 V). When temperature goes to 100°C, it becomes 305 μA and 4.5 μA, respectively. Power of read and write operation is measured at the maximum operating frequency (Fig. 4.16(b)). The read power is larger than the write power due to the precharging and discharging current in the read bitlines. The average power is measured in the supply range of interest, assuming equal probability of performing read and write operations. It changes from 146 μW at 0.6 V to 4.12 μW at 0.32 V. Fig. 4.17(a) verifies that the CAM circuit can provide a shorter read access time by 25.8% at 0.6 V and 7% at 0.38 V compared to the SRAM without the CAM. Below 0.38 V, read from CAM takes more time due to slow search operation at ultra-low voltage. The operating frequency of the CAM-assisted SRAM is depicted in Fig. 4.17(b). Around the critical voltage of 0.6 V, the
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Fig. 4.18 Measured energy of SRAM only and the CAM-assisted SRAM.
CAM circuit speeds up clock frequency of the main SRAM to 40 MHz. The maximum operating frequency at VDD = 0.4 V is boosted to 5 MHz. The SRAM performance is therefore improved by 42.6% and 66.7% at 0.6 V and 0.4 V, respectively. The plot of energy per operation is shown in Fig. 4.18. The SRAM consumes an energy per operation of 3.47 pJ at VDD = 0.42 V. Thanks to the CAM-assisted circuit, a minimum energy per operation (E_{min}) of 2.07 pJ is achieved and the energy efficiency is consequently improved by 40.3%. Averagely, the energy

![Fig. 4.19(a) Readout waveforms capture at 0.26 V. (b) Die micro-photograph.](image)

Table 4.1 Design metric comparison with various ultra-low voltage SRAMs.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>65 nm</td>
<td>65 nm</td>
<td>65 nm</td>
<td>65 nm</td>
</tr>
<tr>
<td>Density</td>
<td>128 kb</td>
<td>2 kb</td>
<td>32 kb</td>
<td>16 kb</td>
</tr>
<tr>
<td>Transistor count</td>
<td>8T</td>
<td>9T</td>
<td>7T</td>
<td>9T</td>
</tr>
<tr>
<td>Cell size</td>
<td>N.A.</td>
<td>1.24 x 2.31 μm²</td>
<td>N.A.</td>
<td>2.63 x 0.72 μm²</td>
</tr>
<tr>
<td>V_{DDmin}</td>
<td>0.37 V</td>
<td>0.28 V</td>
<td>0.26 V</td>
<td>0.26 V</td>
</tr>
<tr>
<td>Access time</td>
<td>N.A.</td>
<td>4.55 μs (0.3 V)</td>
<td>0.55 μs (0.26 V)</td>
<td>0.85 μs (0.26 V)</td>
</tr>
<tr>
<td>Leakage current</td>
<td>N.A.</td>
<td>0.05 μA (0.4 V)</td>
<td>N.A.</td>
<td>1.4 μA (0.1 V)</td>
</tr>
<tr>
<td>Min. energy (E_{min})</td>
<td>21.2 pJ</td>
<td>0.57 pJ</td>
<td>5.6 pJ</td>
<td>2.07 pJ</td>
</tr>
<tr>
<td>Normalized E_{min}</td>
<td>162 aJ/b</td>
<td>278 aJ/b</td>
<td>171 aJ/b</td>
<td>126 aJ/b</td>
</tr>
</tbody>
</table>
efficiency in the supply range of 0.38 V to 0.6 V is enhanced by 29.4%. The test cells are fully functional down to 0.26 V with the maximum operating frequency of 100 kHz (27°C). The read access time of the SRAM is measured as 0.85 µs at 0.26 V. The CAM circuit achieves an average improvement of 18.7% in the read access time between 0.38 V ~ 0.6 V. It lowers the minimum read voltage further from 0.26 V to 0.23 V. The test chip micro-photograph with waveform capture is shown in Fig. 4.19. Table 4.1 compares the test chip with various ultra-low voltage SRAM circuits. Among the SRAMs, this work achieves the lowest minimum energy when it is normalized with respect to density.
4.5 Summary

Leakage and energy efficiency are primary concerns for ultra-low voltage SRAM design. This chapter presents several circuit techniques to implement an energy efficient SRAM with reliable read operation under ultra-low voltage. The proposed 9T SRAM cell with equalized bitline leakage fosters SRAM read operation at ultra-low voltage, achieving read access time of 79 ns and 0.85 µs at 0.4 V and 0.26 V, respectively. To further reduce the static energy, MTCMOS technology is utilized to reduce the leakage in the SRAM array. While HVT devices in the 6T part reduce leakage, they degrade write performance significantly at low voltage. This nullifies the energy efficiency improvement in the near- or the sub-threshold region. To tackle this issue, we proposed a CAM-assisted write performance boosting circuit to speed up clock frequency. The test chip shows an average energy efficiency improvement of 29.4% with the aid of the proposed circuit technique. Consequently, the energy efficiency is improved by 40.3% with the minimum energy per operation of 2.07 pJ at 0.4 V. The measurement results prove that the proposed techniques are good circuit solutions for ultra-low voltage and energy efficient applications.
Chapter 5  Design of an Ultra-low Voltage Disturb-suppressed Dual-port SRAM

5.1 Background

Contemporary computing platforms with big data enable unprecedented interaction between human and computational resources. The ubiquitous computing necessitates high computing power with multi-core processing units and multi-port SRAMs. Dual-port SRAMs are accordingly highly demanded, even by energy-constraint applications, whose low energy consumption mainly attributes to ultra-low voltage operation.

Conventional 8T dual-port (DP) SRAM cells are derived from standard 6T single-port (SP) SRAM cells. Consequently they inherit the weakness of the 6T SRAM cells at low voltage operation like poor cell stability, reduced read-ability and write-ability, which impedes voltage scaling. The above issues are exacerbated because the 8T DP SRAM cell has two more access transistors leading to larger disturbance, especially at the common-row-access mode.

As Section 2.2.2 analyzes, the worst case of read-ability, write-ability and cell stability occur at the common-row-access mode where the two SRAM cells sharing the same wordlines are accessed via the two designated ports in one clock cycle. Under this circumstance, both wordlines for port access are enabled, which makes the total four access transistors exposure to noise. For a cell to be read, the storage nodes will suffer a disturb current from the other port which impedes the discharging of the read current and results in read-ability degradation or read failure. For a cell to be written, the process of the data flipping will be interfered with a disturb current from the other bitlines, which degrades the write-ability. For unselected cells along the wordlines, disturb current will be injected to the storage nodes from two directions so the cells are extremely susceptible to noise, which is known as cell stability downgrading.
These limit the minimum operating voltage ($V_{\text{min}}$) which is generally higher than that of the 6T SP SRAM cell. Various circuits have been proposed to either improve read-/write-ability of 8T DP cell or reduce read-write disturb under the common-row-access circumstance. As Section 2.2.3 discusses, a priority row decoder with bitline shifter has been proposed to circumvent the common access mode for enhancing cell stability [30]. A wordline-voltage-adjustment system has been utilized to improve read and write against PVT variation [31]. It is obvious that the 8T DP SRAM cell has to employ assisting circuits to accommodate challenges from aggressive voltage and technology scaling.

In this chapter, we propose a 12T DP SRAM cell with 2 decoupled read ports for better read-ability, write-ability and cell stability without any assisting circuit. In addition, a virtual-ground scheme and hierarchical bitlines are deployed to suppress the leakage current from read bitlines and to improve the performance, which further improves $V_{\text{min}}$. 
5.2 Proposed 12T DP SRAM Cell

![Schematic of proposed 12T dual-port SRAM cell.](a)

![Layout of the 12T dual-port cell.](b)

Fig. 5.1(a) Schematic of proposed 12T dual-port SRAM cell. (b) Layout of the 12T dual-port cell.

Dual-port SRAMs boost computation performance and throughput by doubling the number of simultaneous memory access. For the conventional 8T DP SRAM cell, port A and B are accessed by exclusive address and operation instruction. Each port consists of their corresponding wordline (WL) and a pair of bitlines (BL and /BL). In the common-row-access mode, the selected cell is inevitably disturbed through the second activated WL. Thus, the width of the 2 NMOS drive transistors has to be further expanded (e.g. × 2.7) to maintain the cell stability. However, the upsized 8T DP cell still has limitations for ultra-low voltage operation, which will be analyzed in Section 5.3. Decoupled DP SRAM cells are promising solutions for that.


5.2.1 12T SRAM Cell Design

Fig. 5.1(a) portrays the proposed 12T DP SRAM cell. The proposed cell decouples read paths from write paths by implementing exclusive read port A ($M1 \sim M2$) and read port B ($M3 \sim M4$). The read wordlines (RWLA and RWLB) control the access to the two read ports by switching on the read access transistor $M1$ or $M3$. The RBLA and the RLBLB are precharged to VDD in prior. During read cycle, they are left floating for data evaluation based upon the fighting between the read current in the selected cell and the leakage current from the unselected cells along the bitline. The conditional discharging of the read bitlines (RBLA and RLBLB) is manipulated by VGND employed to suppress leakage. The corresponding VGND terminal is pulled down to ground for the selected column to foster a read operation whereas it is precharged to VDD to reduce leakage to the unselected columns. During read, the voltage level of RLBLB represents the opposite value of node Q, hence it is connected to a global bitline via a PMOS transistor for data inversion. Write operation for the 12T SRAM cell is activated by write wordlines (WWLA and WWLB) and followed by data flipping in the storage nodes Q and QB, which is exactly the same as the 8T single-port SRAM cell. By separating the read paths from the write paths, read-write disturb is significantly relaxed and various design metrics such as stability and read-write margins are improved. This will be further discussed in Section 5.3. The proposed cell eliminates the necessity of over-sizing of the pull down devices while improves the key design metrics.

The layout of the proposed DP SRAM cell is illustrated in Fig. 5.1(b). Both of the WBLs and the RBLs run with the second metal layer in vertical direction. The RWLA and the RWLB maintain the third metal layer while the WWLA and WWLB go with the fifth metal layer. The power-line (VDD and VSS) and the virtual ground terminals also run with the second metal layer, resulting in eleven vertical tracks in total. The dimension of the 12T SRAM cell in the 65 nm technology is $2.75 \mu\text{m}^2$. To align with row decoder circuit, the height of the cell remains as $0.72 \mu\text{m}$. In our design, as the electrical $\beta$ ratio is reduced from 2.7 to 1, the area overhead caused by the read ports can be partly compensated.
5.2.2 Implementation of Virtual Ground for Bitline Leakage Reduction

Fig. 5.2(a) Leakage problem in conventional 2T read port. (b) Read bitline leakage suppression by implementation of virtual ground technique.

Leakage current is detrimental in energy constrained applications as it consumes energy all the time, irrespective of data activity and event trigger. To make things worse, the aggregate leakage component at ultra-low voltage can offset the energy efficiency with voltage scaling and deflect the energy per operation from the optimum point. This problem becomes even more severe in the proposed 12T DP SRAM circuits when the leakage paths may double than the 8T SP SRAM.

During non-read cycles, the read bitlines are conventionally precharged to high voltage while the source terminals of \(M2\) and \(M4\) are normally grounded. However, this creates leakage current paths from the read bitlines to ground for unselected cells. Fig.5.2(a) illustrates the leakage current injection problem. Assume the very first cell is accessed through read port B. Although the other cells sharing the same
read bitlines are switched off for read access, leakage paths form as long as voltage difference exists. Accordingly, every unselected cell suffers leakage current in two directions, one from RBLA to ground and the other from RBLB to ground. In addition, leakage current in standby mode is unwelcome in terms of power and energy consumption.

To minimize the leakage from the read ports, our design leverages a virtual ground technique (VGND) [43] by controlling the source voltage of $M2$ and $M4$ to suppress the leakage current. Unlike the row-wise implementation, this design adopts column-based virtual ground control to prevent bitline discharging in read for unselected columns. Fig. 5.2(b) illustrates the technique. Only during read operation, the corresponding VGNDs of the selected columns are grounded. Otherwise, it is pulled-up to VDD to eliminate the leakage injection. Fig. 5.3 shows the control circuit to implement the virtual ground scheme. When a port of the column is selected for read, COL_SEL and RD are enabled simultaneously. NOP is deactivated to indicate the circuit is in non-standby mode. The control pattern causes the level of SELECT to rise, which turns off the precharged PMOS device and switches on the transmission gate. Thus, VGND is synchronized with the inversion of clock (CLKB), which means VGND discharges to ground at the high phase of the clock. When a port of the column is unselected for read, the PMOS device provides current to pull up VGND.

Fig. 5.3 Implementation of virtual ground technique.
5.3 Disturb Suppression of 12T DP SRAM in Common-Row-Access Mode

Dual-port (DP) SRAMs have various access modes based upon row and column selection. Worst case disturb occurs when two selected SRAM cells are in the same row, which is called common-row-access mode. Fig. 5.4 illustrates the half-selected circumstance at the common-row-access for the conventional 8T DP SRAM. In Fig. 5.4(a), two DP cells are accessed from two designated ports, respectively. The cells sharing the same wordlines are all half selected by enabled wordlines. In Fig. 5.4(b), one DP cell is accessed by the two ports simultaneously. In both cases, the selected cells are disturbed by the current from bitlines to cell nodes through four activated access transistors. Simultaneously, the half-selected cells also suffer from disturb as the conventional SP SRAMs. Therefore, every 8T DP cell in the selected row is exposure to noise and subjected to cell stability issue. This chapter discusses the challenge of disturb in the common-row-access mode.

5.3.1 Analysis of Disturb Occurrence Probability

Regardless of 8T DP cell or 12T DP cell, the worst-case cell stability occurs when the data storage nodes are exposure to disturb current induced by both ports. Consequently, Fig. 5.5 summarizes SNMs in different situations with respect to
operation in each port including read (R), write (W), half-selected by read (HR) and half-selected by write (HW). For the conventional 8T DP cell, SNM degrades most as long as two wordlines are enabled simultaneously except for write operation, where SNM is meant to be destroyed. Accordingly, 2Read, 1Read1Half-Selection, 2Half-Selection in com-row-access mode are all worst SNM cases. As indicated in Fig. 5.5(a), the probability of worst SNM for the 8T DP SRAM is 9/16.

The proposed 12T SRAM cell substantially decreases the probability of suffering stability degradation thanks to the decoupling of read and write ports. In the 12T cell, read operation does not affect SNM as it is isolated from the storage nodes. Therefore, only the situation where the cell is simultaneously half-selected by write can impose the worst-case disturb (Fig. 5.5(b)). This minimizes the disturb occurrence probability from 9/16 to 1/16, achieving an improvement of 88.9%.

Although the patterns of the worst case SNM are very complicated for analysis, most of the worst case patterns can be categorized into two classes, read disturb and write disturb. Read disturb is the situation where disturb occurs during read operation. Similarly, write disturb suggests disturb happens during write operation. Note that the other half-selection cases can be considered as dummy read operation, which will be treated as read disturb for analysis. Next two sections will provide insightful investigation on these two circumstances.
5.3.2 Analysis of Read Disturb

The read disturb of the conventional 8T DP SRAM cell is described in Fig. 5.6(a). Suppose port A are selected for read and port B are either selected or half-selected. The precharged bitlines for port A are left floating for data evaluation. As the access NMOS device is strong for passing ‘0’, the read operation is dominated by the discharging capability of the precharged bitline through the storage node with ‘0’. As port B is simultaneously selected or half-selected with continuously precharged bitlines, it acts as a dummy read operation. The corresponding discharging current, as depicted in red in Fig. 5.6(a), injects to the same data storage node. Therefore, it
Fig. 5.7 Simulated waveforms of read disturb for the 8T DP cell and the 12T DP cell at VDD = 0.4 V, FNSP corner. Note that the data in the 8T cell flips due to the read disturb whereas the data in the 12T cell maintains.

The read disturb of the proposed 12T DP SRAM cell is depicted in Fig. 5.6(b). The read current, unlike the 8T DP cell, comes from the read bitline and discharges to ground through the read port with no interference with the data storage nodes. Although the read disturb current exists, the voltage of the node is not raised as much as that in the 8T DP SRAM cell because the destructive read operations are ameliorated from two ports to one port. Hereby, the cell suffers a much less possibility of data flipping.
Fig. 5.7 presents simulated waveforms of the data storage nodes for both cells at FNSP corner using a 65 nm technology. Note that the NMOS drive devices are upsized by 2.7x in the 8T cell. When VDD = 0.4 V, the data in the 8T DP SRAM cell flips due to the read disturb from Port B whereas the 12T DP SRAM cell maintains the original data successfully with the presence of the read disturb. The SNMs in the common-row-access mode of the 12T DP SRAM and the 8T DP SRAM are compared in Fig. 5.8. An SNM of 58 mV is observed in the 12T DP SRAM cell at 0.4 V, which is improved by 26% compared to the 8T DP cell. The SNM of the proposed DP SRAM is greater than that of the conventional DP SRAM when the supply voltage is below 1 V. The data validates that the 12T DP SRAM cell has stronger immunity to read disturb compared to the 8T DP cell at near- or sub-threshold region, which is beneficial for ultra-low voltage operation.
5.3.3 Analysis of Write Disturb

The write disturb issue of the conventional 8T DP SRAM cell is described in Fig. 5.9(a). Suppose port A is selected for write and port B is either selected or half-selected. As NMOS transistors is strong for passing ‘0’, the write operation is driven by the discharging capability of the storage node with ‘1’ as Fig. 5.9 indicates. As Section 5.3.2 explains, a dummy read operation conducts in port B where the disturb current generates from the constantly precharged bitline. The current is injected to the storage node and impedes the voltage discharging. In
addition, as the single bitline links to a great number of SRAM cells which can range from hundreds to tens of hundreds, the associated large capacitive load slows down the discharging speed at ultra-low voltage. Thus, the relative long-time write disturb can result in a write failure [57].

The proposed DP SRAM utilizes hierarchical write bitline scheme to reduce the bitline capacitance and ease the discharging. Although the write disturb pattern is very similar to that of the 8T DP cell, the bitline capacitance is reduced for faster disturb current discharging as depicted in Fig. 5.9(b). Fig. 5.10 presents the hierarchical bitline circuit. The 256 SRAM cells are linked to global write bitlines whereas each 64 SRAM cells are organized by local write bitlines. Each local bitline pair is allocated with individual precharge devices. The global bitlines access the local ones via transmission gates designated for each sub-block. Hereby, the associated bitline capacitance is mainly related to the 64 cells instead of 256 cells.
5.4 Measurement Results

The proposed 12T dual-port SRAM is fabricated in 65nm CMOS technology. Fig. 5.11 presents the architecture of the SRAM test chip. The 16 kb SRAM array is configured by 256 words × 32 bit × 2. Each column is divided into 4 sub-blocks to implement the hierarchical write bitline. As Fig. 5.11 depicts, the dual-port SRAM has two access interfaces with dedicated peripheral circuits such as control logics, decoders, read-out circuits, I/Os, etc. The layout of the virtual ground (VGND)

![Diagram of 65 nm test chip architecture](image)

Fig. 5.11 Architecture of the 65 nm test chip.

The measured leakage current and read access time are shown in Fig. 5.12. The leakage current is low at 63 μA @ 1.2 V and 7.6 μA @ 0.4 V. The read access time is fast at 6 ns @ 1.2 V and 580 ns @ 0.4 V.

![Leakage Current vs. VDD](image) ![Read Access Time vs. VDD](image)

(a) Measured leakage current. (b) Measured read access time.
circuit is implemented in vertical direction to align with the bitlines. With respect to the peripheral circuits, the layout is implemented as symmetric as possible. The test chip occupies an area of 398 \times 385 \, \mu m^2 while the dual-port SRAM cell has a dimension of 3.82 \, \mu m by width and 0.72 \, \mu m by height.

The chip measurement has been conducted at the common-row-access mode and all data except leakage current is collected under this circumstance. The test chip is functional from 1.2 V to 0.4 V. Fig. 5.12(a) presents the measurement result of leakage. The leakage current decreases with supply voltage and hits a number of 7.6
µA at the minimum operating voltage while it is 63 µA at the nominal voltage. The simultaneous read operations are observed from the test chip. The read current is recorded with the maximum frequency and an equal probability of read ‘0’ and read ‘1’. The total power is obtained by multiplying the current and the voltage. Energy per operation is the power consumed in an operation cycle. Fig. 5.12(b) describes the measured read access time (including I/O delay), which is the larger value of the delays from single port operation. The read access time varies from 6 ns at 1.2 V to 580 ns at 0.4 V. The plot exhibits a trend of exponential increasing with scaled VDD. Fig. 5.13(a) depicts the read and the write power consumptions with a maximum frequency clamp of 50 MHz due to the limitation of the equipment. The slope of the read power becomes steep below 0.7 V because the corresponding maximum frequencies are not affected by the clamp value. At 0.4 V, the test chip dissipates a power of 5.8 µW with a frequency of 350 kHz for successful read operations through the two ports in a common row. The write power shows a similar trend to the read power curve. The average current for write is calculated based on different write patterns, such as write ‘0’–write ‘1’, both write ‘0’ and both write ‘1’. The 16 kb SRAM consumes a write power of 4 µW with the same clock frequency. Fig. 5.13(b) presents the energy per operation of the proposed dual-port SRAM macro. The energy contour decreases with voltage and reaches a minimum point. It shoots up again with further voltage scaling because the performance degrades too much and the leakage component deteriorates the total energy efficiency. The minimum energy of 8.7 pJ is measured at 0.48 V. Fig. 5.14(a) shows the micro-photograph of the test chip and Fig. 5.14(b) captures the waveforms when the chip is working in the common-row-access mode with the minimum supply voltage.
5.5 Summary

This chapter presents a near-threshold dual-port SRAM circuit with suppressed read and write disturb at the common-row-access mode. To ameliorate disturb occurred in the conventional design, a novel decoupled SRAM cell is proposed to reduce the probability of disturb occurrences and eliminate the impact of the read disturb. A hierarchical write bitline scheme is implemented to boost write operation and combat with the write disturb. To minimize the bitline leakage, the proposed SRAM circuit utilizes a virtual ground technique in the read ports. The 12T dual-port SRAM is fabricated in a 65 nm CMOS technology and achieves a minimum operating voltage of 0.4 V at the common-row-access mode. This is the lowest voltage among all reported designs to the best knowledge of the author.
Chapter 6  Design of an Ultra-low Voltage, Energy-Delay Efficient Charge-Pumped DFF

6.1 Background

![Diagram of Transmission-Gate FF (TGFF)](image)

Fig. 2.13 Schematic of Transmission-Gate FF (TGFF).

![Diagram of Adaptive-Coupling FF (ACFF)](image)

Fig. 2.16 Schematic of Adaptive-Coupling FF (ACFF) [37].

D-Flip-Flop (DFF) as fundamental unit in integrated circuits can account for substantial random-logic power and area [37]. It is widely adopted in various applications such as polar code decoders, wireless channel equalizers, and seizure classification processors [58]-[60]. In emerging energy-constrained systems, minimum power/energy consumption has been insistently pursued. To attain it,
supply voltage is usually positioned near or below the threshold voltage of transistor for minimum energy expenditure. However, aforementioned energy-efficient systems typically suffer drastic performance degradation and variation problems. Therefore, energy-delay-efficient DFF circuit is most desirable for near-/sub-threshold DFF applications.

To achieve reliable operation with energy-delay efficiency over a wide range of supply voltages, a DFF must satisfy the following requirements: 1) fully static, as static circuits are more tolerant to PVT variations especially at ultra-low voltage; 2) single-phase clocking, since the toggling of internal clock inverter incurs large power consumption; 3) less occurrence of setup time and hold time violation; 4) minimum device count compared to traditional DFFs for less area and less leakage.

Section 2.3.2 and Section 2.3.3 analyze 2 conventional and 2 emerging DFF circuits. To refresh, the pros and cons of the transmission-gate FF (Fig. 2.13), the adaptive-coupling FF (Fig. 2.16) and the S\(^2\)CFF (Fig. 2.17) are rephrased here. The related schematics are reposted in this chapter for convenience. The mainstream transmission-gate FF (TGFF) is suitable for near-/sub-threshold operation due to its robustness at low voltage scenarios. However, the main challenge of the TGFF for energy-saving applications is the large power dissipation and low efficiency in energy. Specifically, the requirement of local clock buffer increases its power consumption and area overhead. To eliminate the clock buffer, a 22-transistor single-phase-clocking adaptive-coupling FF (ACFF) circuit has been proposed [37].

Fig. 2.17 Schematic of Static-Single-Phase Contention-Free FF (S\(^2\)CFF).
By deploying a differential structure with adaptive coupling scheme, it eases data transition, saves power and exhibits better energy efficiency than the TGFF. Despite its superior in energy efficiency, the ACFF typically works at super-threshold region (> 0.75 V), which is not fully qualified for ultra-low voltage operation [37]. Recently, a static single-phase-clocked 24-transistor $S^2$CFF [38] has been proposed for low power applications. As Section 2.3.3 analyses, this DFF eliminates the clock buffer to improve energy efficiency and enhances the robustness of the circuit by utilizing keepers and glitch prevention technique. However, the transistor count is relatively large which can result in area and leakage inefficiency.

In this chapter, we present an ultra-low voltage and energy-delay efficient DFF for near-/sub-threshold applications. The transistor count of the proposed DFF is further decreased from 22 to 16 to save power and area, which is the minimum among all existing static style DFF circuits to the best knowledge of the authors.
6.2 A Novel Sub-threshold DFF

In order to achieve energy-delay efficient operation across a wide range of supply voltage, a DFF should have the following features: 1) static operation to against PVT variations; 2) single-phase clocking to suppress power consumption on the internal clock buffer; 3) minimum or less occurrences of setup time and hold time violations; 4) minimum or less area penalty compared to conventional DFFs. Our proposed DFF circuit meets the above requirements.

6.2.1 DFF Circuit Design and Near-/Sub-threshold Operation

Fig. 6.1 depicts the schematic of the 16-transistor charge-pumped DFF (CPDFF), which adopts the master-slave structure. The CPDFF is controlled by three timing signals — an external clock signal (CLK) and two internal clock signals (CLKH and CLKL). CLKH and CLKL are generated by two embedded charge pumps, one positive charge pump and one negative charge pump. The CLKH has a higher voltage above VDD while the CLKL has a lower voltage below GND as Fig. 6.1 illustrates. To minimize area penalty, the two charge pumps are shared by 8 DFFs. This results in 1.75 device count increase for each DFF. Yet it still has the smallest transistor count compared to other static CMOS DFFs.

![Fig. 6.1 Schematic of proposed charge-pumped DFF.](image-url)
The proposed DFF, as the conventional TGFF, samples and latches the data at two clock phases. When $CLK$ is low, the master stage samples the input ($D$) with $CLKL$. Since $CLKL$ has a lower voltage level than GND in this state, it enhances $|V_{gs}|$ of the first pass gate ($PG1$) to ease its state transition, which is particularly beneficial for ultra-low voltage operation. Similarly, when $CLK$ is high, the positively boosted $CLKH$ improves the sampling ability of the slave stage by expanding the overdrive voltage of $PG2$. This also results in an increased output swing at sub-threshold regime.

The logic size is optimized to improve the performance of the DFF. Four inverters with different sizes ($Inv1$, $Inv2$, $Inv3$ and $Inv4$ in Fig. 6.1) are applied in the data propagation path and the positive feedback paths. $Inv1$ is maximally sized to sharpen the data transition and reduce the short-circuit current of $PG1$ during switching. $Inv3$ with the minimum device width is deployed in the feedback loops to reduce the capacitive load of $Inv2$ and decrease the overpower effect from previous storage. The device sizes of $Inv2$ and $Inv4$ are tuned for the best C-Q delay.

The two charge pumps generate a voltage less than GND and a voltage greater than VDD, respectively. The capacitor $C1$ charges its negative terminal to the most
negative voltage \((GND_{low})\) while \(C2\) charges its positive terminal to the most positive voltage \((VDD_{high})\). The pumped voltages are transferred to feed \(PG1\) and \(PG2\). Both capacitors are implemented by metal layers which are laid above the transistors in layout to minimize area penalty. Each charge pump leverages a diode connected NMOS transistor to clamp the pumped voltage. Fig. 6.2 shows the boosted outputs from the two charge pumps at 0.4 V with a clock frequency of 1 kHz.
6.2.2 Inverse-Narrow-Width-Effect-Aware Sizing Strategy

Research in [61] has revealed that the Inverse-Narrow-Width Effect (INWE) significantly influences threshold voltage and the corresponding drain current in the near- and sub-threshold regions. The INWE is caused by the parasitic transistor at the sharp corner in the shallow-trench isolation (STI) process. The parasitic transistor will be switched on at lower voltages than the main channel due to the geometry effect of the STI corner. As the transistor width shrinks, it dominates the performance of the whole transistor and makes the threshold voltage lower for narrower transistors. Fig. 6.3 investigates the impact of INWE on the threshold voltage at different voltages for a 90 nm CMOS technology. As the transistor width becomes less than 0.5 µm, the threshold voltage decreases quickly. The variation of the threshold voltage is around 130 mV as the width increases from the minimum value to 0.5 µm [61].

At sub-threshold region, the drain current is inversely proportional to the threshold voltage. As the threshold voltage is lowered, the drain current increases following Equation (2.1). This can be leveraged to enhance the performance of a narrow-
width transistor especially at ultra-low voltage. To utilize it, the total width of a transistor is implemented as a combination of multiple fingered minimum widths [61]. Consequently, each minimum-width finger has the lowest threshold voltage to maximize the drain current. In addition, the drain current of the transistor is accordingly proportional to the width. The C-Q delay is consequently improved with the sizing strategy, which is extremely advantageous for sub-threshold operation. The detailed analysis of C-Q delay improvement is presented in Section 6.3.1.
6.3 Analysis of CPDFF with TGFF and ACFF

The proposed CPDFF is compared with the TGFF and the ACFF through simulations on C-Q delay, setup time, hold time and energy-delay product. The schematics of TGFF and ACFF are shown in Fig. 2.13 and Fig. 2.16, respectively. The transistor sizes of the two DFFs are optimized to achieve the best C-Q delay through extensive simulations for fair comparison. The data input and the clock signal fed to 8 CPDFFs, a TGFF and an ACFF come from two-stage buffers. To mimic practical scenarios, a FO4 buffer loaded with 3 pF capacitor is connected to each DFF output.

6.3.1 C-Q Delay Investigation

The utilization of INWE-aware sizing strategy can boost C-Q delay. Simulated delay savings from our proposed CPDFF are listed in Table 6.1. As output Q is logic ‘1’, more than 14% faster C-Q delay is obtained at VDD = 0.4 V. When input data is logic ‘0’, the CPDFF can speed up the C-Q delay by 4%. More significant enhancement can be attained if the PG2 size is increased. The performance boosting is also observed at lower supply voltage.

In nanometer technologies, DFF performance variation due to transistor mismatch is challenging. To investigate it, a Monte Carlo simulation with 3σ mismatch is conducted. Fig. 6.4 captures the output waveforms of the 3 DFFs at VDD = 0.4 V. The TGFF and the CPDFF exhibit better mismatch tolerance than the ACFF, whose output can have a variation of 0.75 µs when T = 2 µs as Fig. 6.4 shows.

Table 6.1 Performance improvement from INWE-aware sizing strategy.

<table>
<thead>
<tr>
<th>VDD (V)</th>
<th>T (ns)</th>
<th>Δt of data '1' (ns)</th>
<th>Δt/T</th>
<th>Δt of data '0' (ns)</th>
<th>Δt/T</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>1000</td>
<td>149.3</td>
<td>14.9%</td>
<td>39.8</td>
<td>4%</td>
</tr>
<tr>
<td>0.5</td>
<td>300</td>
<td>34</td>
<td>11.3%</td>
<td>4.7</td>
<td>1.6%</td>
</tr>
<tr>
<td>0.6</td>
<td>40</td>
<td>10.4</td>
<td>26%</td>
<td>0.8</td>
<td>2%</td>
</tr>
<tr>
<td>0.7</td>
<td>20</td>
<td>2.2</td>
<td>11%</td>
<td>0.2</td>
<td>1%</td>
</tr>
</tbody>
</table>
Occasionally, it fails in functionality when the CLK triggers. This is due to the extremely reduced output swings of the pass gates at ultra-low voltage despite the aid of adaptive coupling transistors.

Further analysis discloses that the proposed DFF has better performance over the TGFF. This is because the increased $|V_{gs}|$ by charge pumps not only eases state transition of a pass gate but ameliorates its variability as well. A 1000-point Monte Carlo analysis of CPDFF, TGFF, and ACFF at 0.4 V is shown in Fig. 6.4.

![Simulated output waveforms of CPDFF, TGFF and ACFF at 0.4 V.](image)

Fig. 6.4 Simulated output waveforms of CPDFF, TGFF and ACFF at 0.4 V.

Occasionally, it fails in functionality when the CLK triggers. This is due to the extremely reduced output swings of the pass gates at ultra-low voltage despite the aid of adaptive coupling transistors.

Further analysis discloses that the proposed DFF has better performance over the TGFF. This is because the increased $|V_{gs}|$ by charge pumps not only eases state transition of a pass gate but ameliorates its variability as well. A 1000-point Monte Carlo analysis of CPDFF, TGFF, and ACFF at 0.4 V is shown in Fig. 6.4.
Carlo simulation (Fig. 6.5) verifies that the CPDFF can provide a smaller mean value of C-Q delay with less variation than the TGFF.

Fig. 6.5 Monte Carlo simulation results of C-Q delay: (a) data ‘0’ and (b) data ‘1’. The proposed CPDFF shows less variability.

Carlo simulation (Fig. 6.5) verifies that the CPDFF can provide a smaller mean value of C-Q delay with less variation than the TGFF.
6.3.2 Comparison of Setup Time and Hold Time

As discussed in Section 2.3.1, $T_{\text{setup}}$ and $T_{\text{hold}}$ are key figures of merit for DFF circuits. Setup time ($T_{\text{setup}}$) violation can cause input data sampling failure and the consequently functional failure of the DFF. It can be ameliorated by relaxing the clock frequency of the system. Hold time ($T_{\text{hold}}$) violation also causes harsh
functional problem. However, it cannot be compensated by clock frequency manipulation. Therefore, hold time violation is more severe than setup time violation in terms of lack of rectification methods. The master-slave type of DFFs, such as the TGFF and the proposed CPDFF, usually has positive setup time and negative hold time. The negative hold time origins from that the preliminary data is latched by the master stage. It relaxes the requirement that the data should remain unchanged after the clock edge. The negative hold time with the positive setup time makes the master-slave style DFFs not prone to data race [11].

Swept $T_{\text{setup}}$ and $T_{\text{hold}}$ against VDD are illustrated in Fig. 6.6(a) and (b), respectively. At TT corner, the CPDFF has a moderate setup time whereas the ACFF needs a maximum setup time. At SS corner and VDD = 0.4 V, the ACFF fails due to the extremely degraded output swing of pass gates. Therefore, its setup time cannot be obtained under this circumstance. Similarly, at SS corner, the hold time of the ACFF is not attainable (Fig. 6.6(b)). It reveals that the ACFF circuit is prone to fail at ultra-low voltage and skew process condition. Negative hold time with large absolute value is preferred. The CPDFF, as Fig. 6.6(b) indicates, provides a small negative hold time but generates less variability than the TGFF does.
6.3.3 Analysis of Energy-Delay Product

Energy-delay space analysis is an effective means to compare the utility of various DFFs [11],[62]. As ultra-low voltage/power applications emerge, an in-depth understanding of energy-delay (ED) tradeoff is crucial to fairly evaluate both energy and performance. A wide range of different ED tradeoffs can be explored by varying the components $i$ and $j$ in the figure of merit of $E^i D^j$. The investigation of minimum $E^2 D^2 ~ E^5 D^5$ is a high-performance-emphasis approach while the exploration of minimum $E^2 D$ and $E^3 D$ is more low power biased. However, the basic energy-delay product is adequate to equally weight energy and delay to examine the features at ultra-low voltage domain.

Fig. 6.7 plots the curves of energy-delay products from the CPDFF, the TGFF and the ACFF with respective to data activity $\alpha$. When $\alpha$ is 0%, ACFF is still the most efficient DFF style. The CPDFF is not the best if $\alpha < 40\%$ as Fig. 6.7 presents. Because when $\alpha$ is low or even 0%, charge pumps still consume active power, which degrades the energy-delay efficiency. However, when $\alpha$ increases, the advantage of utilizing the CPDFF instead of the ACFF becomes more obvious. At 100% data activity, the CPDFF exhibits more than 30% improvement in energy-delay compared to the ACFF. In addition, the CPDFF is always more efficient than the TGFF regardless of data activity. With respective to power, it follows a similar trend and the experimental data will be analyzed in Section 6.4.
6.4 Test Chip Implementation and Measurement

A test chip comprising 9 DFFs, 2 charge pumps and 2 FIFOs (First-In-First-Out) is fabricated in a 180 nm technology with a nominal voltage of 1.8 V. One TGFF and eight CPDFF circuits sharing the two charge pumps are implemented to test timing parameters, power consumption and energy-delay product. The outputs of the DFFs are buffered with 2 stages of FO4 inverters, whose power are not incorporated in DFF power calculation. For the two charge pumps, the plate capacitors in the
circuits utilize top two metal layers. By laid over lower layers, area overhead of the capacitors is reduced by 50%. Based on the preliminary simulations, the ACFF circuit is not competent to operate at sub-threshold region due to the functionality issue. Therefore, this circuit is not fabricated. Two 256-bit FIFO circuits are implemented (Fig. 6.8), one deploys the CPDFF and the other utilizes the TGFF. The FIFOs are synthesized with the same control logic and IO circuits. Fig. 6.9 shows the measurement results of C-Q delay against VDD. The CPDFF is fully
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Fig. 6.10(a) Measured power against VDD. (b) Measured power against frequency.
functional down to 0.18 V with a maximum frequency of 1 kHz. At the minimum voltage, 24.5% delay reduction is observed by the proposed DFF. From 0.3 V to 0.18 V, the CPDFF provides 23% faster C-Q delays than the TGFF on average. Fig. 6.10(a) demonstrate the measurement results of the power against VDD with a frequency of 1 kHz while Fig. 6.10(b) shows the measured power against frequency when VDD = 0.5 V. The power contour in Fig. 6.10(a) shows the CPDFF consumes less power than the TGFF in the whole VDD range, achieving a maximum reduction of 42.3% at 0.5 V and 15.6% at 0.18 V. In Fig. 6.10(b), when sweeping the frequency from 1 kHz to 1 MHz, the power consumption of the CPDFF shoots up to 1.4× and the power of the TGFF also augments to 1.2×. The power reduction by the CPDFF at each operating frequency is depicted with the hollow-dotted curve in the same figure. The CPDFF is more power efficient at low frequency, such as 1 kHz and 10 kHz, and it dissipates 34.1% less at 1 MHz. Fig. 6.11 exhibits the energy-delay products of the two DFF design with respect to data activity α. When VDD scales to 0.5 V, the CPDFF achieves an energy-delay of 11 pJ·ns at 0% data activity, which is 50.9% less than that of the TGFF. As data activity increases, the energy-delay curve of the CPDFF rises slightly and attains 13.1 pJ·ns at α = 100% whereas the parameter of the TGFF is more than twice. Averagely, the CPDFF
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Fig. 6.11 Measured energy-delay product.
suppresses 50.8% power dissipation compared to the TGFF at near-/sub-threshold region. Power reduction of the FIFO by using CPDFF is illustrated in Fig. 6.12. 45% power saving (not including IO and control logic power) is achieved at 0.3 V and 10% data activity thanks to the CPDFF. 31.2% total power is suppressed. Fig. 6.13(a) captures the output waveforms of the CPDFF at the minimum operating voltage. The die micro-photograph is presented in Fig. 6.13(b).

![Fig. 6.12 Measured power of the 2 FIFOs at 0.3 V with 10% data activity.](image1)

![Fig. 6.13(a) Screen capture of CPDFF output waveforms at 0.18 V and (b) die micro-photograph.](image2)
6.5 Summary

This chapter presents a 0.18 V energy-delay efficient 16-transistor CPDFF targeting near-/sub-threshold operation. With the aid of charge pumps and INWE-aware sizing strategy, 23% boosted C-Q delay from 0.18 V to 0.3 V is observed. The delay variability is minimized by charge-pumped overdrive voltages. The CPDFF proves to have a 50.8% lower energy-delay product compared to the TGFF. The utility of the CPDFF is verified by a 256-bit FIFO and achieves 31.2% power reduction at 0.3 V. Experimental results validates the proposed CPDFF is competent for near-/sub-threshold applications.
Chapter 7  Conclusions and Future Works

7.1 Conclusions

The research work begins with an investigation of the impact of MTCMOS device on SRAM energy efficiency. Comprehensive simulations reveal the device combinations cause large variations on energy efficiency. Combined with assisting techniques, such as column-interleaved scheme and boosted wordline, the energy efficiency of MTCMOS SRAM can be enhanced as much as 33×.

Leakage and energy efficiency are primary concerns for ultra-low voltage SRAM design. The thesis presents several circuit techniques to implement an energy efficient single-port SRAM with reliable read operation at ultra-low voltage. The proposed 9T SRAM cell with equalized bitline leakage fosters read operation at sub-threshold regime. To further reduce the static energy, MTCMOS technology is utilized to reduce the leakage in the SRAM array. The corresponding degraded energy efficiency is compensated by a CAM-assisted write performance boosting circuit which speeds up the clock frequency.

Disturb due to common-row access is a paramount challenge for dual-port SRAM circuits. The research work explores design techniques to tackle the issue by proposing a 12T dual-port SRAM cell with hierarchical bitline and virtual ground schemes. The novel SRAM cell decreases the probability of suffering disturb and suppresses read disturb at the common-row access condition. The hierarchical write bitlines boost write operation and improve write ability which is originally degraded by write disturb. Test chip has validated a successful common-row access at 0.4 V.

Finally, a 0.18 V energy-delay efficient charge-pumped DFF targeting near-/sub-threshold operation is presented in the research work. The C-Q delay is boosted with the aid of charge pumps and the inverse-narrow-width-effect-aware sizing strategy. The according enhanced overdrive voltage minimizes the delay variability at ultra-low voltage. The proposed DFF proves to have a much lower energy-delay product and be able to work with a supply voltage of 0.18 V.
7.2 Future Works

The ultimate goal of the research work is to develop sub-threshold circuit design techniques for microwatt applications with robustness and high energy efficiency. The research consists of following major tasks covering from design methodology to most essential circuit blocks for microwatt systems: 1) design and optimization techniques for ultra-low voltage digital and memory circuits; 2) design of energy efficient near-/sub-threshold memories; 3) design of energy-delay efficient sub-threshold digital logics, and 4) design of a sub-threshold biomedical signal processor utilizing the circuits proposed by 2) and 3). The thesis has presented energy efficient sub-threshold memories and logic design except the work of biomedical signal processor, which will be presented in the future.

The target application of the biomedical signal processor is a wireless neural SoC platform which has multiple channels with various digital and mixed circuits. Most of the state-of-the-art works use nominal supply voltage in memory domain and logic control domain, which is not efficient with respect to energy consumption. As energy is a topmost design constraint in wireless systems, circuit design techniques for high energy efficiency have to be continuously pursued and explored in the future.

In addition, traditional design methods using HDL coding is not suitable for sub-threshold operation due to the lack of information in standard cell libraries and huge variations. As the ultra-low voltage signal processor with reliable sub-threshold operation and high energy efficiency is highly demanded, novel architectures and circuit techniques for ultra-low power consumption and robustness will be investigated. A standard cell library which is exclusively optimized for sub-threshold operation will be created based on the work from 1) and 3). With the proposed energy efficient SRAMs, it can greatly enhance the performance and power of the processor in future.
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