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Abstract

This thesis aims to improve weak motif discovery in genomic sequences. The task is of primary significance and urgency because motifs provide the basis for biologists to derive knowledge about gene functions. The knowledge could reveal mechanisms of diseases and lead to novel molecular targets for inventing therapeutic drugs. Nevertheless, due to prohibitive cost, traditional wet-lab techniques are no longer adequate for large scale data. In this regard, computational approaches can render valuable help.

Computational discovery of weak motifs, however, remains challenging. Because many false instances of a degenerate motif can easily disguise the true ones, in spite of intensive research, performance of the existing algorithms for this problem is far from being satisfactory. Approximate algorithms based on Expectation Maximization or Gibbs Sampling can miss true instances; exact ones based on clique finding in graphs or generating-and-validating patterns (candidate motifs) consume a large amount of time/space. Thus, there is much room for improving the algorithms.

We propose three novel algorithms for discovering (weak) motifs from exact datasets, where each sequence contains at least one motif instance. TreeMotif-BF is a tree-structured algorithm, whose novelty lies in the construction of trees of motif instances in a breadth-first manner. Experiments demonstrate that TreeMotif-BF is more scalable than the other existing algorithms, in terms of the length of motifs. However, TreeMotif-BF and many algorithms have difficulty in discovering very weak motifs due to enormous space requirement. Thus, the algorithm TreeMotif-DF constructs trees in a depth-first manner, overcoming the space limitation. Another algorithm RecMotif finds cliques of motif instances in recursively constructed graphs also in a depth-first manner. RecMotif reduces space requirement significantly. Besides, it further improves efficiency in execution time for solving open challenge problems.
We also propose two recursive algorithms for discovering motifs from *noisy* datasets, where some of the input sequences may contain no motif instances. The two generalized algorithms nTreeMotif and nRecMotif are improved from TreeMotif-BF and RecMotif respectively. The algorithms are based on efficient exclusion of noisy sequences and the improved construction of trees/graphs. nTreeMotif and nRecMotif preserve accuracy and efficiency of TreeMotif-BF and RecMotif respectively for dealing with exact datasets. Moreover, they are more scalable in terms of the number of noisy sequences than the existing algorithms.

The novel graph-based algorithms have successfully met the research objective. They can effectively discover weak motifs from datasets for which the existing algorithms have difficulty handling. Thus, they should be useful new additions to the repertoire of tools for bioinformatics.
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Chapter 1

Introduction

Genome sequencing technology has continuously improved over the past two decades [116, 117]. By virtue of the technology, genome projects have led to a large number of sequences [25, 130, 176]. The genomic sequences carry nature-encoded information about fundamental biological processes, which is useful for researchers to reveal disease mechanisms and invent novel therapeutic drugs [15, 149, 189]. However, due to the prohibitive capital cost and time involved in manual annotation, the rich information in data remains largely hidden [140]. In this regard, computational techniques have become especially helpful in biological and biomedical research [140].

These recent developments have expedited the formation of research area of bioinformatics, of which the research objectives are three-fold [109]. The first objective is to establish large databases that can be easily updated with new discoveries and conveniently available when required. As raw data provide no straightforward explanations by themselves, researchers have to carry out further analysis to extract hidden information therein. Thus, the second objective is to develop automated tools that are capable of analyzing the data accurately and efficiently. For this purpose, researchers may employ techniques from other disciplines, such as mathematics, statistics and computer science [140]. With tools available, the third objective is to apply them on the raw data to convert hidden information into descriptive knowledge in life sciences.
In short, bioinformatics assists biologists in data management and knowledge discovery. The field of research, however, is facing many challenging problems. For example, one fundamental problem in bioinformatics is the computational discovery of weak motifs in regulatory sequences [131, 174]. This problem has drawn considerable interests as motifs play an essential role in deciphering biological processes such as gene expression [18, 37, 47]. However, current achievements in this problem are far from being satisfactory. Existing approximate techniques often miss target motifs, while exact techniques consume a large amount of time or space to derive the motifs. The scalability of exact techniques, such as on the size of datasets, requires further improvements [131].

To overcome the current limitation in weak motif discovery, this thesis develops improved effective and efficient algorithms. To understand the biological significance of motifs, we first give a brief introduction on gene expression and regulation. Built upon that basis, we present motivations to this research in the context of the state of the art in motif discovery.

1.1 Background

1.1.1 Gene expression and regulation

Motifs are indispensable elements for facilitating gene expression, via which the central dogma of molecular biology describes the flow of genetic information from DNA to RNA and from RNA to protein [26, 52, 113, 169]. All known life forms, including eukaryotes such as multacellular organisms or prokaryotes such as bacteria and archaea, employ gene expression to develop their molecular machineries [179]. On one hand, an organism produces RNAs and proteins to regenerate itself during its development. On the other hand, genes in the same organism can express with a different isoform, allowing the organism to synthesize different proteins and adapt to the changes in the environment.
CHAPTER 1. INTRODUCTION

The expression diversity gives rise to cellular differentiation, morphogenesis, and versatility and adaptability of an organism, which biologists attribute to (gene) regulation by regulatory factors [108]. Specifically, regulatory factors can control the subprocesses of gene expression, namely, the transcription, translation, and post-translational modification of a protein, on their timing, location and quantity [124].

Regulatory factors have to interact with the regulatory sequence of a gene to perform regulation. For example, certain transcriptional factors (TFs) bind to a promoter located in the upstream of a gene, and they can stimulate the transcription of the gene [92, 115]. TFs are diverse and have distinctive functions, for instance, activators, repressors, and terminators. Correspondingly, their binding sites in the promoter are different in composition and length. These Transcriptional Factor Binding Sites (TFBSs) provide the basis for interaction between TFs and regulatory sequences [37, 46, 47, 89, 178].

In summary, as a type of motifs, TFBSs mediate the collaboration of regulatory participants, and hence indirectly influence the transcription of a gene [179]. Therefore, the study of TFBS motifs is of primary significance for biologists in the study of the regulatory mechanism of gene expression.

1.1.2 Motif and weak motif

TFBSs are a type of conserved regions shared by regulatory sequences. In general, conserved regions are of distinctive biological significance as revealed by evolutionary analysis. For instance, they could be used to infer phylogenetic relationships of different species [10, 89, 93]. The conserved regions are known as motifs relevant to a biological process in genetics [119]. We discuss a motif (of TFBSs) as monad or composite.

A monad motif represents a number of instances appearing in a set of sequences with statistical significance, which are contiguous segments of the sequences (containing several to tens of bases) [89]. Table 1.1 shows a set of motif instances. Another typical
Table 1.1: Example: motif instances of a dataset [64]

<table>
<thead>
<tr>
<th>Name of sequence</th>
<th>start position of motif</th>
<th>motif instance and its surroundings</th>
<th>length of sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>cloacin-df13</td>
<td>97</td>
<td>TCA tactgtatatatacagta TTT...</td>
<td>200</td>
</tr>
<tr>
<td>colicin-e1</td>
<td>97</td>
<td>TTA tgctgtatataaaccagtg GTT...</td>
<td>200</td>
</tr>
<tr>
<td>colicin-ia</td>
<td>97</td>
<td>AAC cagtggtatatagcatga TTT...</td>
<td></td>
</tr>
<tr>
<td>reca</td>
<td>97</td>
<td>TGA tactgtagacatagcta TAA...</td>
<td>200</td>
</tr>
<tr>
<td>recn</td>
<td>97</td>
<td>CTT tactgtataaaaaccagtt TAT...</td>
<td>200</td>
</tr>
<tr>
<td>sula</td>
<td>85</td>
<td>ATG tactgtatccatacagta ACT...</td>
<td>200</td>
</tr>
<tr>
<td>umu-operon</td>
<td>91</td>
<td>CAC tactgtataaaaaccagta TAA...</td>
<td>200</td>
</tr>
<tr>
<td>usra</td>
<td>60</td>
<td>CAA tactgtatccatccagtt CAA...</td>
<td>200</td>
</tr>
<tr>
<td>uvrd</td>
<td>71</td>
<td>ATG acactgtatatccagtt TAA...</td>
<td>200</td>
</tr>
<tr>
<td>colicin-ib</td>
<td>99</td>
<td>TAG tactgtatgcatagct TTT...</td>
<td>200</td>
</tr>
<tr>
<td>colicin-iA</td>
<td>99</td>
<td>TTA tactgtataaaaccagtt TAT...</td>
<td>200</td>
</tr>
<tr>
<td>lexa</td>
<td>55</td>
<td>TCT tactgtatatataccaaccsga TAA...</td>
<td>173</td>
</tr>
<tr>
<td>muc-operon</td>
<td>49</td>
<td>CGA tactgtatataaaaaagtt ATT...</td>
<td>158</td>
</tr>
<tr>
<td>hima/uvrc</td>
<td>none</td>
<td>-</td>
<td>200</td>
</tr>
</tbody>
</table>

monad motif is TATA box with a core consensus of 5'-'TATAAA-3' in the promoter region of genes in archaea and eukaryotes.

A composite motif represents a group of adjacent TFBSs for several TFs, which work cooperatively as a team to realize a regulation [3, 7, 84, 121, 177, 181, 190, 200]. Therefore, it can be modeled as a set of submotifs that appear with gaps/spacers between neighboring ones [48]. A dyad motif is the simplest composite motif, which combines two monad motifs that appear in each sequence at roughly fixed distance [61, 88].

Intuitively, a motif is a subsequence of a (regulatory) sequence. Let \( \Omega \) denote the DNA alphabet \( \{A, C, G, T, X\} \) where 'X' indicates an arbitrary base [162]. Mathematically, a motif is an l-mer string \( \{x_i\}_{i=1}^{l} \) where \( x_i \in \Omega \). A feature of motifs is that they may mutate or rearrange the orders of some sites so as to influence molecular functions for evolutions [127, 191]. For example, instances in Table 1.1 have small numbers of mismatches with each other; CRP dataset contains highly degenerate motif instances with a consensus
TGTGAXXXXGXTCA [162]. A motif such as the preceding example is said to be subtle as pairwise (Hamming) distances between instances are large.

In general, mutations, insertions, or deletions can result in large differences among instances of a common ancestor motif. The ancestor motif is referred to as a weak motif [48, 82, 131, 187]. This thesis focuses on discovery problems involving weak motifs.

1.2 Motif discovery and weak motif discovery

As a crucial link in revealing complex gene regulatory activities [196], effective and efficient discovery of (weak) motifs from long genomic sequences has become extremely valuable [135]. Biologists used to annotate motifs in genomic sequences by carrying out wet-lab experiments [58]. Currently, however, a huge number of genomic sequences have become available. Discovery of common motifs in these sequences can no longer be performed in the traditional way [99, 147, 176]. Alternatively, biologists can discover motifs by turning to computational means that have already led to success in the design of drugs, vaccines, and anti-microbial agents [8].

Computational motif discovery remains challenging especially for weak motifs [131, 187]. At the data level, target (short) motifs can be easily overwhelmed by long background sequences. A motif becomes more delicate with more mutations, insertions, and deletions. At the algorithmic level, the challenge comes from the sharp expansion of false instances of a weak motif in background sequences [131]. Exact algorithms can have difficulty in eliminating false motif instances efficiently especially when the weak motif is long (with tens of bases). Meanwhile, a combination of several true motif instances and a few false ones might lead to higher statistical significance than that shown by all the true ones. Thus, approximate algorithms based on statistical analysis alone are likely to miss true motif instances [27, 97].
We can discuss these challenges after giving an accurate description of motif discovery (MD). From the perspective of biological science, MD is to find a pattern common to a set of subsequences of background (DNA) sequences, which share biological property of interests such as being transcriptional binding sites for a regulatory factor (Definition 1) [10, 187]. From the perspective of computer science, MD is to find a set of statistically significant l-mer substrings of given strings over an alphabet \( \{A, C, G, T\} \), which possibly show mismatches to each other (Definition 2). Statistical values can be information content [148] and E-value [9] etc. The former statistic checks if a group of candidate instances of a motif are well conserved, while the latter measures if a single candidate instance appears at random.

Definitions 1 and 2 rely on an assumption that an ancestor motif evolves with mutations (but without deletions and insertions) [56]. Suppose each motif instance can show up to \( d \) mutations to the ancestor motif. It is important to note that even for small \( d \), the differences between motif instances can be large. This poses the Motif Challenge Problem (MCP) of discovering weak motifs [131]. MCP is to find a 15-mer motif from 20 input sequences, of which each consists of 600 bases and contains a 15-mer motif instance with exactly 4 mutations to the target motif (Definition 3).

MCP is a specified benchmark for weak motif discovery [83]. To be more general, suppose there are \( m \) sequences composed of \( n \) bases, of which \( k \) sequences contain at least one l-mer motif instance. The (monad) weak \( (l, d, k) \)-motif discovery (WMD) problem is to find the starting positions of all l-mer motif instances, of which each can have up to \( d \) mismatches with the target motif (Definition 4) [164].

Definition 4 uses parameter \( k \) to indicate the exactness of a dataset. If \( k=m \) (every sequence of a dataset contains motif instance), the dataset is exact. One Occurrence of the motif Per Sequence (OOPS) is one case of exact datasets. If \( 1<k<m \) (several sequences of a dataset contain no motif instance), the dataset is noisy. Zero or One Occurrence of the motif Per Sequence (ZOOPS) is one case of noisy datasets [11].
Definition 4 does not take into consideration insertions/deletions occurring in motifs. However, insertions/deletions exist in reality and lead to motifs with spacers/gaps. Suppose $g$ is the number of spacers/gaps (not exceeding a maximum length) within a motif, a dataset containing such a motif is referred to as gapped. Discovering a weak motif from a gapped dataset is to find an $(l, g, d)$-$(k)$-motif from $m$ sequences of length $n$ ($g$WMD, Definition 5) [48, 111]. Here, $l$, $d$, $k$ follow the same meanings as those in Definition 4.

Definitions 4 and 5 require specified values of $l$, $d$, $k$ or $g$ in practice. This is difficult because prior knowledge on target motifs is always inadequate. To overcome this, biologists can provide interested ranges of the parameters; bioinformatics researchers then solve MD with strategies deriving proper combinations of them [27].

In summary, the larger the values of $m$, $n$, or $d/l$ are, the more challenging the WMD becomes [131, 164]. Besides, discovering weak motifs from noisy datasets, i.e., $k<m$, is much more complex and difficult than from exact ones [48, 165].

1.3 Motivation

It has been introduced in the preceding sections that discovering motifs can help explain gene expression. Motif discovery has drawn considerable research interest in the last few decades [174, 187]. Consequently, a host of approximate or exact algorithms have been proposed [41, 68, 145, 146, 174]. However, weak $(l, d)$-motif discovery, as one of the specific problems, remains challenging due to many factors [27]. Each of the existing algorithms for WMD has strengths and limitations [164].

Approximate algorithms for WMD are efficient in execution time, but they often miss target signals. Exact pattern-driven algorithms could also suffer from this drawback. This is because they require that all motif instances converge to an exact consensus, which is not always satisfied by weak motifs. For example, the motif $TGTGAXXXGXTCACA$ in $E.coli$ CRP dataset shows inexactness [162]. Exact sample-driven algorithms such as
those based on graph theory can discover all motif instances. However, they may consume a large amount of execution time or space. Moreover, most of the existing algorithms aim to handle exact datasets while only a handful can deal with noisy ones.

Therefore, there is much room for improving the algorithms for WMD, which underlie more reliable computational tools for detecting motifs.

1.4 Main contributions

We present exact graph-based algorithms with reduced time or space requirements. The new algorithms are more robust than the existing ones, such as those with auxiliary gene expression data [106] or those driven by patterns [136]. Besides, they can be adapted to similar problems such as protein/RNA motif discovery. The contributions include:

(i) Tree-structured algorithms, TreeMotif-BF and TreeMotif-DF (or TreeMotif algorithms), discover weak motifs from exact datasets. TreeMotif algorithms convert the graphical representation of motif instances into the tree-structured representation. A tree whose branches contain nodes from every sequence represents motif instances.

The dynamic tree construction in a breadth/depth-first manner is novel to motif discovery. This feature enables TreeMotif algorithms to be more efficient and scalable in handling weak motifs than the existing algorithms.

(ii) In order to reduce the high space requirement that limits the applications of WMD algorithms, another novel graph-based algorithm, RecMotif, is proposed also for exact datasets. RecMotif finds cliques in recursively constructed graphs by using the sample substrings of the input sequences. The vertices of the graphs are divided into two classes. One is the set of reference vertices, and the other is the set of
candidate vertices. The latter is selected according to the former for further graph construction.

The novelty of RecMotif lies in the recursive graph construction based on reference vertices, leading to a series of reference vertices representing the instances of the target motif. As RecMotif proceeds in a depth-first manner, it decreases the space requirement. Moreover, it also demonstrates better efficiency in execution time than TreeMotif algorithms and the other known algorithms.

(iii) Two algorithms, nTreeMotif and nRecMotif, are extended from TreeMotif-BF and RecMotif respectively for discovering weak motifs from noisy datasets. nTreeMotif constructs trees of motif instances recursively while nRecMotif constructs cliques of motif instances in recursively built graphs.

nTreeMotif and nReMotif use two novel strategies for handling noisy datasets. One is a branch-and-bound strategy for the selection of reference sequences, and the other is for the determination of noisy sequences. With the enhancing strategies and the improved tree/graph construction, nTreeMotif/nRecMotif can discover all the (weak) motifs from a noisy dataset more efficiently than the existing algorithms.

1.5 Thesis synopsis

This thesis consists of six chapters. Chapter 1 describes the biological background and significance of motif discovery from the role of motifs in regulating gene transcription. Thereafter, it presents the challenges in WMD, followed by the motivations and main contributions of the thesis.

Chapter 2 gives a review of the existing MD algorithms and the major breakthroughs of this research.
Chapter 3 presents two tree-structured algorithms, TreeMotif-BF and TreeMotif-DF, for discovering weak motifs from exact datasets. After analyzing time and space complexities of the two algorithms, this chapter compares them with the other known algorithms based on experiments on synthetic and real benchmark datasets.

Chapter 4 introduces another algorithm, RecMotif, also for discovering weak motifs from exact datasets. RecMotif finds a motif by constructing cliques in a graph of candidate motif instances. Also, theoretical analysis and experimental comparisons are given to show the efficiency of RecMotif.

Chapter 5 presents two algorithms, nTreeMotif and nRecMotif, for discovering weak motifs from noisy datasets. nTreeMotif and nRecMotif are extended from TreeMotif-BF and RecMotif respectively. This chapter presents experiments for testing nTreeMotif and nRecMotif on noisy datasets, based on which their advantages and disadvantages are discussed through comparisons with the other known algorithms.

Chapter 6 concludes this thesis and proposes possible directions for future work.
Chapter 2

Literature Review

This chapter presents a review of the existing algorithms for (weak) motif discovery. We will first discuss the existing algorithms for monad motif discovery, which aims to extract a set of relatively short and contiguous substrings of a number of DNA sequences, such as the upstream regions of co-regulated genes [41, 87, 145, 174]. We will also briefly discuss composite motif discovery, which aims to discover motifs that appear in groups.

2.1 Introduction

Motifs could be extracted from genomic sequences by carrying out wet-lab experiments [58, 90]. For example, DNA affinities can be characterized in vitro by using protein-binding microarrays [205]. Besides, Chromatin Immunoprecipitation (ChIP) is also a powerful experimental technique to investigate the interactions between proteins and DNA. In the first step of this technique, protein and associated chromatin in a cell lysate are temporarily bound. Then, the DNA-protein complexes (chromatin-protein) are decomposed and DNA fragments are associated with the protein(s) which are selectively immunoprecipitated. Finally, the associated DNA fragments are purified and their sequences are determined. These sequences are associated with the proteins of interest [39]. Specifically, cross-linked ChIP is mainly suited for mapping the DNA target of transcription factors [73].
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Based on ChIP techniques, genome-wide ChIP-seq analysis has been increasingly used to characterize transcription factor binding [90]. However, such methods can only give peak regions of hundreds of base pairs in length where motifs are included [201]. Various tools are required to further extract binding motifs from the regions. For example, Peak-motifs is a pipeline providing a statistically reliable, time efficient framework for analyzing the such ChIP-Seq peak datasets [118]. This pipeline takes as input a number of peak regions, discovers motifs, compares them with motif databases, predicts binding site positions and returns a structured report with visualization.

Several limitations about algorithms for analyzing ChIP-seq data have been listed [90]. For example, one limitation is that most of the algorithms are not scalable for increasing the ChIP-seq peak regions (corresponding to length of background sequences) where the motifs are hidden. Another limitation is that, as with conventional computational motif discovery methods, many ChIP-seq based ones are unreliable to separate functional motifs from statistical artifacts. It takes considerable time and effort to distinguish false motifs from true ones.

Even when candidate regions are short, existing iterative motif discovery methods, such as MEME [9], cannot efficiently handle the huge amount of data from ChIP-seq/ChIP-chip experiments [110]. More effective and robust computational techniques for motif discovery are in need.

A motif discovery algorithm consists of three principal components, i.e., a model for representing the candidate motifs, a strategy for deriving and updating the model of candidate motifs, and an objective function for ranking the candidate motifs [76, 145, 160, 174]. Based on each of the components respectively, one can divide the algorithms for motif discovery into different groups.

We classify the algorithms for motif discovery according to the motif models. Meanwhile, many algorithms aim to tackle the weak $(l, d)$-motif discovery problem, of which
MCP is one specified benchmark [131]. We also discuss whether an algorithm is capable of detecting weak motifs.

### 2.1.1 Profile and string models

There are two kinds of motif models, which have been widely utilized in various kinds of algorithms, including (1) mismatch string or simply string model or word model [75, 95, 112]; and (2) matrix or profile model [10, 14, 17, 41, 50, 111, 120, 127, 163, 168, 195].

The string model is an \(l\)-mer consensus of all motif instances. Each base of the consensus is the dominant base that occurs most frequently on each aligned site of all motif instances. Figure 2.1 (a) shows four aligned motif instances, and Figure 2.1 (b) shows the count of each base on each site and the consensus. The matrix model contains 4 by \(l\) elements. Each element represents the significance of each base on each site. Examples include position specific scoring/frequency/weight matrix (PSSM, PSFM, PSWM) or position weight matrix (PWM), etc. Figure 2.1 (c) shows an example of PSFM.

The string representation is intuitive but incomplete; the profile representation is
comprehensive but complicated. It is feasible to determine the global optima in the space of strings; while it is usual that only local optima can be achieved in the space of profiles. For example, string-based algorithms can simply enumerate all the possible l-mer candidate motifs and verify their quorums in the dataset. More sophisticated algorithms can carry out the ‘enumerate-verify’ process after minimizing the space of candidates with the aid of input sequences. Meanwhile, for profile-based algorithms, it is almost impossible to optimize $4^l$ elements with continuous values. Instead, they calculate and refine the matrix models by statistical techniques, such as maximum-likelihood estimation or Bayesian inference [68].

Both kinds of algorithms have their own strengths and limitations. String-based algorithms can determine a globally optimal motif due to the intrinsic feature of exhaustive search, and thus are applicable for discovering weak motifs. Such algorithms are extremely effective when the motif is short in length, say $l<10$, or when the motif shows up identically in each sequence. However, they have two limitations. Firstly, they are limited in applications when the length of the motif $l$ becomes larger as it is prohibitively time-consuming to enumerate and verify all the $4^l$ possible candidates. For example, when $l$ is 15, the number of candidate motifs is approximately $1 \times 10^9$; when $l=20$, it is $1 \times 10^{12}$. In such cases, it might be helpful to divide a single large solution space into several small subspaces, and some are excluded for verification with the expectation that the target motif presents only in the retained ones. Secondly, as motifs usually evolve with mutations, insertions, or deletions, such algorithms could report random motifs instead of the target one [131].

The above drawbacks of string-based algorithms explain why researchers have proposed a large number of approximate profile-based ones. Such algorithms can detect long motifs by iteratively refining the profile matrix. They have excellent efficiency in execution time even in large datasets consisting of hundreds of sequences. However, because
profile-based algorithms usually apply local search strategies, there is a higher probability for them to report suboptimal motifs than string-based ones, especially when the target motif is weak [27, 97, 131, 198].

Despite the shortcomings, researchers have been spending increasingly more effort in improving the performance of string/profile-based algorithms. For the convenience of discussion in the following, let \( s = \{ s_i \}_{i=1}^m \) be a set of \( m \) DNA sequences. Each sequence \( s_i \) consists of a series of \( n_i \) letters over \( \Omega \), i.e., \( s_i = (s_{i,j})_{j=1}^{n_i} \), where \( n_i > l \) and \( s_{i,j} \in \Omega \).

### 2.2 Profile-based algorithms

In [94], the authors use the PWM model to represent motif instances, which reflects the content of the motif instances comprehensively. They randomly initialize a PWM from the input sample sequences, and refine/update the PWM iteratively until some maximal statistical score such as information content is achieved.

Other researchers have proposed algorithms by using the same model but different search strategies, e.g., MEME [9], CONSENSUS [64], Gibbs Motif Sampler [93, 122], etc. Meanwhile, improved IUPAC-PWM was introduced to represent motifs [70]. For nucleic acids, the alphabet of IUPAC code is shown in Table 2.1. The large deviation techniques were used in the calculation of the statistical significance of an IUPAC-PWM [65].

The search strategies that have been widely adopted by profile-based motif discovery algorithms include expectation maximization (EM) or Gibbs sampling (GS) [9, 51, 93, 94, 101, 123, 170, 172]. Considering that the two strategies play a vital role in motif discovery [38, 161], we introduce them in details together with improvements.

#### 2.2.1 Expectation maximization algorithms

The EM algorithm was first utilized in general motif discovery problem [94]. Two iterative steps lead to the EM algorithm, including the expectation (E) step and the maximization
(M) step. The algorithm executes the two steps alternatively with an initial point (PWM) until reaching a convergence criterion. EM algorithm can handle problems with missing information, which it substitutes with the corresponding expected value. Specifically, the missing information corresponds to the positions of motif instances for motif discovery. To illustrate how EM proceeds in details, let us define the following parameters with the constraints of $a \in \Omega$, $1 \leq k \leq l$ and $q \geq 1$:

- $\rho_{a,k}^{(q)}$ (and the corresponding expectation $E\rho_{a,k}^{(q)}$): the (estimated) probability of base $a$ showing up at position $k$ of the motif instances at the end of $q^{th}$ iteration;

- $f_{a,k}^{(q)}$: the observed probability of base $a$ showing up at position $k$ of the motif instances at the end of $q^{th}$ iteration;

- $\rho_{a,o}^{(q)}$ (and the corresponding expectation $E\rho_{a,o}^{(q)}$): the (estimated) probability of base $a$ showing up in the background sequences at the end of the $q^{th}$ iteration, where the background sequences consist of the bases excluding those contained in the current motif instances;

- $f_{a,o}^{(q)}$: the observed probability of base $a$ in the background sequences at the end of the $q^{th}$ iteration.

---

Table 2.1: IUPAC alphabet of DNA/RNA

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Adenine</td>
<td>K</td>
<td>T/U, or G</td>
</tr>
<tr>
<td>C</td>
<td>Cytosine</td>
<td>W</td>
<td>T/U, or A</td>
</tr>
<tr>
<td>G</td>
<td>Guanine</td>
<td>S</td>
<td>C or G</td>
</tr>
<tr>
<td>T</td>
<td>Thymine</td>
<td>B</td>
<td>C, T/U, or G (not A)</td>
</tr>
<tr>
<td>U</td>
<td>Uracil</td>
<td>D</td>
<td>A, T/U, or G (not C)</td>
</tr>
<tr>
<td>R</td>
<td>Purine (A or G)</td>
<td>H</td>
<td>A, T/U, or C (not G)</td>
</tr>
<tr>
<td>Y</td>
<td>Pyrimidine (C, T/U)</td>
<td>V</td>
<td>A, C, or G (not T/U)</td>
</tr>
<tr>
<td>M</td>
<td>C or A</td>
<td>N</td>
<td>Any base (A, C, G, T/U)</td>
</tr>
</tbody>
</table>
The goal of EM is to determine the optimal values of these parameters so that they can maximize the likelihood estimation function $\log(L)$ in Eq. 2.1. Parameter $m$ is the number of sequences in the dataset, and $\ln()$ is the natural logarithm.

$$\log(L) = m \sum_{k=1}^{l} \sum_{a \in \Omega} f_{a,k} \ln(p_{a,k}) + \sum_{i=1}^{m} (n_{i} - l) \sum_{a \in \Omega} f_{a,o} \ln(p_{a,o})$$  \hspace{1cm} (Eq. 2.1)

To go further, more parameters are required as follows. Let:

- $M_{i}=(M_{i,k})_{k=1}^{l}$ denote the current candidate motif in $s_{i}$ and $M_{i,k}$ denote the base on the $k^{th}$ position in $M_{i}$, where $i \in [1, m]$;
- $z_{i,j}^{(q)}$ denote the estimated probability (after the $q^{th}$ iteration) that $M_{i}$ begins at position $j$ in $s_{i}$, where $j \in [1, n_{i}-l+1]$, $i \in [1, m]$ and $\sum_{j=1}^{n_{i}-l+1} z_{i,j}^{(q)} = 1$;
- $Y_{i,j}$ denote an indicator variable for $z_{i,j}^{(q)}$. It equals 1 if $M_{i}$ starts at position $j$ in $s_{i}$ and 0 otherwise, i.e., $z_{i,j}^{(q)} = P(Y_{i,j} = 1|\rho^{(q-1)}, s_{i})$;
- $P_{0}(Y_{i,j} = 1)$ denote the prior probability that $M_{i}$ begins at position $j$ in $s_{i}$, which is assumed to be uniformly distributed, i.e., $P_{0}(Y_{i,j} = 1) = 1/(n_{i} - l + 1)$;
- $C_{a,k}$ denote the base counts at the $k^{th}$ position of motif instances $\{M_{i}\}_{i=1}^{m}$;
- $C_{a,o}$ denote the base counts in the background sequences $s - \{M_{i}\}_{i=1}^{m}$, i.e., the whole dataset after excluding all the candidate motifs.

Given the estimated $\rho$ at the end of the $(q-1)^{th}$ iteration, i.e., $E\rho_{a,k}^{(q-1)}$, and a starting position $j$ of a motif instance, the probability that it is sequence $s_{i}$ that has a candidate motif $M_{i}$ starting from position $j$ is calculated by Equation Eq. 2.2:

$$P(s_{i}|E\rho^{(q-1)}, Y_{i,j} = 1) = \prod_{k=1}^{l} E\rho_{a,k}^{(q-1)}$$  \hspace{1cm} (Eq. 2.2)
Meanwhile, the conditional probability that \( M_i \) starts at position \( j \) in \( s_i \) is calculated by Equation Eq. 2.3:

\[
z^{(q)}_{i,j} = P(Y_{i,j} = 1|E^{(q-1)}_i, s_i)
\]

(Eq. 2.3)

According to Bayes' rule, \( P(A|B) = P(B|A) \cdot P(A)/P(B) \). Then, by combining Equations Eq. 2.2 and Eq. 2.3, the probability \( z^{(q)}_{i,j} \) can be calculated by using Equation Eq. 2.4:

\[
z^{(q)}_{i,j} = [P(s_i|E^{(q-1)}_i, Y_{i,j} = 1)P^0(Y_{i,j} = 1)]/ \sum_{k=1}^{n_i-l+1} [P(s_i|E^{(q-1)}_i, Y_{i,k} = 1)P^0(Y_{i,k} = 1)]
\]

\[
= P(s_i|E^{(q-1)}_i, Y_{i,j} = 1)/ \sum_{k=1}^{n_i-l+1} P(s_i|E^{(q-1)}_i, Y_{i,k} = 1)
\]

(Eq. 2.4)

The probability \( z^{(q)}_{i,j} \) can be used to weight the number of bases. Let \( EC^{(q)}_{a,k} \) denote the estimate of \( C_{a,k} \) at the end of the \( q^{th} \) iteration. Then the expected number of bases at each position of a motif can be calculated by Equation Eq. 2.5,

\[
EC^{(q)}_{a,k} = \sum_{i=1}^{m} \delta(a,k)z^{(q)}_{i,j}
\]

(Eq. 2.5)

Parameter \( \delta(a,k) = 1 \), if base \( a \) appears at position \( k \) of \( M_i \) and \( M_i \) starts at \( j \) in \( s_i \); otherwise \( \delta(a,k) = 0 \) for \( 1 \leq k \leq l \).

Similarly, the estimate of \( C_{a,o} \), i.e., \( EC^{(q)}_{a,o} \), at the end of the \( q^{th} \) iteration, is represented by Equation Eq. 2.6, where \( n_a \) is the number of base \( a \) appearing in \( s_i - M_i \) (bases outside the candidate motif).
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\[ EC_{a,0}^{(q)} = \sum_{i=1}^{m} n_a z_{i,j}^{(q)} \]  
(Eq. 2.6)

With \( EC_{a,k}^{(q)} \) and \( EC_{a,0}^{(q)} \), the expected probabilities \( E\rho_{a,k}^{(q)} \) and \( E\rho_{a,0}^{(q)} \) can be updated by using Equations Eq. 2.7 and Eq. 2.8:

\[ E\rho_{a,k}^{(q)} = \frac{EC_{a,k}^{(q)}}{m} \]  
(Eq. 2.7)

\[ E\rho_{a,0}^{(q)} = \frac{EC_{a,0}^{(q)}}{m \sum_{i=1}^{n} (n_i - l)} \]  
(Eq. 2.8)

Suppose the \( q^{th} \) iteration of EM is to proceed with the estimate of \( \rho^{(q-1)} \), which means \( E\rho^{(q-1)} \) is known at the corresponding stage. Algorithm 1 shows the EM procedure.

**Algorithm 1 Expectation maximization**

**input**: a dataset of sequences \( \{s_i\}_{i=1}^{m} \), motif length \( l \), and parameter \( \varepsilon > 0 \).

**output**: a set of motif instances and their starting positions.

1. select a set of initial instances at random
2. initialize \( E\rho^{(0)} \) at random and \( q \leftarrow 0 \)
3. repeat
   1. increase \( q \) by 1
   2. **E step:**
      1. calculate expectations \( \{\{z_{i,j}^{(q)}\}_{j=1}^{n_i-l+1}\}_{i=1}^{m} \) using \( \{\{E\rho_{a,k}^{(q-1)}\}_{a \in A}\}_{k=1}^{m} \)
   3. **M step:**
      1. calculate \( E\rho_{a,k}^{(q)}, E\rho_{a,0}^{(q)} \) using \( \{\{z_{i,j}^{(q)}\}_{j=1}^{n_i-l+1}\}_{i=1}^{m} \)
4. until \( |E\rho^{(q)} - E\rho^{(q-1)}| < \varepsilon \)
5. return all motif instances (which are indicated by \( \{\{z_{i,j}^{(q)}\}_{j=1}^{n_i-l+1}\}_{i=1}^{m} \))

Further extensions have been made since EM was proposed for motif discovery. MEME incorporates three ideas into the original EM algorithm, including, (1) taking the substrings in the sample sequences as the starting points; (2) modifying the heuristic
search to allow multiple occurrences of the motifs; (3) erasing the motifs according to a random probability after instances are found [9]. paraMEME is a parallelized implementation of MEME which aims to reduce execution time [60].

Blekas et al. introduced a greedy strategy combined with EM for updating motifs [21]. This algorithm shows comparable performance to MEME while avoiding redundant strategies. For example, it is capable of detecting multiple motifs without erasing discovered motifs.

An EM-like procedure fdrMotif updates the motif models by controlling the false discovery rate (FDR) [101]. Specifically, fdrMotif attempts to capture the background model with local dependence using a Markov process with the expectation that the motif model is different from the obtained model. When updating a PWM, it also considers the number of binding sites, which is not discussed in the original EM algorithm. Algorithm fdrMotif and MEME can find comparable true instances, while fdrMotif can reduce the number of false positives and thus shows a higher sensitivity, especially when many sequences without motif instances are included in a dataset.

Monte Carlo simulation is applied to help EM avoid local optima [16, 188]. Other algorithms modify EM by improving motif models. For example, CMfinder combines EM with a covariance matrix model representing RNA motifs in unaligned sequences, which shows strong robustness [199]; LOGOS designs Bayesian Markovian model, which captures the structural characteristics inside the motifs [197].

These algorithms based on EM work excellently when motifs have few mutations, deletions or insertions (indels, which lead to gapped motifs) [94]. However, they are effective only when handling strong motifs. When those factors lead to weak motifs, the results they produce may fall into local optima [41, 131, 161].

EM can also be used as a refinement to optimize PWMs that are achieved by other strategies. For instance, there are algorithms PROJECTION [27] and ProfileBranching
[134], which are applicable to weak motif discovery. As the algorithms attempt to solve the problem by first manipulating the sequences in the datasets, we introduce them as sample-driven algorithms in Section 2.3.

Overall, EM is a statistical search technique firstly used for the detection of general motifs (that are highly conserved). With fixed initial PWMs, EM can always produce the same results [161]. In other words, if EM does not start from a proper PWM, it cannot guarantee the discovery of the target motif [9]. With the aid of strategies for choosing initial PWMs, EM is applicable to detecting weak motifs [27].

2.2.2 Gibbs sampling algorithms

Besides EM, Gibbs Sampling (GS) is another statistical technique used in motif discovery [161]. The basic idea underlying GS is that it chooses m-1 sequences at random, and predicts the motif instance in the remaining sequence based on the instances of the chosen sequences. There are two main iterative steps. One is to update the PWM with several candidate instances, and the other is to randomly select new candidate instances according to some statistic. When the statistical significance of the selected candidate instances does not change anymore, the candidate instances are reported. To explain this technique, we introduce the following notations. Let

- \( v_{i,j} = (s_{i,j+k-1})_{k=1}^{l} \) denote the l-mer substring starting at position \( j \) of \( s_{i} \), where \( s_{i,j+k-1} \) is the base at position \( k \) in \( v_{i,j} \) and \( \{j\}_{j=1}^{n_{i}-l+1} \);
- \( v_{i} = \{v_{i,j}\}_{j=1}^{n_{i}-l+1} \) denote the set of all the l-mer substrings in \( s_{i} \);
- \( C_{a,k} \) denote the count of base \( a \) appearing at position \( k \) of a set of substrings \( v_{i,j} \), where \( a \in \Omega \), \( j \in [1, n_{i} - l + 1] \) and \( i \in [1, m] \);
- \( C_{a} \) denotes the count of the base \( a \) appearing in the subset \( s-s_{z} \), where \( s_{z} \) is a sequence for which the position of the motif instance is predicted by using the instances (which could be randomly selected initially) of the other sequences.
During one observation, it is possible that a base might not be observed on a position, i.e., $C_{a,k}=0$. As a result, the probability of the base appearing at that position will be zero in the PWM. To supplement a base in this case [93], the base-dependent pseudo-count $b_a$ (which is much smaller than a normal count) is added to $C_{a,k}$ such that all elements in a PWM are non-zero. $B/\|\Omega\|$ is usually used as the value of $b_a$, where $B=m^{0.5}$ [93].

The matrix $\rho = [\rho_{A,k}, \rho_{C,k}, \rho_{G,k}, \rho_{T,k}]'$ represents a PWM, where $(C_{a,k}+b_a)/(m-1+B)$ gives the value of $\rho_{a,k}$ for $1 \leq k \leq l$. Correspondingly, let $p_a$ denote the frequency that the base $a$ appears in $s-s_z-\{v_{i,j_i}\}_{i=1}^m$ (i.e., the set excluding all the current motif instances and the sequence for which the motif instance is to be predicted), where $p_a = C_a/\sum_{a'\in\Omega} C_{a'}$. Let $p = \{p_A, p_C, p_G, p_T\}$ denote all the base frequencies of the background sequences.

Let $v_{z,j_z}$ denote a sequence segment of length $l$ that starts at position $j_z$ in $s_z$, and $Q_{v_{z,j_z}}$ denote the probability of generating $v_{z,j_z}$ according to $\rho_{a,k}$. $Q_{v_{z,j_z}} = \prod_{k=1}^{l} \rho_{a,k}$, where $a \in \Omega$ is the base at the $k$th position of $v_{z,j_z}$. Similarly, let $P_{v_{z,j_z}}$ denote the probability of generating substring $v_{z,j_z}$ by using $p_a$. $P_{v_{z,j_z}} = \prod_{k=1}^{l} p_a$, where $a$ indicates the base at the $k$th position of $v_{z,j_z}$. Let $A_{v_{z,j_z}} = Q_{v_{z,j_z}} / P_{v_{z,j_z}}$ denote the weight assigned to $v_{z,j_z}$. Then candidates are selected randomly according to the normalized weights $A_{v_{z,j_z}} / \sum_{j_z=1}^{n_z} A_{v_{z,j_z}}$. That is, $v_{z,j_z}$ with the highest weight is most likely to be selected. Algorithm 2 gives the Gibbs Sampling procedure.

Researchers have extended GS widely in general DNA motif discovery problem, since it showed success in the protein motif discovery problem. A software Gibbs Motif Sampler can find multiple motifs one by one (with a mask strategy), which means that it finds one motif in each iteration and removes it from the current sequence before finding the next one [93, 122]. The following paragraphs discuss some aspects for improving Gibbs Sampling, including involving gene expression data, bettering motif model or background model, etc.
Algorithm 2 Gibbs sampling

**input** : a dataset of sequences \( \{s_i\}_{i=1}^m \), motif length \( l \), and parameter \( \varepsilon > 0 \).

**output** : a set of motif instances and their starting positions.

randomly initialize a candidate motif in each \( s_i \) starting at \( j_i \) for all \( \{i\}_1^m \)

\[ q \leftarrow 0; F(q) \leftarrow 0 \]

repeat

increase \( q \) by 1

select one sequence \( s_z \) at random, where \( z \in [1, m] \)

**updating step:**

for each \( s_i, i \neq z \) do

- calculate \( \rho_{a,k}, p_a \) (according to the current positions \( j_i \))

end for

**sampling step:**

for each segment \( v_{r,j_s} \) in \( s_z \), \( \{j_s\}_{l+1}^{n_z-1} \) do

- calculate \( Q_{v_{r,j_s}}, P_{v_{r,j_s}}, A_{v_{r,j_s}} \)

end for

select \( v_{r,j_s} \) in \( s_z \) at random according to probability \( A_{v_{r,j_s}} / \sum_{j_s=1}^{n_z-1} A_{v_{r,j_s}} \)

update \( j_s \)

\[ F(q) = \sum_{k=1}^{l} \sum_{a \in \Omega} C_{a,k} \* log(\rho_{a,k}/p_a) \]

until \( |F(q) - F(q-1)| < \varepsilon \)

**return** motif instances \( \{v_{r,j_s}\}_{z=1}^m \)
The transcript levels of genes show reactions to the changing environment. Such
genes can be monitored and clustered from comparisons at transcript levels, on which
regulatory elements show mediations, and possibly vice versa [193]. By combining ex­
pression analysis (of calculating transcript abundance) and sequence alignment, Gibbs
Sampling is improved and embodied in an algorithm called AlignACE [143]. AlignACE
considers both strands of DNA sequences and can also search for multiple motifs that
are over-represented in the upstreams of similarly expressed genes.

Chen et al. improved Gibbs Sampling on the motif model with gene expression
data [35]. They derive the PSSM by incorporating weighted-contribution from each
motif instance. The weight is measured according to the fold changes in expression
obtained from microarray experiments, or the binding ratio obtained from the genome­
wide location analysis. As a candidate instance with a larger fold change is more likely
to be a true one than others [107], such an instance contributes more to the PSSM.
This PSSM then becomes more powerful for separating true motif instances from false
ones. Other motif discovery algorithms relying on gene expression data have also been
proposed [30, 40, 85]. It is crucial to note that the successful discovery of motifs guided
by expression similarities depends on a degree, to which the hypothesis is true that the
coeexpression of genes is associated with the appearances of common motifs [15, 125, 165].

Microarray binding experiments have verified that there is interdependence among
pairwise positions in the binding sites [28, 86]. Several algorithms extend Gibbs Sampling
by improving motif models based on this information. For example, [204] facilitates motif
discovery by exploiting the interdependence by using Markov chains. Meanwhile, [34]
extends AlignACE to W-AlignACE by deriving more accurate PWMs by introducing a
sequence weighting-scheme, similar to [35].

In addition, it is revealed that an appearance of a base in a sequence can have impact
on the appearances of its neighboring bases [45]. Therefore, several algorithms extend
Gibbs Sampling by improving the background models. For example, BioProspector uses a third Markov background model to calculate the probability of generating a potential motif candidate during updating and sampling [106]. BioProspector can handle noisy datasets and those with some sequences containing multiple motif instances, by setting threshold scores for incorporating zero, one or several candidate instances. Another priority of BioProspector is that it can find (gapped) dyad motifs.

Similarly, Gibbs Sampling is also improved by designing reliable higher order Markov background model to update the probability of generating a candidate motif in a sequence [170, 171]. Moreover, Bayesian segmentation algorithm is applied to produce a position-specific background model for inferring the number and locations of motif instances in each sequence simultaneously [105, 172].

The improvements on motif/background model discussed in the preceding paragraphs correspond to the betterment of $Q_{v,s,i}$ or $P_{v,s,i}$. They impact the sampling parameter $A_{v,s,i}$, which is responsible for the selection of candidate instances. Another algorithm GibbsST introduces a comprehensive modification on $A_{v,s,i}$ [81]. Specifically, $(Q_{v,s,i}/P_{v,s,i})^{1/T}$ leads to the new parameter $A_{v,s,i}$, where $T$ is a positive parameter requiring optimization. GibbsST optimizes $T$ by using the simulated annealing technique. Moreover, GibbsST determines a certain number of candidate instances for updating the motif model. 'A certain number' means that there is a high probability to include several target instances when there exist relatively few false ones. The authors show that these improvements alleviate the influence of local optima.

The Ant Colony Optimization approach has also been used in motif finding [22]. For instance, MFACO incorporates a modified form of the Gibbs Sampling technique as a local heuristic optimization search step [22]. Moreover, it searches both in the space of starting positions as well as in the space of motif patterns so that it has more chances to discover potential motifs. Similar approaches based on the artificial bee colony have also been introduced [42, 180].
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Other extensions on Gibbs Sampling also exist. For example, the phylogeny information is utilized to facilitate the discovery of regulatory motifs [114, 153]; the statistical significance of the resulted motifs is analyzed after combining Gibbs Sampling with a Markov method [123].

In summary, improvements on Gibbs Sampling might lead to higher discovery accuracies. However, such algorithms cannot guarantee the discovery of motifs due to the nature of stochastic, especially when the motifs are weak.

2.2.3 Other algorithms

Besides EM and GS, other strategies for updating the profiles have also led to a number of algorithms which show feasibility. For example, from a set of possibly co-regulated genes with a common biological function, profiles can be constructed for one genome by using the experimentally determined functional sites [59]. Thereafter, comparative genomic analysis is carried out on all related genomes to derive their profiles.

The algorithm MDscan applies a progressive and regressive greedy strategy on PWM refinement [107]. First, MDscan enumerates l-mer strings on the ‘top’ sequences (possibly containing strong motif signals) as seeds. For each seed, it determines the other substrings of the ‘top’ sequences that are at a certain distance from the seed and converts all of them to one PWM. Second, it updates each PWM by adding in substrings in the non-top sequences or removing substrings contributing the current PWM, if the adding/removing can increase a scoring function. MDscan is a typical algorithm which hybridizes the profile- and string-based approaches. Other greedy algorithms also exist such as PhyloCon combines a greedy strategy with phylogenetic information [186].

iGAPK is improved from the initial framework of GAPK based on a genetic algorithm [183, 184]. A new fitness function, termed as relative model mismatch score, is introduced in iGAPK to characterize the conservation and rareness properties of DNA
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motifs simultaneously. This algorithm requires some identified binding sites extracted from orthologs, which might limit its application in practice.

Genetic algorithm and random projection strategy are combined to identify \((l, d)\)-motifs [72]. The algorithm starts with random projection to find good starting positions of candidate motifs by introducing position-weighted function and hashing each \(l\)-mer in the input sequences into the a \(k\)-dimensional space \((k<l)\). The projection deduces a set of candidate motifs. Then, the algorithm uses the candidate motifs as the initial population of genetic algorithm to make a series of iterations to refine motif candidates. For motifs longer than ten bases, the algorithm shows improved accuracy over PROJECTION designed by Buhler et al. [27]. However, if some nucleotides in the sample are more frequent than the others (i.e., there is a biased nucleotide distribution), this algorithm becomes ineffective.

2.3 String-based algorithms

It is straightforward to represent a set of motif instances by one consensus string. Then, the problem become one that identifies an optimal string (which can be measured by its distance to all the possible instances).

Median string search (MSS) is one of the earliest strategies to find a consensus motif, which minimizes the distance cost of candidate consensuses to all input sequences [80, 102]. In an exhaustive form, MSS aligns all combinations of \(l\)-mers from \(AA \ldots A, AA \ldots C, \ldots, TT \ldots T\) with \(l\)-mer substrings of given sequences. It uses an objective function of total distance to determine the significance of an \(l\)-mer candidate consensus which is the sum of the smallest Hamming distances of the candidate to each of given sequences. The smaller the total distance is, the higher the probability (that the candidate is a true motif) is. Thus, the result includes \(l\)-mer candidates that lead to the minimum total distance to a list of \(l\)-mer substrings of given sequences. However, as mutations could
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occur in motif instances, some sub-optimal candidates can preserve better than the true ones, although it is very unlikely. As a result, MSS is likely to miss true instances. Meanwhile, this brute-force enumeration is not applicable in finding long motifs as the problem is NP-hard \cite{102, 103}.

Therefore, a large number of algorithms present improvements based on finding motifs by generating and verifying new candidate patterns. We refer to these algorithms as \textit{pattern-driven algorithms}. Besides pattern-driven algorithms, there is another class of algorithms that derive (instances of) motifs only relying on substrings of given sequences, e.g., WINNOWER \cite{131}, etc. We refer to these algorithms as \textit{sample-driven algorithms}. In Sections 2.3.1 and 2.3.2, we discuss some existing string-based algorithms according to whether they are pattern-driven or sample-driven.

2.3.1 Pattern-driven algorithms

Naive exhaustive enumeration is applicable only to finding short motifs such as the cases with \(l \leq 15\) \cite{24, 129, 194}. It is prohibitive to perform an exhaustive verification of all the candidate motifs to guarantee the discovery of a long target motif \cite{102}.

Researchers have presented various methods to improve the efficiency of the exact enumeration \cite{18, 156–158, 173, 175}. There are mainly two strategies to reduce the number of candidate motifs for verification within a given dataset \cite{24}. The first strategy is to associate all the candidate motifs in particular data structures, e.g., prefix/suffix trees. In this way, the verification of a candidate motif determines that of the others that associate with the candidate motif. The second one is to enumerate only candidate motifs that show some relationship to selected references (of a number of \(l\)-mer substrings of given sequences). This strategy excludes the non-related candidate motifs directly. We introduce some typical pattern-driven algorithms by classifying them as \textit{tree-based algorithms} or \textit{reference-based algorithms}.
2.3.1.1 Tree-based algorithms

The algorithms [32, 77, 111, 132, 144] introduce prefix/suffix trees to avoid enumerating all candidate l-mer strings. Prefix/suffix trees explore candidate motifs in a lexicographic manner, in which each node indicates a base of the target motif. These algorithms guide the enumeration of candidate motifs by using the l-mer substrings of the input sequences. In other words, the input substrings determine the necessity for the prefix/suffix (of a candidate motif on the tree) to branch. A prefix/suffix branching with l nodes on the tree represents a target motif.

SPELLER [144] starts with a null word (i.e., root of the tree of motifs). Recursively, it adds an additional base to the tail of the word, and keeps the new word for further extension if at least q (a quorum) instances of it appear in at least q sequences. Note that each instance can mismatch up to d positions with the new word. For any l'-mer (l' ≤ l), if it cannot satisfy the quorum q, there is no need to verify the candidate motifs that have the l'-mer as a prefix. In other words, there is no need to traverse all the subbranches following the l'-mer. This could reduce the number of candidates.

The algorithm MITRA uses a mismatch tree to split the space of all the possible 4^l candidates into disjoint subspaces, which respectively include a small number of candidates that start with the same prefix [48]. A mismatch tree is a rooted tree with each internal node having 4 branches, each labeled with a distinct base in Ω. The maximum depth of the tree is l, and a branch with l nodes can lead to a motif. Each node corresponds to a subspace of all the 4^l candidates with an x-mer prefix, which consists of x bases on the path from the root to the node. In addition, each node points to all the d-neighbors of the x-mer prefix. A d-neighbor of the x-mer prefix is an l-mer substrings (of the given sequences), of which the first x bases and the prefix have a Hamming distance not more than d.
MITRA achieves efficiency by pruning the search space of motif candidates in two different ways. One easy way is to count the number of d-neighbors at each node in the mismatch tree. The improved algorithm is referred to as MITRA-Count. If a node has less than q d-neighbors from the given sequences, there is no need to search the corresponding subspace any more. An alternative way adapted from WINNOWER is to construct graphs using the l-mer substrings (of the given sequences) associated with the node. This improved algorithm is referred to as MITRA-Graph. If there is no q-clique in the graph, there is no need to search the corresponding subspace any more.

MITRA-Count or MITRA-Graph is effective in discovering monad motifs. On that basis, MITRA-Dyad converts the dyad motif discovery problem into a monad motif discovery problem by creating virtual data from the real data. MITRA-Dyad is able to discover dyad motifs with $l_1 + l_2 > 30$ ($l_1$ and $l_2$ are length of sub-motifs), on which other pattern-driven algorithms may fail. However, when the distance between the sub-motifs is large, MITRA-Dyad becomes inefficient as too many virtual strings have to be generated [48].

A priori-Motif also uses a breadth-first search strategy over the tree of consensus motifs [77]. It iteratively constructs suffix trees of given sequences to control the growth of the consensus tree. After all construction, spelling along a specific path of the consensus tree leads to a possible consensus motif. This algorithm does not require an exact specification of the length of a motif. However, it requires more than 3 hours to handle the Motif Challenge Problem on an Intel computer with 2 GHz processor.

TrieAMD, with several modifications on the classic Apriori algorithm [4], records all biological sequences containing motifs in a trie structure and spells motifs along the branches [5]. After extracting motifs, it applies a normalized information content to distinguish motifs in real promoter sequences. One drawback of this algorithm is that it requires at least one exact occurrence of the targeted motif.
RISOTOO [132] utilizes the same idea as SPELLER but with an enhanced strategy for pruning the tree of candidate motifs. Specifically, if an \( l' \)-mer cannot branch any more to form any \( l \)-mer motif satisfying the quorum \( q \), then besides the branches pruned above, RISOTOO also prunes all the other branches whose suffixes include the \( l' \)-mer. For example, if a 3-mer 'cgt' cannot find instances satisfying the quorum \( q \), then it is true that a 4-mer 'acgt' cannot either. This is because when we can consider the former has 3 conditions (c&g&t) while the latter has 4 conditions (a&c&g&t), the latter is a more stringent requirement than the former to satisfy the quorum \( q \).

In another similar algorithm Census [49], the authors expect that the majority of the true motif instances share the prefix of the target motif. Therefore, Census examines the prefixes of candidates instead of the entire compositions. Moreover, it verifies a candidate consensus with a qualified prefix. This strategy favors the discovery of long motifs. To carry this out, Census arranges the \( l \)-mer substrings of each sequence (other than the \( 4^l \) candidate motifs) in a lexicographic tree. The \( l' \)-mer prefix of any valid motif must approximately match the nodes on an \( l' \)-mer branch of each tree, where the number of mismatches is less than or equal to \( d \). On that basis, Census iteratively searches and verifies the prefix of the enumerated motif at increasing length.

A naive voting algorithm enumerates all \( 4^l \) candidate motifs, which determines a candidate as true if the candidate can receive at least one vote from one sequence [36]. A vote for a candidate from a sequence means that there is an \( l \)-mer substring of the sequence with up to \( d \) mismatches with the candidate. An improved voting algorithm successively hashes and verifies the \( l \)-mer candidates with the same \( l' \)-mer suffixes, where \( l' < l \). This reduces the space requirement. In addition, the improved algorithm uses projection to map long \( l \)-mer candidates into short \( l'' \)-mer ones. It determines \( l' \) that is sufficiently less than \( l \), in which case it is able to enumerate and vote the \( l' \)-mer subsequences. Meanwhile, \( l'' \) must be relatively large so that the projection preserves
the characteristics of the original l-mer candidates. The improved voting algorithm can achieve approximations for long (weak) motifs, such as a (40, 15)-motif [36].

2.3.1.2 Reference-based algorithms

The above algorithms enumerate candidate motifs without any guidance and verify the candidates with the aid of all the input sequences. Recent algorithms select a small number of the input sequences as references to guide the enumeration of candidate motifs and verify the candidate motifs by using the remaining sequences. Essentially, they reduce the candidate space to the neighborhoods of a number of l-mer substrings of a few input sequences. This has led to a significant improvement on the algorithmic efficiency. The following paragraphs present a few typical algorithms.

Let us define that two strings are d-neighbors if their Hamming distance is within d. The idea of PatternBranching is straightforward [134]. For each l-mer substring of a randomly selected reference sequence, PatternBranching generates its d-neighbors, evaluates the significance of each d-neighbor over the remaining input sequences, and branches to the most significant ones. With a new candidate, PatternBranching repeats generating, evaluating, and branching procedure until the significance of a candidate does not improve further. ProfileBranching follows the same idea but uses a profile to represent motifs. These algorithms can report results quickly. However, due to the probabilistic characteristic, they cannot guarantee to find the true motif all the time.

PMS1 [136] is based on the following idea. A common ancestor motif evolves to all its instances, thus it is a common d-neighbor of the instances. Specifically, PMS1 constructs the d-neighborhoods of the l-mer substrings of all the input sequences and finds out the common d-neighbors shared by a certain number of l-mer substrings. Algorithm 3 shows the procedure of PMS1.

The time complexity of PMS1 is $O(mnC_w^d\phi\Omega^d/\omega)$ (w is the word length of the computer). PMS1 can solve weak motif problems efficiently. For example, it derives a
Algorithm 3 Planted motif search 1 (PMS1)

input : a dataset of sequences \( \{s_i\}_{i=1}^m \), motif length \( l \), number \( d \).

output: a consensus of a set of motif instances.

initialize all \( l \)-mers from each \( s_i \) into \( C_i \) for all \( \{i\}_{i=1}^m \)

for each substring \( u \) from each \( \{C_i\}_{i=1}^m \) do

generate all \( l \)-mers \( v \) such that \( u \) and \( v \) are within \( d \) (and let \( C'_i \) be the set of \( v \) related to \( C_i \))

end for

sort all the \( l \)-mers in \( C'_i \) (and let \( L_{s_i} \) be the sorted list of \( C'_i \))

obtain the overlap \( M=\cap_{i=1}^m L_{s_i} \)

return the \( l \)-mers in \( M \)

(11, 3)-motif in about one minute, where \( m=20 \) and \( n=600 \). On the other hand, the space complexity of PMS1 is \( O(nlN(l, d)/w) \), where \( N(l, d)=\sum_{i=1}^d C'_i(\|\Omega\|-1)^d \). As \( l \) and \( d \) increase, PMS1 requires a large amount of space, which makes the algorithm infeasible.

One improved algorithm PMSi reduces the space requirement of PMS1 [43]. PMSi generates the initial set of candidate motifs as \( M=L_{s_1}\cap L_{s_2} \). Then it generates other candidate sets \( \{L_i=L_{s_2}\cap L_{s_3}\}_{i=2}^{m/2} \), i.e., \( L_{s_2}\cap L_{s_4} \), \( L_{s_5}\cap L_{s_6} \), and so on, to prune \( M \) (i.e., \( M=M\cap L_1 \)). As \( L_i\subset L_{s_2}\cap \) and \( L_i\subset L_{s_2} \), PMSi records fewer \( d \)-neighbors and thus requires a lower space than PMS1. PMSi can derive a \((13, 4)\)-motif (in 20 sequences of length 600) in minutes on a Pentium 2.4GHz machine with 1 GB RAM.

Another improved algorithm PMSP [43] generates the \( d \)-neighbors for each \( l \)-mer substring \( u \) of a selected reference sequence. For each generated \( l \)-mer \( v \), PMSP outputs it as a motif if it can find at least one \( d \)-neighbor from each of the remaining sequences. The \( d \)-neighbors of \( v \) must show up to \( 2d \) distance from \( u \); therefore for each \( v \), PMSP only verifies the \( l \)-mer substrings of the remaining sequences that are \( 2d \)-neighbors of \( u \). This helps reduce the execution time. Meanwhile, the space complexity of PMSP is \( O(mn^2) \), which shows significant improvement compared with PMS1. PMSP can solve the \((15, 5)\)-motif problem in 35 minutes (on the same Pentium machine).

PMSprune improves PMSP algorithm by introducing several strategies [44]:
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• For each l-mer u of a reference sequence, PMSprune represents its d-neighbors as nodes of a tree with height up to d. It verifies the d-neighbors with a branch-and-bound strategy. Specifically, for each l-mer v in the tree with height h, it uses the value of $d'_H(v, s)$ and h to prune the descendants of v, where $d'_H(v, s) = \max_{i=1}^{n} \min_{r \in C} d_H(v, r)$ with $d_H(v, r)$ denoting the Hamming distance between l-mers (v, r). This strategy reduces the number of motif candidates to confirm.

• It reduces the set of all the l-mer substrings of $\{s_i\}_{i=2}^{n}$ to one set consisting of $(2d-h)$-neighbors of v for calculating $d'_H(v', s)$, where v' is a child node of v.

• It calculates $d'_H(v', s)$ based on $d'_H(v, s)$, where v' is a child node of v.

Compared to PMSP, PMSi and PMS1, PMSprune has a lower space complexity of $O(mn^2)$. It also shows improved efficiency in execution time. For instance, it solves the (19, 7)-motif problem within 10 hours (on the same Pentium machine mentioned earlier). However, the time complexity $O(mn^2N(l, d))$ of PMSprune indicates that it is not scalable on the combination of l and d. qPMSprune enhances PMSprune by verifying the d-neighbors of the l-mer substrings of m-k+1 sequences, which is capable of discovering motifs from noisy datasets.

The PMS series are also improved with a common technique [137]. The improved algorithms obtain initial candidate motifs from a small number of selected sequences and verify them by using the remaining sequences. Empirically, they demonstrate the maximum speedup by selecting 40 percent of the sequences.

iTriplet is a rule-based algorithm for weak motif discovery [66]. First, it selects two sequences randomly as references. Second, it constructs a number of triplets. Each triplet consists of three l-mer substrings respectively in the two reference sequences and one of the remaining sequences. Third, it generates candidate motifs from each triplet based on several rules and associates the candidates with the sequences. If a candidate
has associations with a certain number of sequences, it is a potential motif. iTriplet can detect highly degenerate motifs such as a (18, 6)-motif. However, the number of candidate motifs becomes extremely large along with the increase of \( l \) and \( d \), which could limit the application of iTriplet. The effect of varying \( l \) and \( d \) on the performance of motif discovery algorithms will be further discussed in the experimental comparisons.

### 2.3.1.3 Other pattern-driven algorithms

The algorithms introduced in the preceding sections reduce candidate motifs by handling the substrings of the input sequences. Meanwhile, several algorithms handle the subsequences of the input sequences. For example, TEIRESIAS [141] scans for short but significant subsequences of the input sequences and recombines the elementary subsequences into long ones by using a convolution process.

As discussed, a motif instance shows up to Hamming distance \( d \) from the target motif, which means there are errors in up to \( d \) positions for spelling the instance. In view of this fact, MULTIPROFILER recovers the 'backbone' of a motif by constructing multipositional profiles based on all the possible instances [82]. Such profiles can alleviate the influence of wrong spellings in some positions of the instances, especially when they absorb a sufficient number of correct motif instances. MULTIPROFILER can detect a (15, 4)-motif with background sequences being as long as 3000.

MobyDick [29] builds up a dictionary of words representing possible motifs. The enumerated words have high over-representativeness in the input sequences. A progressive concatenation of short words can lead to long ones. MobyDick reads the 'texts' (i.e., the input sequences) by using the words and eliminates words by checking whether their significance is due to the overlapping with real motifs.

GRISOTTO improves the enumeration algorithm RISOTTO on analyzing its outputs by using a greedy procedure [33, 132]. It applies prior information of motifs from several
different sources, such as orthologous conservation, DNA duplex stability, and nucleosome positioning, to supervise the optimization procedure of the greedy process.

Several improved algorithms also represent motifs as words in a dictionary. A stochastic probabilistic matrix is adopted to represent words, which form a stochastic dictionary [62]. WordSpy [185] consists of word counting and statistical modeling. A difference of WordSpy from MobyDick is that it assumes that a model of \((\text{dictionary, grammar})\) generates the motif instances and the background sequences. Based on word sampling, it optimizes the model of \((\text{dictionary, grammar})\) by using a Hidden Markov Model.

### 2.3.2 Sample-driven algorithms

Pattern-driven algorithms start from the generation of candidate motifs according to the parameters \(l\) and \(d\). Increasing \(l\) and \(d\) can lead to an increasing number of candidate motifs, which results in algorithmic inefficiency. Sample-driven algorithms only deal with a limited number of \(l\)-mer sample substrings of input sequences. Most profile-based algorithms (in Section 2.2) recover motifs by using this strategy. In this regard, sample-driven algorithms are superior to pattern-driven ones.

In this section, we discuss a few string-based algorithms that are driven by sample substrings. Most of these algorithms use the strategy of finding cliques in graphs, where each clique is a possible motif.

#### 2.3.2.1 Graph-based algorithms

WINNOWER is a graph-based algorithm to solve the weak \((l, d)\)-motif problem [131]. As any true motif instance can show up to Hamming distance \(d\) from the consensus motif, any two true motif instances can show up to Hamming distance \(2d\) from each other. On that basis, WINNOWER constructs a multi-partite graph by representing \(l\)-mer substrings of the sample sequences as the vertices and connecting any pair of vertices (of different sequences) with an edge if their Hamming distance is up to \(2d\). The original
problem becomes one that finds cliques in graphs, where a clique is a set of vertices in which any pairs are within $2d$. By iteratively deleting inconsistent edges and retaining the extendable cliques, WINNOWER can give satisfactory performance as the length of sequences grows up to 1000 for the $(15, 4)$-motif problem.

However, WINNOWER requires substantial time and space and becomes less effective when finding weak motifs in long background sequences. An improved cWINNOWER algorithm imposes an additional filtering constraint to WINNOWER to decide whether edges should be deleted or retained. The modification substantially improves the execution time compared with WINNOWER. However, it still takes hours to produce results for a $(15, 4)$-motif problem [104].

DPCFG is also a graph-based algorithm for weak motif discovery, which guarantees to detect all the possible weak motifs [198]. This algorithm uses a dynamic programming technique to find cliques from initially constructed graphs, with each clique indicating one set of motif instances. DPCFG has a better performance than WINNOWER for sequences as long as $2000$ for the $(15, 4)$-motif problem. GWM2 extends the algorithm to handle noisy datasets [67].

Other graph-based algorithms have also been proposed. For example, a graph-tree algorithm [1] improves the efficiency in execution time based on converting the clique finding problem (in graphs) into the vertex-cover problem (in trees). The algorithm is implemented by using parallelizing strategies. Using 32 processors running at $500$ MHz, the algorithm obtains cliques of motif instances in seconds. MCL-WMR is a heuristic that uses a Markov Cluster algorithm to search for cliques of motif instances in weighted graphs [23]. MCL-WMR has shown competitive accuracy and execution time. MotifCut formulates the motif discovery problem as finding maximum density subgraphs of a weighted graph considering base dependencies, where a graph is constructed by using $l$-mer substrings of all the input sequences [53].
These graph-based algorithms have a common two-step strategy. First, they try to construct an almost complete graph or a set of disconnected graphs by drawing pairwise edges between any two vertices that satisfy a similarity measure. Second, they delete the spurious edges (non-signal edges) of the graphs to obtain vertices that represent the motif instances; or they search maximum density subgraphs to recover the motif. The separating strategy may affect their performance. There could be as many as 20,000 false connections for each true connection in the (15, 4)-motif problem [131], thus connecting two vertices arbitrarily and later deleting this connection can incur a large amount of unnecessary computation. This could make an algorithm time-prohibitive when the number of vertices becomes extremely large.

2.3.2.2 Other sample-driven algorithms

Another algorithm SP-STAR [131] is a conventional local search algorithm. SP-STAR adopts a search strategy similar to the median string search, but all candidates for searching are from sample sequences. In addition, by modifying the objective function as sum-of-pairs scoring, SP-STAR achieves a better discrimination between the true motif instances and the spurious substrings.

The algorithm PROJECTION projects all the sample substrings of input sequences into different buckets according to several randomly selected positions, expecting that there is a higher probability to recover the consensus motif from the buckets with a larger number of substrings than the others [27]. That is, PROJECTION takes the profiles derived from these buckets as the starting points of EM with the expectation that they can be better than randomly selected profiles to reach true motifs. This random projection technique enhances the performance of weak motif discovery algorithms by generating excellent starting points for local search strategies.

PROJECTION shows higher performance than WINNOWER for various \((l, d)\)-motif problems. However, the performance of PROJECTION is still sensitive to sequence
length, which begins to drop significantly above sequence length of 1400 for the (15, 4)-motif problem [27]. As random motif instances might occur when sequences are long enough, PROJECTION may be trapped in local optima as it is a local search method. A uniform projection technique is used to improve the efficiency in execution time by selecting only a part of projections from all the possible projections [138].

PosMotif allows arbitrarily ignored positions within the non-conserved portion of a string motif model [203]. It starts with length-\(l'\) subsequences (\(l' < l\)) of a length-\(l\) motif. For each combination of ignored positions, a Markov chain is used to model the background distribution of a length-\(l'\) string. This leads to a series of Markov chains that can model nucleotide dependencies in a long range of positions. Running time of this method can be doubled when increasing the length of a motif by 1. It takes up to hours for finding a motif of length 20 (in tens of sequences up to 2000 bp.

In summary, although existing graph-based algorithms are inefficient in graph construction and clique (of motif instances) finding, they have shown some superiority in practice, especially more efficient on handling long motifs than the pattern-driven algorithms. In addition, graph-based algorithms are capable of finding weak motifs in inexact expressions [187], on which pattern-driven algorithms might fail. In view of these facts, this thesis will present graph-based algorithms attempting to reduce redundancies in current algorithms so as to improve their efficiency and widen the applications.

### 2.4 Gapped motif discovery

A transcriptional factor is likely to act with other factors in higher organisms to realize specific regulatory behaviors. Their binding sites appear near each other with gaps in between. Such a group of motifs can be assembled as one ‘large’ motif consisting of them as sub-motifs. In this case, the gaps can be represented as insertions or deletions occurring in the motif instances. This relates to the gapped data, i.e., data with the
Table 2.2: Example: dyad motifs in *P. horikoshii*

<table>
<thead>
<tr>
<th>sequence name</th>
<th>motif information</th>
<th>right component</th>
</tr>
</thead>
<tbody>
<tr>
<td>purA</td>
<td>attaacatagccctgtcaaa (23)</td>
<td>ctttaacctacctttagttaaa</td>
</tr>
<tr>
<td>purB</td>
<td>attttcacaatatgtctaaaa (23)</td>
<td>tttaacagttaaaattgtgat</td>
</tr>
<tr>
<td>purC</td>
<td>tttgccgatatatgtctaaaa (22)</td>
<td>tttaacatataacactgtgtaaa</td>
</tr>
<tr>
<td>purD</td>
<td>gttaacacgtttagtaaac (23)</td>
<td>ttgaactaaatatgtgat</td>
</tr>
<tr>
<td>purE</td>
<td>attagcacatatgttagaaa (23)</td>
<td>attagacattaatattgctag</td>
</tr>
<tr>
<td>purF</td>
<td>ttacaccatgttagtaaaa (22)</td>
<td>tttaacatatattgcaaa</td>
</tr>
<tr>
<td>purL-I</td>
<td>attacacatatataatgtctaaa (22)</td>
<td>attacatattttttgcaaa</td>
</tr>
<tr>
<td>purL-II</td>
<td>attgacatttctttgtcaaa (22)</td>
<td>tttaacatttttttctggcaaa</td>
</tr>
<tr>
<td>purD paralog</td>
<td>ttatcataagatgtctaaa (23)</td>
<td>tttaacatataatattgctag</td>
</tr>
<tr>
<td>purine permease</td>
<td>ttgtcagtttttttgtaaaa (23)</td>
<td>tttaacaaaatactggaat</td>
</tr>
<tr>
<td>formate dehydrogenase</td>
<td>ttggtcataatcttttgtaaat (23)</td>
<td>tttaacattttagttgcaaa</td>
</tr>
</tbody>
</table>

Gapped motifs or composite motifs [48, 51, 79, 111, 176, 191]. For instance, dyad motifs are gapped motifs consisting of two sub-motifs. Table 2.2 shows dyad motifs [59].

A gapped motif is, for a coverage ratio \( r < 1 \), a string of length \( L \) that consists of characters in \( \{A, C, G, T, x\} \), with at least \( \lceil rL \rceil \) characters in \( \{A, C, G, T\} \) [111, 192]. Each maximal substring of consecutive \( x \) represents a spacer/gap, and each maximal substring of other characters represents a sub-motif.

Mathematically, a gapped motif can be modeled as a pair \((M, d)\), where \( M \) is a \( p \)-tuple of single models \((M_1, M_2, \ldots, M_p)\), and \( d \) is a \((p-1)\)-tuple of triplets \((d_{min_1}, d_{max_1}, \delta_1), (d_{min_2}, d_{max_2}, \delta_2), \ldots, (d_{min_{p-1}}, d_{max_{p-1}}, \delta_{p-1})\). Parameter \( p \) is a positive integer giving the number of sub-motifs (and thus the number of gaps is \( p-1 \)), \( M_i \) is a string over \( \Omega \) representing a sub-motif, and \( d_{min_j}, d_{max_j}, (d_{min_j} < d_{max_j}) \) and \( \delta_j \) are non-negative integers defining the distance between each pair of sub-motifs (as given below).

Given \( m \) sequences and an integer quorum \( 1 < q \leq m \), a gapped candidate \((M, d)\) is valid if the following conditions hold. For each occurrence \( u_i \) of \( M_i \) \((1 \leq i \leq p)\), there are occurrences \( u_1, \ldots, u_{i-1}, u_{i+1}, \ldots, u_p \) of \( M_1, \ldots, M_{i-1}, M_{i+1}, \ldots, M_p \) respectively, such that

1. the Hamming distance between \( u_k \) and \( M_k \) for all \( 1 \leq k \leq p \) is not more than an error parameter \( e \) (i.e., the number of mismatches/mutations);
(2) \(u_1, \ldots, u_{i-1}, u_i, u_{i+1}, \ldots, u_p\) belong to the same sequence from the dataset;

(3) there is \(d_j\) with \(d_{\min_j} + \delta_j \leq d_j \leq d_{\max_j} - \delta_j\) such that the distance between the end of \(u_i\) and the start position of \(u_{i+1}\) in the sequence is in 
\([d_j - \delta_j, d_j + \delta_j]\).

Given a set \(s\) of \(m\) sequences, a positive integer \(e\), and a positive quorum \(q \leq m\), the **gapped motif discovery problem** (GMD) is to find all possible motifs \((M, d)\). When \(p=2\), the problem is to find all motifs of the form \(((M_1, M_2), (d_{\min_1}, d_{\max_1}, \delta_1))\), the problem of discovering dyad motifs.

One difficulty in discovering gapped motifs is that one of the component motifs (sub­motifs) may be extremely weak, making it beyond discovery using the existing monad motif discovery tools. For example, two transcriptional factors \(URS1\) and \(UASH\) regulate a set of yeast \(S.\) cerevisiae genes, of which the binding sites appear quite near each other with one fixed gap. Although the \(URS1\) binding site conserves well and is easy to locate by monad motif discovery tools, the \(UASH\) binding site is too weak to discover [61].

A few algorithms based on profiles or strings are available for gapped motif discovery [32, 69, 91, 132, 139, 150–152, 175, 176, 192]. BioProspector can discover dyad motifs using Gibbs Sampling [106]. Other algorithms using GS also exist [51, 61, 142]. Besides, profile-based algorithms using EM [31, 159], Hidden Markov Models [12, 54, 55, 155] and Genetic Algorithms [2, 3, 100, 182, 202] have also been proposed for gapped motif discovery. While profile-based algorithms can produce results in a short time, they cannot guarantee that the motifs will always be discovered.

### 2.5 Summary

In this chapter, we have briefly introduced the state-of-the-art of motif discovery. We have also analyzed in detail a number of available motif discovery algorithms and pointed out the corresponding advantages and disadvantages. (The features of several typical algorithms are shown in Table 2.3, where 'M' is short for model, 'S' for searching strategy,
'A' for accuracy, and 'T' for type of a dataset. A model can be either string/word 's/w' or profile 'p'. A strategy can be either pattern 'pa' or sample 'sa'. Accuracy can be either exact 'ex' or probabilistic 'pr'. The type of a dataset includes either OOPS 'O', noisy 'N', ZOOPS 'Z', Dyad 'D' or gapped 'G').

Most of the algorithms aim to tackle monad motif discovery, i.e., discovering motifs one by one. From the literature, we have seen that profile-based algorithms are likely to miss true motifs; meanwhile, although exact string-based algorithms can discover all the possible motifs, they require a large amount of execution time or space. This could limit their applications in practice, especially when the motifs are extremely weak. The existing algorithms need further improvements to efficiently provide reliable results for biologists.
### Table 2.3: Typical motif discovery algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>M</th>
<th>S</th>
<th>A</th>
<th>T</th>
<th>Brief Description</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seeder [50]</td>
<td></td>
<td></td>
<td>O</td>
<td></td>
<td>Others</td>
<td>2008</td>
</tr>
<tr>
<td>MULTIPROFILER [82]</td>
<td></td>
<td></td>
<td>O</td>
<td></td>
<td>Others</td>
<td>2002</td>
</tr>
<tr>
<td>EOMM [97]</td>
<td></td>
<td></td>
<td>O</td>
<td></td>
<td>Suffix Tree</td>
<td>2005</td>
</tr>
<tr>
<td>GADEM [100]</td>
<td></td>
<td></td>
<td></td>
<td>EM+GA</td>
<td>EM+GA</td>
<td>2009</td>
</tr>
<tr>
<td>Co-Bind [61]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2001</td>
</tr>
<tr>
<td>SeSiMCMC [51]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2005</td>
</tr>
<tr>
<td>Helicos [91]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2007</td>
</tr>
<tr>
<td>GA-DPAF [202]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS+GA</td>
<td>2009</td>
</tr>
<tr>
<td>Dyad analysis [176]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Others</td>
<td>2000</td>
</tr>
<tr>
<td>MEME [9, 10]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ProfileBranching [134]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fdrMotif [101]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CONSENSUS [64, 65]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gibbs Motif Sampler [93]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MotifSampler [170]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gibbs Recursive Sampler [172]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W-AlignACE [34]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANN-SPCE [195]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GIMSAN [123]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2008</td>
</tr>
<tr>
<td>MERMAID [70]</td>
<td></td>
<td></td>
<td></td>
<td>EM-like</td>
<td>GS</td>
<td>2003</td>
</tr>
<tr>
<td>BIOPROSPECTOR [106]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2001</td>
</tr>
<tr>
<td>iTriplet [66]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2001</td>
</tr>
<tr>
<td>MITRA [48]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2000</td>
</tr>
<tr>
<td>iRiplet [178]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2000</td>
</tr>
<tr>
<td>PMS1 [136]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2000</td>
</tr>
<tr>
<td>PMS1/PMS2P [43]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2000</td>
</tr>
<tr>
<td>PMSprune [44]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2000</td>
</tr>
<tr>
<td>Apriori-Motif [77]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2000</td>
</tr>
<tr>
<td>PMS4 [137]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2000</td>
</tr>
<tr>
<td>MSS [102]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2000</td>
</tr>
<tr>
<td>SP-SATR [131]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2000</td>
</tr>
<tr>
<td>FSoUL [127]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2000</td>
</tr>
<tr>
<td>SPACE [192]</td>
<td></td>
<td></td>
<td></td>
<td>EM</td>
<td>GS</td>
<td>2000</td>
</tr>
<tr>
<td>PROJECTION [27]</td>
<td></td>
<td></td>
<td></td>
<td>EM+Random Projection</td>
<td>EM+Random Projection</td>
<td>2002</td>
</tr>
</tbody>
</table>
Chapter 3

Tree-structured Algorithms for WMD in Exact Datasets

In this chapter, we first present an exact algorithm TreeMotif-BF for discovering weak motifs from exact datasets. TreeMotif-BF converts the graph representation of motif instances into a tree-structured representation. A final tree represents motif instances, if its branches consist of nodes from every sequence. TreeMotif-BF features a breadth-first construction of the tree in the process of motif discovery, while previous graph-based algorithms usually have two separate processes: graph construction and spurious edges deletion. This difference enables TreeMotif-BF to be more efficient and scalable in handling longer weak motifs than the existing algorithms.

TreeMotif-BF can consume a large amount of space. This limits its application in discovering very weak motifs. To overcome this, we present another algorithm TreeMotif-DF that constructs trees of motif instances in a depth-first manner. TreeMotif-DF is efficient in space, but it shows a little decreased efficiency in execution time.

3.1 Introduction

Taking DPCFG algorithm [198] as an example, we first explain why the current graph-based algorithms might not be efficient. On that basis, we introduce TreeMotif algorithms that improve the computational efficiency.
To begin with, assume a dataset $s=\{s_i\}_{i=1}^m$, where $s_i=\{s_{i,j}\}_{j=1}^n$ denotes the $i^{th}$ sequence in $s$ and $s_{i,j} \in \Omega$. For simplicity, assume that the dataset $s$ satisfies OOPS, and $\{s_i\}_{i=1}^m$ have the same length $n$ ($\gg l$). Let $v_i=\{v_{i,j}\}_{j=1}^{n-l+1}$ be the set of all $l$-mer substrings/nodes in sequence $s_i$, where $v_{i,j}=(s_{i,j})_{j'=j}^{j+l-1}$ represents the substring starting at site $j$ of the sequence. Let function $D$ compute the Hamming distance between two nodes and $D_{\max}$ compute the maximum pairwise Hamming distance among several nodes.

### 3.1.1 Inefficiency of DPCFG algorithm

DPCFG detects $(l, d)$-motifs as follows. Starting with substrings of a reference sequence, it represents substrings of the other sequences as vertices of $m$-partite graphs (of which the construction given in the next paragraph). Thereafter, it constructs a list (of vertices) of size $i$ ($i \in [2, m]$) for each vertex of a graph based on all the lists of size $i-1$. A list of size $m$ can be constructed on some vertices, if a clique of size $m$ (or $m$-clique) exists in this graph. This list represents a possible motif.

Suppose $s_1$ is the reference sequence having nodes $\{v_{1,j}\}_{j=1}^{n-l+1}$. For $\{i\}_{i=2}^m$, let $P_i$ be the set of the nodes selected from $v_i=\{v_{i,j}\}_{j=1}^{n-l+1}$ according to a reference node $v_{1,t}$, and $\|P_i\|$ gives the number of nodes. Initially, for $\{i\}_{i=2}^m$, $P_i$ is set to be null. For each $v_{i,j}$ from $v_i$, put it in $P_i$ if $D(v_{1,t},v_{i,j}) \leq 2d$. This is the graph construction of DPCFG.

Let $L_{v_{i,j}}$ denote the list for a vertex $v_{i,j}$ in the graph. DPCFG creates $L_{v_{i,j}}$ at each vertex $v_{i,j}$ in $P_i$ by incorporating $L_{v_{i-1,j'}}$ at each vertex $v_{i-1,j'}$ in $P_{i-1}$, if $D(v_{i,j},v_{i-1,j'}) \leq 2d$. The dynamic strategy is unnecessary to check the lists before $P_{i-1}$ when constructing lists for $P_i$. However, the overall running time of the algorithm is not reduced in terms of the number of Hamming distance calculation. For example, for a single list in $P_{i-1}$, $i-1$ times of Hamming distance calculation must be executed to check if the list and a new vertex can form an $i$-clique. Moreover, duplication of lists in $P_{i-1}$ is necessary for the construction of lists in $P_i$, which aims to retain the same information (on the existing
lists) for each further construction. However, such duplications can be redundant, as shown by the following example. Suppose there are nodes grouped by $P_1$ to $P_3$, where $\{R\} \subseteq P_1$, $\{A, B\} \subseteq P_2$, $\{C, D, E, F\} \subseteq P_3$, as shown in Figure 3.1.

![Figure 3.1: Example: nodes for list construction by DPCFG](image)

Assume that, each node in sets $\{R, A, C\}$, $\{R, A, D\}$, $\{R, B, D\}$, $\{R, B, E\}$, $\{R, B, F\}$, has a Hamming distance equal to or less than $2d$ with the others in the same set. Besides, suppose there are new nodes: $H, I$ and $J$ in $P_4$ to construct new lists. Assume that $H$ has a Hamming distances not more than $2d$ with nodes $R, A, B, E, F$ and more than $2d$ with nodes $C, D$. Also, assume that, node $I$ has a Hamming distance not more than $2d$ with nodes $R, B, C, E$ and more than $2d$ with nodes $A, D, F$; node $J$ has a Hamming distances not more than $2d$ with nodes $B, C, D, E, F$ and more than $2d$ with nodes $A, R$. To begin with, let $L_{v,j}^z$ denote the $z^{th}$ duplication of $L_{v,j}$, where $z \geq 1$.

For each node, DPCFG will have the following lists: $L_R=\text{NULL}$; $L_A=\{R\}$; $L_B=\{R\}$; $L_C=\{A\} \cup L_A^1$; $L_D=\{A\} \cup L_A^2 \cup \{B\} \cup L_B^1$; $L_E=\{B\} \cup L_B^2$; $L_F=\{B\} \cup L_B^3$.

According to assumptions on Hamming distance for node $H$, its initial list is: $L_H = \{E\} \cup L_B^2 \cup \{F\} \cup L_F^2$. Further processing by extending all sub-lists shows that the final list is: $L_H=\{E, B, R\} \cup \{F, B, R\}$. For node $I$, its initial list is: $L_I=\{C\} \cup L_C^1 \cup \{E\} \cup L_C^2$. Further processing finds that the element $A$ in $L_C^1$ has a Hamming distance more than $2d$ with node $I$. Thus, the sub-list $\{C\} \cup L_C^1$ has to be deleted. It can be seen
that duplication and deletion on such sub-lists are redundant operations. The initial list for node $J$ is duplicated from all the previous lists: $L_J = \{\{C\} \cup L^2_C\} \cup \{\{D\} \cup L^2_D\} \cup \{\{E\} \cup L^2_E\} \cup \{\{F\} \cup L^2_F\}$. According to the assumptions, in each of the sub-lists, there is at least one node that has a Hamming distance more than $2d$ with node $J$. Thus, all sub-lists have to be deleted after further processing.

In the example, duplications of intermediate lists might require a large amount of space. This results in the failure of DPCFG in discovering weak motifs. Furthermore, it becomes worse when there is at least one node in each extended sub-list such that its Hamming distance with the new node is larger than $2d$. Because in this case, all connections between nodes have to be duplicated, and all of them are deleted eventually, contributing nothing but execution time. However, DPCFG requires such duplications to keep the complete information in the constructed lists. This guarantees that deletions will not affect the construction of lists for other nodes.

Even though a strategy is designed to determine how to copy the necessary sub-lists selectively, it is still time consuming because the sub-lists are already there but have to be duplicated. For instance, $L_E$ has to be duplicated 3 times to construct new lists for nodes $H$, $I$ and $J$. In reality, when the size of cliques is small, random nodes will form a large number of lists [131]. Thus, these redundant duplications will lead to a large amount of computational time (and space). The new algorithm TreeMotif-BF will remove such redundancies to improve efficiency in execution time.

### 3.2 TreeMotif-BF: tree construction in a breadth-first manner

TreeMotif-BF is inspired by graph-based approaches to weak motif discovery. The novelty of TreeMotif-BF is that it is a tree-structured algorithm to find cliques of motif
instances in graphs. As a clique can represent motif instances having an inexact consensus, TreeMotif-BF is capable of detecting weak motifs with very degenerated sites. The algorithm consists of three steps: graph representation, tree construction, and motif refinement, as summarized in Algorithm 4. In what follows, we describe these steps in detail.

**Algorithm 4 TreeMotif-BF**

**input:** A set of \( m \) sequences \( \{s_i\}_{i=1}^{m} \), \( l \) and \( d \).

**output:** ranked \( m \)-cliques

**begin:**

- select \( s_1 \) and \( s_2 \) as the reference sequence;
- build reference node pairs with \( l \)-mers in \( s_1 \) and \( s_2 \), where one reference node has Hamming distance less than or equal to \( 2d \) from the other;
- for each reference node pair
  - build a graph \( G \) using \( l \)-mers of \( s_3, s_4, \ldots, s_m \), where any vertex of \( G \) has Hamming distance less than or equal to \( 2d \) from each reference node;
  - for each vertex \( x \) of \( G \), and \( x \in s_3 \)
    - initialize tree \( T \) rooted at \( x \);
    - for \( t \in [4, m] \)
      - append each vertex \( y \) of \( G \) (\( y \in s_i \)) to the leaf node(s) of \( T \) if \( y \) has a Hamming distance less than or equal to \( 2d \) from all the nodes on the path from the root to the leaf(s) of \( T \);
      - prune tree \( T \) by removing the leaf(s) with depth less than \( t-2 \);
      - break if \( T \) is empty;
    - end for
  - extract any \( m \)-clique from the path of root to a leaf if \( T \) is non-empty,
    - merge and record cliques (ranked according to information content);
- end for
- end for
**end**

### 3.2.1 Graph representation

In order to build graphs representing motif instances in dataset \( s=\{s_i\}_{i=1}^{m} \), a pair of reference sequences are chosen. Without loss of generality, let us choose \( s_1 \) and \( s_2 \). Each pair of nodes \( \{(v_{1,y'}, v_{2,y''})\}_{y',y''=1}^{n-1} \) in \( v_1 \) and \( v_2 \) forms a reference node pair if they have
Hamming distance up to 2d. Thereafter, a graph is constructed by drawing edges between a reference node pair \((v_{1,j'}, v_{2,j''})\) and nodes in \(\{v_i\}_{i=3}^m\) (of non-reference sequences). Specifically, an edge is drawn if the maximum Hamming distance of a node to the reference node pair \((v_{1,j'}, v_{2,j''})\) is equal to or less than 2d (as if the reference node pair were one node). Algorithm 5 describes the graph construction where \(P_i\) gives nodes selected from the sequence \(s_i\) according to a reference node pair \((v_{1,j'}, v_{2,j''})\). The selected nodes, as candidate motif instances, will then be used to construct trees.

**Algorithm 5 Node selection**

```
input : reference node pair \((v_{1,j'}, v_{2,j''})\); l-mers of sequences \(\{s_i\}_{i=3}^m\): \(\{\{v_{i,j}\}_{j=1}^{n-l+1}\}_{i=1}^m\).
output: vertices of a graph for the reference node pair: \(\{P_i\}_{i=3}^m\).
\(\{P_i \leftarrow \emptyset\}_{i=3}^m\)
for \(\{i\}_{i=3}^m\) do
  for \(\{j\}_{j=1}^{n-l+1}\) do
    if \(D_{\text{max}}(v_{1,j'}, v_{2,j'', v_{i,j}}) \leq 2d\) then
      \(P_i = P_i \cup \{v_{i,j}\}\)
    end if
  end for
end for
return \(\{P_i\}_{i=3}^m\)
```

### 3.2.2 Tree construction

To begin with, let \(T = \{\text{root}(T)\}\cup_{k=1}^K T_k\) be a K-ary tree with a finite set of nodes where \(\text{root}(T)\) denotes the root of the tree. Except for the root, other nodes are partitioned into \(k\) disjoint subsets \(\{T_k\}_{k=1}^K\) where each \(T_k\) is a K-ary tree. Except for the root, each node in \(T\) has one unique parent node and can have up to \(K\) child nodes. Let \(\text{parent}(X)\) denote the parent node of node \(X\), \(\text{child}(X)\) denote the set of child nodes of node \(X\), and \(\text{depth}(X)\) denote the depth of node \(X\) in the tree. Assume \(\text{depth}(\text{root}(T)) = 1\). A path connecting the root node of a tree with a leaf node is referred to as a branch (of the tree). That is, a leaf node indicates a branch of the tree.
Now we introduce how to use the nodes given in \( \{P_i\}_{i=3}^m \) to construct trees. First of all, another reference sequence (other than the reference pair for node selection, say \( s_3 \)) is selected for tree construction. The \( l \)-mers of the reference (in \( P_3 \)) will be initialized as root nodes of trees (to construct). Next, each root node is incrementally built into a tree (if possible) by using nodes in \( \{P_i\}_{i=4}^m \). Specifically, we try to extend each branch of an intermediate tree by using new nodes (i.e., \( l \)-mers in the remaining sequences). A branch of an intermediate tree is said to be extendable by a node if the maximum Hamming distance between any one of the nodes on the branch and the node is equal to or less than \( 2d \).

Given a new node and an intermediate tree \( T \), the \texttt{Extendable() function looks for the extendable branches of tree \( T \). This is carried out in a breadth-first manner by using a first-in-first-out queue \( Q \), as given in Algorithm 6. The returned elements in \( Q \) are the leaf nodes indicating the corresponding branches can be extended.

\begin{algorithm}[H]
\SetAlgoLined
\SetKwInOut{Input}{input}
\SetKwInOut{Output}{output}
\Input{an intermediate tree \( T \) and a node \( v_{i,j} \).}
\Output{a set of leaf nodes of \( T \) that can be appended by \( v_{i,j} \).}
\begin{algorithmic}
\State Initialize \( Q \leftarrow \emptyset \)
\If {\( D(v_{i,j}, \text{root}(T)) \leq 2d \)}
\State \( Q.\text{back}() \leftarrow \text{root}(T) \) \hfill /* insert the root to the end of \( Q \) */
\State While \( Q \neq \emptyset \) and \( \text{depth}(Q.\text{front}()) < i - 3 \) do
\State \( F \leftarrow Q.\text{front}() \) \hfill /* get the front node and delete it from \( Q \) */
\For {each node \( c \in \text{child}(F) \)}
\If {\( D(c, v_{i,j}) \leq 2d \)}
\State \( Q.\text{back}() \leftarrow c \)
\EndIf
\EndFor
\EndWhile
\EndIf
\State Return \( Q \)
\end{algorithmic}
\caption{Extendable(\( v_{i,j}, T \)): check if tree \( T \) can be extended by a node \( v_{i,j} \).}
\end{algorithm}

Initially, \( Q \) is set as empty. For the root node \( R \) of \( T \), if \( D(v_{i,j}, R) > 2d \), traverse of the tree is stopped and \( Q \) is returned as empty; otherwise \( R \) is inserted into \( Q \). If traverse
of the tree is continued, the front node in $Q$ is firstly checked. If the node is a leaf node of $T$, traverse of the tree is stopped and $Q$ is returned; otherwise, the node is removed from $Q$ and its children (whose Hamming distances from $v_{i,j}$ are not larger than $2d$) are inserted into the end of $Q$. While $Q$ is not empty, the above process is repeated. Note that a tree node $v_{i,j}$ corresponds to a node from $s_i$ starting at position $j$.

If queue $Q$ is returned as nonempty, all the kept nodes correspond to branches that are extendable by node $v_{i,j}$. Thus we directly append $v_{i,j}$ onto these leaf nodes. If $Q$ is empty, it means that no branches in $T$ can be extendable by $v_{i,j}$.

After checking for $v_{i,j}$, the same process is carried out for all the other nodes in $P_i$. After appending, there is a further step referred to as elimination of spurious branches. If a branch (the path from root node to a leaf node) cannot be extendable by any node in a specific sequence, a set of nodes can be deleted that are on a path by backtracking from the leaf node to a node whose parent has more than one child.

Specifically, when appending has been completed for all new nodes $v_{i,j}$ from $P_i$, a leaf node in the current tree should have a depth of $i-2$ if the clique indicated by its parent node (a previous leaf node) had been extendable by any new nodes at least once. Conversely, a deletable branch for sequence $s_i$ has been encountered if a leaf node has a depth less than $i-2$. Therefore, to find out and prune away all deletable branches for sequence $s_i$ in the new tree, we simply traverse all current leaves and check the depth of each leaf node. If it is less than $i-2$, the corresponding branch is pruned away.

If a tree has at least one branch of depth $i-2$, the tree is retained to append new nodes in $P_{i+1}$ (if $i < m$); otherwise, the tree construction process for the current root can be terminated. If there is any other root node initialized, the same construction process is carried out. The tree-construction algorithm is given in Algorithm 7.
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Algorithm 7 Tree construction

input: a reference node pair \((v_{1,j'}, v_{2,j''})\) and \(\{P_i\}_{i=3}^{m-1}\).
output: a set of trees relevant to \((v_{1,j'}, v_{2,j''})\).

for each node \(v_{3,r} \in P_3\) do
  initialize a tree \(T_r\) at \(v_{3,r}\).
  for \(i\) do
    for each node \(v_{i,j} \in P_i\) do
      \(Q \leftarrow \text{Extendable}(v_{i,j}, T_r)\)
      if \(Q\) is not null then
        append \(v_{i,j}\) to \(T_r\) according to \(Q\)
      end if
    end for
    prune \(T_r\)
    if \(T_r\) is empty then
      break
    end if
  end for
Report \(T_r\) (if not empty) with \((v_{1,j'}, v_{2,j''})\) /* from which cliques are extracted and possibly merged*/
end for

3.2.3 Motif refinement

Cliques extracted from a tree can be composed of a limited number of true motif instances and several random \(l\)-mer string. This is because these random \(l\)-mer strings have Hamming distance less than or equal to \(2d\) to the true instances. In this case, if only \(m\)-cliques are reported, the recall rate could be low. Therefore, we can merge the cliques to increase the number of true instances in a report. The refinement is performed as follows:

- **Merging redundant tree branches after tree construction:** Once a tree is obtained, each branch together with the related reference node pair form a clique. Such cliques can be merged which aims to guarantee more possible target instances included in the same clique (if the clique is formed by motif instances).
False motifs (or cliques involving with random l-mers) cannot be excluded by only merging of cliques. Suppose there are $X$ cliques formed by using nodes of a tree, and at most $x$ cliques are to be reported as motifs, where $X \geq x$. To get rid of false motifs, each clique is ranked according to information content (Eq. 3.1), and the top $x$ highly ranked cliques are selected as the possible motifs [9, 148]. Then, the algorithm tries to merge the remaining $X - x$ cliques into one of the $x$ cliques. Specifically, if any pair of nodes respectively from the two cliques are within $2d$, the two cliques are merged.

After another tree is constructed, a newly formed clique can have higher information content than the current $x$ cliques to report. Then, the lowest ranked clique is removed from the report list, and the new clique will be added (to report). How merging of cliques influences discovery accuracy will be discussed in the experimental section.

Moreover, consensus(es) of the cliques can be aligned from reported clique(s). The algorithm also implements re-scanning using the consensus(es) which aims to increase true positives, although false positives might also be increased [198].

\[
I = \sum_{i=1}^{l} (2 + \sum_{a \in \Omega} (f(a, i) \cdot \log_2 f(a, i)))
\]  
(Eq. 3.1)

where $f(a, i)$ is the frequency of base $a$ appearing on position $i$.

### 3.2.4 TreeMotif-BF: an example

Based on initial graph representation of candidate motif instances, TreeMotif-BF dynamically appends interesting candidates onto a tree and eliminate false candidates. The processes of tree construction and clique refinement in TreeMotif-BF are explained using Figure 3.2 (a)-(d).

Figure 3.2(a) shows an intermediate tree of depth 3 and nodes to append. Suppose the tree is built of nodes in $P_3$ to $P_5$, where $\{R\} \subseteq P_3$, $\{A, B\} \subseteq P_4$, $\{C, D, E, F\} \subseteq P_5$; and new candidate nodes $\{H, I, J\} \subseteq P_6$ are to be appended to the tree. Suppose each
Figure 3.2: TreeMotif-BF: illustration of tree construction and clique refinement

Figure 3.2(b) shows the tree construction with nodes $H, I$ and $J$. The tree is filtered using the function Extendable() (Algorithm 6 of Section 3.2.2) and appended according to queue $Q$. Specifically, $Q$ should keep several leaf nodes with depth 3 (if any) in the tree as the retained elements after filtering. Firstly, node $H$ is checked. According to the assumptions, $Q$ will change as follows: $Q$ is initialized as $Q=\{R\}$ as $D(R, H) \leq 2d$; then remove $R$ from $Q$ (now $Q = \emptyset$) and check its children $A, B$: insert $A$ into $Q$ as $D(A, H) \leq 2d$ (now $Q = \{A\}$); insert $B$ into $Q$ as $D(B, H) \leq 2d$ (now $Q = \{A, B\}$); then
remove $A$ from $Q$ (now $Q=\{B\}$) and check its children $C$, $D$: as $D(C, H)>2d$ and $D(D, H)>2d$, none of the children of $A$ is inserted into $Q$; then remove $B$ from $Q$ (now $Q=\emptyset$) and check its children $E$, $D$, $F$: insert $E$ into $Q$ as $D(E, H) \leq 2d$ (now $Q=\{E\}$); skip $D$ as $D(D, H)>2d$ (still $Q=\{E\}$); insert $F$ into $Q$ as $D(F, H) \leq 2d$ (now $Q=\{E, F\}$).

The filtering process will terminate as the depth of $E$ is equal to 3, which means leaf nodes of the tree before any appending have been reached. Final elements in $Q$, i.e. leaf nodes $E$ and $F$, correspond to branches that are extendable by the new node $H$, thus append $H$ to these two leaf nodes respectively. A similar process is carried out for node $I$. Queue $Q$ changes as follows: $\emptyset$, $\{R\}$, $\emptyset$, $\{B\}$, $\emptyset$, $\{E\}$ (note that all children of $A$ are skipped as $D(A, I)>2d$, which eliminates redundant traversing). So node $I$ can only be appended to leaf node $E$, as shown in Figure 3.2(c). For node $J$, as $D(R, J)>2d$, there is no need to traverse the tree. Now as there are no new nodes from $P_6$, the filtering and appending process have been completed for $s_6$.

Figure 3.2(c) shows the elimination of spurious branches after tree construction with nodes $H$, $I$ and $J$. That is, this is an intermediate tree which needs to be checked further if there is any deletable branch for $s_6$ to be pruned. This related to the first motif refinement strategy (in Section 3.2.3). In detail, leaf nodes $C$, $D$ (the child of $A$), $D$ (the child of $B$) have depth less than 4, therefore three deletable branches (sub-branches) are found in the new tree and needed to be pruned away. The paths of backtracking for pruning have been shown in the dashed ellipses.

Figure 3.2(d) shows the merging of redundant tree branches after tree construction. This is a new tree after processing for all new nodes from $P_6$. If $m=6$ (two reference sequences for node selection included), it is a final tree with three branches. In this case, branches of the tree stand for cliques of motif instances. For example, $\{R, B, E, H\}$ and $\{R, B, E, I\}$ are two branches, i.e., they can form two cliques of size 6 (with the reference node pair). Consensus motif is obtained using such cliques, supposing the base
at each position is deterministic. Furthermore, note that the two cliques share not only
the reference nodes (for node selection) but also nodes \( \{R, B, E\} \) and might refer to
the same motif. Therefore, such cliques are merged as one clique if all the nodes are
within \( 2d \) (making the clique size larger than \( m \)); otherwise, they are deemed as different
cliques. For the preceding example, a clique of \( \{R, B, E, H, I\} \) is formed if \( D(H, I) \leq 2d \).
In this way, more random substrings (that preserve as good as true motif instances) are
included in the final cliques. At the same time, this can guarantee more target instances
included in the same clique. This relates to the second clique refinement strategy (in
Section 3.2.3).

On the other hand, if \( m > 6 \), it is a tree that can be retained to be further processed.
That is, the new nodes from \( P_7, P_8, \ldots \) will be tested whether they can be appended
onto the new tree. If \( m > 6 \) and suppose none of the leaf nodes in the tree has a child
appended from \( P_6 \), there is no need to build the tree anymore for the other nodes from
\( P_i, i > 6 \). As with OOPS data, if there are no motif instances in \( P_6 \) appended onto the
tree, OOPS condition is not satisfied. This relates to a termination condition of tree
construction (see Algorithm 7 in Section 3.2.2).

3.2.5 Time and space complexity
3.2.5.1 Time complexity

Profiling analysis of an implementation of a tree-structured algorithm shows that Ham­
ming distance calculation takes up most of execution time. Thus, the running time of
the TreeMotif-BF algorithm is analyzed in terms of the number of Hamming distance
calculations. Suppose there are \( m \) sequences of length \( n \). Given reference sequences \( s_1 \)
and \( s_2 \), TreeMotif-BF needs \((n - l + 1)^2 \) times of calculations to find out all the reference
node pairs.

Suppose \( p \) is the probability of two random strings of length \( l \) having a Hamming
distance less than or equal to \( 2d \). Then, an intuitive but inexact measure of weakness of
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The \((l, d)\)-motifs is given by

\[
p = \sum_{i=0}^{2d} \binom{d}{i} (3/4)^i (1/4)^{d-i}
\]  

(Eq. 3.2)

The larger the value \(p\), the weaker the motif tends to become \([27, 66, 198]\). The expected number of node pairs is \((n - l + 1)^2p\), while in the worst case, it is \((n - l + 1)^2\). For each reference node pair, the number of \(l\)-mer substrings in each remaining sequence \(s_i\) \((3 \leq i \leq m)\) for tree construction is \((n - l + 1)\) in the worst case.

There are up to \((n - l + 1)\) root nodes in \(s_3\). Each tree is a \((n - l + 1)\)-nary tree during construction, and it can have a maximum depth of \(m - 2\). The number of nodes in an intermediate tree of depth \(x\) \((1 \leq x < m - 2)\) is bounded by \(O((n - l + 1)^{x-1})\). Note that for depth 1 of the tree, we append nodes in \(s_4\). For depth \(x > 1\), we continue appending nodes in \(s_{x+3}\), and the number of Hamming distance calculations required is bounded by \(O((n - l + 1)^{x-1}) \times (n - l + 1)\), or \(O((n - l + 1)^x)\). Thus for each tree, the number of Hamming distance calculations is bounded by \(O((n - l + 1)^{m-3})\).

As mentioned, there are up to \((n - l + 1)\) such trees for each reference node pair and there are \((n - l + 1)^2\) reference node pairs. Thus, the total number of Hamming distance calculations is bounded by \(O((n - l + 1)^{m-3}) \times (n - l + 1) \times (n - l + 1)^2\), or \(O(n^m)\).

Although the theoretical time complexity is exponential, the number of nodes that can be appended onto an intermediate tree decreases with the increased depth of the tree. This property leads to a reliable algorithm in practice. In addition, TreeMotif-BF does not have to duplicate the previous tree for new nodes. When sequences containing motif instances are long enough, TreeMotif-BF can reduce its execution time by avoiding the redundant duplications required by DPCFG. For example, it can be seen in Figure 3.2(b, c, d) that the TreeMotif-BF algorithm does not have to duplicate the previous tree for the new nodes in \(s_6\). It only needs to append new nodes onto the previous tree after filtration. The pruning operations only happen when all nodes in \(s_6\) have been checked for extendability, i.e., first appending and then deleting will keep all the information derived.
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from the previous sequences without duplications. By effectively avoiding duplications, TreeMotif-BF can run much faster in practice while producing the same (OOPS) results as DPCFG [198].

3.2.5.2 Space complexity

As mentioned, there are up to \((n - l + 1)\) root nodes in \(s_3\). For each root we expect to construct a tree of \(l\)-mers. The trees are constructed sequentially. For each tree, the number of nodes is \(\sum_{x=1}^{m-2} (n - l + 1)x^{-1}\). Thus the space complexity is \(O(n^{m-3})\) (in the worst case). TreeMotif-BF can consume a large amount of space when applied to discover extremely weak motifs. This can limit its application in finding very weak motifs.

3.3 TreeMotif-DF: tree construction in a depth-first manner

To reduce the space requirement by TreeMotif-BF, TreeMotif-DF constructs trees (or simply lists) in a depth-first manner. A general description of the algorithm is given in Algorithm 8. In the following sections, we introduce the details of the algorithm.

3.3.1 List construction

TreeMotif-DF builds trees by using the vertices of a graph in \(\{P_i\}_{i=3}^m\) constructed according to a reference node pair \((v_1, v_2, j')\). Specifically, for the selected reference node pair, a triplet is first formed with a vertex in \(P_3\). Then it checks if there is a vertex in \(P_4\) that has a Hamming distance less than or equal to \(2d\) to all the elements of the triplet. If true, a quartet will be formed; otherwise, it checks the next vertex in \(P_4\) (if any) in the same way. For the latter case, if there are no more vertices to be checked in \(P_4\), another triplet will be formed using the reference node pair and the next vertex in \(P_3\) (if any). Similarly, if there are no more vertices in \(P_3\) to form triplets with the reference node pair,
another reference node pair (if any) will be checked with the same process. After all the reference node pairs have been tested, the list construction ends.

Generally, after an \((i-1)\)-multiplet \((i \in [4, m])\) has been formed by the vertices in \(\{s_k\}_{k=1}^{i-1}\), TreeMotif-DF goes deeper to sequence \(s_i\), gets a vertex from \(P_i\) and checks if the vertex can form an \(i\)-multiplet with the current \((i-1)\)-multiplet. If the check returns false, it gets a next vertex in \(P_i\) (if any) and checks if an \(i\)-multiplet can be formed; otherwise, it adds the vertex from \(P_i\) and goes further deeper to \(s_{i+1}\) (if \(i+1 \leq m\)) and proceeds in the same way as that for \(s_i\). For the former case, if there are no more vertices to be checked in \(P_i\), the algorithm will backtrack to a previous sequence \(s_k\) \((k \geq 4)\) for which there is still a next vertex in \(P_k\) to be checked. For the latter case, if \(i = m\) and there is an \(m\)-multiplet formed, the \(m\)-multiplet represents a clique of motif instances.

Let \(\{L[i]\}_{i=1}^{m}\) be a variable where the intermediate substrings (deemed as the motif instances) are stored. An operation \(L[i] <- v_{i,j}\) will overwrite its previous content. Let \(\text{CheckVertices}(v_{i,j}, L)\) return \(\text{TRUE}\) if \(D(v_{i,j}, L[k]) \leq 2d\) for all \(\{k\}_{k=3}^{i-1}\); otherwise it returns \(\text{FALSE}\). The list construction procedure is shown in Algorithm 9.

### 3.3.2 TreeMotif-DF: an example

An example about the list construction is shown in Figure 3.3. Suppose with a reference node pair \((v_1, v_2)\), a graph is constructed and the vertices of the graph are recorded in \(\{P_i\}_{i=3}^{m}\). The assumptions on nodes and their pair-wise Hamming distance are the same as those in Section 3.2.4.

The vertex \(R\) in \(P_3\) is inserted into \(L[3]\) to form a triplet with the reference node pair \((v_1, v_2)\). Then TreeMotif-DF goes deeper into \(s_4\) and inserts vertex \(A\) in \(P_4\) into \(L[4]\) as \(D(R, A) \leq 2d\) (note that there is no need to check the Hamming distance of vertex \(A\) to each vertex forming the reference node pair as we have already made this check; this also holds for the other vertices to be added into \(L\)). Similarly, it inserts vertex \(C\) into
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$L[5]$ as $D(A, C) \leq 2d$ and $D(R, C) \leq 2d$ and goes deeper into $s_6$, as shown in Figure 3.3(a).

For $P_6$, however, as $D(C, H) > 2d$, $D(I, A) > 2d$ and $D(J, A) > 2d$, none of the vertices can be added into the current $L$ to form a larger clique. Therefore, TreeMotif-DF backtracks to $s_5$, replaces the current vertex $C$ in $L[4]$ with a next vertex $D$ and goes deeper into $s_6$ again, as shown in in Figure 3.3(b).

![Figure 3.3: TreeMotif-DF: illustration of tree construction](image-url)

Similar to vertex $C$, the new clique $\{R, A, D\}$ can also be extended by none of the vertices in $P_6$. Therefore, TreeMotif-DF backtracks to $s_5$ again, as the Hamming distances between $A$ and $E$ or $F$ are larger than $2d$, $L[4]$ will be reset as $B$ in $P_4$ and goes deeper into $s_5$ again. $C$ and $D$ will be skipped as their Hamming distances to $B$ are larger than $2d$. $L[5]$ will be set as $E$ according to the assumptions on the Hamming distances and the process goes to $s_6$. As all the Hamming distances of vertex $H$ to the vertices in $\{R, B, E\}$ are less than or equal to $2d$, thus vertex $H$ can be inserted into $L[6]$. Then a clique is found as $\{R, B, E, H\}$, as shown in in Figure 3.3(c). After recording the clique, next vertices $I, J$ in $P_6$ will also be checked sequentially (note that another clique...
Algorithm 8 TreeMotif-DF

**Input**: A set of $m$ sequences $\{s_t\}_{t=1}^m$, $l$ and $d$.

**Output**: ranked $m$-cliques

**Begin**:

select $s_1$ and $s_2$ as the reference sequence;

build reference node pairs with any two $l$-mers in $s_1$ and $s_2$;

for each reference node pair

build a graph $G$ using $l$-mers of $s_t$, $t\in[3, m]$, and $P_t$ collects the vertices (of $G$) from $s_t$;

for each vertex $y$ in $P_3$

initialize List $L$ with $y$;

initialize $i$ as 4 and get the first vertex $x$ from $P_i$;

while $i$ is not 4 or vertex $x$ is not null /* 'null' indicates empty $P_i$ */

if vertex $x$ has a Hamming distance less than or equal to $2d$ from all existing elements in $L$

replace the element $z$ in $L$ with $x$, where $x, z \in P_i$;

if $i$ is equal to $m$

record $l$-mers in $L$ (ranked with information content);

get the next vertex $x$ from $P_i$;

else /* continuation */

increase $i$ to $i + 1$;

get the first vertex $x$ from $P_i$;

end if

else

get one next vertex $x$ from $P_i$;

end if

while $i$ is larger than 4 and $x$ is null /* backtracking */

decrease $i$ to $i-1$;

get one next vertex $x$ from $P_i$;

end while

end for

end for

end
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is found as \{R, B, E, I\} by extending \{R, B, E\}, as shown in Figure 3.3(d)). After all vertices in \(P_6\) is finished, TreeMotif-DF backtracks to \(s_5\) again, replaces vertex \(E\) with a next vertex \(F\) and checks the construction in the same way. When the check for vertex \(F\) is finished, TreeMotif-DF backtracks to \(s_4\) as \(F\) is the last vertex in \(P_5\). Meanwhile, as vertex \(B\) is also the last vertex to check in \(P_4\), TreeMotif-DF further backtracks to \(s_3\). As there is no more vertex in \(P_3\) to form a triplet with \((v_{1,j'}, v_{2,j''})\), TreeMotif-DF terminates the list construction process for the current reference node pair. If there is any more reference node pair, TreeMotif-DF carries out a similar process for it.

3.3.3 Time and space complexity

3.3.3.1 Preliminary analysis

Suppose there are two vertices \(v_{i,1}, v_{i,2}\) located in different positions of \(P_i\). One of them can extend an \((i-1)\)-multiplet to a \(\{v_{i,1}\} \cup (i-1)\)-multiplet, and the other can extend the same clique to a \(\{v_{i,2}\} \cup (i-1)\)-multiplet. Moreover, suppose there is another vertex \(v_{i+1,1}\) in \(P_{i+1}\) that can extend the two \(i\)-multiplets. Then, we can see that when checking if \(v_{i+1,1}\) can be added into \(\{v_{i,1}\} \cup (i-1)\)-multiplet or \(\{v_{i,2}\} \cup (i-1)\)-multiplet, the part of checking with vertices in the \((i-1)\)-multiplet is common. That is, there is time wasted in calculating the same Hamming distances.

To avoid the redundancy mentioned in the preceding paragraph, we can pre-compute a lookup table \(T\) of Hamming distances among vertices. For sequence \(i\) (\(i \in [2, m]\)), let \(Q_i\) denote the set of vertices of \(s_i\) that have a Hamming distance less than or equal to \(2d\) to a given reference node (say from \(s_1\)), and \(|Q_i|\) denote the number of vertices in \(Q_i\). With the vertices in \(Q\), the element \(T(v_{i,j}, v_{i',j'})\) is inserted with the Hamming distance between vertex \(v_{i,j}\) and vertex \(v_{i',j'}\), where \(\{i\} = \{i\}_{i=2}^{N_p} \cup \{i\}_{i=1}^{N_p} \cup \{i\}_{j=1}^{N_p} \cup \{i\}_{j'=1}^{N_p}\) and \(N_p = \min\{m, 20\}\). It is not necessary to set \(N_p = m\) when \(m\) is large. This will be supported by the experiments for testing algorithmic scalability on the number of sequences.
Algorithm 9 TreeMotif-DF: list construction

**input**: a reference node pair \((v_{1,j'}, v_{2,j''})\) and candidate instances \(\{P_i\}_{i=3}^m\).

**output**: list \(L\) containing motif instances relevant to \((v_{1,j'}, v_{2,j''})\).

initialize \(L[1] \leftarrow v_{1,j'}\)

initialize \(L[2] \leftarrow v_{2,j''}\)

/* start depth-first traversal from \(s_3\) */

for each \(v_{3,j''} \in P_3\) do

\(L[3] \leftarrow v_{3,j''}\)

\(i \leftarrow 4\)

\(v_{i,j} \leftarrow \) first vertex in \(P_i\)

/* continue and backtrack */

while \((i \neq 4 \text{ or } v_{i,j} \neq \text{NULL})\) do

if \((\text{CheckVertices}(v_{i,j}, L) \text{ is TRUE})\) then

\(L[i] \leftarrow v_{i,j}\)

if \((i = m)\) then

return \(L\)

\(v_{i,j} \leftarrow \) next vertex in \(P_i\) /* if no next, \(v_{i,j}\) is set as NULL */

else

\(i \leftarrow i+1\) /* continue */

\(v_{i,j} \leftarrow \) first vertex in \(P_i\)

end if

else

\(v_{i,j} \leftarrow \) next vertex in \(P_i\) /* if no next, \(v_{i,j}\) is set as NULL */

end if

while \((i > 4 \text{ and } v_{i,j} = \text{NULL})\) do

\(i \leftarrow i-1\) /* backtrack */

\(v_{i,j} \leftarrow \) next vertex in \(P_i\) /* if no next, \(v_{i,j}\) is set as NULL */

end while

end while

end for

/* Function CheckVertices(i_{i,j}, L) return TRUE if \(D(v_{i,j}, L[k]) \leq 2d\) for all \(\{k\}_{k=m}^{i-1}\) */
3.3.3.2 Complexity

First of all, to find \( \{Q_i\}_{i=1}^m \) by using one vertex in \( s_1 \), it requires \((m-1)(n-l+1)\) Hamming distance calculations. Therefore in total, it approximately requires \((m-1)n^2\) Hamming distance calculations.

For graph construction, the Hamming distance calculation can refer to the Hamming distance table \( \{T(v_{i,j}, v'_{i,j'})\}_{i=1}^{N_p-1} {N_p}_{i=i+1}^{N_p} \). To prepare the table, it requires \( C_{n-l+1}^{N_p-1} C_1^{n-l+1} \) Hamming distance calculations (where \( C_p^q = y!/(x!(y-x)!)) \) and \( x, y \) are integers and \( y \geq x \). By setting \( N_p = m \), an upper bound of the number of Hamming distance calculations can be obtained as: \( C_{n-l+1}^{m-1} C_1^{n-l+1} C_1^{n-l+1} < m^2n^2 \). As there are \( n-l+1 \) such tables to prepare, the time complexity of TreeMotif-DF is bounded by \( O(m^2n^3) \), better than TreeMotif-BF theoretically. However, if taking the depth-first search of cliques into account, as there could be \((n-l+1)^m\) cliques in a dataset of \( m \) length-\( n \) sequences in the worst case, the algorithm has an exponential time complexity of \( O(n^m) \) in the worst case.

The main space requirement of TreeMotif-DF is in recording substrings, \( L \) and the Hamming distance table, which is \( O((mn)^2) \) in the worst case. It is much better than that of TreeMotif-BF. Table 3.1 summaries complexities of several motif discovery algorithms (in the worst case).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Time Complexity</th>
<th>Space Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPCFG</td>
<td>( O(n^m) )</td>
<td>( O(n^{m-2}) )</td>
</tr>
<tr>
<td>PMSprune</td>
<td>( O(nm^2N(l,d)) )</td>
<td>( O(nm^2) )</td>
</tr>
<tr>
<td>iTriplet</td>
<td>( O(nm^3Pd^2) )</td>
<td>( O(N(l,d)) )</td>
</tr>
<tr>
<td>TreeMotif-BF</td>
<td>( O(n^m) )</td>
<td>( O(n^{m-3}) )</td>
</tr>
<tr>
<td>TreeMotif-DF</td>
<td>( O(n^m) )</td>
<td>( O((mn)^2) )</td>
</tr>
</tbody>
</table>

Note*: \( N(l,d) = \sum_{i=0}^{d} C_l^i 3^i \).
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3.4 Experimental results

In this section, TreeMotif algorithms are evaluated and compared with the other existing algorithms on synthetic datasets and biological datasets. For synthetic comparison, we test the performance of TreeMotif algorithms and other known algorithms by tuning parameters \( m, n, l, d \) and biasing base distributions of background sequences. All the algorithms are tested on the same workstation with 2.66 GHz CPU and 3.00 GB RAM. The memory consumption of several algorithms when handling a few \((l, d)\)-motif problems is given in Table 3.2. In the following comparisons, if an algorithm does not encounter memory shortage during running, we deem its memory requirement as satisfactory. All the statistics are averaged over 10 datasets (which also applies for the experiments on synthetic datasets of Chapters 4 and 5 if not specified).

Table 3.2: Comparison: memory consumption

<table>
<thead>
<tr>
<th>( m, n )</th>
<th>( l, d )</th>
<th>( m, n )</th>
<th>( l, d )</th>
<th>( m, n )</th>
<th>( l, d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20, 600</td>
<td>15, 4</td>
<td>20, 2000</td>
<td>15, 4</td>
<td>20, 600</td>
<td>18, 6</td>
</tr>
<tr>
<td>20, 600</td>
<td>16, 5</td>
<td>20, 600</td>
<td>14, 4</td>
<td>100, 600</td>
<td>14, 4</td>
</tr>
<tr>
<td>iTriplet</td>
<td>14</td>
<td>17</td>
<td>20</td>
<td>44</td>
<td>17</td>
</tr>
<tr>
<td>PMSprune</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>DGCFG</td>
<td>30</td>
<td>296</td>
<td>m.s.</td>
<td>m.s.</td>
<td>&gt;1000</td>
</tr>
<tr>
<td>TreeMotif-DF</td>
<td>9</td>
<td>25</td>
<td>20</td>
<td>32</td>
<td>17</td>
</tr>
<tr>
<td>TreeMotif-BF</td>
<td>8</td>
<td>10</td>
<td>10</td>
<td>130</td>
<td></td>
</tr>
</tbody>
</table>

Unit: Megabyte; m.s.: memory shortage

3.4.1 Synthetic data

Synthetic datasets are generated by using the model of fixed number of mutations [131]. First, \( m \) i.i.d. sequences are generated. Second, an instance of a target motif of length \( l \) is planted at a random site of each of \( k \) sequences. Third, for each motif instance, up to \( d \) randomly selected sites are mutated. Notes: (1) the base distribution in motif instances also follows i.i.d.; (2) when parameter \( k = m \), a dataset corresponds to an exact one (OOPS) while when parameter \( k < m \), it corresponds to a noisy one (ZOOPS). In this chapter, all the datasets are generated as exact ones.
Let TP denote the number of predicted motif positions that are known to be true motif positions; FP denote the number of predicted motif positions that are known to be non-motif positions; FN denote the number of predicted non-motif positions that are known to be true motif positions; TN denote the number of predicted non-motif positions that are known to be true non-motif positions. The nucleotide level statistics, including $nSn = TP/(TP+FN)$, $nPPV = TP/(TP+FP)$; $nSP = TN/(TN+FP)$; $nPC = TP/(TP+FN+FP)$; $nASP = (nSN+nPPV)/2$; $nCC = (TP*TN- FP*FN)/[(TP+FP)(FP + TN)(TN+FN)(FN+TP)]^{0.5}$, are used to compare different algorithms. For more details about the statistics, please refer to the original introduction [174].

Moreover, besides $p$ as given by Eq. 3.2, another measure $E$ [27] could be used to indicate the weakness of a motif, which is given by Eq. 3.3. Value $E$ is the logarithmic-scaled number of $(l, d)$-motifs that randomly appear in a dataset of $m$ length-$n$ sequences. As $E$-value applies an operator $-\log_{10}()$ on the number of random motifs, a smaller $E$-value (including negative numbers) suggests greater difficulty to discover a motif (theoretically).

$$E(l, d, m, n) = -\log_{10}(4^d(1 - (1 - \sum_{i=0}^{d} C_i^{(3/4)^i(1/4)^{l-i}})^m))$$  \hspace{1cm} (Eq. 3.3)

3.4.1.1 Motif challenge problem

It has been shown by Pevzner et al. that MCP (where $l=15$, $d=4$, $m=20$, and $n=600$) is beyond reach to many existing probabilistic algorithms [131], thus we use this basic $(l, d)$-motif problem as a natural test case for our algorithm.

Algorithms are first compared on the Motif Challenge Problem. For this problem, each dataset is generated with $m=20$, $n=600$, $l=15$ and $d=4$ (and thus $p=0.054$ and $E=15$). Although $E$ indicates that there is not any random motif in such datasets, it will be shown that probabilistic algorithms cannot perform as satisfactorily as deterministic algorithms.
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All algorithms including MEME, BioProspector, MDscan, PatternBranching, GibbsMotifSampler, PROJECTION, DPCFG, PMSprune, iTriplet and TreeMotif algorithms, are allowed to report three groups of motif instances they ranked as the best, and the one with the highest performance coefficient (nPC) is selected for comparison. Note that TreeMotif algorithms rank candidate motifs according to the information content of cliques as given in Section 3.2.3.

Table 3.3 shows the comparison. GWM2, iTriplet and PMSprune can achieve nSn of 1.00 (with standard error as 0.00) which means that they find out all the target motif instances. Meanwhile, these algorithms give nPC of less than 1.0. This is because there are random l-mer substrings of sequences that are as (more) conserved to the consensus motif as (than) the target instances. Random strings can be included in the reported cliques due to the re-scanning strategy by using consensus motifs in GWM2, the alignment strategy of candidate motifs in PMSprune and the sequence-instance association strategy in iTriplet.

TreeMotif-DF and DPCFG produce nPC and nSn less than 1.00. They are set to produce m-cliques among which the target one (of motif instances) must be included. Cliques highly ranked according to information content are reported as candidate motifs. However, there is a possibility that a random string is more conserved than a target motif instance. As a result, the information content of a ‘quasi-random’ clique (where a subset of the elements are random l-mers) might be larger than the target one (composed of all the true motif instances), thus highly ranked and reported. As m is the number of predicted positives, if FP is x, then TP is m-x, and FN is x. Therefore, nSn=(m-x)/m and nPC=(m-x)/(m+x). If x>0, nPC and nSn must be less than 1. This means that although the target clique must have been formed, it is possible that it is not reported. (Note that DPCFG does not have a ranking strategy; but as it finds the same cliques as TreeMotif-DF, we consider it delivers the same accuracy. This is not repeated in the following sections.)
TreeMotif-BF shows different \( n_{Sn} \) and \( n_{PC} \) from the above algorithms. This is because TreeMotif-BF uses a strategy for refining motifs by merging cliques. The merging process leads to cliques of size larger than \( m \), but smaller than or equal to that of GMW2, iTriplet and PMSprune. That is, more target instances can be included in the same clique. This is why TreeMotif-BF shows a little higher \( n_{Sn} \) than TreeMotif-DF and DPCFG. Meanwhile, as random strings can be included in the same clique, \( n_{PC} \) of TreeMotif is decreased a little.

Table 3.3: Comparison: motif challenge problem

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( n_{PC} )</th>
<th>( n_{Sn} )</th>
<th>Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GibbsMotifSampler</td>
<td>0.01±0.01</td>
<td>0.02±0.02</td>
<td>3.5±0.4</td>
</tr>
<tr>
<td>MDscan</td>
<td>0.06±0.05</td>
<td>0.13±0.11</td>
<td>1.3±0.0</td>
</tr>
<tr>
<td>MEME</td>
<td>0.25±0.21</td>
<td>0.36±0.26</td>
<td>3.0±0.1</td>
</tr>
<tr>
<td>BioProspector</td>
<td>0.23±0.14</td>
<td>0.36±0.20</td>
<td>3.4±0.5</td>
</tr>
<tr>
<td>PROJECTION</td>
<td>0.34±0.26</td>
<td>0.45±0.27</td>
<td>75±3.1</td>
</tr>
<tr>
<td>PatternBranching</td>
<td>0.94±0.10</td>
<td>0.97±0.06</td>
<td>4.2±0.0</td>
</tr>
<tr>
<td>GWM2</td>
<td>0.93±0.07</td>
<td>1.00±0.00</td>
<td>3.9±0.1</td>
</tr>
<tr>
<td>PMSprune</td>
<td>0.93±0.07</td>
<td>1.00±0.00</td>
<td>5.2±0.1</td>
</tr>
<tr>
<td>iTriplet</td>
<td>0.93±0.07</td>
<td>1.00±0.00</td>
<td>186±5.3</td>
</tr>
<tr>
<td>DPCFG</td>
<td>0.96±0.05</td>
<td>0.98±0.03</td>
<td>0.7±0.0</td>
</tr>
<tr>
<td>TreeMotif-DF</td>
<td>0.96±0.05</td>
<td>0.98±0.03</td>
<td>3.4±0.0</td>
</tr>
<tr>
<td>TreeMotif-BF</td>
<td>0.93±0.07</td>
<td>1.00±0.02</td>
<td>0.5±0.0</td>
</tr>
</tbody>
</table>

Note: time unit: second.

Overall, the string-based algorithms could be more robust for finding weak motifs than the profile-based algorithms, because the former can enumerate and validate all the possible motifs. Although PatternBranching shows comparable performance to the latter, Section 3.4.1.2 will show that it cannot perform consistently when the length of background sequences is increased. From the perspective of execution time, TreeMotif-DF requires more time than TreeMotif-BF and DPCFG on the MCP while those of the later two are comparable.
3.4.1.2 Impacts of increasing length of sequences

Although genome-wide ChiP-seq analysis has been increasingly used to characterize transcription factor binding, such methods usually generate peak regions of hundreds of base pairs where motifs are included [90, 201]. Therefore, additional motif finding tools are required to further extract binding motifs from such data. However, one limitation of such tools is that they are not scalable for increasing the ChiP-seq peak regions where the motifs are hidden [90]. This is because the longer the sequences are, the more false instances (that are similar to the true instances) are present in the dataset, and thus the more difficult it is to discover the true instances, especially for weak motifs.

In this section, we test if TreeMotif algorithms can discover motifs with increased length of background sequences. Moreover, their computational efficiency will also be compared to the other existing algorithms.

Datasets are generated with the following settings [27, 166]. The length of sequences $n$ is increased from 700 to 2000 with a step of 100. Each dataset contains twenty sequences with instances of a $(15, 4)$-motif. Table 3.4 shows several decreased $E$ values with increased sequence length.

<table>
<thead>
<tr>
<th>$n$</th>
<th>700</th>
<th>1000</th>
<th>1300</th>
<th>1600</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>13</td>
<td>10</td>
<td>8</td>
<td>7</td>
<td>5</td>
</tr>
</tbody>
</table>

As seen from Figure 3.4 (note: the corresponding nSn is shown in Figure 3.5; MCP also included), probabilistic algorithms, including GibbsMotifSampler, Bioprospector, MDscan, and MEME, cannot guarantee satisfactory discovery accuracy. PROJECTION can produce slightly better results than these algorithms but its nPC is still below 0.5. PatternBranching shows higher discovery accuracy with the length of sequences increased to 1300. However, its nPC (as well as nSn) is inconsistent and drops off quickly when sequences become even longer.
Figure 3.4: Comparison: effect of increasing \( n \) on \( nPC \)
TreeMotif-DF and DPCFG are shown by the same line. They deliver the best nPC when the length of sequences is less than 1500. However, nPC decreases fast when sequences become long (or the weakness of the motif is increased). This is because many random l-mer substrings that are as conserved to the consensus motif as the target instances present in the dataset. These random l-mers lead to random or quasi-random cliques which are highly ranked and reported as motifs. Meanwhile, Figure 3.5 shows that nSn of TreeMotif-DF and DPCFG is less than 1.0; iTriplet, PMSprune and GWM2 guarantee the discovery of all the target instances, i.e., nSn=1.0. The reasons for these performances are similar to discussions in Section 3.4.1.1. These algorithms perform almost consistently with the increase of the length of sequences. For example, they can still produce nPC above 0.8 for n=2000.

Overall, accuracy of all the algorithms decrease but due to different reasons. Probabilistic algorithms are likely to miss true motif instances; TreeMotif-DF and DPCFG can find all true motif instances but cannot guarantee to report them thoroughly (due to the selection of exactly m instances); iTriplet, PMSprune, and GWM2 introduce false positive instances (by reporting more than m instances). TreeMotif-DF and DPCFG can deliver the same nSn as iTriplet, PMSprune, and GWM2 as long as they are allowed to report cliques of size larger than m by using a similar re-scanning strategy to GWM2. Instead of re-scanning the dataset with a consensus motif, TreeMotif-BF merges cliques if all instances of these cliques show Hamming distance up to 2d from each other. This results in that more target instances are collected in the same clique than m-cliques, and possibly fewer false instances than cliques refined by re-scanning. Therefore, it can be viewed as an eclectic algorithm of those with and without re-scanning.

The execution time is also compared among TreeMotif algorithms, PMSprune and DPCFG, as given in Figure 3.6. Notes: (1) the execution time of PatternBranching and a part of the execution time of iTriplet are also included; (2) for each point, the time is
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Figure 3.5: Comparison: effect of increasing \( n \) on \( nSn \)
an average of 10 datasets; (3) the standard errors are extremely small compared to the corresponding means and thus not shown.

Figure 3.6 shows that TreeMotif-BF requires less execution time than TreeMotif-DF when the length of sequences is increased (or when a motif becomes weaker). This indicates that the strategy on reducing space requirement in TreeMotif-DF leads to an increase of execution time. When the sequence length is below 1700, TreeMotif-BF required the lowest execution time among all exact algorithms. TreeMotif algorithms consume about one third to a half the execution time of DPCFG when sequences are longer than 1800 bp. As more random false instances present in long sequences, DPCFG requires a large number of duplication or redundant operations for list construction, which incurs more execution time. TreeMotif algorithms do not have such overheads and thus they executes much faster.

By increasing $n$ (with $m=20$, $l=15$, and $d=4$), PMSprune exhibits approximate linear increase in execution time. When sequence length is larger than 1700, PMSprune shows the lowest execution time. This indicates that PMSprune has better scalability on $n$ than all the other algorithms. PMSprune performs better than the other algorithms under these settings because the value of $l$ and $d$ are relatively small. That is, the neighborhood $N(l, d)$ it examines is small. When $N(l, d)$ increases, its execution time will increase rapidly. This will be further shown in Section 3.4.1.4.

### 3.4.1.3 Impacts of increasing number of sequences

With fixed $l$, $d$ and $n$, increasing the number of sequences in datasets will provide increased number of motif instances, which theoretically leads to a more exact consensus motif (as seen from the increase of value $E$). However, in this case, more sequences also lead to more random $l$-mers which are similar to target instances. Thus, the computational performance of the algorithms can also be affected. The scalability of the
Figure 3.6: Comparison: effect of increasing $n$ on execution time
algorithms must also concern how their performance changes with the increase of the number of sequences.

In this section, experiments are designed to examine how the performance of TreeMotif algorithms varies with regard to the number of sequences in the datasets.

Datasets are generated with $m$ as 20, 25, 30, 35, 40, 50, 100, with $n=600$, $l=14$, and $d=4$ [76]. It is reasonable to set the length of sequences as 600 bp as TFBSs motifs usually appear in such upstream regions of transcription start sites [30]. The results of all relevant algorithms are shown in Table 3.5, where TreeMotif-DF* corresponds to results of TreeMotif-DF without using lookup tables of Hamming distances. The corresponding $E$ values show that the motif becomes stronger.

Table 3.5: Comparison: effects of increasing $m$ on execution time

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPCFG</td>
<td>0.7±0.1</td>
<td>0.6±0.1</td>
<td>0.6±0.0</td>
<td>0.7±0.1</td>
<td>0.7±0.1</td>
<td>1.1±0.2</td>
<td>1.2±0.4</td>
</tr>
<tr>
<td>GWM2</td>
<td>4.5±0.3</td>
<td>4.3±0.3</td>
<td>4.1±0.3</td>
<td>4.4±0.3</td>
<td>4.6±0.3</td>
<td>4.5±0.3</td>
<td>6.3±2.2</td>
</tr>
<tr>
<td>iTriplet</td>
<td>10.6±0.4</td>
<td>10.9±0.3</td>
<td>10.7±0.4</td>
<td>10.7±0.8</td>
<td>10.6±0.3</td>
<td>9.9±0.4</td>
<td>9.9±0.3</td>
</tr>
<tr>
<td>PMSprune</td>
<td>0.2±0.0</td>
<td>0.2±0.0</td>
<td>0.4±0.0</td>
<td>0.4±0.0</td>
<td>0.5±0.0</td>
<td>0.7±0.0</td>
<td>1.4±0.0</td>
</tr>
<tr>
<td>TreeMotif-BF</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
</tr>
<tr>
<td>TreeMotif-DF</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
</tr>
<tr>
<td>TreeMotif-DF*</td>
<td>0.6±0.1</td>
<td>0.5±0.0</td>
<td>0.6±0.0</td>
<td>0.5±0.0</td>
<td>0.5±0.0</td>
<td>0.6±0.1</td>
<td>1.1±0.6</td>
</tr>
</tbody>
</table>

Note* time unit: $\times 10^2$ second.

Table 3.5 shows that when the number of sequences is not large (say $m\leq40$), the execution time of TreeMotif-DF does not increase with pre-computed Hamming distance tables (note that it does not decrease neither although the weakness of the motif is decreased). This is in accordance with the previous analysis that, as more sequences are involved, less random lists are left and thus less execution time is required on Hamming distance calculations. In addition, TreeMotif-DF shows improved execution time compared with TreeMotif-DF*. Taking DPCFG as a basis, it can be derived that less than
a half the reduction on execution time by TreeMotif-DF is contributed by the algorithm itself while the remaining is contributed by Hamming distance lookup tables.

TreeMotif-BF consumes slightly less execution time than TreeMotif-DF. This further indicates that tree construction in the breadth-first manner is more efficient than that in the depth-first manner, although the latter reduces the space requirement. DPCFG, GWM2 and iTriplet are not affected by increasing the number of the sequences. However, it can be seen that TreeMotif algorithms require less time than these algorithms.

When \( m \leq 40 \), TreeMotif-BF almost requires the lowest execution time among all algorithms. However, when the number of sequences is larger (say \( m \geq 50 \)), sample-driven algorithms begin to perform inconsistently which can be seen from the larger deviation on execution time. This is because, the more sequences included in a dataset, the more \( l \)-mer substrings are to be handled. In other words, the possibility becomes high for random cliques to be checked if they can be extended.

For example, supposing there are \( x \) substrings of a sequence that show up to \( 2d \) distance from the same number of substrings of each of the other sequences, the maximum number of cliques formed can be \( x^m \). However, the practical number of cliques are dataset-dependent. That is, some datasets contain a large number of random cliques while others contain few. As a result, the performance of the sample-driven algorithms is also dataset-dependent, showing large standard deviations. For example, DPCFG has difficulty in dealing with 6 (of 10) datasets with \( m=100 \) (encountering errors on memory allocation); TreeMotif-BF involves a large amount of overhead to traverse the intermediate tree for appending and deleting nodes, which makes the performance of TreeMotif-BF incomparable to that of TreeMotif-DF.

Meanwhile, pattern-driven algorithms, such as PMSprune, check Hamming distances of a candidate motif to a maximum number of \( n \times m \) \( l \)-mer substrings in a dataset. The number of check increases linearly with \( m \). This is the reason why pattern-driven
algorithms show better consistency (or lower standard deviation) than sample-driven ones when increasing $m$.

Overall, it can be seen from the table that TreeMotif-DF is slightly better (showing lower average execution time) than PMSprune and other algorithms even for $m=100$. In practice, if a dataset consists of a large number of sequences and it is sure that each sequence contains at least one motif instance, the impact of the number of sequences can be decreased by dividing the dataset into several sub-datasets. Each sub-dataset contains a small number of sequences [166]. The size of the sub-datasets should be determined carefully. Because if the size is too small (then $E$ would be small), many random cliques might be produced and difficult to be eliminated.

### 3.4.1.4 Impacts of increasing $l$ and $d$ with fixed value $p$

One of the most critical parameters for motif discovery algorithms is the expected length of motifs. Hu et al. showed that the performance of most existing probabilistic algorithms is acceptable for limited length of motifs ranging between 10 and 25 [68]. When increasing the length $l$ (and $d$), the performance of combinatorial algorithms will also be influenced. Theoretically, for pattern-driven algorithms, increasing $l$ and $d$ will result in exponentially increased number of candidate motifs even if $p$ is fixed; for sample-driven algorithms, increasing $l$ and $d$ will result in exponentially increased number of combinations of candidate instances if $p$ is increased. All these indicate increased requirements on computational time and space.

In this section, experiments are designed to check how the performance of the algorithms is affected by increasing $l$ and $d$ but with fixed $p$. Section3.4.1.5 checks how the performance of the algorithms is affected by increasing $l$ and $d$ with increased $p$.

This section checks whether an algorithm is scalable for finding motifs of different lengths. Experiments are carried out with $(l, d)$ increased from $(12, 3)$ to $(50, 16)$ with
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$m=20$ and $n=600$, while the value $p$ is fixed at around 0.05 (and the corresponding value $E$ is also given). The value $p$ is approximately the same as that of a $(15, 4)$-motif. The value $E$ is extremely large for $l>30$, as given in Table 3.6, which means that there are few random motifs. However, we would like to keep comparison on such motifs, because the value $E$ can be decreased if we increase $n$ and/or decrease $m$. If an algorithm can detect such motifs in short background sequences (here, $n=600$), there is a possibility for it to detect in long sequences. The corresponding experimental results are collected in Table 3.6.

The performance of PMSprune indicates that it is very sensitive to the combination of the length of motif $l$ and the number of mutation $d$, i.e., the neighborhood $N(l, d)$ of an $l$-mer string. Specifically, when $l$ and $d$ are increased, the execution time of PMSprune increase exponentially. The performance of the other pattern-driven algorithm iTriplet also shows the similar trend to that of PMSprune. In addition, iTriplet can encounter errors on memory allocation when handling long motifs such as $(44, 14)$. They are not useful in detecting long motifs (even when the motif is not weak).

DPCFG delivers consistent execution time, which is little affected by increasing the motif length $l$ and number of mutation $d$ as long as $p$ is fixed. For several cases, it requires slightly lower execution time than TreeMotif algorithms.

TreeMotif algorithms also exhibit consistent execution time, which are significantly less than those of PMSprune and iTriplet and comparable to DPCFG. TreeMotif-DF requires more time than TreeMotif-BF, which indicates tree construction in the depth-first manner is inefficient. In addition, because we empirically set $N_p$ as 20, additional execution time could be resulted from unnecessary calculations of Hamming distance.

In summary, execution time of pattern-driven algorithms grows fast due to the exponential increase of the size of the neighborhood $N(l, d)$ of an $l$-mer string, although $p$ is fixed. Specifically, PMSprune has to verify many more candidate motifs, requiring more
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Table 3.6: Comparison: effects of varying \((l, d)\) with fixed \(p\) on execution time

<table>
<thead>
<tr>
<th>((l, d), p, E)</th>
<th>DPCFG</th>
<th>PMSprune</th>
<th>iTriplet</th>
<th>TreeMotif-BF</th>
<th>TreeMotif-DF</th>
</tr>
</thead>
<tbody>
<tr>
<td>((12, 3), 0.05, 6)</td>
<td>0.8</td>
<td>1.6</td>
<td>173.6</td>
<td>0.6</td>
<td>3.0</td>
</tr>
<tr>
<td>((18, 5), 0.06, 23)</td>
<td>0.6</td>
<td>16.9</td>
<td>230.4</td>
<td>0.5</td>
<td>4.2</td>
</tr>
<tr>
<td>((21, 6), 0.06, 32)</td>
<td>0.5</td>
<td>46.5</td>
<td>250.0</td>
<td>0.4</td>
<td>4.5</td>
</tr>
<tr>
<td>((24, 7), 0.06, 41)</td>
<td>0.5</td>
<td>80.2</td>
<td>291.5</td>
<td>0.4</td>
<td>3.9</td>
</tr>
<tr>
<td>((27, 8), 0.05, 49)</td>
<td>0.4</td>
<td>137.1</td>
<td>354.4</td>
<td>0.4</td>
<td>4.3</td>
</tr>
<tr>
<td>((30, 9), 0.05, 58)</td>
<td>0.4</td>
<td>242.9</td>
<td>553.9</td>
<td>0.4</td>
<td>4.3</td>
</tr>
<tr>
<td>((33, 10), 0.05, 66)</td>
<td>0.4</td>
<td>405.2</td>
<td>1050.2</td>
<td>0.4</td>
<td>4.4</td>
</tr>
<tr>
<td>((36, 11), 0.05, 75)</td>
<td>0.3</td>
<td>651.8</td>
<td>1418.9</td>
<td>0.4</td>
<td>3.6</td>
</tr>
<tr>
<td>((39, 12), 0.04, 83)</td>
<td>0.3</td>
<td>1056.0</td>
<td>2779.2</td>
<td>0.4</td>
<td>3.8</td>
</tr>
<tr>
<td>((42, 13), 0.04, 92)</td>
<td>0.3</td>
<td>1841.8</td>
<td>2895.5</td>
<td>0.4</td>
<td>3.6</td>
</tr>
<tr>
<td>((44, 14), 0.06, 92)</td>
<td>0.7</td>
<td>19213.5</td>
<td>-e</td>
<td>0.6</td>
<td>7.1</td>
</tr>
<tr>
<td>((47, 15), 0.06, 100)</td>
<td>0.6</td>
<td>28896.2</td>
<td>-e</td>
<td>0.7</td>
<td>7.0</td>
</tr>
<tr>
<td>((50, 16), 0.06, 109)</td>
<td>0.5</td>
<td>-o</td>
<td>-e</td>
<td>0.8</td>
<td>6.5</td>
</tr>
</tbody>
</table>

Note* '-o': more than 10 hours; '-e': error on memory; time unit: second.

execution time; iTriplet has to maintain many more candidate motifs in the hash table, requiring more execution time and space. Meanwhile, sample-driven algorithms such as TreeMotif algorithms can perform more consistently than pattern-driven algorithms under the same settings, because the expected number of \(l\)-mer substrings of each sequence for them to handle is a constant of \(n \times p\) if \(p\) and \(n\) are fixed.

3.4.1.5 Impacts of increasing weakness \(p\)

In this section, we check if an algorithm is scalable with increased weakness of motifs. The value of \(p\) is increased from 0.03 to 0.29 by varying \(l\) and \(d\) as listed in Table 3.7 (where \(m=20\) and \(n=600\); the corresponding value \(E\) for each motif is also given). Experimental results given by different algorithms are shown in Figure 3.7.
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Table 3.7: Comparison: \((l, d)\)-motifs for increasing \(p\)

<table>
<thead>
<tr>
<th>ID</th>
<th>(p, E) ((l, d))</th>
<th>(l)</th>
<th>(p, E) ((l, d))</th>
<th>(l)</th>
<th>(p, E) ((l, d))</th>
<th>(l)</th>
<th>(p, E) ((l, d))</th>
<th>(l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.03, 58 (28, 8)</td>
<td>8</td>
<td>0.11, 66 (37,12)</td>
<td>15</td>
<td>0.16, 93 (50,17)</td>
<td>22</td>
<td>0.21, 33 (27, 9)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.09, 49 (29, 9)</td>
<td>9</td>
<td>0.12, 58 (34,11)</td>
<td>16</td>
<td>0.17, 59 (36,12)</td>
<td>23</td>
<td>0.22, 59 (38,13)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.10, 32 (23, 7)</td>
<td>10</td>
<td>0.13, 50 (31,10)</td>
<td>17</td>
<td>0.18, 15 (19, 6)</td>
<td>24</td>
<td>0.23, 24 (24, 8)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.10, 23 (20, 6)</td>
<td>11</td>
<td>0.14, 41 (28, 9)</td>
<td>18</td>
<td>0.18, 50 (33,11)</td>
<td>25</td>
<td>0.24, 51 (35,12)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.10, 75 (40,13)</td>
<td>12</td>
<td>0.15, 32 (25, 8)</td>
<td>19</td>
<td>0.19, 7 (16, 5)</td>
<td>26</td>
<td>0.26, 95 (54,19)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.11, 15 (17, 5)</td>
<td>13</td>
<td>0.16, 67 (39,13)</td>
<td>20</td>
<td>0.20, 42 (30,10)</td>
<td>27</td>
<td>0.28, 7 (18, 6)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.11, 6 (14, 4)</td>
<td>14</td>
<td>0.16, 24 (22, 7)</td>
<td>21</td>
<td>0.21, 68 (41,14)</td>
<td>28</td>
<td>0.29, 60 (40,14)</td>
<td></td>
</tr>
</tbody>
</table>

Firstly, we examine how \(l\) and \(d\) (with \(p\) larger than 0.05) influence the performance of the algorithms. iTriplet requires much more execution time than the other algorithms, and it could also be limited in applications as it consumes a large amount of space.

For PMSprune, if the difference in the values of \(p\) of two motifs is small, the execution time lies on \(l\) and \(d\). However, if the difference in the values of \(p\) is large, the execution time is mainly influenced by \(p\). For example, for a \((14, 4)\)-motif and a \((37, 12)\)-motif with \(p=0.112\), PMSprune consumes more than 10 hours on the latter compared to 20 seconds on the former. This is the same as discussions in the last section, i.e., PMSprune is sensitive to \(l\) and \(d\). For a \((24, 8)\)-motif and a \((25, 8)\)-motif with values of \(p\) showing a large difference, PMSprune requires about 4.7 hours on the weaker one compared to 0.9 hours on the other. In addition, PMSprune generally requires over 10 hours for handling motifs with \(l \geq 30\) and \(p > 0.1\), showing limited scalability.

For TreeMotif algorithms, different from PMSprune, the longer the motif the less time is required if the values of \(p\) for two motifs are large but the difference between them is small. Taking a \((22, 7)\)-motif and a \((50, 17)\)-motif as examples, TreeMotif-BF requires 121 seconds for the former and 25 seconds for the latter.

This feature on the execution time of TreeMotif algorithms is due to that they are sample-driven, i.e., their performance depends on how many \(l\)-mer strings will be handled. If the length of sequences is \(n\) and the length of a motif is \(l\), then the number of \(l\)-mer
substrings of each sequence is \( n-l+1 \). Therefore, for a random \( l \)-mer string, it is expected that there are \( (n-l+1)p \) substrings of each sequence that show Hamming distance up to \( 2d \) to the random string. With approximately the same \( n \) and \( p \), the larger the length \( l \), the smaller the value \( n-l+1 \), i.e., the fewer \( l \)-mer strings to handle, which indicates that the execution time can be reduced.

Moreover, two \( l \)-mer strings have a lower chance to be \( 2d \)-neighbors if \( l \) is large. Thus, the \( 2d \)-neighbors of such a string have a lower chance to present in the same dataset of size \( n \times m \). As a result, there are less random cliques of \( l \)-mer strings, which indicates less calculation on Hamming distances. This character also contributes to the lower execution time required by TreeMotif algorithms on discovering long motifs.

Generally, TreeMotif algorithms are more efficient for handling long weak motifs than other algorithms. For a \((24, 8)\)-motif, TreeMotif algorithms requires up to 3 hours while PMSprune requires up to 5 hours. Note that DPCFG encounters errors on memory allocation and iTriplet requires more than 10 hours to produce the results. For a \((40, 14)\)-motif, TreeMotif algorithms can produce results in up to 8 hours while all the other algorithms failed because of error on memory allocation or failing to produce results within a limit of 10 hours on the executive time.

Now we examine how the value \( p \) influences the performance of algorithms. As \( p \) increases, the execution time of TreeMotif algorithms and DPCFG increases with relatively smooth trends. Meanwhile, the execution time of PMSprune and iTriplet becomes extremely long, sensitive to the combination of \( l \) and \( d \).

When \( p \) is below 0.167 (corresponding to column 16 in Figure 3.7), DPCFG requires comparable execution time to TreeMotif algorithms. However, when \( p > 0.167 \), DPCFG begins to perform significantly slower than TreeMotif algorithms. In addition, when \( p > 0.23 \), DPCFG is likely to fail to produce motifs due to shortage of memory. TreeMotif algorithms perform well on most cases but fail to find \((18, 6)\)-motifs in which PMSprune shows superiority. TreeMotif-DF is slower than TreeMotif-BF.
Figure 3.7: Comparison: effect of increasing $p$ on execution time
All the above comparisons show that pattern-driven algorithms have better scalability to handle extremely weak motifs such as a (18, 6)-motif with $p=0.28$ and $E=7$, while sample-driven algorithms like TreeMotif algorithms are more scalable to handle long weak motifs. TreeMotif algorithms cannot solve problems listed in Table 3.8. There are too many false cliques with such settings. As a result, TreeMotif-DF consumes a large amount of execution time to check the extendability of cliques. The reason why TreeMotif-BF fails is the same as DPCFG. They consume an unreasonable amount of space to maintain cliques. These problems indicate that the capability of TreeMotif algorithms still needs to be improved for handling short weak motifs.

Table 3.8: Comparison: cases that TreeMotif algorithms cannot handle (for $n=600$ and $m=20$)

<table>
<thead>
<tr>
<th>$(l, d)$</th>
<th>$(9, 2)$</th>
<th>$(11, 3)$</th>
<th>$(13, 4)$</th>
<th>$(15, 5)$</th>
<th>$(17, 6)$</th>
<th>$(18, 6)$</th>
<th>$(19, 7)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>0.05</td>
<td>0.12</td>
<td>0.21</td>
<td>0.31</td>
<td>0.43</td>
<td>0.28</td>
<td>0.54</td>
</tr>
<tr>
<td>$E$</td>
<td>-0.2</td>
<td>-0.7</td>
<td>-0.7</td>
<td>-0.5</td>
<td>0.1</td>
<td>7</td>
<td>0.8</td>
</tr>
</tbody>
</table>

3.4.1.6 Impacts of tuning background base distribution

The tests presented in the preceding sections assume that datasets and motif instances follow i.i.d., i.e., bases (A, C, G, and T) appear with an approximately equal frequency. However, real sequences of different biological sources have different base compositions, as shown in Table 3.9 [27, 179]. In *Plasmodium falciparum*, for instance, GC-content can be as low as 20 percent (thus AT-rich), although such cases are very rare [133].

As the background base distribution is biased, sequences become more similar to each other than in i.i.d.-cases [27]. In other words, $l$-mer substrings of sequences are likely to show small distances to each other. This makes motif discovery become even more difficult. We therefore tested the performance of TreeMotif algorithms on synthetic motif-finding problems with background sequences of varying composition.
### Table 3.9: Percentage of bases in different samples of DNA

<table>
<thead>
<tr>
<th>No.</th>
<th>Source</th>
<th>A</th>
<th>G</th>
<th>C</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Beef sperm</td>
<td>28.7</td>
<td>22.2</td>
<td>22.0</td>
<td>27.2</td>
</tr>
<tr>
<td>2</td>
<td>Human thymus</td>
<td>30.9</td>
<td>19.9</td>
<td>19.8</td>
<td>29.4</td>
</tr>
<tr>
<td>3</td>
<td>Human liver</td>
<td>30.3</td>
<td>19.5</td>
<td>19.9</td>
<td>30.3</td>
</tr>
<tr>
<td>4</td>
<td>Human sperm</td>
<td>30.7</td>
<td>19.3</td>
<td>18.8</td>
<td>31.2</td>
</tr>
<tr>
<td>5</td>
<td>Hen red cells</td>
<td>28.8</td>
<td>20.5</td>
<td>21.5</td>
<td>29.2</td>
</tr>
<tr>
<td>6</td>
<td>Rat bone marrow</td>
<td>28.6</td>
<td>21.4</td>
<td>21.5</td>
<td>28.4</td>
</tr>
<tr>
<td>7</td>
<td>Herring sperm</td>
<td>27.8</td>
<td>22.2</td>
<td>22.6</td>
<td>27.5</td>
</tr>
<tr>
<td>8</td>
<td>Paracentrotus lividus (sea urchin) sperm</td>
<td>32.8</td>
<td>17.7</td>
<td>18.4</td>
<td>32.1</td>
</tr>
<tr>
<td>9</td>
<td>Salmon</td>
<td>29.7</td>
<td>20.8</td>
<td>20.4</td>
<td>29.1</td>
</tr>
<tr>
<td>10</td>
<td>Wheat germ</td>
<td>26.5</td>
<td>23.5</td>
<td>23.0</td>
<td>27.0</td>
</tr>
<tr>
<td>11</td>
<td>Yeast</td>
<td>31.3</td>
<td>18.7</td>
<td>17.1</td>
<td>32.9</td>
</tr>
<tr>
<td>12</td>
<td>Diplococcus pneumoniae</td>
<td>29.8</td>
<td>20.5</td>
<td>18.0</td>
<td>31.6</td>
</tr>
<tr>
<td>13</td>
<td>K-12 Escherichia coli</td>
<td>26.0</td>
<td>24.9</td>
<td>25.2</td>
<td>23.9</td>
</tr>
<tr>
<td>14</td>
<td>Mycobacterium tuberculosis</td>
<td>15.1</td>
<td>34.9</td>
<td>35.4</td>
<td>14.6</td>
</tr>
<tr>
<td>15</td>
<td>Bacteriophage T2</td>
<td>32.5</td>
<td>18.2</td>
<td>16.7</td>
<td>32.6</td>
</tr>
</tbody>
</table>

In this section, datasets are generated by tuning (G+C)-content as 30, 35, 40 to 45 percent with \( l=15 \), \( d=4 \), \( n=600 \), and \( m=20 \). Notes: (1) the content of \( G \) or \( C \) is a half the (G+C)-content, and the content of \( A \) or \( T \) is a half the 100-((G+C)-content); (2) base distribution in motif instances still follows i.i.d.. Experimental comparison is given by Table 3.10.

Deterministic sample-driven algorithms are sensitive to base compositions. When the (G+C)-content is 40 to 45 percent, TreeMotif algorithms and DPCFG deliver consistent nPC. When the (G+C)-content is 35 percent, they produce nPC near zero (and DPCFG begins to encounter memory shortage). This decrease in accuracy is due to that there can be hundreds of thousands of \( m \)-cliques formed by \( l \)-mer strings which are not target instances. A few random \( m \)-cliques are more conserved than the target one. Table 3.11 compares two cliques found in the same dataset. Because the information content of the random clique is higher than that of the target, TreeMotif algorithms will report the random one. Moreover, when the (G+C)-content is 30 percent, TreeMotif-BF and DPCFG encounters memory shortage; TreeMotif-DF cannot produce results within days.
The aim of finding exact consensus motifs facilitates pattern-driven algorithms to deliver slightly better performance than sample-driven ones. For example, PMSprune and iTriplet deliver consistent accuracy when \((G+C)\)-content ranges from 35 to 45 percent. This is because they ignore random cliques that have no exact consensuses, which would be discovered by TreeMotif algorithms and DPCFG. The random cliques might be more conserved than the target clique, and hence they may be reported. The new algorithms require further strategies to eliminate false cliques.

Table 3.12 shows the base counts along sites for cliques in Table 3.11. Most sites of the consensus of the random clique are more conserved than those of the target one. However, if the base on each site of the consensus is determined as one with more than 50 percent appearance, no exact consensus exists for the random clique because of no dominant bases for sites 11 and 14. Hence, if cliques are ranked according to the information

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Percentage of G+C (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30</td>
</tr>
<tr>
<td>GibbsMotifSampler</td>
<td>0.23±0.34</td>
</tr>
<tr>
<td></td>
<td>0.26±0.37</td>
</tr>
<tr>
<td>MDscan</td>
<td>0.08±0.07</td>
</tr>
<tr>
<td></td>
<td>0.15±0.10</td>
</tr>
<tr>
<td>MEME</td>
<td>0.44±0.36</td>
</tr>
<tr>
<td></td>
<td>0.55±0.32</td>
</tr>
<tr>
<td>BioProspector</td>
<td>0.22±0.24</td>
</tr>
<tr>
<td></td>
<td>0.32±0.29</td>
</tr>
<tr>
<td>PatternBranching</td>
<td>0.01±0.01</td>
</tr>
<tr>
<td></td>
<td>0.01±0.02</td>
</tr>
<tr>
<td>PMSprune</td>
<td>0.12±0.32</td>
</tr>
<tr>
<td></td>
<td>0.14±0.35</td>
</tr>
<tr>
<td>iTriplet</td>
<td>0.12±0.33</td>
</tr>
<tr>
<td></td>
<td>0.15±0.34</td>
</tr>
<tr>
<td>DPCFG</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
</tr>
<tr>
<td>TreeMotif-BF</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
</tr>
<tr>
<td>TreeMotif-DF</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>

Note: for each algorithm, the first line: nPC, the second line: nSn; "-": fail.
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Table 3.11: Example: discovered cliques

<table>
<thead>
<tr>
<th>Sequence of length 600</th>
<th>Target Clique</th>
<th>Random Clique</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Position</strong></td>
<td><strong>Instance</strong></td>
<td><strong>Position</strong></td>
</tr>
<tr>
<td>seq-01</td>
<td>336</td>
<td>ctagactgcgcgac</td>
</tr>
<tr>
<td>seq-02</td>
<td>122</td>
<td>ctactgctaggtg</td>
</tr>
<tr>
<td>seq-03</td>
<td>20</td>
<td>ttacgcccgggtc</td>
</tr>
<tr>
<td>seq-04</td>
<td>355</td>
<td>ccagctgacagggc</td>
</tr>
<tr>
<td>seq-05</td>
<td>401</td>
<td>ctttacccgagggtc</td>
</tr>
<tr>
<td>seq-06</td>
<td>356</td>
<td>ctaatctcatccca</td>
</tr>
<tr>
<td>seq-07</td>
<td>462</td>
<td>ctttacccacgcggc</td>
</tr>
<tr>
<td>seq-08</td>
<td>480</td>
<td>cttacccaggggcgc</td>
</tr>
<tr>
<td>seq-09</td>
<td>111</td>
<td>atatatctacgct</td>
</tr>
<tr>
<td>seq-10</td>
<td>14</td>
<td>ccaacgcggcgcgc</td>
</tr>
<tr>
<td>seq-11</td>
<td>28</td>
<td>cgcactcccgggtc</td>
</tr>
<tr>
<td>seq-12</td>
<td>363</td>
<td>ctctactcatccggggtc</td>
</tr>
<tr>
<td>seq-13</td>
<td>158</td>
<td>ctctacccggggtc</td>
</tr>
<tr>
<td>seq-14</td>
<td>578</td>
<td>ctgagtctccgggtc</td>
</tr>
<tr>
<td>seq-15</td>
<td>159</td>
<td>atatatctagcgcggcgc</td>
</tr>
<tr>
<td>seq-16</td>
<td>315</td>
<td>cttacccaggggcgc</td>
</tr>
<tr>
<td>seq-17</td>
<td>496</td>
<td>cttacctgcgttcgcggtc</td>
</tr>
<tr>
<td>seq-18</td>
<td>391</td>
<td>cctactgctaggtcgcgc</td>
</tr>
<tr>
<td>seq-19</td>
<td>542</td>
<td>cttctactgcgatgtgt</td>
</tr>
<tr>
<td>seq-20</td>
<td>278</td>
<td>ctagactacgccggtc</td>
</tr>
</tbody>
</table>

Information content 12.8084 bits 15.9742 bits
Consensus ctagactgcgcggtc ataatgtatatatt

Note: 'x': each base appears with percentage less than 50 percent.

In spite of this superiority, when the (G+C)-content is 30 percent, PMSprune and iTriplet also encounter a similar problem of finding a large number of random motifs. In addition, a limitation of pattern-driven algorithms can be seen from the preceding analysis. That is, if the target motif contained in a dataset has inexact consensus, they will fail to find it, which will be further discussed in Section 3.4.2. This is why we prefer to find instances of a consensus motif instead itself.

Besides deterministic algorithms, probabilistic ones should have also been unable to produce satisfactory results due to the increased similarity of background sequences. However, Table 3.10 shows that probabilistic algorithms produce increased accuracy nPC
and nSn. For example, MEME shows the best results when (G+C)-content is 30 percent. This is possibly resulted from the scheme on the generation of the datasets. The datasets are generated with the biased base distribution while the motif instances are generated with the uniform base distribution. Due to the difference, statistic-based algorithms have a better capability of distinguishing the motif instances from the background sequences (than combinatorial algorithms).

Additional tests show that when the base distribution in motif instances approaches that in background sequences, probabilistic algorithms deliver decreased accuracy. For example, if the (G+C)-content is 30 percent for both background sequences and motif instances, MEME delivers nPC=0.21±0.23 and nSn=0.30±0.29. The large deviations show that MEME either cannot perform consistently in such cases.

In summary, if the base distribution is heavily biased and is the same in both background sequences and motif instances, both probabilistic algorithms and deterministic combinatorial algorithms need further improvement to deliver satisfactory results. If the base distribution in motif instances shows large difference from that in background sequences, probabilistic algorithms show better capability of detecting the true signals than deterministic combinatorial ones. However, there is still much room for improving them to be consistent in accuracy.
3.4.1.7 Discussions on TreeMotif algorithms

The increase of $n$ or $p$ (or decrease of $E$) can result in many candidate $l$-mer substrings of sequences, which indicates that the number of random cliques of small sizes becomes large. From the preceding sections, it can be seen that the execution time of TreeMotif algorithms increases exponentially as $n$ or $p$ increases (or $E$ decreases). This indicates that the depth-first search of cliques in TreeMotif-DF actually involves much overhead, resulting in a non-polynomial running time in practice. In addition, a large amount of space can be required by TreeMotif-BF. TreeMotif-DF does not suffer from memory shortage, but the overhead for checking the extendability of random cliques makes it time-consuming.

Candidate $l$-mer substrings to derive motifs can also be introduced by increasing the number of sequences in the dataset or biasing base distributions. In these cases, TreeMotif algorithms may become dataset-sensitive when the motif is very weak and can not deliver results within a consistent execution time.

Another limitation of TreeMotif algorithms is that they have difficulty in dealing with short weak motif problems, such as those with (13, 4)-, (15, 5)- or (18, 6)-motifs (with very small $E$ values). Thus, future work is required to improve the algorithms to tackle such problems.

3.4.2 Biological data

In this section, TreeMotif algorithms are tested on real TFBS datasets, including *E.coli CRP* [162], *preproinsolin, DHFR, c-fos* [82], and *LexA* [64]. Assume these datasets satisfy the OOPS constraint. In practice, as not any information is known about the $(l, d)$ of true motifs in the data, $l$ is tested by starting from 6. For each $l$, different values of $d$ ($d<l/2$) are tested to check if the target motif can be discovered.

Datasets *c-fos, DHFR* and *Preproinsulin* contain relatively strong motifs, which can be discovered by TreeMotif algorithms accurately. Table 3.13 includes the results.
Table 3.13: Comparison: performance of TreeMotif algorithms on real datasets

<table>
<thead>
<tr>
<th>Data</th>
<th>Discovered</th>
<th>Published</th>
</tr>
</thead>
<tbody>
<tr>
<td>c-fos[82]</td>
<td>ccatattggaacct</td>
<td>ccatattggaacct</td>
</tr>
<tr>
<td>DHFR[82]</td>
<td>ttgcggccaacct</td>
<td>ttgcggccaacct</td>
</tr>
<tr>
<td>E.coli CRP[162]</td>
<td>xatgtaazzggtcaca</td>
<td>tgtgaxxxxgxtcaca</td>
</tr>
<tr>
<td>LexA[64]</td>
<td>tactgtatatxatgcta</td>
<td>tactgtatatxatgcta</td>
</tr>
<tr>
<td></td>
<td>xatcctataataacagt</td>
<td>cctcagcccc</td>
</tr>
<tr>
<td>Pre-proinsulin[82]</td>
<td>agacccagca</td>
<td>agacccagca</td>
</tr>
<tr>
<td></td>
<td>ccctaatgggcca</td>
<td>ccctaatgggcca</td>
</tr>
</tbody>
</table>

Note* 'x': each base appears with frequency less than 50 percent.

3.4.2.1 E.coli CRP dataset

E.coli CRP dataset is composed of eighteen 105-mer sequences extracted from GenBank Release 55 [162]. This datasets satisfies the settings of the \((l, d)\)-motif problem. There is at least one CRP-binding site (motif) contained in each sequence (OOPS). The motif \(tgtgaxxxxgxtcaca\) verified by biological experiments shows high weakness (that five positions on it cannot determine dominant bases).

By setting \(l=18\) and \(d=6\), TreeMotif algorithms detect \(xatgtaazzggtcaca\) (determined by the instances reported) as the best motif. Note that the motifs in Table 3.13 discovered by the algorithms are inexact, i.e., the consensus motifs are not made up of unique bases at all positions. Such motifs make the discovery task more difficult.

By setting \((l, d)\) as \((18, 6)\), TreeMotif algorithms produce results within 3 seconds. While with the same settings, DPCFG requires about 35 seconds, iTriplet requires about 4 minutes and PMSprune requires about 10 seconds (note that iTriplet and PMsprune yielded no motifs). The time reduction is small for a single dataset; however, when the number of datasets to be tested becomes large, more time can be reduced by the newly proposed algorithms. On the other hand, PROJECTION can give the consensus as \(ttgtgatgyggtccactt\) with settings \(l=20, d=4\), yet it produces no motifs with the same weak setting as the proposed algorithms. All the discussions prove that TreeMotif algorithms can perform better than these known algorithms.
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3.4.2.2  *LexA* dataset

The *LexA* dataset is composed of 16 sequences [64]. Each of the sequences contains more than one instance except for two, namely *himA* and *uvrC*. These two sequences are corrupted with no motif instances. That is, *LexA* is a typical noisy dataset.

By excluding the two sequences without motif instances (to obtain the OOPS data), all algorithms can discover the motif `tactgtatatatacagta` by a strong setting of \( l=20 \) and \( d=5 \). In addition, without exclusions, with the weak setting of \( l=24 \) and \( d=8 \), TreeMotif algorithms could discover the best matching motif as `xtactgtatatataaacagtaxat`. That is, although the datasets might be noisy, there is also a possibility for TreeMotif algorithms to discover a weak motif. Note that along with the best matching motif, the shifted versions of this motif and other meaningful motifs are also discovered.

Generally, for inexact weak motifs, sample-driven algorithms exhibit better discovering capability than pattern-driven algorithms. For example, PMSprune fails to find the motifs in *E. coli* CRP and *LexA* under the same weak settings of \( l \) and \( d \) as TreeMotif algorithms. This is because signals from the motif instances are not strong enough to derive an exact pattern, whereas such a pattern is the prerequisite for pattern-driven algorithms [44].

3.4.2.3  A real benchmark dataset

Recently, using binding sites extracted from TRANSFAC database version 9.4, benchmark datasets are constructed for evaluating motif discovery algorithms [145]. The real benchmark data consist of 50 datasets. Each dataset contains 5 to 18 sequences with the maximum length of 2000 bp. In addition, each sequence in a dataset contains an instance of a non-gapped motif.

The performances of TreeMotif algorithms on the real benchmark data is compared with that of Weeder [128]. Weeder detects motifs using suffix tree, and performs better
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Table 3.14: Comparison: performance of algorithms on another real benchmark dataset

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>(l, d)</th>
<th>nSn</th>
<th>nPPV</th>
<th>nSP</th>
<th>nPC</th>
<th>nCC</th>
<th>nASP</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEME</td>
<td>-</td>
<td>0.10±0.20</td>
<td>0.09±0.20</td>
<td>0.98±0.01</td>
<td>0.06±0.14</td>
<td>0.08±0.20</td>
<td>0.10±0.20</td>
</tr>
<tr>
<td>Weeder</td>
<td>(10, 2)</td>
<td>0.20±0.24</td>
<td>0.07±0.10</td>
<td>0.96±0.03</td>
<td>0.06±0.07</td>
<td>0.10±0.14</td>
<td>0.14±0.16</td>
</tr>
<tr>
<td>TreeMotif</td>
<td>(11, 2)</td>
<td>0.18±0.29</td>
<td>0.08±0.14</td>
<td>0.98±0.01</td>
<td>0.06±0.12</td>
<td>0.10±0.19</td>
<td>0.13±0.21</td>
</tr>
<tr>
<td>TreeMotif</td>
<td>(12, 2)</td>
<td>0.16±0.28</td>
<td>0.08±0.16</td>
<td>0.99±0.02</td>
<td>0.06±0.12</td>
<td>0.10±0.19</td>
<td>0.12±0.21</td>
</tr>
<tr>
<td>TreeMotif</td>
<td>(12, 3)</td>
<td>0.23±0.29</td>
<td>0.10±0.16</td>
<td>0.98±0.02</td>
<td>0.08±0.13</td>
<td>0.13±0.20</td>
<td>0.16±0.22</td>
</tr>
</tbody>
</table>

Note* '-' : not provided [145].

than the other tools according to the comparisons in [174]. The nucleotide level metrics nSn, nPPV, nSP, nPC, nCC and nASP are used to compare different algorithms. The result of all algorithms are evaluated using the web benchmark tool provided by [145]. Also note that the performance of Weeder is obtained from the website provided by [145].

As shown in Table 3.14, by roughly setting (l, d) for all datasets, e.g., (10, 2), TreeMotif algorithms delivers comparable performances to Weeder (note that TreeMotif algorithms are set to output ten OOPS cliques of motif instances for all tests). With a weaker setting of (12, 3), TreeMotif algorithms show slightly better performances than Weeder. Furthermore, as seen from Figure 3.9, by fine-tuning l and d for each dataset empirically, TreeMotif algorithms achieves much higher nSn compared to Weeder even with lower false positive rate (i.e., 1-nPPV). This also indicates the nPC, nCC and nASP of TreeMotif algorithms are higher than Weeder.

The standard error of Weeder for each statistic is smaller than TreeMotif algorithms. This is because, taking nCC as an example, it produces nCC larger than 0.4 for only one dataset; while TreeMotif algorithms produce eight nCCs larger than 0.4 (the corresponding information can also be seen in Figure 3.8, which shows the QQ-plot of nCC of TreeMotif-BF and Weeder). The large difference in all nCCs of TreeMotif algorithms results in the larger standard error.

Also, it is observed that TreeMotif algorithms produce lower nCC than Weeder for 16 datasets. All sequences in these 16 datasets have an average length of 1203 and the
Figure 3.8: QQ-plot of nCC of TreeMotif-BF and Weeder
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Figure 3.9: Comparison: performance of algorithms on a real benchmark dataset

GC contents are around 0.45 or 0.55. That is, the bases A, C, G, T are not uniformly distributed in such long sequences. Under this circumstance, many random cliques of spurious instances appear [27]. Random cliques can disguise the targets as they might possess higher information content. These facts indicate that better strategies are required for separating real motifs from the spurious ones.

Figure 3.9 also exhibits the performances of several other algorithms with the same settings. BioProspector achieves comparable nSn to TreeMotif algorithms. However, from its lower nPPV it can be inferred that many false positives are also reported. This makes its performance statistics, including, nPC, nCC and nASP, lower than TreeMotif algorithms. iTriplet does not have any motif ranking strategies, the first reported ten motifs are selected as the final results and evaluated by using the web tool respectively (with the highest performance reported here). This arbitrary selection of final motifs may result in its lower statistics. MDscan reports motif instances on both reverse and forward strands. After excluding the instances reported on the reverse strand (note that
the benchmark data are guaranteed with motifs only on the forward strand [145]), it still shows lower performance statistics than the other algorithms. This might be due to that MDscan requires a certain number of sequences (in each dataset) with higher probability to contain motif instances arranged as the top sequences. Meanwhile, as the number of sequences is usually small in the benchmark data (e.g., thirty-five of fifty datasets contain only five to eight sequences), a dataset might not provide enough strong motif signals for MDscan to detect as the seeds for further refinement. PMSprune cannot find motifs for eight of fifty datasets with the same parameter settings (while TreeMotif algorithms can give true positives for all these eight datasets), because exact consensus motifs do not exist. Moreover, it does have strategies for ranking candidate motifs. These factors lead to the low statistics of PMSprune.

3.5 Summary

The existing graph-based algorithms for WMD can be time consuming due to redundant duplications and deletions on intermediate information. Much computational time is wasted when the number of (sub-)cliques becomes large.

In this chapter, algorithms TreeMotif-BF and TreeMotif-DF have been introduced for discovering motifs from exact datasets. TreeMotif-BF builds up initialized trees of motif instances in a breadth-first manner. The appending operations happen when cliques indicated by the leaf nodes are extendable to certain new nodes. The novel strategy of clique construction can avoid trivial operations on intermediate results. By doing motif refinement, the sensitivity of TreeMotif-BF can be higher than those producing exact OOPS motif instances. TreeMotif-DF constructs trees of motif instances in a depth-first manner. This reduces the space requirement compared to TreeMotif-BF. TreeMotif-DF prepares a Hamming distance table to reduce redundant calculations. It is more
consistent in handling a large number of sequences than TreeMotif-BF, while the latter is more efficient for handling very weak motifs and long sequences.

The performance of TreeMotif algorithms have also been compared with several deterministic or probabilistic algorithms. It has been demonstrated that TreeMotif algorithms are excellent in handling MCP and several extended \((l, d)\)-motif problems, although they are not applicable in finding very weak motifs such as a \((18, 6)\)-motif or motifs in sequences with biased base distribution. However, TreeMotif algorithms have shown better performance on handling real biological datasets.

In Chapter 4, a space-efficient algorithm RecMotif will be proposed without preparing Hamming distance tables, which will also show improved efficiency in execution time.
Chapter 4

Graph-based Recursive Algorithm for WMD in Exact Datasets

In Chapter 3, we have presented two tree-structured algorithms that associate motif instances as nodes of trees based on initialized graphs. TreeMotif algorithms reduce the need to maintain redundant information resulting in efficiency in execution time and space. However, the space requirement of TreeMotif-BF and many other known algorithms still increase exponentially when the weakness of motifs increases. TreeMotif-DF does not have limitations in space. Nevertheless, TreeMotif-DF uses Hamming distance tables to reduce redundant calculations, which incur additional execution time.

In this chapter, we will present a space-efficient algorithm, RecMotif, which finds cliques of motif instances with recursively constructed graphs in a depth-first manner. We will provide experiments to show the efficiency of RecMotif.

4.1 Introduction

The existing exact algorithms for weak motif discovery still need improvement on efficiency in time or space. When an algorithm is not space-efficient, it might fail to produce results. We therefore propose an exact graph-based algorithm RecMotif. RecMotif constructs cliques of motif instances one after another, requiring significantly reduced space. RecMotif is inspired by the following ideas.
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For weak \((l, d)\)-motif discovery, the notion of a "reference sequence" (as well as "reference word/vertex/substring") has been used in a number of algorithms. A reference sequence is expected to contain at least one true motif instance. A reference word/vertex/substring decreases candidate motif instances. If it is a true instance, the other true instances in the remaining sequences could be easily elicited by search algorithms.

Given an exact dataset, the existing pattern- or sample-driven algorithms firstly select one or two sequences as the reference. Thereafter, pattern-driven algorithms generate new candidate motifs according to the vertices of the reference sequences, and they verify the candidates by using the remaining non-reference sequences. Differently, sample-driven algorithms find cliques of motif instances in graphs. Examples include MULTIPROFILER [82], the PMS series [43, 44, 136, 137], iTriplet [66], DPCFG [198] and TreeMotif algorithms. These algorithms have shown efficiency in time or space in solving problems such as MCP.

MULTIPROFILER uses each substring of a reference sequence to select substrings of the other sequences, and it recovers the backbone of a motif based on multi-positional matrices converted from selected substrings. PMSprune arranges \(d\)-neighbors of each substring of a reference sequence in a tree structure, and it verifies them effectively with a branch-and-bound strategy by using the remaining sequences. iTriplet firstly uses each pair of substrings of two reference sequences to construct triplets, any of which consists of the pair of reference substrings and a selected substring; after that, it generates and hashes candidate motifs according to each triplet; finally, it reports any motif that is associated with a minimum quorum of the sequences.

DPCFG uses each substring of a reference sequence to initialize \(m\)-partite graphs, and it constructs lists of motif instances at each vertex of them. Referring to reference node pairs of two reference sequences, TreeMotif algorithms initialize graphs of candidate motif instances and convert them into tree representations with false instances eliminated.
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These algorithms use a general method that combines a reference process and a strategy of motif construction. This method has shown success in motif discovery. However, there is still much room for further improvement. For example, PMSprune is efficient in both time and space for short motifs while it misses target motif instances with an inexact consensus; TreeMotif-BF improves efficiency in execution time for long motifs compared with other graph-based algorithms, but it can suffer from a large space requirement.

The process of reference is effective in reducing the number of candidate motif instances. Intuitively, we can apply a reference process again over the motif candidates that are resulted from the first reference process. This is expected to further reduce the number of candidate motif instances (if the two reference vertices used are true motif instances). These findings lead to an exact and efficient recursive algorithm, RecMotif, for weak motif discovery.

4.2 RecMotif algorithm

RecMotif finds cliques of motif instances in graphs, which are recursively constructed by using the $l$-mer substrings of the input sequences. Substrings belong to two classes in each recursion of graph construction. The first class is referred to as reference vertex, and the second class is candidate vertex selected according to reference vertex. A general description of the algorithm is given in Algorithm 10.

All the $l$-mer substrings of the input sequences are represented as the vertices of an initial graph, which will be used as the first ‘last graph’. Thereafter, a reference sequence is selected from the ‘last graph’; according to each reference vertex, a part of vertices related to non-reference sequences are selected from the ‘last graph’. A ‘new graph’ is built up by these selected vertices and the reference vertex. If a ‘new graph’ is always built with at least one vertex from each of the non-reference sequences in the ‘last graph’, the
Algorithm 10 RecMotif (general description)

input: A set of $m$ sequences $\{s_t\}_{t=1}^m$, $l$ and $d.$
output: ranked $m$-cliques
begin:
  initialize a graph $G_0$ with all the $l$-mers of $\{s_t\}_{t=1}^m$, and vertices are collected in $\{P_{0,t}\}_{t=1}^m$;
  initialize $r$ as 1 and a null list $L$;
  sub-function RecMotif($r$, $\{P_{r-1,t}\}_{t=1}^m$):
    if $r$ is less than or equal to $m$
      for each vertex $x$ in $P_{r-1,r}$
        build a graph $G_r$ with vertices in $\{P_{r-1,t}\}_{t=r+1}^m$, vertices collected in $\{P_{r,t}\}_{t=r+1}^m$;
        if all sets $\{P_{r,t}\}_{t=r+1}^m$ are non-empty
          inset $x$ into list $L$;
        RecMotif($r+1$, $\{P_{r,t}\}_{t=r+1}^m$);
      end if
    end for
    else
      record $l$-mers in $L$ (ranked according to information content);
    end if
  end sub-function
end
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graph construction can be continued recursively. Finally, if no non-reference sequences are left, all the reference vertices forms an m-clique of motif instances.

4.2.1 Reference selection

As RecMotif aims to handle OOPS datasets, how the reference sequences are selected will not influence the results. Therefore, it is feasible to use all the sequences as reference sequentially as ordered in a given dataset.

4.2.2 Graph construction with one reference sequence

Related notations are the same as those in Chapter 3. Similarly, a sliding window of length $l$ is used to obtain all the $l$-mer vertices (or substrings) of sequences $\{s_k\}_{k=1}^m$. For $k \in [1, m]$, all the vertices from $s_k$ are inserted into the set $P_{0,k} = \{v_{k,j}\}_{j=1}^{n-l+1}$, where number 0 indicates the sets are initial. Let $\|P_{0,k}\|$ denote the number of vertices in $P_{0,k}$.

Suppose the position of the true motif instance in $P_{0,1}$ is known, and it is selected as the reference vertex. If we build up a graph with vertices in $\{P_{0,k}\}_{k=2}^m$ that show up to $2d$ distance from the reference vertex, all the other motif instances in the remaining sequences must have been included in the graph. That is, if let $\{P_{1,k}\}_{k=2}^m$ denote the sets of vertices of the graph constructed according to vertices in $\{P_{0,k}\}_{k=2}^m$, all the true motif instances must appear in $\{P_{1,k}\}_{k=2}^m$. In reality, as the position of the true motif instance in $P_{0,1}$ is not known, all the vertices in $P_{0,1}$ have to be tested to guarantee that a graph containing all the remaining true motif instances is constructed.

4.2.3 Recursive graph construction

RecMotif extends the above idea of constructing graphs of motif instances with reference vertex of reference sequence. That is, it carries out the second time reference process for each vertex in $P_{1,2}$ on vertices in $\{P_{1,k}\}_{k=3}^m$. Specifically, for each reference vertex in $P_{1,2}$, it selects vertices from $\{P_{1,k}\}_{k=3}^m$ to build a new graph with vertices collected in
\( \{P_{2,k}\}_{k=3}^{m} \): Similarly, if the selected reference vertex in \( P_{1,2} \) is a true motif instance, all the remaining true motif instances must appear in \( \{P_{2,k}\}_{k=3}^{m} \). Further, it conducts the third time reference process for each vertex in \( P_{2,3} \) on vertices in \( \{P_{2,k}\}_{k=4}^{m} \) to construct a graph with vertices collected in \( \{P_{3,k}\}_{k=4}^{m} \). The algorithm continues in this way until all the sequences have been used as the reference.

During the recursive graph construction process, all currently used reference vertices will form a path. The path continuation condition is: if and only if all the remaining sequences contribute at least one vertex that is within 2d with all the current reference vertices. Otherwise, the algorithm substitutes the last reference vertex with another one from the same set as it to form a new path. If there are no more new vertices in the corresponding set, the algorithm deletes the last reference vertex and backtracks to the last second reference vertex and finds a substitute for it. The deletion, backtracking, and substitution process is repeated until the path continuation condition is satisfied.

Details about RecMotif are as follows. RecMotif takes all the l-mer substrings from \( s \) as input. Suppose \( G_1 \) is an initial graph containing all vertices in \( \{P_{0,k}\}_{k=1}^{m} \). Let \( \{G_i\}_{i=2}^{m} \) denote graphs constructed in the recursive process. For \( \{i\}_{i=1}^{m-1} \), let \( \{P_{i,k}\}_{k=i+1}^{m} \) denote the set of vertices of graph \( G_{i+1} \) that is built by vertices in \( \{P_{i-1,k}\}_{k=i}^{m} \) of \( G_i \) according to a reference vertex in \( P_{i-1,i} \). As RecMotif deals with each reference vertex sequentially, \( \{P_{i,k}\}_{k=i+1}^{m} \) can be used repeatedly, which reduces the space requirement.

Algorithm 11 shows pseudo-code of RecMotif. For each \( v_{i,r} \) in \( P_{i-1,i} \), \( \{P_{i,k}\}_{k=i+1}^{m} \) are initialized as null. For each \( v_{k,j} \) from \( P_{i-1,k} \), insert it in \( P_{i,k} \) if \( D(v_{i,r}, v_{k,j}) \leq 2d \). FLAG indicates if the recursive path can be continued. RecMotif inserts the reference vertices into set \( L \). If \( i=m+1 \), the path formed by elements in \( L \) indicates an \( m \)-clique. A consensus motif can possibly be derived from \( L \), with which the motif can be refined by local alignments with given sequences. Specifically, RecMotif starts from \( i=1 \) with initial sets \( \{P_{0,k}\}_{k=1}^{m} \), i.e., the first reference sequence is \( s_1 \). When RecMotif \( (m+1) \) is reached, it indicates that a clique of size \( m \) have been found.
4.2.4 RecMotif: an example

An example about how RecMotif works is shown in Figure 4.1 with $m=4$. Assume $P_{0,1} = \{A, B, C\}$, $P_{0,2} = \{Z, E, F, G\}$, $P_{0,3} = \{H, I, J, K, L\}$, $P_{0,4} = \{M, N, O, Q, R, T\}$. Each capital letter stands for a vertex (substring) of length $l$.

Moreover, assume the following relationships on pair-wise Hamming distances of vertices involved in the explanation of the example. Let $A_{2d} = \{Z, E, G, H, J, M, 0, R, T\}$ indicate that the set of vertices which have Hamming distances not more than 2d with vertex $A$. Note that the other vertices not included in $A_{2d}$ have Hamming distances more than 2d with vertex $A$. Similarly, we assume $Z_{2d} = \{A, H, J, M, T\}$; $E_{2d} = \{A\}$; $G_{2d} = \{A, T\}$; $H_{2d} = \{A, Z\}$; $J_{2d} = \{A, Z, M, T\}$; $M_{2d} = \{A, Z, J\}$; $O_{2d} = \{A\}$; $R_{2d} = \{A, H\}$; $T_{2d} = \{A, Z, G, J\}$.

With the above assumptions, RecMotif(i) starts with $i = 1$. Firstly, vertex $A$ from $P_{0,1}$ is selected as the reference vertex. $P_{1,2}$ is set as empty. All the vertices in $P_{0,2}$ as shown in Figure 4.1 will be checked if they are within 2d with $A$. According to the assumptions, vertex $A$ is within 2d with $Z$, $E$, $G$ from $P_{0,2}$ (connected by dotted lines in Figure 4.1). Thus $P_{1,2}$ is obtained as $\{Z, E, G\}$. Similarly, $P_{1,3} = \{H, J\}$ and $P_{1,4} = \{M, O, R, T\}$, as has been shown in Figure 4.2(a).
Algorithm 11 RecMotif(i): recursive motif discovery

1: input: vertices \(\{P_{i-1,k}\}_{k=1}^{m}\) of \(G_i\).
2: output: cliques of motif instances.
3: if \(i \leq m\) then
4:   for each \(v_{i,r} \in P_{i-1,i}\) do
5:     \(\text{FLAG} \leftarrow \text{TRUE}\)
6:     for \(\{P_{i,k}\}_{k=i+1}^{m}\) do
7:       \(P_{i,k} \leftarrow \emptyset\)
8:       for each \(v_{k,j} \in P_{i-1,k}\) do
9:         if \(D(v_{i,r}, v_{k,j}) \leq 2d\) then
10:            \(P_{i,k} \leftarrow P_{i,k} \cup \{v_{k,j}\}\)
11:       end if
12:     end for
13:     if \(\|P_{i,k}\| = 0\) then
14:       \(\text{FLAG} \leftarrow \text{FALSE}\)
15:       break
16:     end if
17:   end for
18:   if \(\text{FLAG} = \text{TRUE}\) then
19:     \(L_i \leftarrow v_{i,r}\)
20:     \(\text{RecMotif}(i+1)\) with \(\{P_{i,k}\}_{k=i+1}^{m}\)
21:   end if
22: end if
23: else
24:   return \(L\)
25: end if
As can be seen, for vertex \( A \), vertices that have Hamming distance not more than 2\( d \) with it can be found from all other sets: \( P_{0,2} \), \( P_{0,3} \) and \( P_{0,4} \). Thus there is possibility for vertex \( A \) to be a motif instance. Therefore, \( L_1 \) is set as \( A \) and \( \text{RecMotif}(i) \) with \( i \) being 2 is to be proceeded. (\( \text{RecMotif}(1) \) is suspended temporarily. Moreover, note that \( \{\{P_{i,k}\}_{i=1}^{m-1}\}_{k=i+1}^m \) must be set as null each time before using them. In the following explanation, the description on such operations is not repeated.)

Next, vertex \( Z \) from \( P_{1,2} \) is selected as the reference vertex. All vertices in \( P_{1,k}, k = 3, 4 \), will be checked. Vertex \( Z \) is within 2\( d \) with \( H, J \) from \( P_{1,3} \) and \( M, T \) from \( P_{1,4} \), as shown by the links in Figure 4.2(a). That is, we can obtain \( P_{2,3} = \{H, J\} \) and \( P_{2,4} = \{M, T\} \), as shown in Figure 4.2(b). Also, there is possibility for vertex \( Z \) to be a motif instance. \( L_2 \) is set as \( Z \) and \( \text{RecMotif}(i) \) with \( i \) being 3 is to be proceeded. At the same time, \( \text{RecMotif}(2) \) is suspended temporarily.

Next, vertex \( H \) from \( P_{2,3} \) is selected as the reference vertex. All vertices in \( P_{2,k}, k = 4 \), will be checked. As \( H \) has no vertex from \( P_{2,4} \) that has a Hamming distance not more than 2\( d \) with it, current \( P_{3,4} \) is null. Thus \( L_3 \) will not be set as \( H \). In other words, there
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will be no path to form an m-clique involving vertex H with the current elements in L, as shown in Figure 4.2(c). The process will have to be continued in RecMotif(3) with another substitute vertex from \( P_{2,3} \).

Next, vertex J, which is the next vertex to be checked in the same set \( P_{2,3} \) with H, is selected as the reference vertex. All vertices in \( P_{2,k} \), \( k = 4 \) will be checked. As \( D(J, M) \leq 2d \) and \( D(J, T) \leq 2d \), \( P_{3,4} \) is obtained as \{M, T\}. As there is possibility for vertex J to be a motif instance, \( L_3 \) is set as J. Then RecMotif(3) is suspended temporarily and RecMotif(i) with i being 4 is to be proceeded.

Next, vertex M from \( P_{3,4} \) is selected as the reference vertex. As \( i = m \), indicating vertex M is a vertex in the last sequence thus there are no more vertices to be checked for vertex M, \( L_4 \) is directly set as M. RecMotif(4) is suspended temporarily and RecMotif(i) with i being 5 is to be proceeded.

Now, i is larger than m. This means that the recursive path of an m-clique of motif instances is formed, as shown in Figure 4.2(d). The elements forming the clique have been stored in L as: A, Z, J, M.

At this point, the process for vertex M has been completed, i.e. the current RecMotif(5) process is completed. Then RecMotif returns to the process of RecMotif(4). The process that was carried out for vertex M is repeated for vertex T from \( P_{3,4} \). Using this process another clique is obtained as: A, Z, J, T from L according to the assumptions.

As vertex T is the last vertex in \( P_{3,4} \), the RecMotif(4) process is completed. Thus RecMotif returns to the process of RecMotif(3). As vertex J is the last vertex in \( P_{2,3} \), the RecMotif(3) process is completed. Thus RecMotif returns to the process of RecMotif(2). Hitherto, the whole process for vertex Z from \( P_{1,2} \) has been completed.

As there are still vertices E, G in \( P_{1,2} \), the above process for vertex Z is repeated similarly on E and G sequentially. When the process for vertex G is completed, it means that the process of RecMotif(2) has been completed. Thus RecMotif finally returns to the process of RecMotif(1).
At this point, the process for vertex $A$ has been completed. As there are still vertices $B$ and $C$ in $P_{0,1}$, the above process for vertex $A$ is repeated similarly on $B$ and $C$ respectively. When the process for vertex $C$ is completed, it means that the RecMotif(1) process has been completed. That is, the whole algorithm is completed with all possible cliques found (if any).

### 4.2.5 Time and space complexity

#### 4.2.5.1 Time complexity

Assume that the sequence length is $n$ and there are $m$ i.i.d. sequences in total. The time complexity of RecMotif is now analyzed by estimating the number of Hamming distance calculations in the worst case.

Let $f(n-l+1,m)$ denote the number of Hamming distance calculation for a node in the first reference sequence. According to the algorithm, we have $f(n-l+1,m)=(m-1)(n-l+1)+(n-l+1)f(n-l+1,m-1)$. In general, for $i \in [2, m]$, we have $f(n-l+1,i)=(i-1)(n-l+1)+(n-l+1)f(n-l+1,i-1)$. For the base case of recursion, we do not need to calculate any Hamming distance, that is, $f(n-l+1,1)=0$. As there are $n-l+1$ reference nodes in the first reference sequence, the overall number of Hamming distance calculation is $(n-l+1)f(n-l+1,m)$. Expanding the formula, we have $(n-l+1)f(n-l+1,m)=(m-1)(n-l+1)^2+(n-l+1)^2f(n-l+1,m-1)=(m-1)(n-l+1)^2+(n-l+1)^2((m-2)(n-l+1)+(n-l+1)f(n-l+1,m-2))$. Then, the total number of Hamming distance calculation is $\sum_{i=1}^{m-1}(m-i) \times (n-l+1)^{i+1}$. As $n \gg m$ the time complexity is $O(n^m)$ in the worst case.

The time complexity in the worst case grows exponentially. However, it is expected that along with deeper recursion, the number of nodes for subsequent recursions would be quickly decreased. For example, for each reference node in the first sequence, the number of candidate nodes to check is $(m-1)(n-l+1)$. The expected number of nodes
that have Hamming distance less than or equal to $2d$ from the first reference node in each of the remaining sequences is $(n - l + 1)p$ ($p$ is discussed in Section 3.2.5 of Chapter 3). As a result, for each node related to the second reference sequence, the number of candidate nodes to check is $(m - 2)(n - l + 1)p$. Although the probability that a new candidate node has Hamming distance less than or equal to $2d$ to any collected reference node will increase, the candidate nodes to be checked in the subsequent recursions will be expected to be further reduced. This allows the algorithm to become practical.

Table 4.1: Comparison: time and space complexities (RecMotif included)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Time Complexity</th>
<th>Space Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMSprune</td>
<td>$O(mn^2N(l, d))$</td>
<td>$O(mn^2)$</td>
</tr>
<tr>
<td>iTriplet</td>
<td>$O(mn^3l^3d^2)$</td>
<td>$O(N(l, d))$</td>
</tr>
<tr>
<td>DPCFG</td>
<td>$O(n^m)$</td>
<td>$O(n^{m-2})$</td>
</tr>
<tr>
<td>TreeMotif-BF</td>
<td>$O(n^m)$</td>
<td>$O(n^{m-3})$</td>
</tr>
<tr>
<td>TreeMotif-DF</td>
<td>$O(n^m)$</td>
<td>$O((mn)^2)$</td>
</tr>
<tr>
<td>RecMotif</td>
<td>$O(n^m)$</td>
<td>$O(m^2n)$</td>
</tr>
</tbody>
</table>

Note: $N(l, d) = \sum_{i=0}^{d} C_l^i 3^i$.

4.2.5.2 Space complexity

Before the algorithm starts, the number of vertices to record is $m(n - l + 1)$. For the first recursion, the number of vertices to record is $(m - 1)(n - l + 1)$ in the worst case. In general, for the $i^{th}$ ($i \in [1, m]$) recursion, the number of vertices to record is $(m - i)(n - l + 1)$ in the worst case. Then, the total number of vertices is $\sum_{i=1}^{m} (m - i)(n - l + 1)$. The space complexity is $O(m^2n)$ in the worst case.

From Table 4.1 it can be seen that RecMotif consumes much less space than the other algorithms. The space complexity of iTriplet increases exponentially with respect to $l$ or $d$. For DPCFG and TreeMotif-BF consume exponentially increased space with respect to $m$. This results in their difficulty in dealing with weak motifs. While PMSprune requires much less space than DPCFG and TreeMotif algorithms, the space required is still greater than RecMotif because $n \gg m$. 

107
4.3 Experimental results

4.3.1 Synthetic data

For experiments in Section 3.4.1 of Chapter 3, RecMotif can achieve comparable accuracy to TreeMotif algorithms if all of them report $m$-cliques. This is because these algorithms can discover all the possible $m$-cliques, which are ranked according to the same statistic called information content. Thus the reported $m$-cliques are also the same. The accuracy of RecMotif can thus be seen from, for example, Figures 3.6 and 3.7 (the same curve as TreeMotif-DF).

In this section, we only compare the execution time of different algorithms on finding weak motifs in synthetic datasets. The parameters tuned include $m$, $n$, $l$, $d$, and biasing base distributions of the input sequences. The results for all algorithms are collected from tests on a workstation with 2.66 GHz CPU and 3.00 GB RAM. For the problems given in Table 3.2, memory consumption of RecMotif is less than 33 megabyte. In the following discussions, if an algorithm does not encounter memory shortage during running, we deem its memory requirement as satisfactory. All the statistics are averaged over 10 datasets. Datasets are the same as those used in Chapter 3.

4.3.1.1 Motif challenge problem

Table 4.2 shows the comparisons of RecMotif with the other existing algorithms on the $(15, 4)$-motif problem. It can be seen that RecMotif requires an execution time comparable to TreeMotif-BF and DPCFG and lower than other methods. In the following sections, it will be shown that RecMotif is capable of discovering weaker motifs with less execution time than algorithms such as TreeMotif algorithms.

4.3.1.2 Impacts of increasing length of sequences

In this section, RecMotif is compared with other algorithms by increasing the length of background sequences $n$ with $m=20$ and $(l, d)=(15, 4)$. Figure 4.3 shows the execution
Table 4.2: Comparison: motif challenge problem (RecMotif included)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GWM2</td>
<td>3.9±0.1</td>
</tr>
<tr>
<td>PMSprune</td>
<td>5.2±0.1</td>
</tr>
<tr>
<td>iTriplet</td>
<td>186.0±5.3</td>
</tr>
<tr>
<td>DPCFG</td>
<td>0.7±0.0</td>
</tr>
<tr>
<td>TreeMotif-BF</td>
<td>0.5±0.0</td>
</tr>
<tr>
<td>TreeMotif-DF</td>
<td>3.4±0.0</td>
</tr>
<tr>
<td>RecMotif</td>
<td>0.7±0.0</td>
</tr>
</tbody>
</table>

Note: time unit: second.

As seen, with a better theoretical space complexity than TreeMotif algorithms, RecMotif also requires a lower execution time than them in practice. When the sequence length is below 1800, RecMotif requires the lowest execution time among all the algorithms. It consumes less than half the execution time of DPCFG for datasets with sequences longer than 1300. For example, for sequences of length as 2000, the execution time of RecMotif is about one quarter that of DPCFG; it is slightly lower than that of TreeMotif-BF and about three fifths that of TreeMotif-DF. On the other hand, RecMotif requires more time than PMSprune for handling sequences longer than 1800 bp.

4.3.1.3 Impacts of increasing number of sequences

In this section, we examine if the efficiency of RecMotif in execution time is sensitive to the quantity of sequences. The test results are shown in Table 4.3.

When the number of sequences is not large (say \( m \leq 40 \)), it can be seen that the execution time required by RecMotif is much less than other algorithms, although it also increases with the increase of the number of sequences. When the number of sequences is large enough (say \( m=100 \)), RecMotif begins to perform inconsistently showing large deviations on execution time, for which the reasons are similar to discussions in Section 3.4.1.3 of Chapter 3. Nevertheless, RecMotif is more consistent than other sample-driven algorithms. The strategy that RecMotif handles substrings of sequences in breadth and
Figure 4.3: Comparison: effect of increasing $n$ on execution time. (RecMotif included)
### Table 4.3: Comparison: effects of increasing $m$ on execution time (RecMotif included)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPCFG</td>
<td>0.7±0.1</td>
<td>0.6±0.1</td>
<td>0.6±0.0</td>
<td>0.7±0.1</td>
<td>0.7±0.1</td>
<td>1.1±0.2</td>
<td>1.2±0.4</td>
</tr>
<tr>
<td>GWM2</td>
<td>4.5±0.3</td>
<td>4.3±0.3</td>
<td>4.1±0.3</td>
<td>4.4±0.3</td>
<td>4.6±0.3</td>
<td>5.5±0.3</td>
<td>6.3±2.2</td>
</tr>
<tr>
<td>iTriplet</td>
<td>10.6±0.4</td>
<td>10.9±0.3</td>
<td>10.7±0.4</td>
<td>10.7±0.8</td>
<td>10.6±0.3</td>
<td>9.9±0.4</td>
<td>9.9±0.3</td>
</tr>
<tr>
<td>PMSprune</td>
<td>0.2±0.0</td>
<td>0.2±0.0</td>
<td>0.4±0.0</td>
<td>0.4±0.0</td>
<td>0.5±0.0</td>
<td>0.7±0.0</td>
<td>1.4±0.0</td>
</tr>
<tr>
<td>TreeMotif-BF</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.2</td>
<td>4.4±4.8</td>
</tr>
<tr>
<td>TreeMotif-DF</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>0.3±0.0</td>
<td>1.0±0.6</td>
</tr>
<tr>
<td>TreeMotif-DF*</td>
<td>0.6±0.1</td>
<td>0.5±0.0</td>
<td>0.6±0.0</td>
<td>0.5±0.0</td>
<td>0.5±0.0</td>
<td>0.6±0.1</td>
<td>1.1±0.6</td>
</tr>
<tr>
<td>RecMotif</td>
<td>0.2±0.0</td>
<td>0.2±0.0</td>
<td>0.2±0.0</td>
<td>0.2±0.0</td>
<td>0.2±0.0</td>
<td>0.3±0.0</td>
<td>0.6±0.2</td>
</tr>
</tbody>
</table>

Note: time unit: 10^2 second.

depth simultaneously possibly contributes to this performance. Overall, RecMotif is better than all the other algorithms even for $m=100$.

#### 4.3.1.4 Impacts of increasing $l$ and $d$ with fixed weakness $p$

In this section, experiments are carried out with the value of $p$ fixed at around 0.05. Table 4.4 shows the experimental results. RecMotif shows a consistent execution time, which is the same as TreeMotif algorithms. It also can be seen that, without preparing Hamming distance tables, RecMotif can proceed more efficiently than TreeMotif-DF.

#### 4.3.1.5 Impacts of increasing weakness $p$

In this section, the value of $p$ is increased from 0.03 to 0.29 by varying the values of $l$ and $d$ as listed in Table 3.7 of Chapter 3. Figure 4.4 shows the results.

RecMotif shows a similar trend to TreeMotif algorithms when increasing $p$. It is more capable of handling long weak motifs than the other algorithms. For a (24, 8)-motif, RecMotif requires a half the execution time of TreeMotif algorithms and only about one-quarter the execution time of PMSprune. For a (40, 14)-motif, RecMotif can produce results within 5 hours while TreeMotif algorithms requires up to 8 hours and the other algorithms are not comparable due to shortage of memory or failing to produce results within 10 hours.
Table 4.4: Comparison: effects of varying \((l, d)\) with fixed \(p\) on execution time (RecMotif included)

<table>
<thead>
<tr>
<th>((l, d), p)</th>
<th>DPCFG</th>
<th>PMSprune</th>
<th>iTriplet</th>
<th>TreeMotif-BF</th>
<th>TreeMotif-DF</th>
<th>RecMotif</th>
</tr>
</thead>
<tbody>
<tr>
<td>(12, 3), 0.05</td>
<td>0.8</td>
<td>1.6</td>
<td>173.6</td>
<td>0.6</td>
<td>3.0</td>
<td>0.6</td>
</tr>
<tr>
<td>(18, 5), 0.06</td>
<td>0.6</td>
<td>16.9</td>
<td>230.4</td>
<td>0.5</td>
<td>4.2</td>
<td>0.7</td>
</tr>
<tr>
<td>(21, 6), 0.06</td>
<td>0.5</td>
<td>46.5</td>
<td>250.0</td>
<td>0.4</td>
<td>4.5</td>
<td>0.7</td>
</tr>
<tr>
<td>(24, 7), 0.06</td>
<td>0.5</td>
<td>80.2</td>
<td>291.5</td>
<td>0.4</td>
<td>3.9</td>
<td>0.6</td>
</tr>
<tr>
<td>(27, 8), 0.05</td>
<td>0.4</td>
<td>137.1</td>
<td>354.4</td>
<td>0.4</td>
<td>4.3</td>
<td>0.6</td>
</tr>
<tr>
<td>(30, 9), 0.05</td>
<td>0.4</td>
<td>242.9</td>
<td>553.9</td>
<td>0.4</td>
<td>4.3</td>
<td>0.6</td>
</tr>
<tr>
<td>(33,10), 0.05</td>
<td>0.4</td>
<td>405.2</td>
<td>1050.2</td>
<td>0.4</td>
<td>4.4</td>
<td>0.6</td>
</tr>
<tr>
<td>(36,11), 0.05</td>
<td>0.3</td>
<td>651.8</td>
<td>1418.9</td>
<td>0.4</td>
<td>3.6</td>
<td>0.5</td>
</tr>
<tr>
<td>(39,12), 0.04</td>
<td>0.3</td>
<td>1056.0</td>
<td>2779.2</td>
<td>0.4</td>
<td>3.8</td>
<td>0.5</td>
</tr>
<tr>
<td>(42,13), 0.04</td>
<td>0.3</td>
<td>1841.8</td>
<td>2895.5</td>
<td>0.4</td>
<td>3.6</td>
<td>0.5</td>
</tr>
<tr>
<td>(44,14), 0.06</td>
<td>0.7</td>
<td>19213.5</td>
<td>-e</td>
<td>0.6</td>
<td>7.1</td>
<td>1.0</td>
</tr>
<tr>
<td>(47,15), 0.06</td>
<td>0.6</td>
<td>28896.2</td>
<td>-e</td>
<td>0.7</td>
<td>7.0</td>
<td>1.0</td>
</tr>
<tr>
<td>(50,16), 0.06</td>
<td>0.5</td>
<td>-o</td>
<td>-e</td>
<td>0.8</td>
<td>6.5</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Note* '-o': more than 10 hours; '-e': error on memory; time unit: second.

However, RecMotif still cannot produce results for problems in Table 3.8 within a reasonable execution time. Overall, RecMotif is more scalable on both the value \(p\) and the motif length \(l\) compared to the other algorithms.

4.3.1.6 Impacts of tuning background base distribution

In this section, we examine RecMotif by tuning base compositions of sequences. Table 4.5 shows the results. With a low \((G+C)\)-content of 30 percent, RecMotif still cannot produce results within a reasonable execution time; with a \((G+C)\)-content larger than 35 percent, RecMotif performs more consistently than TreeMotif algorithms. However, all sample-driven algorithms in these cases require improvement to deliver satisfactory performance.

4.3.2 Biological data

RecMotif is tested on \(E.\)coli \(CRP\) [162], \(preproinsolin\), \(DHFR\) and \(c-fos\) [82], and \(LexA\) datasets, with the same assumptions as discussed in Section 3.4.2 of Chapter 3.
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Figure 4.4: Comparison: effect of increasing $p$ (RecMotif included) on execution time

Note* '-o': more than 10 hours; '-e': error on memory.
RecMotif can effectively and efficiently discover motifs in datasets of c-fos, DHFR and Preproinsulin. For the (18, 6)-motif in E.coli CRP dataset, RecMotif can discover the motifs within 1 second; for the (24, 8)-motif in LexA dataset, it requires about 3 seconds (correspondingly, TreeMotif-BF requires about 4 seconds, and PMSprune requires more than 10 minutes without reporting any motifs).

For the real benchmark dataset [145], RecMotif can deliver comparable accuracy to TreeMotif algorithms by reporting m-cliques of (l, d)-motifs. Importantly, it shows improved efficiency in execution time. For example, for 39 of the 50 datasets, RecMotif requires about 21 hours in total to find (12, 3)-motifs, while TreeMotif-BF requires around 92 hours. For each of the remaining 11 datasets, both RecMotif and TreeMotif-DF require more than 10 hours to report results while TreeMotif-BF encounters memory shortage. The results indicate that although the algorithms have shown better overall accuracy than the other existing ones, there is still much room left for further improvement.

### 4.4 Summary

In this chapter, an algorithm RecMotif has been proposed. RecMotif is a recursive graph construction process. It requires a space complexity of $O(m^2 n)$. As $m$ and $n$ are fixed for a certain dataset, RecMotif consumes almost constant space. Not only can this reduce execution time but also prevent memory shortage for discovering very weak motifs.
The efficiency of RecMotif in execution time has been compared against the other existing algorithms on synthetic and real datasets. RecMotif has shown better performance in handling MCP and several extended \((l, d)\)-motif problems. As \(n\) or \(p\) increases, RecMotif consumes an execution time less than that of DPCFG and TreeMotif algorithms.

RecMotif and TreeMotif algorithms can discover all the possible motifs from an exact dataset, where each sequence contains at least one motif instance. When noisy sequences containing no motif instances are involved, these algorithms are not applicable. In the next chapter, extended algorithms, nRecMotif and nTreeMotif, will be introduced with the capability of discovering motifs from noisy datasets.
Chapter 5

Improved Graph-based Algorithms for WMD in NoisyDatasets

In Chapters 3 and 4, we have presented novel algorithms for discovering weak motifs from exact datasets, where each sequence contains at least one motif instance. However, a more realistic scenario is that a subset of sequences in a dataset contains no motif instances. That is, datasets may be corrupted with noisy sequences. In this case, the existing algorithms deliver decreased discovery accuracy or increased execution time.

In this chapter, we will present improved algorithms, nTreeMotif and nRecMotif, for discovering weak motifs from noisy datasets. nTreeMotif relies on the tree representation of motif instances, and nRecMotif relies on the graph representation. Experiments will show that they are more effective than the other existing algorithms. For instance, nRecMotif can find (60, 21)-motifs in ArcA datasets, which has never been reported previously.

5.1 Introduction

Through gene expression analysis or comparative genomics, biologists can assemble genes that show similar expression patterns or functions. Genes of the same set can share a regulatory mechanism if they have high similarity [6]. However, if a subset of genes
exhibit low similarity to the rest, they may have little in common with the latter [164]. That is, sequences regulating these genes may contain different motifs. Even possibly, several of the collected regulatory sequences may not contain motifs at all [11]. Under these circumstances, we refer to the dataset (of regulatory sequences) as noisy.

Given a noisy dataset, the basic weak \((l, d)\)-motif discovery is extended to the \((l, d)\)-\(k\)-motif discovery. The new extension aims to find motif instances from \(k\) of \(m\) sequences (with quorum \(k<m\)) [149]. It is more realistic than the basic problem which assumes the presence of motifs in all sequences [165]. Solving the extension can reduce the heavy burden of eliminating noisy sequences by using time-consuming and expensive wet-lab experiments. However, complex computational strategies are required to cope with noisy sequences. The extension is even more challenging than the basic problem.

Researchers have proposed several probabilistic algorithms to tackle the extension [13, 74, 98, 154, 165, 172]. However, these algorithms, as well as MEME [9] and Gibbs Motif Sampler [93], are incapable of guaranteeing the completeness of discovery due to lack of exhaustiveness [164]. In this regard, exact algorithms are superior.

One sample-driven algorithm [164] first clusters \(l'\)-mer \((l'\leq l)\) substrings of the input sequences as a number of cliques of minimum size \(k\). In each clique, any pair of substrings must have Hamming distance not greater than \(2d\). Then, cliques of \(l'\)-mers are merged into cliques of \(l\)-mers, which denote the final motifs. Tests show that it can find all the cliques of instances of a \((15, 4)\)-15-motif in 20 sequences, but it requires long execution time of around 13 hours [164]. As with the other graph-based algorithms, the efficiency of this algorithm is sensitive to the edge density.

Algorithm GWM2 [67] improves algorithm DPCFG [198] for discovering weak motifs from noisy datasets. Both of them find cliques of motif instances in initialized graphs. DPCFG constructs cliques of a certain size (say \(x\), \(x<m\)) at each vertex of a graph. More generally, GWM2 constructs cliques of sizes 2 to \(x\) at each vertex of the graph. As a
result, GWM2 requires much more space than DPCFG. Meanwhile, the time complexity of GWM2 is that of DPCFG multiplied by a \( \binom{r}{n} \) factor in the worst case. As shown in Chapter 3, DPCFG has limitations in discovering very weak motifs. The degraded efficiency of GWM2 may affect its application.

Algorithm exVote is improved from algorithm Voting [36, 96]. It considers each of the 4\(^r\) candidate patterns as a true motif if the candidate has at least \( k \) instances in a (noisy) dataset. ExVote associates all the candidates in a table according to their \( l'\)-mer prefixes. This leads to a theoretical space complexity \( O(4^{l'-r}) \), which is reduced but still unacceptable for long motifs. In addition, although exVote aimed to handle noisy datasets, the authors did not provide any relevant experimental comparisons.

Pattern-driven algorithms such as the PMS-series generate \( d \)-neighbors as candidate motifs for each \( l \)-mer substring of the reference sequence(s), and they examine each \( d \)-neighbor by using the remaining sequences [43, 44, 136]. PMSprune uses a tree structure for exploring \( d \)-neighbors and a branch-and-bound strategy for pruning, leading to the best efficiency in time and space. By referring to \( m-k+1 \) sequences, qPMSprune enhances PMSprune for discovering motifs from noisy datasets. Algorithm iTriplet handles noisy datasets by a similar generating-and-validating process, but the candidate motifs are generated by using triple \( l \)-mers from different sequences [66].

In general, pattern-driven algorithms are efficient for dealing with short motifs, and they are easily adaptable to noisy datasets. However, they require exponentially increased execution time for detecting long motifs. In addition, they can be limited in applications because they require the exact expression of a motif [134]. In reality, it might be unreasonable (or even impossible) to determine an exact consensus when the instances of a potential motif are extremely weak or insufficient [97, 148].

In summary, the existing algorithms for weak motif discovery in noisy datasets either deliver low discovery accuracy or incur long execution time, requiring improvements.
This chapter extends TreeMotif-BF/RecMotif to nTreeMotif/nRecMotif for $(l, d)$-k-motif discovery. The main feature of them is a novel strategy for selecting reference sequences and another strategy for determining noisy sequences. The former guarantees that at least one sequence containing motif instances is selected as the reference to extend the cliques. The latter accelerates the selection of reference sequences and the recursive construction of trees/graphs. nTreeMotif and nRecMotif preserve the efficiency of TreeMotif-BF and RecMotif in execution time or space for exact datasets. Moreover, they can efficiently discover all the $(l, d)$-k-motifs from noisy datasets.

5.2 Strategies for handling noisy datasets

Suppose $s=\{s_t\}_{t=1}^m$ is a set of $m$ sequences, where $s_t=(s_{t,j})_{j=1}^n$ denotes the $t^{th}$ sequences of length $n$ with each symbol $s_{t,j}\in \Omega$. Let $v_t=\{v_{t,j}\}_{j=1}^{n-l+1}$ be the set of $l$-mer substrings of sequences $s_t$, where $v_{t,j}=(s_{t,j})_{j+l-1}^{j+l-1}$ denotes an $l$-mer substring starting at site $j$ of $s_t$. Assuming $s$ satisfies the ZOOPS constraint, we are interested in detecting $(l, d)$-k motifs.

5.2.1 Selection of reference sequences

A reference sequence is believed to contain at least one true instance of a motif, which provides specific information in finding other instances [134]. For a noisy dataset, $m-k$ sequences do not contain any true instances. That is, there is at least one of $m-k+1$ different sequences containing a true instance. Therefore, nTreeMotif and nRecMotif use $m-k+1$ sequences as the reference in turn for each depth of tree construction or each recursion of graph construction. This differs from the existing algorithms in the use of reference sequences [66, 67, 134, 198].

Figure 5.1 illustrates an $(m-k+1)$-ary tree of reference, of which each node represents a candidate reference sequence. The figure also shows the relationship between the depth
of the tree of reference (ref-depth in short), the depth of trees of motif instances (for nTreeMotif), and the recursion of graphs of motif instances (for nRecMotif).

nTreeMotif/nRecMotif explores the tree of reference in a depth-first manner. A sequence that is being used as the reference in ref-depth 1 to \( r-1 \) (\( r \leq k \)) will be excluded for testing as the reference in ref-depth \( r \). This guarantees that all sequences are non-repeated for tree/graph construction. For example, if \( s_{m-k+1} \) is being used as the reference in ref-depth 2, node \( s_{m-k+1} \) (NOTE 1) in ref-depth 3 (and the subtree rooted at it) will be pruned.

![Diagram of reference sequences](image)

**Figure 5.1: Tree of reference sequences**

Note* annotations on the right are about the tree of reference; annotations on the left are correspondingly about trees or graphs of motif instances, for the convenience of descriptions on algorithms nTreeMotif and nRecMotif.

Moreover, any subtree rooted at node \( s_r \), whose parent node is \( s_i \), can be excluded for testing as the reference for the tree/graph construction if \( r < i \). For example, for
the reference node \( s_{m-k+1} \) in ref-depth 2, \( s_3 \) to \( s_{m-k+3} \) are the corresponding candidate references in ref-depth 3. In this case, it is only necessary to test \( s_{m-k+2} \) to \( s_{m-k+3} \). This strategy can prune the tree of reference effectively. It is feasible because the order of sequences will not influence the formation of all the target cliques, if all the sequences contain true motif instances.

For example, suppose that \( s_1, s_3 \) and \( s_{m-k+1} \) in Figure 5.1 are the sequences containing true motif instances. The path of \( 's_1, s_3, s_{m-k+1}, ...' \) must appear before the path of \( 's_1, s_{m-k+1}, s_3, ...' \) in the tree of reference, as the tree is traversed in a depth-first manner. After testing the former, nTreeMotif/nRecMotif can thoroughly discover the cliques of motif instances concerning \( s_1, s_3 \) and \( s_{m-k+1} \). Therefore, there is no need to construct cliques according to the latter path. In general, for \( s_1, \{s_j\}_{j=4}^{m-k} \) and \( s_{m-k+1} \), as nTreeMotif/nRecMotif tests \( 's_1, s_j, s_{m-k+1}...' \) before \( 's_1, s_{m-k+1}, s_j, ...', \) there is no need to test the reference paths of \( \{ 's_1, s_{m-k+1}, s_j, ...' \}_{j=4}^{m-k} \).

Note that the reference paths of \( 's_1, s_{m-k+1}, ...' \) might fail to form any \( k \)-clique with sequence \( s_3 \) excluded. However, as discussed, since all the possible cliques involving \( s_1, s_3 \) and \( s_{m-k+1} \) have been formed, this failure will not miss any target cliques. On the other hand, if there is any additional clique formed without \( s_3 \), then the proposition that \( s_3 \) is a sequence containing a true motif instance becomes questionable. In this case, all the additional cliques must also be considered and reported.

The preceding cases are under the assumption that sequence \( s_3 \) contains a true motif instance. Now, assuming \( s_3 \) is a noisy sequence, it is obvious that the exclusion of it from the tree/graph construction will not influence the discovery of the target cliques of true motif instances.

5.2.2 Determination of noisy sequences

The time for traversing the tree of reference is \( O((m-k+1)^4) \) (in the worst case). Pruning the tree can reduce the traversal time by using the strategies discussed in the preced-
ing section. Moreover, the number of reference sequences can be further decreased by determining noisy sequences.

The sequences in \( \{ s_r \}_{r=1}^{m-k+i} \) are tested as the reference one by one in each recursion \( i \) of tree/graph construction. Before changing the reference sequence from \( s_r \) to \( s_{r+1} \) (\( r \in [i, m-k+i-1] \)), nTreeMotif/nRecMotif checks if any \( k \)-clique has ever been formed by using any reference vertex in \( s_r \). Specifically, if at least one \( k \)-clique has ever been formed, then whether \( s_r \) is a noisy sequence or not is indeterminate (Case 1: the sequence is pending). Otherwise, \( s_r \) is determined as a noisy sequence for the reference sequences in recursions 1 to \( i-1 \) (Case 2: \( s_r \) is excluded from the future recursions).

For Case 1, all the possible cliques concerning \( s_r \) must have been formed, thus \( s_r \) can also be excluded from the further clique construction (although it cannot be determined as a noisy or a true-signal sequence). When the total number of sequences excluded (as pending and noisy) is larger than the maximum number of noisy sequences \( m-k \), the tree/graph construction process can be terminated immediately.

For convenience, let \( S_{i,t} \) denote the status of sequence \( s_t \) in ref-depth \( i \) of the tree of reference, where \( t \in [1, m] \) and \( i \in [1, k] \). Specifically, \( S_{i,t} \) can be REFERRED, NOISY, PENDING or FREE. REFERRED sequences for ref-depth \( i \) are the ones that are being used (as the reference) for the tree/graph construction in ref-depths 1 to \( i \). NOISY sequences for ref-depth \( i \) are the ones that have been used (as the reference) for the tree/graph construction in ref-depths 1 to \( i \) while not any \( k \)-clique is formed by using any vertex in such sequences as the reference vertex. PENDING sequences for ref-depth \( i \) are the ones that have been used (as the reference) for the tree/graph construction in ref-depths 1 to \( i \) and at least one \( k \)-clique is formed by using a certain vertex in such sequences as the reference vertex. FREE sequences for ref-depth \( i \) are the ones that are not labeled as REFERRED, PENDING or NOISY in ref-depths 1 to \( i \).

Let \( N_i \) denote the number of NOISY and PENDING sequences corresponding to ref-depths 1 to \( i \). Initially, \( N_0 = 0 \). Before constructing trees/graphs in ref-depth \( i \), nTreeMotif
and nRecMotif set \( N_i = N_{i-1} \). Let \( F_i = \text{TRUE} \) denote that at least one \( k \)-clique has ever been formed by using \( s_r \) as the reference in ref-depth \( i \). Initially, \( \{ F_i = \text{FALSE} \}_{i=1}^k \).

**Algorithm 12 iNoisyFreeSet(\( i, r \))**: update status of a sequence \( s_r \) in ref-depth \( i \)

<table>
<thead>
<tr>
<th>input</th>
<th>current status of reference ( S_{i,r} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>current number of noisy sequences ( N_i )</td>
</tr>
<tr>
<td></td>
<td>current clique indicator ( F_i )</td>
</tr>
<tr>
<td>output: updated ( S_{i,r}, N_i ) and ( F_i ).</td>
<td></td>
</tr>
<tr>
<td>if ( F_i = \text{TRUE} ) then</td>
<td></td>
</tr>
<tr>
<td>( F_i \leftarrow \text{FALSE}; S_{i,r} \leftarrow \text{PENDING}; N_i \leftarrow N_i + 1 )</td>
<td></td>
</tr>
<tr>
<td>else</td>
<td></td>
</tr>
<tr>
<td>( S_{i,r} \leftarrow \text{NOISY}; N_i \leftarrow N_i + 1 )</td>
<td></td>
</tr>
<tr>
<td>end if</td>
<td></td>
</tr>
</tbody>
</table>

The status \( S_{i,r} \) is updated by using Algorithm 12. Since at least \( k \) sequences contain instances of a motif, \( m - k \) is the maximum number of sequences that can be excluded from the tree/graph construction. If \( N_i > m - k \) after node \( s_r \) of ref-depth \( i \) is determined as NOISY/PENDING, there is no need to traverse the subtrees rooted at the other nodes with the same parent node as \( s_r \).

In summary, the tree of reference is explored according to a simple branch-and-bound strategy. That is, \( \forall i \in [1, k] \),

- if a node contains a free sequence and currently \( N_i \leq m - k \), the sequence will be selected as a new reference, and there is a possibility to explore the subtree rooted at the node (branch condition 1);

- if a node contains a sequence being referenced or having been determined as noisy or pending in ref-depths 1 to \( i-1 \), the sequence will not be selected as a new reference, and there is no need to explore the subtree rooted at the node. In this case, a sibling node of the current node will be tested (branch condition 2);
• if \( N_i > m-k \) holds due to the determination of a sequence as noisy or pending, the exploring on reference sequences in ref-depth \( i \) stops (bound condition). In this case, the reference sequence is to be changed at ref-depth \( i-1 \).

This traverse of the tree of reference gives all \( C_m^n \) combinations of all the sequences. Thus, the time complexity for traversing tree has been decreased from \( O((m-k+1)^k) \) to \( O(C_k^m) \). Combining with a recursive traversal of the tree of reference, nTreeMotif/n-RecMotif enhances the tree/graph construction in TreeMotif-BF/RecMotif. They can efficiently find all \( k \)-cliques of motif instances out of \( m \) sequences in a noisy dataset.

### 5.3 nTreeMotif algorithm

As with TreeMotif algorithms, nTreeMotif consists of graph representation and tree construction. The main difference: nTreeMotif selects reference sequences, determines noisy sequences, and constructs trees in a recursive manner. nTreeMotif also uses two reference sequences to obtain substrings of the other sequences for tree construction, referred to as graph representation. Thereafter, it initializes one-node trees according to a third reference sequence. Then, nTreeMotif recursively tests whether branches of a tree can be extended by a new node from another selected reference sequences, and it prunes the branches that are not appended by any new reference node. This will be referred to as its tree construction. A general description of the algorithm is given in Algorithm 13. Details about nTreeMotif are given in the following sections.

#### 5.3.1 Graph representation

Suppose the first and the second reference sequences are \( s_{r'} \) and \( s_{r''} \), where \( r' \in [1, m-k+1] \) and \( r'' \in [r'+1, m-k+2] \). The sequences for the further graph construction are \( \{s_t\}_{t=r''+1}^m \). Suppose \( \{ P_{0,t}=v_t \}_{t=1}^m \) represents all the initial \( l \)-mer substrings of \( \{s_t\}_{t=1}^m \). Algorithm 14
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Algorithm 13 nTreeMotif (general description)

input: A set of m sequences \( \{s_i\}_{i=1}^{m} \), quorum k, l and d.
output: ranked k-cliques

begin:
\begin{itemize}
  \item build pairs of reference sequences \((s_{r_1}, s_{r_2})\), where \(r_1\) and \(r_2\) are identifiers of reference sequences, \(s_{r_1}\) in \([1, m-k+1]\), \(s_{r_2}\) in \([2, m-k+2]\), and \(r_2 > r_1\);
  \item for each pair of reference sequences \((s_{r_1}, s_{r_2})\)
    \begin{itemize}
    \item build reference nodes pairs with l-mers of \(s_{r_1}\) and \(s_{r_2}\);
    \item for each reference node pair
      \begin{itemize}
      \item build a graph \(G\) using l-mers of \(s_{r_2+1}, s_{r_2+2}, \ldots, s_m\);
      \item for each vertex \(x\) (of \(G\)) in \(s_{r_3}\), where \(r_3\) in \([r_2+1, m-k+3]\)
        \begin{itemize}
        \item initialize a tree \(T\) rooted at vertex \(x\);
        \item initialize \(r\) as \(r_3\) and \(d'\) as 2;
        \item sub-function Append\((d', T, r)\):
          \begin{itemize}
          \item if depth of \(T\) is equal to \(k-2\)
            \begin{itemize}
            \item record tree \(T\) with the reference node pair (where cliques are extracted and ranked);
            \end{itemize}
          \item else
            \begin{itemize}
            \item for each \(t\in [r+1, m-k+d'+2]\)
              \begin{itemize}
              \item if \(s_t\) is not used in the current tree construction
                \item append vertices (of \(G\)) in \(s_t\) onto leafs of \(T\);
              \end{itemize}
            \end{itemize}
          \end{itemize}
        \end{itemize}
      \end{itemize}
    \end{itemize}
  \end{itemize}
\end{itemize}
end

end
shows the graph construction for each reference node pair of \( s_{r'} \) and \( s_{r''} \). Nodes returned in \( \{P_{1,t}\}_{t=r''+1}^{m} \) are candidates for constructing trees.

Algorithm 14 Node selection II

```plaintext
input : reference node pair \((v_{r',j'}, v_{r'',j''})\)
initial vertices \( \{P_{0,t}\}_{t=r'}^{m} \)
output: vertices \( \{P_{1,t}\}_{t=r''+1}^{m} \) of graphs.

\[
\begin{align*}
\{P_{1,t} \leftarrow \emptyset\}_{t=r''+1}^{m} \\
\text{for } \{t\}_{t=r''+1}^{m} \text{ do} \\
\quad /* suppose } j \text{ is the starting site of a vertex to join the graph */ \\
\quad \text{for } \{j\}_{j=1}^{n+1} \text{ do} \\
\quad \quad \text{if } D_{\text{max}}(v_{r',j'}, v_{r'',j''}, v_{t,j}) \leq 2d \text{ then} \\
\quad \quad \quad P_{1,t} \leftarrow P_{1,t} \cup \{v_{t,j}\} \\
\quad \quad \text{end if} \\
\quad \text{end for} \\
\text{end for} \\
\text{return } \{P_{1,t}\}_{t=r''+1}^{m}
\end{align*}
```

5.3.2 Recursive tree construction

\( n\text{TreeMotif} \) initializes trees with nodes in \( \{P_{1,t}\}_{t=r''+1}^{m} \), of which each is built up with nodes in \( \{P_{1,t'}\}_{t=r''+1}^{m} \). Assuming the depth of the root of a tree (of motif instances) is 1, the depth \( d' \) of any node of the tree corresponds to the ref-depth \( d'+2 \) of the tree of reference. Once the depth of the tree grows to \( k-2 \), \( k \)-cliques (of motif instances) are formed (counting in the reference node pair of \( s_{r'} \) and \( s_{r''} \)). Algorithm 15 shows the tree construction process.

The kernel of tree construction is a recursive function of \( \text{Append}(\text{depth } d', \text{tree } T_x, \text{status } \{S_{d'+1,t}\}_{t=r''+1}^{m}, \text{excluded } N_{d'+1}) \), as shown in Algorithm 16. Supposing \( s_r \) is the reference sequence in depth \( d'-1 \) (\( \geq 1 \)) of the tree of motif instances, the reference sequences for depth \( d' \) include \( \{s_t\}_{t=r+1}^{m-k+d'+2} \). That is, this function checks if the tree can be further appended with nodes from sequences \( \{s_t\}_{t=r+1}^{m-k+d'+2} \). If at least one of them can contribute at least one node to the tree, the function recurs to the next depth with the appended
Once having backtracked from a sub-recursion, it updates the status of the current reference sequence and checks if the maximum number of sequences excluded from tree construction is greater than $m-k$. If true, the current sub-recursion will terminate and backtrack to its parent recursion. When the recursion terminates completely, for the current reference node pair, another reference sequence will be selected at the root level, and the tree construction process will be repeated.

**Algorithm 15 Tree construction II**

**input**: reference node pair $(v_{r,j}, v_{r',j'})$
- vertices of a graph $\{P_{1,t}\}_{t=r+1}^{m}$
- status of sequences $\{S_{2,t}\}_{t=r+1}^{m}$
- number of noisy sequence $N_2$.

**output**: tree of motif instances. /* note: trees returned in function Append() */

$\{S_{3,t}\}_{t=r+m+1}^{m}$, $N_3 \leftarrow N_2$

/* suppose $r$ is the reference sequence in this depth of tree of motif instances */

for each $\{s_r\}_{r=m-k+3}^{m}$ do
  if $S_{3,r}$ is FREE then
    $S_{3,r} \leftarrow$ REFERRED
    for each node $v_{r,x} \in P_{1,r}$ do
      $v_{r,x} = \text{root}(T_x)$
      Append(depth 2, tree $T_x$, status $\{S_{3,t}\}_{t=r+1}^{m}$, excluded $N_3$)
    end for
  end if
  iNoisyFreeSet(3, r)
  if $N_3 > m-k$ then
    break
  end if
end for

Once a tree of motif instances is formed, the motif refinement can be carried out as discussed in Section 3.2.3 of Chapter 3. Before the graph/tree construction starts, the nodes for graph/tree construction, the statuses of all the sequences, and the number of noisy sequences are initialized as: $\{P_{0,t}=v_t, S_{0,t}=\text{FREE}\}_{t=1}^{m}$, and $N_0=0$. The complete tree construction algorithm is shown in Algorithm 17.
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Algorithm 16 Append(depth $d'$, tree $T_x$, status $\{S_{d'+1,t}\}_{t=1}^{m}$, excluded $N_{d'+1}$)

/* note: suppose the reference sequence is $s_r$ for depth $d'$-1 of the tree of reference */

input: an intermediate tree $T_x$
status of sequence $\{S_{d'+1,t}\}_{t=1}^{m}$
number of noisy sequences $N_{d'+1}$.

output: tree of motif instances.
$\{S_{d'+2,t}\}_{t=1}^{m}$, $N_{d'+2} \leftarrow N_{d'+1}$

if depth($T_x$) is $k$-2 then
    $\{F_i \leftarrow TRUE\}_{i=1}^{k}$
    return $T_x$ with $(v_{r',j'}, v_{r'',j''})$

else
    for $\{t\}_{t=1}^{m-k+d'+2}$ do
        if $S_{d'+2,t}$ is FREE then
            $S_{d'+2,t} \leftarrow REFERRED$
            Flag $\leftarrow$ FALSE
            for each node $v_{t,j} \in P_{t,t}$ do
                /* please refer to Chapter 3 for function extendable() */
                if extendable($v_{t,j}, T_x$) then
                    Append $v_{t,j}$ to $T_x$ according to $Q$
                    Flag $\leftarrow$ TRUE
                end if
            end for
        end if
        if Flag is TRUE then
            prune branches that are not extended
            Append(depth $d'+1$, tree $T_x$, status $\{S_{d'+2,t'}\}_{t'=1}^{m}$, excluded $N_{d'+2}$)
        end if
    end for
    if $N_{d'+2} > m-k$ then
        break
    end if
end if

end if
Algorithm 17 nTreeMotif: finding motifs in noisy datasets

**input**: \( \{P_{0,t}\}_{t=1}^{m}, \{S_{0,t}\}_{t=1}^{m}, N_{0}=0, l, d, \) and \( k \).

**output**: trees of motif instances

\[ \{S_{1,t}\}_{t=1}^{m}, N_{1} \leftarrow N_{0}. \]

for \( \{r’\}_{r’=1}^{m-k+1} \) do

if \( S_{1,r’} \) is FREE then

\[ S_{1,r’} \leftarrow \text{REFERRED} \]

\[ \{S_{2,t}\}_{t=r’+1}^{m}, N_{2} \leftarrow N_{1} \]

for \( \{r”\}_{r”=r’+1}^{m-k+2} \) do

if \( S_{2,r”} \) is FREE then

\[ S_{2,r”} \leftarrow \text{REFERRED} \]

Node selection II

Tree Construction II

iNoisyFreeSet(2, \( r” \))

if \( N_{2} > m-k \) then

break

end if

end if

end for

iNoisyFreeSet(1, \( r’ \))

if \( N_{1} > m-k \) then

break

end if

end if

end for
5.4 nRecMotif algorithm

nRecMotif constructs a series of graphs recursively according to reference sequences, where the reference vertices on the recursive path represent a clique of motif instances. As both the graph construction and the traversal of the tree of reference are in a recursive manner, they can be easily combined. In each sub-recursion, nRecMotif selects a reference sequence, determines noisy sequences and constructs a graph for each vertex of the reference sequence. As the recursion goes deeper, the vertices remaining for the further graph construction decreases exponentially, which reduces execution time. A general description of the algorithm is given by Algorithm 18.

5.4.1 Recursive graph construction

5.4.1.1 Graph construction in recursion $i$

Let $G_i=(P_i, E_i)$ denote the graph in the $i$th round of recursion (or recursion $i$ in short, $1 \leq i \leq k$), where $P_i=\{P_i,t\}_{t=1}^m$ is the set of sets of vertices and $E_i$ is the set of edges (not necessarily to record). $G_i$ is built by using the vertices of $G_{i-1}$ according to a reference vertex in $P_{i-1,r}$. Therefore, $P_i \subseteq P_{i-1}$ always holds. Specifically, suppose in recursion $i$:

- $s_r$ is the current reference sequence, i.e., the reference vertex $v_{r,j}$ is in $P_{i-1,r}$ and $S_{i,r}$ is REFERRED;
- $\{S_{i,t}=S_{i-1,t}, t \neq r\}_{t=1}^m$, i.e., the statuses of sequences have been passed from the parent recursion $i-1$;
- $\{P_{i,t} = \emptyset\}_{t=1}^m$, i.e., the vertex sets for $G_i$ have been initialized as null.

For each reference vertex $v_{r,j}$, and for each $\{t\}_{t=r+1}^m$, if $S_{i,t}=$FREE, nRecMotif draws an edge between $v_{r,j}$ and each $v_{t,j'} \in P_{i-1,t}$ if $D(v_{r,j}, v_{t,j'}) \leq 2d$. Correspondingly, vertex $v_{t,j'}$ is collected in $P_{i,t}$. This leads to a graph $G_i$ for each $v_{r,j}$.
Algorithm 18 nRecMotif (general description)

**input:** A set of \( m \) sequences \( \{s_t\}_{t=1}^{m} \), quorum \( k \), \( l \) and \( d \).

**output:** ranked \( k \)-cliques

**begin:**
  
  initialize a graph \( G_0 \) with \( l \)-mers of \( s_t \) and insert vertices in sets \( P_{0,t} \), where \( t \in [1, m] \);
  
  initialize a null list \( L \) (for recording a clique);
  
  initialize reference identifier \( r' \) as 1 and recursion identifier \( i \) as 1;

  **sub-function nRecMotif**\( (\{P_{i-1,t}\}_{t=m}^{m}, r') \):
    
    if recursion identifier \( i \) is less than \( k \)
      
      for each \( r \) in \( [r', i+m-k] \)
        
        for each vertex \( x \) of \( P_{i-1,r} \)
          
          set \( r'' \) as \( r'+1 \);
        
        build a graph \( G_i \) with the elements in \( \{P_{i-1,t}\}_{t=m}^{m} \) and
        
        insert vertices of \( G_i \) in sets \( P_{i,t} \), where \( t \in [r'', m] \);
    
    if the number of vertices in \( L \) plus the number of non-empty \( P_{i,t} \)
      
      is larger than or equal to \( k-1 \)
        
        insert vertex \( x \) into \( L \);
      
      nRecMotif\( (\{P_{(i+1)-1,t}\}_{t=m}^{m}, r'') \);
    
  end if
  
  break if more than \( m-k \) sequences cannot form \( k \)-cliques;

  end for

else

  record \( l \)-mers in \( L \) (with rank according to information content);

end if

end sub-function

**end**
Now let us discuss the continuation condition for constructing graph $G_i$ with a reference vertex $v_{r,j}$, which would be more general than that of RecMotif. For convenience, we say $s_t$ is a valid sequence for $v_{r,j}$ if the corresponding $P_{t-1,t}$ contributes at least one vertex to $P_{t,t}$. Suppose $V$ is the total number of valid sequences for $v_{r,j}$ after $t-r$ sequences (from $s_{r+1}$ to $s_t$) are checked for constructing $G_i$. Meanwhile, $m-t$ is the maximum number of the remaining FREE sequences (including sequences $s_{t+1}$ to $s_m$).

If $V+i+m-t<k$, which indicates a $k$-clique cannot be formed, the construction on $G_i$ for $v_{r,j}$ can be stopped. Otherwise, the construction of $G_i$ can be continued with vertices in $P_{t-1,t+1}$ (if $||P_{t-1,t+1}||\neq0$ and $S_{t,t+11}=$FREE; otherwise, check vertices in $P_{t-1,t+2}$). The construction of $G_i$ is shown in Algorithm 19.

Algorithm 19 iGraphConstruction

<table>
<thead>
<tr>
<th>input</th>
<th>: graph $G_{i-1}$ with ${P_{t-1,t}, S_{t,t}}<em>{t=r}^m$ reference vertex $v</em>{r,j}$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>output:</td>
<td>V and graph $G_i$ with ${P_{t,t}, S_{t,t}}_{t=r+1}^m$.</td>
</tr>
<tr>
<td>$P_{t,t} \leftarrow \emptyset$</td>
<td>$V \leftarrow 0$</td>
</tr>
<tr>
<td>for ${P_{t,t}}_{t=r+1}^m$</td>
<td>do</td>
</tr>
<tr>
<td>if $S_{t,t}$ is FREE</td>
<td>then</td>
</tr>
<tr>
<td>for each $v_{t,j} \in P_{t-1,t}$</td>
<td>do</td>
</tr>
<tr>
<td>if $D(v_{r,j}, v_{t,j}) \leq 2d$</td>
<td>then</td>
</tr>
<tr>
<td>$P_{t,t} \leftarrow P_{t,t} \cup {v_{t,j}}$</td>
<td>end if</td>
</tr>
<tr>
<td>end if</td>
<td></td>
</tr>
<tr>
<td>end for</td>
<td></td>
</tr>
<tr>
<td>if $</td>
<td></td>
</tr>
<tr>
<td>$V \leftarrow V+1$</td>
<td>end if</td>
</tr>
<tr>
<td>end if</td>
<td></td>
</tr>
<tr>
<td>if $V+i+m-t&lt;k$</td>
<td>then</td>
</tr>
<tr>
<td>break</td>
<td>end if</td>
</tr>
<tr>
<td>end if</td>
<td></td>
</tr>
<tr>
<td>end for</td>
<td></td>
</tr>
</tbody>
</table>

return $V$ and $G_i$ with $\{P_{t,t}, S_{t,t}\}_{t=r+1}^m$
5.4.1.2 Continuation and backtracking from recursion $i$

After constructing graph $G_i$ in recursion $i$ ($1 \leq i \leq k$), nRecMotif can continue to recursion $i+1$ or has to backtrack to recursion $i-1$ due to the following conditions.

First, let us discuss the continuation of a recursion. nRecMotif continues from recursion $i$ to recursion $i+1$ under the condition that there are at least $V = k - i$ valid sequences for reference vertex $v_{r,j}$ (in $P_{t-1,r}$). In this case, there is a possibility to form $k$-cliques. Otherwise, nRecMotif replaces the reference vertex in recursion $i$ with another one in $P_{t-1,r}$ (if any), and it checks if the recursion can be continued.

Specifically, if $V \geq k - i$, nRecMotif inserts $v_{r,j}$ into $L$ and steps into recursion $i+1$. The reference sequence in recursion $i+1$ is selected from the tree of reference according to the branch-and-bound condition. If the recursion continues until reaches recursion $k+1$, the reference vertices on the recursive path are output as motif instances. Also, flags $\{F_i\}_{i=1}^k$ are set as TRUE. They indicate that the current reference sequences in all the (sub-)recursions can offer at least one reference vertex to form a recursive path of depth $k$.

On the other hand, if $V + i < k$, nRecMotif cannot step into recursion $i+1$ with reference vertex $v_{r,j}$. Under this condition, two cases are considered. Firstly, if there are any more reference vertices in $P_{t-1,r}$, each of them is tested with the same recursion continuation condition. Secondly, if there are no more reference vertices in $P_{t-1,r}$, nRecMotif changes $S_{i,r}$ from REFERRED to NOISY or PENDING according to Algorithm 12. Note that each time after Algorithm 12 is called, nRecMotif will check the branch-and-bound condition (in Section 5.2.2) for further selection of a reference sequence. If branch condition 1 is satisfied, nRecMotif begins testing the sequence as the reference by setting its status as REFERRED, and it checks the recursion continuation condition.

Now let us discuss two backtracking conditions of a recursion that is resulted from the change of reference sequences. Firstly, If Algorithm 12 returns with the fact that
more than $m-k$ sequences have been excluded, nRecMotif stops the current recursion and backtracks to recursion $i-1$. Meanwhile, as mentioned in Section 5.2.1, $\{s_r\}_{r=i}^{m-k+i}$ are the candidate references in recursion $i$. Therefore, secondly, after all of them are tested in turn, nRecMotif also backtracks to recursion $i-1$.

5.4.2 Initialization and motif refinement

Before recursion 1 starts, the vertices of the first graph, the first reference sequence, the statuses of all the sequences, and the number of noisy sequences are initialized as: $\{P_{0,t}=v_t, S_{0,t}=\text{FREE}\}_{t=1}^{m}$, $r'=1$ (referring $s_1$), and $N_0=0$. In addition, the flags $\{F_i=\text{FALSE}\}_{i=1}^{nRecMotif}$ is shown in Algorithm 20.

Consensus motifs can be aligned from the vertices in $L$. Further scanning by using the consensus motif can be applied to incorporate all possible motif instances. This refinement can increase the sensitivity of discovery, although spurious instances might be included in the results [67]. However, a consensus motif may not always be determined by a given set of motif instances. In this case, the clique of $k$ instances are recorded as a motif. This makes nRecMotif capable of handling datasets with inexact consensus motifs. An option of reporting exactly $k$ motif instances or re-scanned motif instances has been incorporated in the implementation of nRecMotif.

5.4.3 nRecMotif: an example

nRecMotif and nTreeMotif discover weak motifs from noisy datasets by manipulating reference sequences. An example about how nRecMotif selects reference sequences is given below. Suppose there are sequences $\{s_i\}_{i=1}^{5}$ in the dataset $s$. One sequence $s_2$ is noisy containing no motif instances, i.e., $k=4$.

In the following, each capital letter represents an $l$-mer vertex. Assume $s_1$: $P_{0,1} = \{A, B, C\}$, $s_2$: $P_{0,2} = \{U, V\}$, $s_3$: $P_{0,3} = \{Z, E, F, G\}$, $s_4$: $P_{0,4} = \{H, I, J, K, L\}$,
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Algorithm 20 nRecMotif(\(\{P_{i-1,t}, S_{i-1,t}\}_{t=m}^{m}, r', N_{i-1}\)) finding motifs in noisy datasets

/* note: suppose \(r'\) is the 1st reference to test in this subrecursion */

input: \(\{P_{i-1,t}, S_{i-1,t}\}_{t=m}^{m}, r', N_{i-1}, l, d, \) and \(k.\)

output: cliques of motif instances.

if \(i < k\) then

\[
\begin{align*}
&S_{i,t} \leftarrow S_{i-1,t} \\
&N_{i} \leftarrow N_{i-1}
\end{align*}
\]

/* inherit statuses */

for each \(\{r\}_{r=r'}^{r=m-k}\) do

if \(S_{i,r}\) is FREE then

\(S_{i,r} \leftarrow \text{REFERRED}\)

for each \(v_{r,j} \in P_{i,r}\) do

iGraphConstruction /* construct graph */

if \(V+i \geq k\) then

\(L_{i} \leftarrow v_{r,j}\)

for each \(\{r''\}_{r''=r'+1}^{r'+1}\) do

if \(S_{i,r''}=\text{FREE}\) then

break /* find 1st reference*/

end if

d for

nRecMotif(\(\{P_{i,t}, S_{i,t}\}_{t=m}^{m}, r'', N_{i}\))

end if

d for

iNoisyFreeSet(\(i, r\)) /* set \(N_{i}\) and \(S_{i,r}\)*/

if \(N_{i} > m-k\) then

break

d for

else

\(\{F_{r'} \leftarrow \text{TRUE}\}_{r'=1}^{k}\) /* indicate all references valid */

return \(\{L_{r'}\}_{r'=1}^{k}\)

end if
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Figure 5.2: nRecMotif: graph for vertex A
Note* edges are shown with dotted lines

$s_5$: $P_{0,5} = \{M, N, O, Q, R, T\}$. Moreover, let $A_{2d} = \{Z, E, G, H, J, M, O, R, T, U\}$ denote that vertex $A$ has a Hamming distances less than or equal to $2d$ with vertices $Z, E, G, H, J, M, O, R, T, U$ and more than $2d$ with the other vertices not listed above. Similarly, assume $U_{2d} = \{A, C, F, H, J, O\}; Z_{2d} = \{A, H, J, M, T\}; C_{2d} = \{U\}; E_{2d} = \{A\}; F_{2d} = \{U\}; G_{2d} = \{A, T\}; H_{2d} = \{A, R, U, Z\}; J_{2d} = \{A, Z, M, T, U\}; M_{2d} = \{A, Z, J\}; O_{2d} = \{A, U\}; R_{2d} = \{A, H\}; T_{2d} = \{A, Z, G, J\}$.

According to the algorithm, the potential candidate reference sequences are $\{s_j\}_{j=1}^{i+1}$ for recursion $i$ as $m-k=1$. That is, $s_1$ and $s_2$ for recursion 1; $s_2$ and $s_3$ for recursion 2; $s_3$ and $s_4$ for recursion 3; $s_4$ and $s_5$ for recursion 4.

In recursion 1, sequence $s_1$ is selected as the reference sequence, in which vertex $A$ is selected as the reference vertex. A graph is constructed for vertex $A$ according to the assumptions as shown in Figure 5.2.

All the remaining sequences besides $s_1$ contribute at least one vertex to the graph. That is, there is possibility to form cliques of size 4 by the current reference vertex together with the vertices in $\{s_j\}_{j=2}^{5}$. Thus the graph construction process has to be continued to recursion 2 (recursion 1 will be suspended temporarily).
In recursion 2, sequence $s_2$ is selected as the reference sequence, in which vertex $U$ is firstly selected as the reference vertex. A graph is constructed for vertex $U$ according to the assumptions on the Hamming distance of vertices, as shown in Figure 5.3. Two of the remaining three sequences contribute at least one vertex to the graph. There is a possibility to form cliques of size 4 by the two current reference vertices together with the vertices in $s_4$ and $s_5$. Thus, the graph construction process will be continued to recursion 3 (recursion 2 will be suspended temporarily).

In recursion 3, sequence $s_3$ should have been the first reference sequence. However, as it contributes no vertex to the graph, it is excluded from consideration. Thus, the other candidate $s_4$ is selected as the reference sequence, from which vertex $H$ is selected as the reference vertex. However, no graph can be constructed for vertex $H$ as $D(H, O)>2d$, as shown in Figure 5.4. Therefore, another candidate $J$ is selected as the reference vertex. As $D(J, O)>2d$, there is also no graph constructed for $J$.

Figure 5.3: nRecMotif: graph for vertex $U$
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Figure 5.4: nRecMotif: graph for vertex H

At this point, all the candidate reference vertices in the current reference sequence $s_4$ have been tested. Moreover, no clique of size 4 has been formed. Thus, $s_4$ is determined as a noisy sequence for the reference vertices $A$ and $U$. Note that when $s_4$ is determined as a noisy sequence, there is insufficient number of sequences to form cliques of size 4 with the current two reference vertices. Therefore, nRecMotif has to backtrack to the recursion 2.

When having backtracked to recursion 2, nRecMotif will test another reference vertex in $s_2$. In the example, as there is no more candidate reference vertex, the current reference sequence $s_2$ is to be replaced by another. Note that as there is no clique of size 4 formed by using $s_2$ as the reference, $s_2$ is determined as noisy for the reference vertex $A$.

As there is still a possibility to form 4-clique after excluding $s_2$, nRecMotif selects $s_3$ as the reference. Vertex $Z$ is firstly selected as the reference vertex. A graph is constructed for vertex $Z$ according to the assumptions, as shown in Figure 5.5. As shown in Section 4.2.4, cliques of size 4 can be formed as $\{A, Z, J, M\}$ and $\{A, Z, J, T\}$. Note that $s_4$ will be selected as the first reference sequence in recursion 3, as $s_3$ is being used as the reference in the previous recursion 2.
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After vertex Z is used as the reference, the other vertices E and G in s₃ will also be tested with the same process. When the test is finished for vertex G, all the candidate reference vertices in s₃ have been tested, and s₃ is to be replaced by another reference sequence. However, as s₃ is the last reference sequence to test in recursion 2, nRecMotif has to backtrack to recursion 1 and replace the current reference vertex A with another candidate vertex in s₁.

Similar processes will be carried out for vertices B and C in s₁. After all the vertices in s₁ have been tested as the reference vertex, there are cliques of size 4 formed, such as \{A, Z, J, M\}. Thus, the status of s₁ cannot be determined as NOISY but set as PENDING.

The alternative reference sequence s₂ will be selected in recursion 1. For the first reference vertex U of s₂, a graph will be constructed according to the assumptions as shown in Figure 5.6. Note that according to the discussion in Section 5.2.1, after s₁ has been used as the reference sequence, all the cliques concerning s₁ should have been discovered. Therefore, s₁ will be excluded from graph construction by using another sequence as the reference sequence.
5.5 Time and space complexity of nTreeMotif and nRecMotif

As indicated in Section 5.2.2, nTreeMotif and nRecMotif try to find \( k \)-cliques from \( k \) sequences for \( C_k^m \) times, where \( C_k^m = m!/(k!(m-k)!). \) Thus, the algorithms nTreeMotif and nRecMotif apply a factor \( C_k^m \) to the time complexities of TreeMotif-BF and RecMotif respectively. That is, the time complexity of nTreeMotif is \( O(C_k^m n^k) \), and that of nRecMotif is also \( O(C_k^m n^k) \).

The space complexity of nTreeMotif follows that of TreeMotif-BF. nTreeMotif constructs trees with a depth of \( k-2 \). Thus, its space complexity is \( O(n^{k-3}) \). For nRecMotif, for each reference node in recursion \( x \) (\( x \in [1, k-1] \)), the maximum number of nodes to record is \( (m-x)(n-l+1) \). Thus, the total space requirement is \( \sum_{x=1}^{k-1} (m-x)(n-l+1) \), leading to a space complexity of \( O(kmn) \).

Table 5.1 shows the complexities of several algorithms. iTriplet and qPMSprune have better scalability on increasing \( m-k \), i.e., the number of noisy sequences, than the others. However, when increasing \( l \) and \( d \), their execution time increases much faster than the others. Different \( (l, d) \)-motifs can have comparable values of \( p \). For example, \( p \approx 0.057 \).
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for both (15, 4)- and (18, 5)-motifs. The execution time of nTreeMotif, nRecMotif and GWM2 will not show large differences for such cases. nTreeMotif and nRecMotif have the same theoretical time complexity, but in practice nRecMotif has a lower algorithmic overhead than nTreeMotif. This will be supported by experiments.

Table 5.1: Time and space complexities of algorithms for handling noisy datasets

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
<th>Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>iTriplet</td>
<td>(O(m(m - k)(m + k)n^3d^2))</td>
<td>(O(N(l, d)))</td>
</tr>
<tr>
<td>qPMSprune</td>
<td>(O(m(m - k)n^2N(l, d)))</td>
<td>(O(mn^2))</td>
</tr>
<tr>
<td>GWM2</td>
<td>(O(C_{n}^{m}n^k))</td>
<td>-</td>
</tr>
<tr>
<td>nRecMotif</td>
<td>(O(C_{n}^{m}n^k))</td>
<td>(O(k^2n))</td>
</tr>
<tr>
<td>nTreeMotif</td>
<td>(O(C_{n}^{m}n^k))</td>
<td>(O(n^{k-3}))</td>
</tr>
</tbody>
</table>

Note: \(N(l, d) = \sum_{z=0}^{d} C_{2}^{l}3^{z}; \cdot\cdot\cdot\): not available.

In this worst case analysis, the time complexities of nTreeMotif and nRecMotif increases exponentially, which can limit their applications. That is, they need further improvements to become efficient in execution time.

5.6 Experimental results

5.6.1 Synthetic data

5.6.1.1 Impacts of increasing length of sequences - exact data

The improved algorithms nTreeMotif and nRecMotif are first tested on the exact datasets as described in Section 3.4.1 of Chapter 4. The comparisons of the execution time and nPC are shown in Figure 5.7 and Figure 5.8. Note that when \(n=600\), it corresponds to the basic motif challenge problem [131].

Figure 5.7 shows that, nRecMotif exhibits comparable nPC to TreeMotif-BF, iTriplet, qPMSprune and GWM2. nTreeMotif, TreeMotif-DF and RecMotif shows a little higher nPC than the others when \(n \leq 1500\) as they report cliques of instances of size \(m\) (OOPS). Thus, a clique possibly contains few false instances. For comparison, nRecMotif, iTriplet,
qPMSprune and GWM2, which deliver the same nPC thus shown in the same curve, report cliques of instances of size \( m' \geq m \). This allows them to report more true instances (\( n_{Sn}=1.0 \)) than the setting of OOPS. However, larger cliques can involve more false instances [67].

Figure 5.8 shows that nRecMotif/RecMotif consumes the lowest execution time for most cases, to which that of nTreeMotif/TreeMotif algorithms is comparable. These comparisons are similar to those in Section 3.4.1.2. When \( n>1400 \), PatternBranching requires less execution time than nRecMotif, which grows almost linearly with sequence length. However, in such cases of long sequences, PatternBranching cannot get rid of false instances as shown by Figure 5.7. Meanwhile, qPMSprune requires less execution time than nTreeMotif and nRecMotif when \( n>1600 \) and \( n>1800 \) respectively. With strategies for handling noisy sequences, nTreeMotif, nRecMotif and GWM2 aim to deal with noisy data. While for exact datasets, nTreeMotif and nRecMotif are more efficient than GWM2. For example, when \( n=1300 \), the time consumed by nTreeMotif, nRecMotif and GWM2 is 32, 17 and 244 seconds respectively.

As with GWM2, nRecMotif has an enhancing strategy for motif refinement. It derives consensus motifs from motif instances and does local alignments to find all the possible motif instances. In this setting, when tuning background base distribution, nRecMotif can deliver the same results as GWM2, qPMSprune and iTriplet. When tuning parameters \( m, l, d \) or \( p \), nTreeMotif and nRecMotif show comparable performances on exact datasets to TreeMotif-BF and RecMotif. Thus, such comparisons are omitted.

Overall, nTreeMotif and nRecMotif almost preserve the efficiency of TreeMotif-BF and RecMotif in execution time for exact datasets respectively. On the other hand, nTreeMotif and nRecMotif cannot find short but weak motifs due to the inhibiting execution time for dense graphs involving a large number of random \( l \)-mer strings.
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Figure 5.7: Comparison: effect of increasing $n$ on nPC on noisy datasets
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Figure 5.8: Comparison: effect of increasing $n$ on execution time on noisy datasets.
5.6.1.2 Impacts of increasing number of noisy sequences - noisy data

In this section, we compare the algorithms on noisy datasets. A dataset of \( m \) sequences is created following the steps in Section 3.4.1. The difference is that a dataset has only \( k (k < m) \) sequences containing instances of a target \((l, d)\)-motif. Specifically, a dataset contains a \((15, 4)\)-20-motif. The parameter \( n \) is fixed at 600, and the parameter \( m \) is increased from 21 to 40. For each \( m \), the performance of each algorithm is averaged on ten datasets. The nPC and execution time are shown in Figure 5.9 and 5.10. For nTreeMotif, iTriplet and GWM2, we only show a part of the results that are produced in an execution time comparable to the other algorithms.

Figure 5.9 shows that the accuracy of all algorithms declines with the increase of noisy sequences, although to different degrees. Similar to the performance on exact datasets, probabilistic algorithms show low discovery accuracy. PatternBranching shows high nPC when the number of noisy sequences is small. However, when the number of noisy sequences becomes large, its performance declined quickly.

For deterministic algorithms, iTriplet shows lower nPC in several tests than the others, because it could fail to produce any motifs for certain datasets. Meanwhile, nRecMotif performs almost consistently before \( m \) reaching 40. For datasets of \( m = 40 \), it shows decreased nPC, because false instances as conserved as true ones increase significantly. nTreeMotif can give comparable performance to nRecMotif when \( m < 30 \). However, when \( m \geq 30 \), the execution time of nTreeMotif becomes much larger than nRecMotif (and nPMSprune).

qPMSprune shows higher nPC than nRecMotif in several cases such as when \( m = 40 \). This is because qPMSprune generates candidate motifs using a substring of a reference sequence and aligns each candidate with the remaining sequences. As a result, the reference sequence contributes exactly one instance to a clique, namely, the reference substring. If it is a true instance, fewer false instances are included in the clique, leading
Figure 5.9: Comparison: effect of increasing m-k on nPC on noisy datasets
Figure 5.10: Comparison: effect of increasing $m-k$ on execution time on noisy datasets
to higher nPC. However, if it is a false instance, nSn will be less than 1.0, i.e., the true instance in the reference sequence is missed. If qPMSprune does local alignment with all the sequences, it should deliver the same nPC as nRecMotif.

Figure 5.9 shows that GWM2, nTreeMotif and nRecMotif deliver comparable nPC when the number of noisy sequences is less than or equal to 10. However, Figure 5.10 shows that GWM2 consumes a much larger amount of execution time than nTreeMotif and nRecMotif. For example, GWM2 consumes about 3399 seconds for $m=27$, while nRecMotif and nTreeMotif consume 78 and 783 seconds respectively. Besides, GWM2 suffers from high space requirement for large $m$, while nRecMotif and nTreeMotif do not have such an issue. Note that nPC of nTreeMotif is not as consistent as nRecMotif because it outputs $k$-cliques of motif instances.

Figure 5.9 and 5.10 indicate that, when $m>32$, qPMSprune achieves the best results (of highest or comparable nPC within the lowest execution time). However, nRecMotif is more scalable than qPMSprune for increasing the length of motifs, as shown in Table 5.2. Since the standard errors are small (up to %2 of mean), they are omitted here.

Table 5.2: Comparison: effect of increasing $(l, d)$ on execution time on noisy datasets

<table>
<thead>
<tr>
<th>$(l, d)$-k</th>
<th>$n$</th>
<th>$m$</th>
<th>nRecMotif</th>
<th>nTreeMotif</th>
<th>qPMSprune</th>
</tr>
</thead>
<tbody>
<tr>
<td>(18, 5)-20</td>
<td>800</td>
<td>30</td>
<td>0.2</td>
<td>2.8</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>3.3</td>
<td>-</td>
<td>2.5</td>
</tr>
<tr>
<td>(21, 6)-20</td>
<td>900</td>
<td>30</td>
<td>0.3</td>
<td>2.4</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>3.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(24, 7)-20</td>
<td>1100</td>
<td>30</td>
<td>0.4</td>
<td>3.8</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>5.6</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Note*: `-`: more than 10 hours; time unit: hour.

As $l$ and $d$ (and $n$) become large, the execution time of nRecMotif increases slower than that of qPMSprune. Figure 5.10 shows that the execution time of qPMSprune and nRecMotif grows exponentially with $m-k$ for noisy data. However, as the base of the execution time of nRecMotif for a long motif is much less than that of qPMSprune, it
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consumes less execution time for larger $m$. Tests on real biological datasets can further show that nRecMotif, as well as nTreeMotif, has better performance than qPMSprune.

5.6.2 Biological data

5.6.2.1 LexA dataset

In this section, we test the capability of nTreeMotif/nRecMotif on the LexA dataset [64], which is a typical noisy dataset.

Without excluding the two noisy sequences $himA$ and $uvrC$ and given $l=24$, $d=8$ and $k=16$ (OOPS), nTreeMotif and nRecMotif can discover the best matching motif as $xtactgtatataxaacagtatxtat$ in 10 seconds. This result is comparable to that of TreeMotif-BF or RecMotif and better than that of qPMSprune which consumes 216 seconds but finds no consensuses.

Given $l=20$, $d=5$ and $k=14$ (ZOOPS), nTreeMotif and nRecMotif can discover the best matching motif as $tactgtatataxatacagta$ within 1 second. Although qPMSprune and GWM2 also finish discovery quickly within one second, they report no motifs. They fail because the consensus of the motif has an inexact expression. Note that although GWM2 is sample-driven, it derives consensus motifs and carries out local alignments to refine motifs. Thus, if an exact consensus does not exist, it reports nothing.

5.6.2.2 Several datasets in ECRDB70B-X

ECRDB70B-X is constructed according to Escherichia coli K-12 TFBSs in RegulonDB database [63, 68]. Each sequence of all datasets is composed of three parts: a left margin ($X$-mer), TFBS ($l$-mer), and a right margin ($X$-mer). Thus, it consists of $2X+l$ bases. We test datasets with more than 10 sequences, of which each contains a TFBS with left/right margins as 100-mer, 400-mer or 800-mer respectively.

We discuss the discovery accuracy of the algorithms at the binding site level. If an overlap of at least one nucleotide is observed between a predicted TFBS and a target
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TFBS, the prediction is referred to as a hit [68]. The larger the number of hits is, the better the discovery is (if the false positives are comparable) [68]. nTreeMotif and nRecMotif can deliver comparable accuracies on these datasets except for a few with very weak motifs. In the following, we only compare nRecMotif with other typical algorithms, as shown in Table 5.3.

The results suggest that discovering motifs from noisy datasets is practically useful. Taking Fur datasets as an example, each sequence contains one (very weak) instance of a 19-mer motif. When the sequence length is 219, for a (24, 8)-12 motif (OOPS), nRecMotif discovers 549,098,239 cliques of instances within nearly two hours, most of which are random discoveries. For a (19, 6)-12 motif (OOPS), it discovers 38,142,262 cliques of instances consuming about six minutes. For a (19, 5)-11 motif (ZOOPS), it discovers only 29 cliques of instances within one second.

nRecMotif delivers consistent accuracy for the preceding cases. This indicates that the execution time can be wasted on finding singular instances which exhibit low similarity to the others. Also, a large number of cliques containing random instances can be formed if attempting to find all instances simultaneously, because we have to set the number of mutation $d$ large (relevant to length $l$). A few random cliques might show higher level of significance than the target one, and they decline the quality of the results of the algorithms. By considering sequences containing singular instances as noisy, we can possibly reduce the difficulty in separating false cliques. Note that singular instances might be further discovered through refinement by using known ones.

Table 5.3 also shows that nRecMotif and MEME deliver comparable accuracy when given short background sequences. For long background sequences, accuracy of MEME is not as consistent as nRecMotif. Meanwhile, qPMSprune shows lower accuracy than nRecMotif and MEME. One reason is that a number of motif instances may not converge to an exact consensus, for which qPMSprune reports no motifs. Another reason is that
### Table 5.3: Comparison: performance of algorithms on ECRDB70B-X datasets

| Dataset | $(l, d)$-k | $n$ | $m$ | (G+C)\% seq/motif | No.-of-hits-in-1st-clique $|A_1|$, $|A_2|$, $|A_3|$ | Time |
|---------|-------------|-----|-----|--------------------|---------------------------------|------|
| **ArcA** | (61, 22)-28 | 261 | 28  | 0.40/0.34          | 21, 13                           | -    | $6.1 \times 10^4$ |
|         | (60, 21)-21 | 861 | 21  | 0.47/0.34          | 12, 10                           | -    | $2.2 \times 10^4$ |
|         | (60, 21)-21 | 1661| 21  | 0.49/0.34          | 12, 1                            | -    | $1.1 \times 10^5$ |
| **FruR** | (15, 4)-10  | 214 | 10  | 0.41/0.40          | 10, 10                           | -    | $0.2 \times 10^5$ |
|         | (15, 4)-10  | 814 | 10  | 0.46/0.40          | 10, 10                           | 6    | $1.4 \times 10^5$ |
|         | (18, 4)-8   | 1614| 10  | 0.48/0.40          | 7, 0                             | -    | $2.1 \times 10^5$ |
| **Fur**  | (24, 8)-12  | 219 | 12  | 0.42/0.32          | 10, 11                           | -    | $6.9 \times 10^5$ |
|         | (19, 6)-12  | 219 | 12  | 0.42/0.32          | 10, 10                           | -    | $3.8 \times 10^5$ |
|         | (19, 5)-11  | 219 | 12  | 0.42/0.32          | 11, 10                           | -    | $0.1 \times 10^5$ |
|         | (19, 5)-11  | 819 | 12  | 0.49/0.32          | 11, 9                            | -    | $1.2 \times 10^5$ |
|         | (19, 5)-11  | 1619| 11  | 0.51/0.32          | 8, 9                             | -    | $3.5 \times 10^5$ |
| **FNR**  | (23, 8)-39  | 222 | 39  | 0.40/0.33          | 10, 18                           | -    | $7.3 \times 10^5$ |
|         | (14, 3)-19  | 822 | 35  | 0.46/0.31          | 12, 0                            | -    | $2.2 \times 10^5$ |
|         | (14, 3)-20  | 1622| 35  | 0.49/0.31          | 13, 10                           | 0    | $2.2 \times 10^5$ |
| **IHF**  | (11, 5)-39  | 213 | 42  | 0.38/0.28          | 10, 2                            | -    | $1.2 \times 10^5$ |
|         | (14, 4)-36  | 813 | 36  | 0.46/0.28          | 5, 0                             | -    | $1.2 \times 10^5$ |
|         | (14, 3)-22  | 1613| 36  | 0.48/0.28          | 9, 0                             | -    | $1.7 \times 10^5$ |
| **Lrp**  | (12, 2)-11  | 212 | 29  | 0.39/0.37          | 4, 2                             | 0    | $0.4 \times 10^6$ |
|         | (12, 2)-14  | 812 | 21  | 0.43/0.36          | 4, 1                             | 4    | $1.8 \times 10^6$ |
|         | (12, 2)-14  | 1612| 19  | 0.46/0.36          | 2, 0                             | 3    | $4.9 \times 10^6$ |
|         | (19, 5)-12  | 219 | 19  | 0.38/0.38          | 1, 3                             | -    | $1.0 \times 10^6$ |
|         | (23, 7)-16  | 219 | 19  | 0.38/0.38          | 2, 7                             | -    | $8.3 \times 10^6$ |
| **NarL** | (20, 5)-9   | 819 | 15  | 0.46/0.37          | 2, 0                             | -    | $3.3 \times 10^4$ |
|         | (19, 5)-13  | 1619| 15  | 0.49/0.37          | 1, 0                             | -    | $2.9 \times 10^4$ |
|         | (25, 7)-12  | 1619| 15  | 0.49/0.37          | 2, 0                             | -    | $5.0 \times 10^2$ |
| **PurR** | (16, 4)-14  | 216 | 14  | 0.47/0.46          | 13, 13                           | -    | $0.2 \times 10^6$ |
|         | (16, 4)-14  | 816 | 14  | 0.50/0.46          | 13, 13                           | -    | $1.1 \times 10^6$ |
|         | (16, 4)-14  | 1616| 14  | 0.52/0.46          | 12, 12                           | -    | $6.7 \times 10^6$ |
| **SoxS** | (18, 6)-15  | 218 | 15  | 0.44/0.41          | 9, 3                             | -    | $6.9 \times 10^4$ |
|         | (18, 6)-15  | 818 | 15  | 0.49/0.41          | 0, 0                             | unreasonable |
|         | (18, 6)-14  | 1618| 14  | 0.50/0.40          | 1                                 | -    | unreasonable |

Note: $A_1$: nRecMotif; $A_2$: MEME; $A_3$: qPMSprune; ‘-’: no motifs found; time unit: second.

qPMSprune does not have a strategy for ranking reported motifs. An arbitrary selection of the first reported motif (if any) for comparison may lead to its low accuracy. We believe that a ranking strategy, such as by calculating an E-value of a motif instance or information content of a set of instances [65, 148], is necessary for weak motif discovery as there could be a large number of random motifs.

Moreover, nRecMotif has shown better performance than qPMSprune for discovering long weak motifs. Taking ArcA datasets as an example, nRecMotif is capable of finding...
(60, 21)-motifs from 1661-mer sequences. Finding motifs successfully with the same setting has never been reported previously. On the other hand, tests on Sox5 datasets show that there is still room to improve nRecMotif (and nTreeMotif) for handling short but very weak motifs hidden in long sequences.

5.7 Summary

In this chapter, we have presented two algorithms, nTreeMotif and nRecMotif, which can efficiently discover all the \((l, d)\)-k motifs from a noisy dataset. nTreeMotif and nRecMotif improve TreeMotif-BF and RecMotif respectively by recursive tree/graph construction. The important feature of the two algorithms is that they select reference sequences and determine noisy sequences. To realize this, they arrange reference sequences in a tree and traverse it recursively with a branch-and-bound strategy.

Experimental results on exact synthetic datasets show that the enhanced algorithms have efficiency in execution time or space comparable to TreeMotif-BF and RecMotif. On noisy synthetic datasets, they have better scalability in terms of the number of noisy sequences and the length of motifs than the other existing algorithms. Moreover, tests on ECRDB70B-X datasets show that the new algorithms can deliver more consistent accuracy than MEME. Besides, they show stronger capability of discovering weak motifs that are long or have inexact consensuses than pattern-driven algorithms such as qPMSprune.
Chapter 6

Summary and Future Work

Discovering motifs in regulatory genomic sequences can provide biologists with primary information for studying molecular processes, which helps reveal disease mechanisms and possibly lead to novel pertinent therapies. Nevertheless, it is prohibitive to discover motifs merely relying on manpower due to the substantial amount of data from various genome projects. Computational techniques can offer help to automate the task.

In this thesis, we have introduced the background and surveyed the state-of-the-art of (weak) motif discovery. Moreover, we have presented effective graph-based algorithms for discovering weak motifs from exact or noisy datasets. The content is summarized and discussed as follows.

6.1 Summary and discussion

Aiming to increase the discovery accuracy and algorithmic efficiency, this thesis proposes improved graph-based algorithms for discovering weak motifs from exact or noisy datasets. For either case, experimental comparisons show that they can deliver better performance than the widely used or existing algorithms.

TreeMotif-BF and TreeMotif-DF (TreeMotif algorithms) are tree-structured algorithms, which represent motif instances as nodes of trees based on the initial graphs of l-mer substrings of sequences. They show improvement in execution time compared to
the other algorithms such as DPCFG. However, the space consumption of TreeMotif-BF increases exponentially when it constructs trees in a breadth-first manner. Although TreeMotif-DF, which constructs trees in a depth-first manner, removes the space limitations, it is not as efficient as TreeMotif-BF in execution time.

RecMotif is a graph-based algorithm, which drastically improves space complexity compared to the existing algorithms. Although it does not improve theoretical time complexity, it discovers long weak motifs more efficiently than the existing algorithms. For example, it practically produces (40, 14)-motifs within 5 hours while others fail due to an unreasonable execution time or shortage of space. Meanwhile, for the (18, 6)-motif problem, which can be solved by PMSprune within 1 hour, RecMotif cannot produce motifs within a reasonable time. This indicates that there is room for further improvements.

Given exact datasets, RecMotif and TreeMotif algorithms can show increased accuracy and efficiency. However, they are unable to discover motifs from noisy datasets, which arise more often in reality. By introducing strategies for selecting reference sequences and determining noisy sequences, nTreeMotif and nRecMotif extend TreeMotif-BF and RecMotif to handle noisy datasets. Experiments on synthetic datasets show that nTreeMotif and nRecMotif are more scalable than the existing algorithms with regard to the number of noisy sequences, the length of motifs and the number of mutations. Experiments on real datasets show that nTreeMotif and nRecMotif are more accurate. Nevertheless, as with all the other existing algorithms, the performance of nTreeMotif/nRecMotif drops quickly when the number of noisy sequences increases.

The graph-based algorithms proposed in this thesis can be easily adapted to other motif finding problems such as those involving RNA or protein sequences. Meanwhile, they require further improvements in several aspects.
6.2 Future work

Based on the existing work and experimental results in this thesis, future work is discussed on three main points. Firstly, the significance of motif candidates can influence the discovery accuracy. Thus, how to calculate this metric is important. Secondly, it is necessary to improve the efficiency of algorithms in discovering short weak motifs or motifs in background sequences with biased base distributions. Thirdly, gapped motif discovery has not been studied as thoroughly as monad motif discovery, and more effective and efficient gWMD algorithms might be proposed based on the latter.

6.2.1 Significance of motifs

Exact algorithms produce all possible motifs to guarantee complete discovery. As a result, however, they need to handle a large number of false motifs besides the target one when discovering very weak motifs. How to filter false signals is noteworthy as they can easily prevent the true one from being reported [57, 71, 78].

For example, we rank and report motifs based on their information content [148]. Nevertheless, for very weak motifs such as a (16, 5)-motif, it has been observed that many false cliques have higher information content than the target one. As a result, they are reported instead of the target one, leading to low discovery accuracy.

Studies have shown that, the significance of motifs becomes more comprehensive by incorporating the statistical information of the distribution of bases in the background sequences [19]. The comprehensive significance can strongly discriminate whether a motif is a real over-represented one or just a random appearance over the sequences. Future effort will be needed to study metrics for measuring the significance of motifs.
6.2.2 Algorithmic efficiency

6.2.2.1 Short weak motif

For short weak motifs shown in Table 3.8, enhancing strategies have to be incorporated into the graph-based algorithms so that they can produce results within a satisfactory execution time. This could be carried out by using the following methods.

The new graph-based algorithms are good at discovering long motifs. Based on this, a possible approach is to extend the short target motif into a long one with their weakness $p$ fixed at the same level. We then discover the long motif instead of the short target one. For example, a $(18, 6)$-motif and a $(24, 8)$-motif show the approximately equal $p$. The solutions (if any) for a $(24, 8)$-motif might show a possibility to include the solutions for a $(18, 6)$-motif. For this approach, how to extend the motif is the key point.

Another possible approach is based on the experimental observation. That is, if the number of sequences is small (say $m' < m$), the algorithms might be able to find $m'$-cliques quickly. Therefore, we could first divide a dataset of $m$ sequences into $m/m'$ sub-datasets by devising a proper $m'$. We could then apply algorithms on these sub-datasets respectively and merge $m'$-cliques as $m$-cliques. For this approach, how to calculate a proper $m'$ and efficiently merge $m'$-cliques is the key point. Future effort will be needed to explore the feasibility of these ideas.

6.2.2.2 Background base distribution

Background base distribution can influence the performance of sample-driven algorithms, especially when the (G+C)-content is heavily biased, such as lower than 30 percent (or higher than 70 percent). As shown in Chapter 3, RecMotif cannot produce results within a reasonable execution time in such cases. This is also due to the increased similarity of sequences, which results in the same problem as discussed in Section 6.2.2.1. In this case, the approaches mentioned above might also be suitable for solving the problem.
Moreover, this problem is also associated with the problem in Section 6.2.1, as it involves a large number of false cliques of motif instances.

### 6.2.3 Gapped motif discovery

Gapped motif discovery will be a vital part of future work. In this study, algorithms for discovering dyad motifs from exact and noisy datasets can be firstly investigated. A simple method for handling such data is proposed [48]. That is, virtual sample \((l_1 + l_2)\)-mer substrings, which represent \(l_1\)- and \(l_2\)-mer components of dyad motifs, can be combined from real sample \(l_1\)- and \(l_2\)-mer substrings of the input sequences. Dyad motifs can be discovered by arranging the candidates in a suffix tree.

However, this method for data processing can result in a large number of virtual substrings that are determined by the maximum length of gaps between the components of instances of a dyad motif. As a result, a large amount of execution time or space is required to handle redundant candidate substrings. Taking the dyad motif in Table 2.2 as an example, because a maximum gap can be 23 bp, there can be 23 candidates for each remaining component. Therefore, it is crucial to find a way that can effectively eliminate candidate substrings in order to perform discovery efficiently.

Once a method has been proved to be feasible for discovering dyad motifs, it can be further extended to discover composite gapped motifs that have more than 2 sub-motifs. This is the general case of gapped motif discovery. A simple idea is that pairs of sub-motifs (dyad motifs) can be firstly discovered. On that basis, an additional procedure can be applied to assemble these sub-motifs. In summary, possible future work is shown in Table 6.1.

### 6.3 Conclusion

Weak motif discovery proves to be a very challenging problem in computational biology. Nevertheless, the new graph-based algorithms presented in this thesis have met the re-
search objective. All the new algorithms have shown improved accuracy and efficiency compared to the existing ones, especially for long motifs. However, future work is still needed to handle problems involving short weak motifs and gapped motifs, perhaps based on the approaches presented in this thesis.

Table 6.1: Future work

<table>
<thead>
<tr>
<th>Tasks to investigate</th>
<th>Type of datasets</th>
<th>Type of motifs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measure on the significance of motifs</td>
<td>Applicable for all cases</td>
<td></td>
</tr>
<tr>
<td>Short weak motif problem</td>
<td>Exact/noisy</td>
<td>Monad</td>
</tr>
<tr>
<td>Dyad motif discovery problem</td>
<td></td>
<td>Gapped</td>
</tr>
<tr>
<td>Gapped motif discovery problem</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendices

Source codes of TreeMotif algorithms, RecMotif, nTreeMotif and nRecMotif can be downloaded from:

https://www.dropbox.com/sh/q5nl2f3s50gq24p/rCMs-r3HmK
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(i) **H.Q. Sun**, W.J. Hsu, and J.C. Rajapakse. Improved Graph-based Algorithms for Weak Motif Discovery in Noisy Datasets. (Under preparation).
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