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Abstract

Software, over the years, has evolved from free code given along with the hardware for free to a valuable asset, automating almost all of the electronic devices and systems. The growth in the software analyzing tools helped the software developers to analyze and better their software programs. Unfortunately, the same software analyzing tools are used to reverse engineer software systems with malicious intent such as for stealing the intellectual property of the developer, for identifying the vulnerabilities in a program and exploiting them and for unauthorized modifications of the program (tampering). The financial losses incurred by the software industry due to these are in billions.

One of the mechanisms to make software reverse engineering harder for an attacker is software obfuscation. Software obfuscation is the process of transforming a program into a semantically equivalent but hard to understand form. The primary objective of our research is to develop software obfuscation algorithms for binary programs so as to make reverse engineering harder for an attacker.

In the first part of our research we developed a new software obfuscation algorithm based on self modifying code using stack to conceal the control flow information of binary programs. This will make the reverse engineering of the binary program to assembly level representation harder. In this method, our algorithm translates the control flow instructions, like jump instructions, to normal instructions. The target address of the jump is stored in the stack and the original control flow instructions are reconstructed during runtime by reconstruction instructions.

In the next part of our research we proposed a method where encryption and obfuscation are used hand in hand to improve the security of software. In this algorithm, the obfuscation technique used is similar to our previous self modifying code approach. In this method the target addresses are stored in the static data area in an encrypted form.
This target addresses are decrypted only during runtime and is re-encrypted after the use. This makes it harder for the attacker to retrieve the target address from the data area.

Following the two control flow obfuscation techniques obscuring the control flow within functions, we developed an inter-functional control flow obfuscation technique. One disadvantage of most control flow obfuscation algorithm is that the functions are not affected and the reverse engineering tools can find the beginning and end of a function even after obfuscation. In this method code fragments from each function is stripped from the original function and is stored in another function. Each function will be having code fragments from different functions, thereby creating a function level shuffled version of the original program. Control flow is obscured between and within the function by this method.

In the last part of our research, we developed and implemented an inter-functional obfuscation based on return instruction. In this method, each function is split into various function blocks, each ending with a return instruction. The function blocks are independent blocks and can be moved within the program, letting the obfuscator shuffle the function blocks, similar to our function level obfuscation technique.

A research area of interest, which we can be pursued in the future, is to develop obfuscation algorithm for distributed programs. Devising obfuscation algorithms which take advantage of the features of distributed systems to generate potent obfuscations is a promising future direction. Another research area that can be explored in the future is to use the knowledge of obfuscation to detect obfuscated variants of known malwares. The basic research challenge in this domain is to find features of a program that are invariant to obfuscation.
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Chapter 1

Introduction

Software, over the years, has evolved from free code given along with the hardware for free to a valuable asset, automating almost all of the electronic devices and systems. The growth in the software analyzing tools helped the software developers to analyze and better their software programs. Unfortunately, the same software analyzing technologies [Hex] [Oll], are used to reverse engineer software systems with malicious intent such as for stealing the intellectual property of the program and for identifying the vulnerabilities in a program and exploiting them. Tools and documents on software reverse engineering are readily available from various websites [Hex] [Oll] [MRB02].

In this chapter, firstly we will briefly explain about the software security threats during the lifetime of a software. Then we will discuss the relevance of the study of software protection against reverse engineering and discusses about the particular protection technique, software obfuscation. We discuss about the motivation and challenges in software obfuscation as a security technique. The different evaluation metrics used for evaluating a software obfuscation method will also be discussed. Finally, we will discuss about the short comings of the current techniques, our problem definition and our contributions, so far.
1.1 Software Security

The notion of software security in this context refers to the security of application softwares. We can broadly classify the lifetime of a software into four; software development, software deployment, software operation and software sustenance as shown in Figure 1.1. Software faces different, but important, security threats at each of these levels. In this section we will briefly discuss about the threats at each level.

Many vulnerabilities in the software is due to bad programming practices [Sta07]. So, the security flaws, in many cases, are often embedded by the software developers. Problems like buffer overflow, memory leakage, dangling pointers are some of those vulnerabilities. This happens during the development of a software. Using good programming practices, analysing the risk factors, validating the input cases [LT08], using garbage collection [DLM+78] are methods to reduce these vulnerability bugs in the program.

Once software is deployed to the users, it is exposed to a hostile environment [Auc96]. The software is exposed to static and dynamic analysis. Tampering the software, reverse engineering and piracy are some of the intentions of an attacker. An attacker in this case is a user in itself and hence has the software and the right platform (his system) with complete access rights. Tamper resistance [Auc96], software diversity [vO03] and obfuscation [CTL97] are techniques which are used against these attacks. Software obfuscation which is a mechanism to make reverse engineering harder is an interesting area of research. We focus our research primarily in this area.
Security threats posed during the operation of a software program are access right violations and malicious infections. In today's computing environments, applications written by many different authors co-exist, sharing physical resources which include the network and file-system. When different application modules share resources among themselves, the privileges of each application and the modules within each application to access certain resources should be specified properly. Access control [Bis03] is one of the ways to provide some accountability, through authentication and identification. Another threat is the malicious infections in the software [EAAT04]. Software which is infected may infect other programs and affect system performance.

Proper maintenance is an important factor for software security. Patches have to be released and applied regularly as the vulnerabilities are found. A proper patch management to ensure the authenticity of the patch and protection mechanisms against reverse engineering the patch are also necessary [SJ10].

1.2 Motivation


In addition, reverse engineering a binary program, to a higher level abstraction poses the threat of exposing vulnerabilities of the program. An adversary may exploit it for his advantage. Inserting Trojans, viruses, and worms, denial of service are common attacks on programs. The threat by these attacks can be lethal; the recent stuxnet attack [Kus] is an
example. Stuxnet virus was designed to cause damage to Siemens industrial equipment. It caused damage to the machinery at Iran’s uranium enrichment facility. Iran was the most affected country by stuxnet, followed by Indonesia and India [Kus]. In this era of computerization, where software plays an important role in security and business, software security is highly important.

The major threats to closed source software security are tampering [Auc96] [LCM+00], piracy and reverse engineering [CP06]. An intended modification to the program without the permission of the owner/distributor of the software is referred to as tampering. There are many methods [Auc96] [LCM+00], to obstruct tampering and software with tamper resistance algorithms is often referred to as tamper resistant software. Unauthorized copying of the software is often referred to as software piracy. However, reverse engineering is the basis of many of these issues relating to software security and copyright.

Further, software reverse engineering plays an important role in tampering and piracy. Software is released mostly in binary representation. To make a useful modification in the program, the binary program has to be reverse engineered to a higher level abstraction so that the attacker understands the logic of the program. Similarly, an adversary needs to reverse engineer the binary code, to higher level abstractions to crack the key authentication of the binary program, to generate a pirated copy of the software.

The process of compilation of a program and reverse engineering are illustrated in Figure 1.2. Compilation is the process of translating the higher level language program to machine code. Reverse engineering is the inverse of compilation where higher level structures and semantics are recovered from a machine code program. Any act of transforming a code from a lower level representation to a higher level representation is software reverse engineering. Translating binary code to assembly program, transforming assembly program to source level program, transforming java byte codes to java source program [MuAMM06] [HCT06] are all forms of reverse engineering.
Disassembly is the process of transforming the binary code to its equivalent assembly representation. One point where software protection techniques can be applied is at the binary making it hard for an attacker to successfully disassemble the binary program. Decompilation, is the process of transforming the assembly or binary program to source code of higher level programming languages. Software protection mechanisms can be applied at the source code level so that an attacker cannot get the original source program.

Different protection mechanisms like tamper resistant software [Auc96], diversifying softwares [Coh93], patch management [SJ10] [CTT05], access right protocols [Bis03] are used to prevent modification of the software by third party attackers. But in a threat model where the attacker and the user of the software are the same, software obfuscation is the effective method to thwart reverse engineering. A brief explanation on software obfuscation is given in the following section.
1.2.1 Software Obfuscation

Software obfuscation \cite{CTL97} is an approach, where the software developer obscures the code to a level that it is harder for the adversary to reverse engineer and make sense out of the reverse engineered program. In a perfect scenario, the obfuscator wants the program to be as obscure so that it is economical for the adversary to develop the program from scratch than reverse engineering the program.

The general obfuscating transformation definition by Collberg et al. \cite{CTL97} is: Let $T : P \rightarrow P'$ be a transformation of a source program $P$ into a target program $P'$. The $T : P \rightarrow P'$ is an obfuscating transformation, if $P$ and $P'$ have the same observable behavior. More precisely, in order for $T : P \rightarrow P''$ to be a valid obfuscating transformation the following condition must hold:

- If $P$ fails to terminate or terminates with an error condition, then $P'$ may or may not terminate.

- Otherwise, $P'$ must terminate and produce the same output as $P$.

There are various software obfuscation techniques and algorithms which are discussed in chapter 2. The metrics used for measuring the quality of an obfuscation algorithm are also discussed in chapter 2.

1.3 Problem Definition

A native binary program released to the public is vulnerable to software reverse engineering attacks. Our aim, in general, is to design software obfuscation algorithms, for distributed and non distributed programs, so as to make software reverse engineering hard for an attacker. When to apply the algorithm, algorithms performing well against dynamic analysis, developing algorithms producing stealthy obfuscated programs, are specific details of our research and will be discussed in this section.
Obfuscation algorithms can be applied at different points during the compilation of a program, ranging from source level to binary level. We concentrate more on developing protection algorithms at binary level. The first step of reverse engineering a binary program to higher level representation is, disassembly. If the adversary is not able to get the correct assembly representation of the binary program, it will corrupt all further reverse engineering steps.

Also, performing obfuscation mechanisms at binary level, one does not have to worry about the compiler optimizations. The obfuscation algorithm is performed in the final binary after optimizations and hence all the changes due to obfuscations will remain in the code. If obfuscations are done at source level, the compiler optimization has to be switched off because the optimizations may remove the obfuscations. There is a trade off between security and effectiveness with the introduction of obfuscation. Obfuscation may not always lead to the most optimized code as it involves adding new instructions to confuse the reverse engineering tools. A security engineer should consider this before obfuscating a program.

In the current literature, obfuscating algorithms focus on thwarting static analysis of the program. In static analysis, an adversary uses static reverse engineering tools like IDAPro [Hex] to reverse engineer the program. In static analysis, the attacker tries to create the assembly representation of the binary program without executing the program. In a dynamic analysis scheme, the execution of the program is monitored and analyzed to get the context information during runtime. One of our aims is to design obfuscation algorithm which are potent against static analysis and dynamic analysis.

Stealth is a measure of obfuscation, which evaluates how similar is an obfuscated program to the normal binary program. It is important that the obfuscated programs do not stand out and look similar to normal programs. If it is vastly different from normal binary programs then it can be easily spotted by a reverse engineer. Even though stealth
measure is important we found only one paper [LKK10] in the literature which has discussed about the stealth of their algorithm. One of our aims is to design obfuscation algorithms that generate stealthy binary programs.

Another aim of our research is to explore the possibility of combining software obfuscation techniques along with other software protection techniques. One of the approaches towards it is combining software obfuscation techniques and encryption techniques.

Extending the obfuscation techniques from intra functional obfuscation to inter functional obfuscation is an area of interest for our research. The current literature discusses mostly about obfuscating the program within functions, maintaining the inter-functional dependencies. We are interested in developing inter functional obfuscation by manipulating control flow instructions like jump and return.

1.4 Contributions

There are four major contributions in the course of our research work. The contributions of our work are the following

1.4.1 Obfuscation by Hiding Control Flow in Stack

In this work we proposed a new binary obfuscation algorithm, based on dynamic mutation. The control flow information of the binary program are removed and hidden in the stack as local variables. Reconstruction instructions are added in the program that will dynamically restore the control flow during program execution. The major conceptual contribution of this work is the hiding of control flow information in the data area, stack.

One of the challenges in this method is to maintain the semantics of the program while dynamically changing it during runtime. The dynamic changes of the program may need writing permissions of the program code area. By adding the de-obfuscation and re-obfuscation instructions in the successor and predecessor blocks enabling the permission
for a short period helps in attaining the semantic equivalence and changing the write permissions for a very small period.

Experimental evaluation shows that our algorithm has better potency against static and dynamic analysis than the state-of-the-art algorithms like signal based obfuscation [PDA07] and self modifying code obfuscation [SE10]. We attained a control flow obfuscation of 61.3 % and instruction disassembly error of 79.8 %.

1.4.2 Obfuscation and Encryption

In this work we devised a dynamic obfuscation algorithm in conjunction with encryption. The control flow information removed from the program is stored in an encrypted form in this method. The control flow information, the target addresses of jump instructions, is stored in static data area in the program in encrypted form. The encryption keys are also stored in the same data area. The keys and control flow information and mixed together and it is difficult for an attacker to identify a key.

Since the encryption keys are stored along with data in the program, one of the major challenges was the security of the keys. We have stored the keys along with data and treated keys just like data so that it is indistinguishable from data. While encrypting and decrypting particular data element we encrypted and encrypted the entire data area with keys and data instead of just one data element. So, the keys and data value are dynamically changed during runtime.

Experimental evaluation shows that this method has attained better control flow obfuscation than our previous method. The time and space efficiency of this method is also better than our previous algorithm.

1.4.3 Function Level Control Flow Obfuscation

In this work we discuss a new approach which obfuscates the control flow across functions. In this method code fragments from each function is stripped from the original
function and is stored in another function. Each function will be having code fragments from different functions, thereby creating a function level shuffled version of the original program. One of the advantages of this method is that control flow of the program is obscured within the functions like other control flow obfuscations and it obscures inter-functional dependencies. This is the first obfuscation technique, working at the lower level, which is capable of doing nested obfuscation and inter functional obfuscation.

Control flow obfuscation of this method, 69.11 %, is better than our previous methods. Instruction disassembly error is 78.32 % comparable to our best result of 79.78 % of stack based obfuscation. We measured the function level obscurity by calculating the cyclomatic number of the obfuscated program. The cyclomatic number is 1.96 times the number of functions in the program.

1.4.4 Return Oriented Obfuscation

In this work we discuss a new function level obfuscation techniques based on return instructions. In this method, each function is split into various function blocks, each ending with a return instruction. The function blocks are independent blocks and can be moved within the program, letting the obfuscator shuffle the function blocks, similar to our function level obfuscation technique. The control flow of the original program is maintained by manipulating the return address in the stack.

The advantage we have in this method, compared to our previous function level obfuscation is that the code fragments are not selected based on any instruction sequence. The functions can be split into more code fragments than the previous method. The function level obscurity measure of this method is 3.25 times the number of functions in the program.

1.5 Thesis Organization

Rest of this thesis is organized as follows.
Chapter 1. Introduction

Chapter 2 gives the background theory and literature review in the areas of software protection and explains software obfuscation in detail.

Chapter 3 presents our proposed software obfuscation algorithm by hiding control flow information in the stack.

Chapter 4 presents our proposed algorithm where software obfuscation and encryption are combined together to improve the security.

Chapter 5 presents our proposed algorithm for inter functional control flow obfuscation technique. We discuss the jump instruction based obfuscation, similar to the previous two algorithms but also obscuring the functions by splitting and shuffling them.

Chapter 6 presents another function level obfuscation technique based on return instruction rather than jump instructions. In this chapter we discuss a method to split each function into separate functional units before shuffling it.

In chapter 7, contributions and future works directions are presented.
Chapter 2

Literature Survey

Software protection is a blend of software security protocols, cryptographic techniques and software engineering among other disciplines [vO03]. Software is exposed to completely diverse attacks and threats and this provides diverse research opportunities.

The security of software is threatened at various points of its lifecycle. The four major periods of software lifecycle are producing, deploying, operating and maintaining the software. The security concerns during each of these periods are different. In this chapter we review the various software security concerns and existing protection techniques. More emphasis is given to security threat faced by the software once it is deployed to users. Our main focus is on protection mechanisms against software reverse engineering. Then we discuss about some preliminary terminologies related to understanding the algorithms devised as a part of our research in the past two years.

As shown in figure 2.1, the softwares security can be threatened during its,

- **Development**: A security problem is more likely to arise due to a problem in the implementation. Finding proper abuse cases and risk assessment during the development of a software will help in reducing the vulnerabilities like buffer overflow [ZH10] in the software.

- **Deployment**: Once the software is released to the public it is exposed to different kinds of attacks. Tampering the software, reverse engineering the software,
intellectual property theft etc., are some of the attacks the software get exposed to. Methods like tamper resistance, software obfuscation, software diversity, access control etc, will make it difficult for an attacker to break through.

- **Operation**: Security threats posed by the software during its execution is a valid concern. If software is infected by a virus then each time the software executes, it is raising a threat to the entire system. The privileges of the software to access different resources is also a vulnerability in itself. Access control mechanisms should be in place to make sure only the right function in a program by the right user get access to a resource.

- **Sustainment**: Proper maintenance is an important factor for software security. Patches have to be released and applied once vulnerabilities are found. A proper protection mechanism for the patch against reverse engineering is necessary.

![Figure 2.1: Software security overview](image)

**2.1 Security During Development**

Using methods during software development to eliminate vulnerabilities gives more resilience to the software. Software is analysed using static analysis tools for security
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risks like buffer overflow, memory leakage etc. Automated input validation [ABG12] and
garbage collection [YSY10][LWC+14] are two methods used to eliminate such vulnerabil-
ities from the software.

Input validation makes sure the program accepts only from a range of accepted in-
put values. If the user has the liberty to provide any input then it will often lead to
finding an input which has negative security implications by an attacker [OWAb]. Some
of the major software security problems like buffer overflows [Fos05], SQL injection at-
tacks [KP11][KP12][JS12], and command-injection attacks [OWAa] are ultimately input
validation problems.

Data input to a program is either valid or invalid. What defines validity can be
dependent on the semantics of the program. Good security practice is to definitively
identify all invalid data before any action on the data is taken. And, if data is invalid,
one should act appropriately [OWAb].

Essentially input validation is the enforcement of constraints that any input must
satisfy before it is accepted to raise external effects. In [LT08], the authors propose a
method where input validation model is automatically recovered from the program source
code. The model is then represented in a validation flow graph, which is a variant of
control flow graph. By analysing the validation flow graph an understanding of the input
validations features can be obtained. Test cases for testing input validations are then
generated.

A form of automatic memory management which attempts to reclaim the garbage
memory, the memory occupied by objects that are no longer in use by the program, is
known as garbage collection [DLM+78]. The overhead of manual deallocation of mem-
ory is removed by using garbage collection. As a result, certain types of bugs can be
substantially reduced [YSY10]:

Garbage collection frees the programmer from manually dealing with memory deal-
location. As a result, certain categories of bugs are eliminated or substantially reduced:
• **Dangling pointer bugs:** This bug happens when a memory area is freed by the program and there are active pointer variables pointing to the memory. This memory area may get re-assigned by the system for another use. This will result in unpredictable results.

• **Double free bugs:** Double free bugs happen when the program tries to free a memory area which has already been freed. The memory area may have been reassigned for another use and freeing the memory area a second time might results in crashing the program.

• **Memory leaks:** When the program fails to free the memory which is not used by the program and not reached through any pointer variables, memory leak happens. The memory area is still allotted to the program but it cannot be reached. This will lead to memory exhaustion if such behaviour is repeated indefinitely.

### 2.2 Security During Operation

One of the security concerns of software during its execution is the environment in which the software operates. In todays computing environments, applications written by many different authors all co-exist, sharing physical resources which include the network and file-system. The sharing of physical sources between many different applications brings with it many security issues which need to be dealt with. Access control[1] is one of the ways to provide some accountability, through authentication and identification.

In a discretionary access control method, an individual who owns an object can either allow or deny access by others to the object. One example of this is the typical POSIX access controls on UNIX, where the owner of a file is allowed to set read, write, and execute access for other members of the group and everyone else.
In an originator controlled access control, the ability to access an object is controlled by the creator of an object [Bis03]. A common example of such an approach is digital rights management in digital media, where the creator attempts to retain control over access to the work after it is distributed to the buyer [LSNS03].

Under a mandatory access control, access policy for an object is set by an individual other than the owner or creator of the object (or same individual assuming a different role). The user, even if they own the object, cannot change the mandatory access control policy for that object. Processes that run for the user cannot modify the policy either.

History based access control considers the entire execution and the rights of the running code executed so far to decide upon the access right of the next instruction [Bar05]. The observation of any security related activity is called an event, e.g. opening a socket connection. A sequence of such events makes the history. A programmer can devise a security policy in which a certain instruction is given execution rights based on the access control of its history. This will enforce that certain actions can only be performed through certain paths [SS94].

Another threat to security by an executing program is that the program may be malicious, infecting other programs and the system[PYY14][FSR09]. Anomaly-based detection[AK08][WCW+13] is one of the methods of detecting malwares. It usually occurs in two phases; a training (learning) phase and a detection (monitoring) phase. During the training phase the detector attempts to learn the normal behaviour. The detector could be learning the behaviour of the host or the program or a combination of both during the training phase. PAYL [WS04] is a tool based on dynamic anomaly based detection, which calculates the expected payload in each socket. A byte frequency distribution is created which allows for a centroid model to be developed for each of the hosts services. The detector compares incoming payloads with the centroid model and if the difference is more than the threshold it flags it as malicious. In [HCS09] another
method is proposed, where existing malwares are indexed using function call graphs. If a new program has a function call graph similar to any of the indexed malwares then it is flagged as malware.

Another method is signature-based detection attempts to model the malicious behaviour of malware and uses this model in the detection of malware. The collection of all of these models represents signature-based detection knowledge. This model of malicious behaviour is often referred to as the signature and any executable following the model is flagged as a malware [EAAT04] [IKA95].

2.3 Security During Maintenance

A few years ago, patch management [LKR09][BS03] was not considered so seriously. Once deployed, many systems were infrequently or never updated. The rise of widespread worms and malicious code targeting known vulnerabilities on unpatched systems, and the resultant downtime and expense they bring, makes patch management significant [SJ10] [CTT05].

An organization needs a point person or team that is responsible for keeping up to date on newly released patches and security issues that affect the systems and applications deployed in its environment. This team can also take the lead in alerting administrators and users of security issues or updates to the applications and systems they support and use.

Another threat is that the patch can get reverse engineered. It is much easier to wait for a patch to be released and just look at the code in the patch than tearing the whole program apar. An attacker can reverse engineer the patch to determine what it does, thereby identifying where the flaw exists in unpatched systems.
2.4 Security During Deployment

Software once distributed out to the world, it is exposed to a hostile environment. An attacker can statically analyse the software program using static analysis tools like IDAPro \cite{Hex} for reverse engineering the program. An attacker can also analyse the software dynamically using a virtual machine. The security measures against these attacks are the focus of our study. Tamper resistance\cite{Hei11}\cite{CKY09}\cite{CFS09}, software obfuscation\cite{RM13}\cite{KM14} and software diversity\cite{HNL13}\cite{PPSS14} are some of the methods used in opposing these threats.

2.4.1 Software Obfuscation

Software obfuscation \cite{CTL97} \cite{CPN09}, is a security method to harden the process of reverse engineering. Software obfuscation is a practical approach, where the software developer obscures the code to a level such that it is harder for the adversary to reverse engineer and make sense out of the reverse engineered program. In a perfect scenario, the obfuscator wants the program to be as obscure so that it is economical for the adversary to develop the program from scratch than reverse engineering the program.

Software obfuscation can be broadly classified into layout \cite{Han03}, design \cite{SNM03b}, data \cite{CTL97} \cite{CTL}, and control \cite{WDHK01} \cite{PDA07} \cite{SE10} obfuscations.

Layout obfuscation \cite{Han03}, refers to obscuring the layout of the program. For example deleting comments, removing debugging information, renaming variables and changing the source code formatting falls under the category of layout obfuscation.

Design obfuscation \cite{SNM03b}\cite{GZ10} tries to obscure the design of the software systems. For example, in the case of object oriented programs, obfuscations such as splitting classes, hiding type information and merging classes will obscure the design intend of the program.
Chapter 2. Literature Survey

Data obfuscation [CTL97] [CTL], is deployed to prevent the adversary from extracting information from the data used in the program. Data structures used in the program and the data values can give out information regarding the nature of the program. Obfuscation techniques like array splitting, data to procedure conversion, variable splitting changing variable life time are examples for data obfuscation.

Control flow obfuscation [WDHK01] [PG05] obscures the control flow information of the program. Control flow of a program gives logical meaning to the program. Control flow flattening [WDHK01], obfuscation using opaque predicates [CTL], are some methods which give control flow obfuscations.

Another classification of obfuscation is based on the time point in compilation during which the obfuscation is performed. Obfuscation can be done at different points of program compilation. Obfuscation is done either at source code level [CTL] or at binary level [PDA07] [SE10][DL13][WGXW10].

At source code level, the program is obscured by methods like class merging, class splitting, and variable renaming. Before the compilation of the program the obfuscator obscures the program in such a way that it is hard to understand the logic of the program. The program is then compiled to and the machine code is released to public. The basic concept of source code level obfuscation is that even if the attacker managed to reverse engineer the code, it will be difficult for the attacker to understand the logic of the program. Design obfuscation is an example for source code level obfuscation. To attain the security of the design of an object oriented program source code level obfuscations like class splitting [CTL97], inserting bogus classes and class merging [CTL97] are used.

In lower level obfuscation binary program is obscured so that it is hard for an attacker to disassemble the binary to assembly. Various binary level obfuscations are discussed in [PDA07] [SE10]. Binary level obfuscation obscures the binary program and makes it difficult for an adversary to disassemble the binary to correct assembly level representation. Reverse engineering of a binary program starts with the disassembly of binary
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program to assembly level representation. Obfuscation at the binary level thus means corruption during disassembly process and giving corrupted assembly program. This further corrupts the programs in higher level representations in the progressive steps of reverse engineering to get the source code [CG95] [oQ].

A detailed explanation of different types of software obfuscation algorithms in different obfuscations types are discussed in section 2.5.

2.4.2 Software Tamper Resistance

Tampering of software refers to unauthorized modification of the program. Tamper resistance offers authenticity to the program. The goal of tamper resistance software is to identify if the software is modified by an attacker or an automated program.

In [Auc96], Aucsmith discusses a method to develop tamper resistant software. The two parts of the tamper resistant software architecture discussed are: Integrity Verification Kernal and Interlocking Trust Mechanism.

Integrity verification kernels are small code segments added to the program to verify the integrity of the code segments of the program. The integrity verification kernels are made robust by encryption. They are encrypted in parts and decrypted on demand. The integrity verification kernel is split into parts and each part is encrypted with a key. Each part contains the key to decrypt the part that follows it in the control flow of the program. During runtime at the end of execution of one part, the part which follows is decrypted and the current cell is encrypted. Thus only one part of the code is exposed at a time.

The interlocking trust mechanism uses the inherent strength of the integrity verification kernel (IVK), that it is robust, and checks other IVKs. This mutual checking will help in increasing the resistance to tampering greatly.

Another method to resist software tampering is explained in [GHD10]. In this method the program is embedded with a virtual machine and extra code section called guards
are packaged together and distributed. The purpose of guards is to check for tamper resistance and the virtual machine enables just in time decryption of the program.

Each guard makes use of a light weight hash functions to check a range of memory addresses. A guard calculates the checksum of the allotted memory area to makes sure the program is not tampered.

The encrypted application is decrypted just in time by the virtual machine. The decrypted code and the guards are cached, so as to avoid excessive time overhead.

In [TYM04], a bulk encryption technique is discussed where the entire program is encrypted and during runtime the entire program is decrypted at once. The decryption procedure is placed at the entry point of the program. One of the advantages of this method is that statically no details of the program can be known. Another advantage is that no meaningful modification of bits is possible, statically. However, this method has a disadvantage as the program is completely visible after the process of decryption. An attacker can dump the image of the program after decryption and there by getting the original program.

Lie et al. discusses a novel partial encryption scheme with the help of a hardware implementation of a form of execute only memory (XOM) in [LCM+00]. It allows instructions stored in memory to be executed but not otherwise manipulated. The processes in the XOM machine are compartmentalized, where each process is allowed a compartment and not allowed to access data out of its compartment.

2.4.3 Software Diversity

Software diversity is comparatively a new idea in software protection. The fundamental idea is similar to the diversity in nature. The diversity in genes makes sure a single virus or disease will not wipe out entire species. The same logic can be applied in terms of resisting the exploitation of software vulnerabilities and program based attack. The
idea of software diversity was documented by Cohen in [Coh93]. The software obfuscation techniques can be used to attain software diversity. Instead of one obfuscation, make many different obfuscation copies of the same program, which are all functionally equivalent but syntactically different.

The advantage of having software diversity is that success in exploiting one instance of a program will not necessarily work on another instance. Various approaches to attain software diversity are discussed in [FAA97]. Rearranging the basic blocks of a program is one of the method explained in [FAA97]. When the basic blocks are shuffled, it will cause the instructions to be stored in different locations. The dependency of the basic blocks is still maintained. This may help in disrupting some injection attacks where viruses insert a single jump instruction to the virus code, stored at the end of the program, and then return control to the original program.

Similarly, rearrangement of independent instructions within a basic block will help in making a diverse software.

Another technique explained in [FAA97] is padding of the stack frame pointer. By padding with random amount of bytes, the return addresses stored in the stack are not anymore in predictable locations. The amount of padding can be dynamically changing or fixed statically for one compilation.

Treating the stack like a heap is another technique to attain software diversity. Every new stack allocation is done at a random location than assigning the next contiguous location. This method will help against stack overflow attacks. Randomizing the locations of global variables and stack offsets for local variables is another technique.

Most programs will be using dynamic libraries and system calls. By varying the names and shuffling the arguments will confuse an attacker. Randomized checks, which perform dynamic array bound check, will help to prevent buffer overflow attacks. It can be specified during compilation time, how often and how many checks each program should do in a run.
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2.5 Software Obfuscation

The general obfuscating transformation definition by Collberg et al. [CTL97] is: Let $T: P \rightarrow P'$ be a transformation of a source program $P$ into a target program $P'$. $T: P \rightarrow P'$ is an obfuscating transformation, if $P$ and $P'$ have the same observable behavior. More precisely, in order for $T: P \rightarrow P'$ to be a legal obfuscating transformation the following condition must hold:

- If $P$ fails to terminate or terminates with an error condition, then $P'$ may or may not terminate.
- Otherwise, $P'$ must terminate and produce the same output as $P$.

In simple terms software obfuscation is the process of transforming a program into a semantically equivalent but harder to understand form. In this section we will discuss about various types of obfuscations and methods and algorithms in each of them.

2.5.1 Data Obfuscation

Hiding data and data structures from the adversary is the objective of data obfuscation. Data obfuscation can be classified into two; based on storage and encoding, Aggregation and re-ordering [CTL97].

Variable splitting [CTL], is a data obfuscation technique that is based on storage and encoding. The basic method is to split a single variable into two or more variables. A combination of split variables will be used in place of the original variable in the program. This will obscure the program data and data structures more and makes it difficult for an attacker to understand the logic. The disadvantage of this method is the time overhead due to the extra computations in the program. Figure 2.2 shows how variable splitting is done.
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Figure 2.2: Variable splitting

Converting static variables into procedures [CTL97] is another storage and encoding based data obfuscation. In most programs static data are assigned directly to variables. Instead of assigning raw data directly to static variables, a procedure call is assigned to the static variables. The procedure will return the correct data to the variable. Figure 2.3 shows, how the static definition is replaced by procedure call.

Figure 2.3: Converting static definition to procedural

Array merging, flattening, splitting, and folding [CTL97] [CTL], are aggregation and re-ordering based data obfuscation. In array merging two or more arrays are merged to-
getter into one array and used as a single array in the program. The proper classification of the arrays is thus obscured. Array splitting is the inverse of array merging. In this process a single array is split into two different arrays. How to split the array or how to merge the array can be decided by the obfuscator as long as he makes sure that the semantics of the program is preserved.

Array flattening is a mechanism in which the arrays of higher degrees (2D array, 3D array) are flattened to lower degrees. A two dimensional matrix will be flattened to a vector array in this mechanism. The inverse of this process is array folding, where an array of lower dimension is folded to a higher dimensional array. A vector getting converted to a matrix is an example of array folding.

### 2.5.2 Design Obfuscation

Design obfuscation design deals with obscuring the design of the software. Many of the higher level languages like java are released in bytecode which are isomorphic to their source code [CTL97]. So, even if other obfuscations like data, layout and control obfuscations are performed, an attacker may understand the class information and the inter dependency between classes. This gives out information regarding the design of the software. Design obfuscation techniques make it harder for an attacker to get this information.

Class coalescing [SNM03a] is a design obfuscation method where the two or more classes from the program is replaced by a single class. Two classes are coalesced by combining the fields and methods of both the classes into a single class. Subsequently all variable declarations using the initial classes have to be changed to declarations using the new class. Figure 2.4 shows an example of class coalescing.

Class splitting [SNM03b] is the inverse process of coalescing. In this method a single class will be split into two different classes. In the general case, splitting a class using an
arbitrary split function is not possible because of dependencies among methods and fields of the original class. So, a conservative dependency analysis has to be done before class splitting. Decisions about the relationship between the new classes and placing method in the new class have to be decided according to the analysis [SNM03a].

Type hiding [SNM03a] is another design obfuscation method. In this method, the type of the data used during the declarations is hidden using interfaces and macros. In C-program macros are used to alias basic built in data types to user specified names. In
higher programming languages like Java, interfaces are used to hide the type information.

Unlike classes, interfaces do not have instance fields and do not provide implementations for methods that they declare. Interfaces are legitimate types, and as such they can be used in declaration of variables, fields, and methods. Interfaces also can be used in casting operations. In type hiding using interfaces methods, a class has a set of interfaces and each interface will include only a small subset of the public methods of the original class. Variable declarations using the class will be changed with interfaces. Instructions where the variable makes a call to a method in the class, typecasting instructions to typecast the variable to the right interface are added as a part of obfuscation. The example shown in figure 2.5 shows how type hiding is done using interfaces.

![Figure 2.5: Type hiding](image)

```java
Class A {
    Public int k, l;
    //code
}

Class B {
    A a = new A();
    a.k = 3;
    a.l = 4;
}
```

```java
Class A implements I1, I2 {
    //code is unchanged
}

Interface I1 {
    Public int k;
}

Interface I2 {
    Public int l;
}

Class B {
    I1 a = new A();
    a.k = 3;
    (I2) a.l = 4;
}
```

Figure 2.5: Type hiding


2.5.3 Control Flow Obfuscation

Many of the obfuscation algorithms designed for software protection focus on control flow obfuscation [WDHK01] [THW09]. Control flow of a program is crucial in understanding the logic of a program. Concealing this information will make it difficult for an adversary to reverse engineer a program successfully. The techniques such as opaque predicates [CTL], double-process obfuscation [GCT05] and signal based obfuscation [PDA07] are examples of control flow obfuscation. This is our major area of focus.

2.5.3.1 Opaque Predicates

Opaque predicates [CTL], is one of the first techniques used for control flow obfuscation. A complex boolean expression or a pointer is used to construct a predicate whose truth value is hard to deduce for an automated de-obfuscator is an opaque predicate. Opaque predicates have a definite truth value. Therefore, if a control flow decision instruction is made by the truth value of an opaque predicate, it will always take one path. Since the truth value is hard to deduce by a de-obfuscator the wrong path will be considered as a valid path while creating control flow graph. Figure 2.1 shows an example of how opaque predicates are used. The opaque predicate is constructed based on the well known fact from number theory that for any integers $x, y$, $7y^2 - 1 \neq x^2$.

2.5.3.2 Opaque Predicates in Distributed Systems

Obfuscation of distributed systems using opaque predicates were implemented by Majumdar in [MT06]. The system communication available in distributed system has been exploited in this method. The method makes use of the state machine of the system. A doubly circular linked list maintains a number for every systems state. The opaque predicate becomes true when the sum of these numbers add up to a constant. Obfuscation-specific messages are sent and received to stimulate the state machine. The impossibility
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Figure 2.6: Opaque predicates

of predicting the message delivery and the order of message transmissions and receptions makes it difficult for an adversary to statically find the truth value of the predicate. The difficulty with this method is that unlike non distributed obfuscation algorithms this cannot be applied all over the software. The time delay caused due to the communications between systems accumulate to an unacceptable level when the method is applied widely throughout the system.

In this technique attacker has a NP-complete complexity to find the value of the opaque predicate statically. An instance of Knapsack problem is used for the creation of opaque predicates in this method. Knapsack problem can be stated as follows:

Given a set $S = \{a_1, a_2, ..., a_n\}$ of positive integers and a sum $T = \sum_{i=1}^{n} x_i a_i$ where each $x_i \in \{0, 1\}$, find $x_i$. This is a decision problem and is in NP-complete. The advantage of the obfuscation method explained in [MT06] is that they map knapsack problem to manufacturing distributed opaque predicate. Every participating process will initialized with the initial set, $S$. These are stored in their local data structure, which is a doubly circular linked list. An arbitrary sum formed from the combination of elements in the set $S$ is then used as sum. Then the processes are initialized with values from $S$ which
sums up to \( T \). They transfer these values dynamically through messages and satisfy the opaque predicate during execution.

Let us see it with an illustration. Let the set be,

\[ S = \{3, 7, 6, 8, 1, 2, 12, 21\} \]

Let \( P_1 \) be the protected process and \( P_2, P_3 \) be the participating processes in the opaque predicate creation. Let \( T = 17 \), be the arbitrary sum. A solution vector corresponding to that sum is

\[ x = \{0, 1, 0, 1, 0, 1, 0, 0\} \]

For the illustration with three processes, the list is initialised with three pointers: \( p_1.v \) for \( P_1 \), \( p_2.v \) for \( P_2 \), and \( p_3.v \) for process \( P_3 \). So node initialisation with \( p_1.v = 7 \) for \( P_1 \), \( p_2.v = 8 \) for \( P_2 \) and \( p_3.v = 2 \) for \( P_3 \) are done. \( P_1, P_2, P_3 \) communicates the value with each other during runtime to solve the opaque predicate,

\[ \phi : p_1.v + p_2.v + p_3.v = 17 \]

### 2.5.3.3 Double Process Obfuscation

Another control flow obfuscation technique based one two-process scheme is discussed in [GCT05]. The basic idea is to have a small monitor process, M-process, which communicate with the original program, P-process, using inter-process communication methods. The control flow is removed from the P-process and is stored in M-process as a jump table. During program execution P-process will query the M-process for the target address for control flow change. When M-process receives the query, it will send the right target address from the jump table to P-process. The difficulty of this method is to save the M-process from attacks once the algorithm is known to the adversary.

The first step in M-process based obfuscation is to combine the basic blocks into nodes. More than one consecutive basic block is combined together to a node. Control flow of basic blocks within a node is conserved as it is. The control flow between the
nodes gets completely mixed up in the next step of the obfuscation. The nodes are shuffled randomly, so that the control flow between them is not sequential. Once the shuffling is complete, the program control flow is completely lost and hence need to be recovered. The control flow information is stored in a smaller light weight process called M-process. Additional codes are added at the end of each node in P-process. These codes are to query the M-process for the correct target address. During execution, once a node finishes the execution, the query instruction at the end will asks the M-process for the next node to which the control should flow and M-process checks the jump table and replies back the correct address of the node to which the control should flow. Figure 2.7 shows the working of the method.

M-process has all the information regarding the control flow of the program and hence it is important to have some protection mechanism for M-process. M-process is stored in an encrypted form to secure the content of the M-process. M-process is split into different cells and each cell is encrypted using a key. The encryption keys are stored in the cells of M-process. A cell will have the key that is used to encrypt and decrypt the next cell. The algorithm is designed such that only one cell (that is getting executed) will be open at a time during the execution of the program. The first cell of M-process will be in decrypted form when the program starts executing. When the first call to M-process is made from P-process, M-process starts executing. Since the first cell is in decrypted format, M-process starts execution. At the end of first cell, there are instructions to decrypt the cell which is to be executed next and encrypt the first cell. In this way, when the control moves to the next cell, it is in decrypted format. Figure 2.8 explains the M-process execution scheme.

2.5.3.4 Obfuscation by Signals

In [PDA07] Popov et al. introduced obfuscation based on signals. Signals are used for asynchronous communications between processes in operating system. One can have user
Figure 2.7: Double process based obfuscation [GCT05]
defined signal handlers. During the execution of a program, when an exception happens a trap signal is raised and the trap handler of the operating system kernel is activated. The kernel gives the control to user defined signal handler which gets executed. After the execution, the control is given back to the kernel which in turns returns the control to the point of original execution. Figure 2.9 depicts the signal handling process.

This obfuscation takes leverage on the fact that the control flow of the program is transferred from the normal program execution to the signal handler. The basis of every control flow obfuscation algorithm is to replace the trivial control flow obfuscation mechanism with non trivial mechanisms.

In the signals based obfuscation method, the control flow instructions are replaced by
trap instructions like divide by zero instructions. Trap instruction will raise an exception only during the program execution. When statically analysed these instructions will look like normal instructions. This will fool a standard static disassemble. So, if a `jmp label-1` instruction is replaced by a trap instruction then the disassembler will assume the control flows directly to the next address instead of `label-1`.

However, changing the control flow instruction to trap instruction has changed the meaning of the program and if the program is executed it will crash. User defined signal handler is introduced in the algorithm here. The obfuscation algorithm installs a user defined signal handler installed to handle these special trap instructions. Setup code is written ahead of the trap instruction which stores the original control flow address in the table and the table is indexed by the hash value of the trap instruction address. During execution when the trap instruction is executed instead of an original control flow instruction. The control then goes to the user defined signal handler through the kernel. The user defined signal handler overwrites the kernel restore functions return address field with user restore functions address. So, after the execution of user defined signal handler and the kernel restore function, the user restore function get activated. This will calculate the hash value of the original target address and searches the table.
The address is pushed into the stack and is returned to that address from user defined function. Figure 2.10 shows an example of signal based obfuscation.

![Diagram of signal based obfuscation](image)

Figure 2.10: An example of signal based obfuscation

### 2.5.3.5 Dynamic Code Mutation

Madou et al. discusses about attaining control flow obfuscation through dynamic code mutation in [MAM+06]. The basic technique used is to dynamically mutate the program as it executes. As a result the same memory area will be occupied by different code sequences.

This method is based on two basic concepts: an editing engine and edit scripts. The editing engine is the obfuscation engine which generates the code dynamically and edit scripts are scripts which help the edit engine generate the right code.

When a procedure, say $f$, is decided to be obfuscated by this algorithm then it means the procedure $f$ is to be generated at runtime. The first step of the obfuscation is to statically replace the procedure $f$ with a template. The template is a copy of the procedure $f$ where some of the instructions are removed. The instructions that are
removed are replaced by a stub to the editing engine. The inputs to the editing engine from the stub are the location of edit scripts and the entry point of the procedure. The editing engine will now reconstruct the procedure according to the information in edit scripts. Once the reconstruction is over then it jumps to the entry point of the procedure $f$.

All the information required to reconstruct the procedure from the template will be there in the edit script. The necessary information are the location of the template, a specification of bytes to be changed and the new byte values that replaces the old template.

[MAM+06] discusses two methods of implementation: one pass mutations and clustered mutations. In one pass mutation, each procedure has a separate template and hence each procedure is obscured separately. During program execution, the changes are nullified by a single round of editing for each procedure. The stub is placed at the beginning of the procedure. During the first execution of a procedure the stub is invoked and the edit engine runs, replacing the template with the procedure. The stub is also replaced by the editing engine.

In a clustered mutation scheme a group of procedures are clustered together to have a single template. The procedures will be selected such that the instruction sequences are sufficiently similar. The procedures in the same cluster will thus be mapped to the same memory area, the cluster template. A call to the procedure is replaced by a stub that invokes the editing engine, which reconstructs the process. Figure 2.11 shows the process of clustered mutation scheme.

2.5.3.6 Self Modifying Code based Obfuscation

Another obfuscation algorithm using self modifying code was proposed by Lian et al. in [SE10]. The basic idea of this method is that the program dynamically modifies itself
The self modification engine is fused into the program and is a part of the program.

This method concentrates more to increase the disassembly error of automated disassemblers. The possibility of adding partial junk bytes in the presence of unconditional jump instructions is discussed in [LD03a]. When you add partial junk bytes the disassemble associates the junk byte with neighbouring legal bytes to generate assembly instructions. The instructions thus generated are not valid. To achieve this, the disassembler should be fooled to believe that the junk byte is a valid byte. The location just after an unconditional jump instruction is such a location. So, if more unconditional jump instructions are available, the more the technique confuses the attacker.

In this method basic blocks are split into two and \texttt{jmp} (unconditional jump) instruction is inserted at the end of first part, pointing to the second part. Thus, the semantics of the program is conserved. But the addition of unconditional jump instruction gives scope for inserting junk bytes into the program code. This will increase disassembly errors while an automated disassemble is used.

The \texttt{jmp} instructions are camouflaged with normal instructions like \texttt{mov} instruction. This will give control flow obfuscation. Removing jump instructions will affect the
semantics. Hence, the camouflaged instructions are reconstructed back to jump instructions during runtime by modification instructions. Modification instructions are added above the camouflaged instructions. This makes sure that the modification instructions are executed before the camouflaged instruction. Figure 2.12 shows the working of self modifying based obfuscation.

![Figure 2.12: Self modifying code based obfuscation](image)

### 2.5.4 Evaluation Metrics for Obfuscation

Software obfuscation can only harden the process of reverse engineering and cannot prevent it [BGI+12]. In this section we will discuss about the different evaluation metrics used to measure the obscurity achieved by an obfuscation algorithm. The strength of the obfuscation algorithm to resist automated attacks, the ability of an obfuscated program to pass as a normal program and the overheads due to obfuscation are discussed in this section.

Recursive traversal is the main technique used for reverse engineering tools to translate binary code to assembly level representation. Our algorithms are designed to beat
the technique of recursive traversal to achieve control flow obfuscation. Hence the evaluation metrics find the obscurity achieved when a reverse engineering tool using recursive traversal is used to disassemble an obfuscated binary program. We use IDAPro [Hex] for analysis as it is one of the best reverse engineering tool based on recursive traversal.

2.5.4.1 Potency Measure

Potency measures the performance of the obfuscation algorithms [CTL97]. It measures how well the obfuscation performed against automatic reverse engineering tools. The two methods used for measuring potency are instruction disassembly error [PDA07] and control flow error [SE10].

**Instruction Disassembly Error**

We evaluate the instruction disassembly error with confusion factor. Confusion factor is the fraction of instruction address that the disassembler fails to identify [SE10]. $T_{total}$ is the total number of actual instruction addresses before obfuscation and $T_{disasm}$ is the total number of instruction addresses properly recognized by the disassembler, then the confusion factor is defined by the following,

$$CF_{instr} = \frac{|T_{total} - T_{disasm}|}{T_{total}}$$

(Eq. 2.1)

**Control Flow Error**

The number of conditional and unconditional jump instructions in the program before and after the obfuscation is calculated. If $CFG_{before}$ is the total number of conditional and unconditional jump instructions in the program and $CFG_{after}$ is the total number of jump instructions in the obfuscated program. $CFG_{cfg}$ is the confusion factor in the control flow of the program,

$$CFG_{cfg} = \frac{|CFG_{before} - CFG_{after}|}{CFG_{before}}$$

(Eq. 2.2)
The ratio gives the control flow confusion caused by the obfuscation. The error in identifying the control flow instructions in the program gives us an account of the control flow obfuscation attained by the algorithm.

2.5.4.2 Stealth Measure

The stealth of obfuscation measures the difficulty to identify whether a binary is obfuscated or not [CTL97]. An obfuscated program is considered stealthy if it is hard to distinguish it from a normal binary file.

The method we use for stealth measure is by calculating the Mahalanobis [LKK10] distance between the obfuscated program and normal binary samples as discussed in [LKK10].

2.5.4.3 Cost Measure

In this section we will discuss how overheads caused by the obfuscation to the program. The two overheads are, increase in the space complexity and time complexity of the program [CTL].

\[ \text{Space}_{ovh} = \frac{S_{\text{code}1} + S_{\text{data}1}}{S_{\text{code}0} + S_{\text{data}0}} \]  
(Eq. 2.3)

\( S_{\text{code}0} \) and \( S_{\text{code}1} \) are the size of the code section before and after obfuscation. Similarly \( S_{\text{data}0} \) and \( S_{\text{data}1} \) are the size of the data section before and after obfuscation.

We evaluate the effect of obfuscation on execution speed with \( \text{Time}_{ovh} \) defined as,

\[ \text{Time}_{ovh} = \frac{T_{\text{obj}}}{T_{\text{ori}}} \]  
(Eq. 2.4)

\( T_{\text{ori}} \) refers to the execution time of the original file and \( T_{\text{obj}} \) refers to that of the obfuscated code under the same input.
2.5.4.4 Time complexity due to obfuscation

If the time complexity of a program is $T(n)$ it means there are instructions in the program which executed in the order of $T(n)$. In the worst case all the instructions in the program are executed in the order of $T(n)$. So if there are $a$ instructions in the program, then the time to execute the program is $aT(n)$.

The obfuscation algorithms in the thesis, introduces new instructions to the program. The introduced instructions are straight line code which gets executed one after another. The instructions by itself is of the time complexity $O(1)$.

However, when the instructions are introduced into a program with a time complexity $T(n)$, in the worst case all the newly added instructions gets executed in the order of $T(n)$. If the program has $a$ instructions and $x$ obfuscation instructions are added to the program, then the time to execute the program will be $(a+x)T(n)$.

If $x=a$, then the time complexity is $2aT(n)$. So, the time complexity increases 2 times that of the original time complexity.

2.5.4.5 Resilience Measure

Resilience is the measure of the amount of time required for creating an automated deobfuscator [RL07] [SSM05] that will reduce the potency of the obfuscation [CTL97]. Resilience also measures the time and space complexity of such an automated deobfuscator.

2.6 Preliminaries

2.6.1 Analysis of Binary Program

Reverse engineering of binary can be classified broadly into two: static analysis based [CJ03] [HCS09], and dynamic analysis based [NS]. In a static analysis based scheme, the binary program is analyzed and disassembled statically. It tries to create the assembly
representation of the binary program without executing the program. There are various tools, open source [ALD] [Oll] [GNU] and proprietary [Hex] [Cor], which helps in the process.

In a dynamic scheme, the execution of the program is monitored and analyzed to get the context information during runtime. As a result it only covers only those regions of the program which are executed, and there can be infinite number of execution paths for a program.

Static analysis is mostly employed because it gives a complete overview of the program than a single execution path given by dynamic analysis. Research works usually measure the potency of their algorithm against static analysis. We have measured the efficiency of our algorithm against static and dynamic analysis.

2.6.2 Disassembly of Binary Program

The first step of reverse engineering of a binary program is disassembly. It is the process of creating the assembly representation of the binary program. Linear sweep and recursive travel are the most widely used disassembly algorithms [EC05]. Linear sweep begins disassembly at the programs first executable byte, and sweeps through the program, disassembling instructions sequentially one after the other. But this method has a weakness, that it misinterprets data bytes as instructions if the data is embedded between instructions in the code section. The popular tools using this method are GNU objdump [GNU] and Microsofts DumpBin [Cor].

The problem in linear sweep is solved by recursive traversal algorithm. Recursive traversal takes control flow of the program into account. Control flow of a program is the order in which the basic blocks of a program are executed. In recursive traversal, it follows the execution flow recursively and disassembles the instructions. However, the assumption that recursive traversal can precisely find the control transfer location may
not hold in the case of conditional jumps and calls. Disassemblers implementing this algorithm are the IDAPro [Hex] and OllyDbg [Oll]. All these disassemblers are used for static disassembly of binary programs.

Assembly language debugger [ALD], ald, can be used for dynamic disassembly. One can execute the program and disassemble instruction by instruction while execution using ald.

2.6.3 Junk Byte Insertion

Junk byte insertion [LD03a] is a method used to confuse the automated disassembler and forcing them to give wrong disassembly results. The idea is to add junk bytes in areas where disassembler expects code. The junk bytes are partial instructions added at locations which will not change the semantics of the program. For instance, junk bytes can be inserted into a basic block immediately after a block ending with an unconditional jump. Junk bytes are added to the beginning of this block, which is in fact unreachable code during runtime. But a static disassembler sees it as a valid instruction and tries to disassemble the partial instruction bytes. Since the instructions are partial, the disassembler joins it with the next valid instruction bytes, to create a valid assembly instruction. This corrupts the valid instruction in the basic block.

2.6.4 Self Modifying Program

Self modifying program is one which modifies itself while executing. This method is used in different binary obfuscation techniques in different form. The basic idea of this method is that, parts of the programs are removed or replaced by other instructions thus statically the program looks different.

During runtime the program is transformed back to its original form. Different methods are adopted to achieve this as presented in [KMNM03] [SE10] [MAM+06]. The basis
of all the methods is to add extra code modules to the program which know exactly which area of the program is to be modified and when to be modified.

The advantage of using self modifying programs is that it obscures the programs really well and makes it difficult for the static disassemblers to correctly disassemble the program. Statically program looks completely different and it gets fixed dynamically through self modifying code. Self modifying code can also have self obfuscation code which obfuscates the real code, dynamically changed after its execution. So, the period in which the code is in its true form is during its execution. So, even if an adversary decides to run the program and break at some point and dynamically disassemble the program, his/her chance to get the program in its true form is low.

2.7 Conclusion

In this chapter, we discussed various software protection techniques at each level of software lifecycle from software development to software maintenance. We discussed about the different types of software obfuscation and also saw different obfuscation algorithms in each of them. Preliminary knowledge in techniques used in software obfuscation were also discussed in this chapter.
Chapter 3

Software Obfuscation by Hiding Control Flow Information in the Stack

In this chapter we propose a new software protection algorithm based on self modifying code and using stack to conceal the control flow information. The performance of this algorithm against automated disassembly attacks is better than the state-of-the-art algorithms [PDA07] [SE10]. The time and space overhead due to the obfuscation are comparable with other algorithms.

3.1 Motivation

In the control flow obfuscation algorithms in literature, the basic idea is to remove the direct reference of control flow instructions. These control transfers are then achieved using alternative techniques like signals [PDA07], edit engine [MAM+06] or self modifying code [SE10]. One disadvantage of these methods is that the removed control transfer address locations are stored in the program code area. The reconstruction module will be having the correct addresses to which the control transfer has to be made. Another disadvantage is the addition of an extra module in the program as a part of the obfuscation. The possibilities of using the data area to conceal the target addresses are not
explored. In this chapter we discuss a method which uses data area to hide control flow instructions. Also, our method does not add an extra module to fix the obfuscations dynamically. The dynamic reconstruction instructions are instead a part of the program itself.

Further, many of the obfuscation algorithms are designed to work well against static analysis. In most cases dynamic attacks are not discussed and the performance of algorithms against them is not measured. It is important to consider the dynamic nature of the attacks and to design protection algorithms against those. We have discussed the performance of our algorithm against dynamic attacks in this chapter.

### 3.2 Threat Model

It is necessary to understand the hostile environment in which the software is going to get exposed to before deciding on the protection scheme. Our assumption is that the attacker is trying to disassemble the binary program and trying to get the assembly level control flow graph representation. The threat posed by the attacker is modeled by considering three factors:

- Origin of the threat
- Tools available for the adversary
- Knowledge of the adversary

Origin of threat is classified into three categories, category 1, category 2 and category 3 as explained in [PDA07]. In category 1, the malicious threat is originated outside the computer. The adversary will be working from a remote computer breaching the communication access controls. In category 2, the attack happens while the software is running on the system. The attacker was successful in planting malicious code to the
system which tries to manipulate the software during its execution. In category 3, the attacker has complete control over the system. The attacker can analyze the program, modify it and execute it. This attack has no security perimeters as the owner of the system is the attacker. We are interested in category 3 attack model. In our threat model we assume the origin of the threat as category 3.

The tools available for the attacker define the strength of the attack. There are various tools for disassembling binary programs [GNU] [Cor] [Hex]. Some are based on linear sweep approach which begins disassembly at the programs first executable byte, and sweeps through the program, disassembling instructions sequentially one after other. A better disassembly technique is recursive traversal which takes control flow of the program into account while reverse engineering. We assume the attacker uses a recursive traversal based commercial disassembler, IDAPro [Hex].

We also assume that the attacker has the knowledge that the program is obfuscated. We do not assume that the attacker knows the exact steps of the obfuscation algorithm. To conclude about the threat model, we assume an attacker with complete access to the computer and binary program, with the knowledge that the program is obfuscated, is trying to disassemble the binary program to assembly level representation using IDAPro to reverse engineer and analyse the program.

3.3 Proposed Method

A program consists of code area and data area. Different data areas are global, local and dynamic. Stack is an example for local data area and heap for dynamic. Our method is basically built on the fact that reverse engineering tools and methods consider data area and code area separately. Reverse engineers and reverse engineering tools try to extract programming information from the code segments of the software and extracts data values and information about the data structures from the data segments and symbol tables.
The basic idea of our obfuscation is to hide the code information like jump instructions, in the data area, stack, with other data elements thus obscuring the program code. The process of hiding code information in data area is done at the obfuscation time. The information is stored in stack and hence it looks like ordinary variables defined in the function. It is harder for an attacker to distinguish this from ordinary variables by just analyzing the stack. Removing instructions from the code area or camouflaging it with other instructions makes the program semantically different. The code information stored in the data area is used to reconstruct the original code at runtime and thereby the execution of the program is semantically equivalent. This is achieved by inserting reconstruction instructions just above the original location. This will result in reconstructing the original instruction at runtime. We further explain our algorithm in detail.

3.3.1 Offline Obfuscation

This is the first phase of our obfuscation algorithm. The binary program is converted to its equivalent assembly program using PLTO (Pentium Link Time Optimizer) [SDAL01]. It is then analyzed to find suitable instructions to be obfuscated. Once the obfuscation is done, the assembly program is assembled back to binary.

3.3.1.1 Selecting Instruction to be Obfuscated

The first step of the algorithm is to identify which all instructions have to be camouflaged. The trivial method is randomly picking instructions from the code area. But, in our method the jump instructions are chosen to be camouflaged for the following reasons.

Jump instructions decide the control flow of a procedure in the program. By obscuring the jump instructions in the procedure we are thus obfuscating the control flow of the program. Instructions which give information about the control flow of the program will help the adversary to easily understand the logic of the program.
Another motivation for considering jump instructions to be camouflaged is the scope it provides for inserting junk bytes in the program. Camouflaging jump instructions obscures control flow of the program. This will lead in confusing the disassembly tool to assume wrong control flow to the program and makes it possible to add junk bytes between code blocks which are unreachable. This will increase the errors while an adversary tries to reverse engineer the binary program.

3.3.1.2 Storing Target Address in the Stack

With the instructions to be camouflaged are known, the space required in the stack to store the target addresses of camouflaged instruction can also be calculated. In the method proposed, for each instruction to be camouflaged in a procedure space is allocated in the stack. The counts of instructions in the function which are going to be camouflaged are calculated and then the stack is expanded accordingly.

The expansion of the stack is possible with a small tweak in the assembly program. In the calling convention of the ELF (Extended Linker Format) programs in x86 platforms, the stack allocation for a function is done by the function itself. All the functions start with the following instructions:

\[
\begin{align*}
\text{push ebp} \\
\text{mov ebp, esp} \\
\text{sub esp, 8}
\end{align*}
\]

Once the function is called the base pointer of the caller function is pushed onto the stack. Then the current stack pointer is stored as the new base pointer (for the called function). The first two assembly instructions in the code segment are essentially doing that. The third instruction is where the allocation of the stack for the particular function happens. The size of the stack needed by the function in this particular case is 8 bytes. By modifying the value in the third instruction, the size of the stack for that particular function can be changed.
Once, the instructions that are going to be obfuscated and their count are known, the stack is expanded accordingly as mentioned in the previous paragraph.

Since we know that we are moving jmp instructions, the target address to which jump happens constitutes the code information. This target address is what we store in the data area.

Selecting stack area to store the code information has an advantage over global data area. The code information in stack area is stored in a way similar to that of local variable definition. When instructions use this information to find the real target address of a jump, it just appears like instructions manipulating ordinary variables. Loading the value from the variable to a register and analyzing the value. The variables of that function are used only by the instructions of that function. On the contrary, if global data area was used to store the code information, then the code information is stored in the global data area and each local function will use only those variables which are used to store the control flow information of the particular function. An adversary can easily notice that, certain global variables are exclusively used by certain local functions, which information can then be used by the adversary.

Figure 3.1 shows how the jmp instructions target address is stored in the stack area. The target address xxxx of the jmp instruction in the first block is stored in a stack variable.

3.3.1.3 Obfuscating the jmp Instructions

The jmp instruction is ready to be obfuscated as the target address of the jmp has already been stored in the stack. The jmp instructions are replaced with another instruction instead of removing. The jmp instructions are replaced by the following instruction,

\[ \text{mov eax, 0} \]

The replacement of jmp instruction with mov results in the loss of control flow information. The new instruction, mov, is an ordinary instruction and does not have a say in
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Figure 3.1: Storing code information in stack

the control flow of the program. When an automated disassembler tries to disassemble the program, it assumes the control flows just to the next address location after \texttt{mov}.

We decided on the instruction \texttt{mov} to be used to replace \texttt{jmp} instructions owing to the fact that it is the most used instruction in a program. It is possible to use other instructions instead of \texttt{mov} to camouflage the \texttt{jmp} instructions. The logic remains the same. Randomizing the selection of instruction to be used to replace \texttt{jmp} instruction will increase the challenge posed by the method to an adversary.

3.3.2 Runtime De-Obfuscation

Camouflaging the instructions in the program as explained in the previous section changes the semantics of the program. Running this program in this form will give erroneous results and most probably crashe the program. And hence, the program has to be changed back to its original form before it gets executed. In our method we do this dynamically at runtime with the help of self modifying code.

Reconstruction instructions which reconstruct \texttt{jmp} instruction at runtime are inserted in a block that precedes the \texttt{jmp} instruction. The block should be a dominator block, which means it should precedes the \texttt{jmp} instruction in all execution paths. The insertion of reconstruction instructions are shown in Figure 3.2.
The first step is to change the opcode of *mov* instruction to that of *jmp* instruction. The opcode of *jmp* instruction is 0xE9 and that of *mov* instruction 0xB8. We add an instruction to XOR the address location of *mov* instruction with 0x00000051. This changes the instruction to *jmp* offset 0. Now the next step is to add the address offset stored in the data area to the instruction. We add an instruction to add the value in the local variable to the instruction address. Now the exact *jmp* instruction is created at the address location of *mov* instruction.

In Figure 3.2, the camouflaged *jmp* instruction is at address location A1 in basic block B1. The *jmp* instruction is camouflaged into *mov* instruction and the reconstruction instructions are added before the camouflaged instruction.

### 3.3.3 Runtime Re-Obfuscation

With the reconstruction instructions in place, the program semantics are restored and program works perfectly well. Now, the instructions which are obfuscated are restored and in its original form. An adversary tracking the image of the program at regular intervals will be able to find the de-obfuscated instructions. A core dump of the image of the program will give the instructions in its true form if it is done after the re-construction operations.

A method to address this problem is by re-obfuscating the instruction at runtime after its execution. This is achieved by adding extra re-obfuscation instructions in the succeeding blocks to re-obfuscate *jmp* instruction back to *mov*. Note that, the re-obfuscation instruction should be inserted in all the successor blocks as the execution path is chosen dynamically at runtime. Re-obfuscation is done by XOR-ing the *jmp* instruction with 0x00000051 to get the instruction:

\[ \textit{mov eax, 0} \]
According to the control flow of the example in Figure 3.2, the basic block B3 follows after the execution of the jmp instruction. The re-obfuscation instructions for the program are hence added in the beginning of the basic block B3.
3.3.4 Junk Bytes Insertion

The replacement of jmp instruction with mov instruction opens space for inserting junk bytes into the code section. Insertions of junk bytes introduce more confusion to the disassembler [LD03a]. This will result in making more instruction disassembly error during disassembly process.

Since the jmp instruction is replaced by mov instruction the disassembler will think that control flows directly after the mov instruction to the next instruction. This lets us introduce junk bytes after the mov instruction. Partial junk bytes are introduced as discussed in [LD03a] to achieve maximum confusion.

Another effect of insertion of junk bytes is that there can be wrong jmp instructions in the junk byte region, which will confuse the disassembler further.

Figure 3.3, shows how the junk bytes are introduced in the program. The existence of junk bytes corrupts the original code in the program too, since partial junk bytes of an instruction are added.

3.3.5 Conditional Instructions

Conditional jump instructions like, jle (jump if less than or equal), jge (jump if greater than or equal), jz (jump if zero), jg (jump is greater than) etc., also adds to the control flow of the procedures in a program. Obfuscation of these instructions can be done similar to the unconditional jump instructions. These conditional jump instructions can be camouflaged using other ordinary instructions and the target address can be stored in the stack. The problem is that the insertion of junk bytes, which is responsible for confusing the disassembler and increasing the instruction disassembly error can’t be done with conditional instructions.

The basic reason that junk byte insertion not being possible with conditional instruction is that the instruction followed by the conditional jump instruction is a valid instruction point. Adding junk bytes there will corrupt the program.
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To take care of this condition our method deals with conditional jumps in a different manner, so as to get better obfuscation.

In this method a junk byte is added just above the conditional jump instruction. This junk byte should be a partial byte of an instruction as explained in [LD03a]. In the example is shown in the Figure 3.4, a partial junk byte of 10 is added to the program. The junk byte is partial because it is part of an instruction but the byte itself is not an instruction. So when a disassembler encounters such a byte it will have to join the instructions following the byte to create an assembly instruction. In this example, the disassembler will join 10 and EB to create the instruction adc bh, cl.

The semantics of the program will be affected by this insertion of the junk byte and the junk byte should not get executed. Re-construction instructions are added just like in the case of unconditional jump in this case. Instructions are added before the junk
byte to convert 10 to 90. The value 90 is the opcode for \textit{nop} instruction. Thus the semantics of the program remains the same during runtime.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
\textbf{Machine code} & \textbf{Assembly} \\
\hline
10 & \textit{Inserted partial junk byte} \\
EB90 & \textit{jmp offset 90h} \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
\textbf{Machine code} & \textbf{Reverse Engineered Assembly} \\
\hline
10 EB & \textit{adc bl, ch} \\
90 & \textit{nop} \\
\hline
\end{tabular}
\end{table}

\textbf{Figure 3.4: Partial junk insertion example}

Similar to the case of unconditional instructions, re-obfuscation instructions are added in all the successor blocks. In this case, the re-obfuscation instructions obfuscate the \textit{nop} instruction back to the junk byte.

\section*{3.3.6 Randomization to Improve Obfuscation}

To improve the performance of the algorithm against an intelligent adversary, randomization can be used. XOR instruction is used in the re-construction and re-obfuscation process in the method. Other logical and arithmetic instructions can be used to achieve the same result. An adversary who is trying to find the obfuscated points by filtering based on a specific instruction, such as XOR in this case, will not work if randomly chosen instructions are used to re-construct and re-obfuscate the program.

An equivalent operation which gives the effect of the XOR \((\text{xor} \ (A1), \ 0x00000051)\) instruction during dynamic reconstruction of jmp instruction, is the following,

\begin{align*}
\text{And} \ (A1), \ 0x00000000 \\
\text{Add} \ (A1), \ 0x000000E9
\end{align*}

The \textit{mov} instruction (0x000000B8) at the address location A1 will be converted to 0 by the \textit{and} instruction and then adding 0x000000E9 at the address location will reconstruct back the jmp instruction. Using an OR instruction instead of \textit{add} will also give the same result.
Similarly during junk byte insertion, it is better to select a junk byte at random from the set of junk bytes rather than using the same junk byte for all the insertions.

Another randomization that can be done is the selection of the basic blocks in which the re-construction and re-obfuscation instructions are inserted. The only condition for the block in which re-construction instructions are added is that the block should be a dominator \([\text{ALSU06]}\) to the block containing the obfuscated instruction. Similarly the re-obfuscation instruction should be in a post-dominator \([\text{ALSU06]}\) block. A basic block \(A\) is a dominator to basic block \(B\) if in all execution paths \(A\) gets executed before \(B\). Similarly, a basic block \(A\) is a post-dominator to basic block \(B\) if in all execution paths \(A\) gets executed after \(B\).

### 3.3.7 Example Code Snippet from IDAPro

Fig. 3.5 shows how our obfuscation obscures control flow of the program. The initial configuration of the blocks is in such a way that block-1 and block-2 have an edge to block-3. The transformation of the jump instruction in block-1 to move instruction by obfuscation makes the reverse engineering tool assume that the control flow of the program flows from block-1 to block-2.

### 3.4 Implementation

The proposed obfuscation is carried out at link time of the compilation process. The implementation expects a binary program as input. The input program is then reverse engineered to binary and the obfuscation instructions are added to the program. The obfuscated assembly is compiled and the obfuscated binary program is given out as output. The development platform used is GNU Linux operating system and the input binary
files are expected to be in the extended linker format (ELF). For the implementation of our algorithm at link time, PLTO, Pentium Link Time Optimizer [SDAL01] was used.

The input binary program is fed to PLTO which creates the control flow graph of the program. The control flow graph thus generated is scanned through to find possible candidate instructions to be obfuscated. Each function of the program is scanned through block by block to find the unconditional jump instructions.

Once the count of the jump instructions that are going to be obfuscated is finalized then the size of the stack is expanded. The local variables of each function are stored in the stack. The activation record for each function will be of constant size defined in the beginning of a function. It has the space required for storing local variables, parameters and return value. Every time a function is called this constant space in stack is allotted for the function. Since our method stores the code information as variables in the stack,
this stack size has to be expanded. The code in the function which defines the stack size required is modified according to the requirement to expand the stack size. With this modification, when the function is called it pushes the stack pointer further and thus incorporating the space for the new local variables used to store the control flow information.

For each function in the program, obfuscation is done in three rounds. In the first round all the unconditional jumps are handled. Junk byte insertions at locations after unconditional jumps are done in the second round. Conditional jumps are handled in the third round of the algorithm. The process repeats for all the functions.

The exact sequence of implementation in the first round is as follows. The target address of each unconditional jump instruction is extracted from the instruction and is stored in the local variable. The jmp instruction is then replaced with *mov* instruction. The basic blocks in which the re-construction instructions and re-obfuscation instructions have to be inserted are calculated. Re-construction instructions and re-obfuscation, which use the variable where the address is stored, are inserted in the respective basic blocks. The successor block of the jmp instruction is flagged as candidate block for junk byte insertion.

In the second round, all the basic blocks which are flagged as candidate blocks for junk byte insertion are visited and from the set of junk bytes, which are partial instructions, randomly chosen junk byte is added to the beginning of the basic block.

The third round in the implementation is similar to the first round. Each basic block with unconditional jump instructions are visited. The junk byte to be inserted is randomly chosen and is stored in the variable in the stack to be used for re-construction and re-obfuscation instructions. The junk byte is then inserted just above the unconditional jump instruction. The basic blocks in which the re-construction instructions and re-obfuscation instructions have to be inserted are calculated. Instructions which convert the junk bytes to *nop* instructions are inserted in the basic block for re-construction
instructions. The instructions for converting \textit{nop} back to the junk byte are inserted in the basic blocks for re-obfuscation instructions.

The whole program, which is in the intermediate control flow representation in the PLTO framework is then re-compiled to binary executable.

### 3.5 Performance Evaluation

In this section we evaluate the performance of the proposed algorithm against static and dynamic analysis. The three performance measures used are potency, cost and stealth as explained in [CTL]. Potency is a measure of the strength of the obfuscation algorithm. It measures how well the obfuscation performs under automatic de-obfuscators. Instruction disassembly error and the control flow errors in the de-obfuscated assembly program analyzed statically gives the potency measure against static analysis. The percentage of original instructions that were not obtained by static analysis but gained through dynamic analysis, gives the potency of the algorithm against dynamic analysis. The cost of obfuscation can be measured in terms of program size overhead and execution time overhead due to obfuscation. Stealth of obfuscation measures the difficulty to identify whether the program is obfuscated or not. We measure the stealth of the obfuscation as Mahalanobis distance between the original program and the obfuscated program [LKK10].

We evaluated the efficacy of the obfuscation with programs from the \textit{SPECint-2006} benchmark suites. The evaluation results are similar when applied on other C programs. Our evaluation platform is 2.6GHz Pentium system with a 2 GB internal main memory. The operating system used is \textit{Ubuntu} distribution of GNU Linux. The compiler used is \texttt{gcc} version 3.4 at optimization level \texttt{-O3}. The disassembly results from IDAPro [Hex], version 5.2.0.911, is used for the performance evaluation.
3.5.1 Potency Against Static Analysis

Potency measures the performance of the obfuscation algorithms. It measures how well the obfuscation performed against automatic reverse engineering tools. For statically analyzing the binary program we used IDAPro [Hex], a professional reverse engineering tool. The binary program is disassembled using IDAPro. The program thus disassembled is compared with the original program to find the instruction disassembly error and control flow error caused by our obfuscation.

3.5.1.1 Instruction Disassembly Errors

We evaluate the instruction disassembly error with confusion factor. Confusion factor is the fraction of instruction address that the disassembler fails to identify [SE10]. \( T_{total} \) is the total number of actual instruction addresses before obfuscation and \( T_{disasm} \) is the total number of instruction addresses properly recognized by the disassembler, then the confusion factor is defined by the following,

\[
CF_{instr} = \frac{|T_{total} - T_{disasm}|}{T_{total}} \quad \text{(Eq. 3.1)}
\]

Table 3.1 shows the instruction confusion factor of the SPECint-2006 programs. The average instruction disassembly error of the SPECint-2006 programs is 79.78 %. This means that the disassembler succeeds in recovering only 20.22% of the instructions properly, on an average.

3.5.1.2 Control Flow Disassembly Errors

We calculated the number of conditional and unconditional jump instructions in the program before and after the obfuscation. If \( CFG_{before} \) is the total number of conditional and unconditional jump instructions in the program and \( CFG_{after} \) is the total number
Table 3.1: Instruction disassembly error

<table>
<thead>
<tr>
<th>Programs</th>
<th>$T_{total}$</th>
<th>$T_{total} - T_{disasm}$</th>
<th>$CF_{instr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>bzip2</td>
<td>980149</td>
<td>787157</td>
<td>80.03 %</td>
</tr>
<tr>
<td>hmmer</td>
<td>1608118</td>
<td>1326325</td>
<td>82.47 %</td>
</tr>
<tr>
<td>lbm</td>
<td>870411</td>
<td>640529</td>
<td>73.58 %</td>
</tr>
<tr>
<td>mcf</td>
<td>901763</td>
<td>681301</td>
<td>75.52 %</td>
</tr>
<tr>
<td>sjeng</td>
<td>1105023</td>
<td>964533</td>
<td>87.28 %</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>79.78 %</td>
</tr>
</tbody>
</table>

Table 3.2: Control flow errors

<table>
<thead>
<tr>
<th>Programs</th>
<th>$T_{total}$</th>
<th>$T_{total} - T_{disasm}$</th>
<th>$CF_{instr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>bzip2</td>
<td>16883</td>
<td>9516</td>
<td>56.36 %</td>
</tr>
<tr>
<td>hmmer</td>
<td>24183</td>
<td>17729</td>
<td>73.31 %</td>
</tr>
<tr>
<td>lbm</td>
<td>14766</td>
<td>7660</td>
<td>51.87 %</td>
</tr>
<tr>
<td>Mcf</td>
<td>15217</td>
<td>8095</td>
<td>53.19 %</td>
</tr>
<tr>
<td>sjeng</td>
<td>19281</td>
<td>12421</td>
<td>64.42 %</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>61.35 %</td>
</tr>
</tbody>
</table>

of jump instructions in the obfuscated program. $CFG_{cfg}$ is the confusion factor in the control flow of the program,

$$CFG_{cfg} = \frac{|CFG_{before} - CFG_{after}|}{CFG_{before}}$$  \hspace{1cm} (Eq. 3.2)

The ratio gives the control flow confusion caused by the obfuscation.

The error in identifying the control flow instructions in the program gives us an account of the control flow obfuscation attained by the algorithm. Table 3.2 shows the number of control flow instructions in the original program and the obfuscated program and their ratio.
3.5.2 Potency Against Dynamic Analysis

In this section we will discuss one of the dynamic analyses that can be done against our obfuscation technique and how effective our method works against it.

One of the methods of dynamic analysis of any program is executing the program and breaking after each instruction execution and tracking the instruction. This will definitely give the correct instructions, in its true form to the adversary but only those instructions in that execution path. Just disassembling one execution path of the program is the major hurdle of this method of dynamic analysis. There can be infinite number of execution paths in a computer program due to the loops and to track all the execution paths is really difficult.

To analyze the program containing self modifying code, another approach is to core dump the image of the program while executing. This approach is more realistic than the earlier one. Adversary statically disassembles the program first and then run the program. The program is stopped in between and the image of the program is dumped. The dynamic binary image of the program is disassembled by a static disassembler. The statically disassembled binary and the disassembly of dynamic binary image are then compared to see if there are any differences. If the program has self modified during the execution of the program, those modified regions will be exposed in the dynamic binary image. An adversary can easily point out those changed areas in the code by simply comparing it with the statically disassembled program.

We chose the latter method for dynamic analysis as our obfuscation method has self modifying code and it is more realistic. We implemented the dynamic analyzer using python and ald- assembly language debugger [ALD]. Python was the framework used to call ald and give instructions to the ald tool. The binary program is disassembled using ald before it starts executing and is stored in a file. The section addresses of the program are available through ald’s file secinfo command. The address location of code area is
thus known to the automated software. Python randomly picks an address location from this area. It then gives *ald* to run through the binary program and break at the randomly chosen address location. Once the *ald* successfully breaks, the image of the program in *ald* is disassembled again to get the new assembly code. This is stored in another file and is compared with the first file for differences.

We tried this method in *SPECint-2006* programs starting from 5000 breaks to 100,000 breaks. When we say 5000 breaks, it means that the python program forces the *ald* to break at 5000 random locations while running and disassembles the program after each break and compares it with the statically disassembled program. So, if an obfuscated jump instruction is revealed during this process then it is added information to the adversary along with the static analysis information which he has.

The dynamic analysis results of *SPECint-2006* programs are shown in Figure 3.6. Number of breaks during the dynamic analysis and the number of jump instructions revealed forms the axis of the graph.

The graph give the absolute value of the number of the jump instructions revealed during dynamic analysis of the *SPECint 2006* programs. For example 52 obfuscated jump instructions of sjeng were revealed by dynamic analysis with 100,000 breaks.

Table 3.3, gives a relative perspective of dynamic analysis unlike the absolute information in Figure 3.6. It is clear from Figure 3.6 that the number of jump instructions revealed increases as the number of breaks used in the dynamic analysis increases. Table III, shows the percentage of obfuscated jump instructions revealed by dynamic analysis with 100,000 breaks i.e., the number of jump instructions that are revealed out of the total number of jump instructions that are obfuscated.

The percentage of obfuscated jump instructions by dynamic analysis is less than 1%. The dynamic analysis with 100,000 breaks yields only small additional information than static analysis.
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Figure 3.6: Jump instructions revealed during dynamic analysis

Table 3.3: Percentage of jump instructions revealed

<table>
<thead>
<tr>
<th>Programs</th>
<th>bzip2</th>
<th>hmmer</th>
<th>lbm</th>
<th>mcf</th>
<th>sjeng</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of jump instr. revealed</td>
<td>0.75</td>
<td>0.28</td>
<td>0.64</td>
<td>0.36</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Dynamic analysis is time consuming than static analysis. When static disassembly of SPECint-2006 programs take minutes to complete its action, dynamic analysis takes hours. Figure 3.7, shows the time taken for dynamic disassembly of SPECint-2006 and how it varies as the number of breaks varies.

The time taken for dynamic analysis is comparatively larger than that of static analysis. For instance, in the case of 5000 breaks ald has to disassemble the program 5000 times. For dynamic analysis of bzip2 program with 100,000 breaks it takes 38.4 hours.
3.5.3 Cost of Obfuscation

In this section we will discuss the overheads caused by the obfuscation to the program. The two overheads are, increase in the space complexity and time complexity of the program.

3.5.3.1 Program Size Overhead

Obfuscation will have effect on the size of the program. $Space_{och}$ defines the increase in the size of the program.

$$Space_{och} = \frac{S_{code1} + S_{data1}}{S_{code0} + S_{data0}} \quad \text{(Eq. 3.3)}$$

$S_{code0}$ and $S_{code1}$ are the size of the code section before and after obfuscation. Similarly $S_{data0}$ and $S_{data1}$ are the size of the data section before and after obfuscation.

One advantage of our algorithm is that the program space has not bloated up too much after obfuscation. Table 3.4 shows the space overhead caused by our algorithm.

![Figure 3.7: Time complexity of dynamic analysis](image-url)
Table 3.4: Space overhead

<table>
<thead>
<tr>
<th>Programs</th>
<th>$Space_{before}$ (in bytes)</th>
<th>$Space_{after}$ (in bytes)</th>
<th>$Space_{ovh}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>bzip2</td>
<td>589489</td>
<td>1296240</td>
<td>2.19</td>
</tr>
<tr>
<td>hmmer</td>
<td>862922</td>
<td>2045808</td>
<td>2.37</td>
</tr>
<tr>
<td>lbm</td>
<td>527128</td>
<td>1103728</td>
<td>2.09</td>
</tr>
<tr>
<td>mcf</td>
<td>533107</td>
<td>1140592</td>
<td>2.14</td>
</tr>
<tr>
<td>sjeng</td>
<td>707023</td>
<td>1562480</td>
<td>2.21</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>2.22</td>
</tr>
</tbody>
</table>

The average increase of programs after obfuscation is 2.2 times of the original size. The increase in size is due to two reasons. The reconstruction instructions added in the program contributes to increasing the size of the program. For each jump instruction removed from the program, additional instructions are added to reconstruct the instruction at runtime. Similarly instructions are added to dynamically obfuscate the de-obfuscated jump instruction.

Another reason is the insertion of junk bytes to achieve more instruction disassembly errors. Junk bytes are added in the succeeding block of the removed jmp instruction. This also accounts to the increase in the size of the program.

### 3.5.3.2 Time Overhead

Obfuscation will have effect on the time complexity of the program. With the insertion of new instructions more instructions are computed during runtime. In this section we will discuss the increase in the time complexity due to obfuscation. We evaluate the effect of obfuscation on execution speed with $Time_{ovh}$ defined as,

$$Time_{ovh} = \frac{T_{obf}}{T_{ori}} \quad \text{(Eq. 3.4)}$$

$T_{ori}$ refers to the execution time of the original file and $T_{obf}$ refers to that of the obfuscated code. Table 3.5, shows the time complexity overhead created by our algorithm.
Table 3.5: Time overhead

<table>
<thead>
<tr>
<th>Programs</th>
<th>Original ($T_{ori}$)</th>
<th>Obfuscated ($T_{obf}$)</th>
<th>Slowdown ($T_{obf} / T_{ori}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>bzip2</td>
<td>215</td>
<td>312</td>
<td>1.45</td>
</tr>
<tr>
<td>hmmer</td>
<td>1276</td>
<td>1660</td>
<td>1.30</td>
</tr>
<tr>
<td>lbm</td>
<td>1310</td>
<td>1578</td>
<td>1.21</td>
</tr>
<tr>
<td>mcf</td>
<td>468</td>
<td>621</td>
<td>1.32</td>
</tr>
<tr>
<td>sjeng</td>
<td>980</td>
<td>1323</td>
<td>1.35</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>1.29</td>
</tr>
</tbody>
</table>

3.5.4 Stealth Analysis

The stealth of obfuscation measures the difficulty to identify whether a binary is obfuscated or not. To measure the stealth of our obfuscation we considered measuring Mahalanobis distance between the obfuscated program and normal binary samples as discussed in [LKK10]. Mahalanobis distance is a common measure used for statistics based malware detection [SKF08] [SWL07]. It is the dissimilarity measure between two random vectors whose components are scalar-valued on the same probability space [TK08].

To measure the stealth of our obfuscation we calculated the Mahalanobis distance ($M_{dist}$) of the obfuscated binary and 248 normal binaries:

$$M_{dist}(X, O) = \sqrt{(X - O)S(X - O)} \quad \text{(Eq. 3.5)}$$

$X$ is a vector that represents the probability mass function (pmf) of each opcode’s mean occurrence in the normal binary programs. $S$ is the diagonal matrix which is made up of variance of mean values of each opcode for the normal binary programs. Mahalanobis distance calculates the distance of a programs opcode distribution from the mean vector $X$. $O$ represents the pmf of each opcode’s occurrence in the program whose distance from the mean is calculated. After calculating $X$ and $S$ from 248 binary programs we measured the $M_{dist}$ of each of the normal binaries from the mean and is
plotted as shown in Figure 3.8. The $M_{\text{dist}}$ of the obfuscated binaries were then calculated and plotted. We observe that the $M_{\text{dist}}$ of the obfuscated binaries is in the range of normal binaries.

![Figure 3.8: Mahalanobis distance of binary programs](image)

Further, we calculated the mahalanobis distance of binary programs without obfuscation and compared it with their equivalent obfuscated binaries. The mahalanobis distance of the obfuscated binary programs is not far from the original binary program. Table 3.6 shows the mahalanobis distance of binary programs before and after obfuscation.

### 3.5.5 Comparison with Other Algorithms

The performance of the algorithm is compared with two algorithms, namely signal-based obfuscation [PDA07] (SBC) and self modifying code based algorithm [SE10] (SMC). Figure 3.9, shows the comparison on the basis of instruction disassembly error, control flow error and space and time overhead of our algorithm with the other two.
Table 3.6: Mahalanobis distance before and after obfuscation

<table>
<thead>
<tr>
<th>Programs</th>
<th>Original(MD&lt;sub&gt;or&lt;/sub&gt;)</th>
<th>Obfuscated(MD&lt;sub&gt;ob&lt;/sub&gt;)</th>
<th>MD&lt;sub&gt;ob&lt;/sub&gt;/MD&lt;sub&gt;or&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>bzip2</td>
<td>0.096</td>
<td>0.107</td>
<td>1.115</td>
</tr>
<tr>
<td>hmmmer</td>
<td>0.101</td>
<td>0.103</td>
<td>1.019</td>
</tr>
<tr>
<td>lbm</td>
<td>0.103</td>
<td>0.106</td>
<td>1.029</td>
</tr>
<tr>
<td>mcf</td>
<td>0.104</td>
<td>0.106</td>
<td>1.019</td>
</tr>
<tr>
<td>sjeng</td>
<td>0.099</td>
<td>0.108</td>
<td>1.091</td>
</tr>
</tbody>
</table>

Figure 3.9: Algorithm performance comparison

Instruction disassembly error and control flow errors achieved by our algorithm, is better than the other two algorithms. The size and time overhead created by our algorithm is comparable to the other two algorithms.

3.6 Conclusion

In this chapter we proposed a software obfuscation algorithm to increase the difficulty in reverse engineering binary programs. The control flow information from the program are removed from the code area and stored in the data area, stack, and reconstructed
dynamically on demand. The concept of adding junk bytes and randomization are used to make the disassembly process harder. Potency, stealth and cost overheads of the algorithm are measured against static and dynamic analysis. The evaluation results show that the proposed method is effective in confusing professional disassemblers like IDAPro, potent against dynamic analysis and give stealthy obfuscation. Comparing with other algorithms like signal based approach [PDA07], the proposed algorithm has better potency and cost effectiveness.

One of the shortcomings of this method is that, even though we managed to move the target addresses to data area from code area, it is represented in its raw form. In the next algorithm in chapter 4, we improve this by encrypting the target addresses stored in the data area.

Another limitation of our method is that we are attaining control flow obfuscation by self modification of the programs at runtime. Program area has to be made write permissible to attain our obfuscation which will make the program vulnerable. However, our obfuscation methods explained in chapter 5 and 6 does not have this limitation and can attain control flow obfuscation without changing any write permissions.
Chapter 4

Software Protection by Obfuscation and Encryption

In this chapter we discuss a new approach which uses obfuscation and encryption hand in hand to provide better security to the binary programs. We use dynamic code mutation to attain control flow obfuscation. The control flow obfuscation is attained using dynamic code mutation similar to the method discussed in chapter 3. The main difference in this algorithm is that the control flow addresses are hidden in the static data area than the volatile stack. This gives the scope of encrypting the information stored in the data area thereby providing better protection.

The chapter is organized as follows. Section 4.1 discusses the motivation behind designing this algorithm. Section 4.2 discusses the threat model assumption we make. Section 4.3, explains the protection model, followed by our algorithm in section 4.4. Mathematical analysis of our algorithm is discussed in section 4.5. Section 4.6 discusses the experimental evaluation of our method.

4.1 Motivation

Many of the control flow obfuscation algorithms works in the concept of removing the control flow instructions from the binary program. There will be extra code or modules
added by the obfuscation algorithm to the program code section to re establish the control flow during runtime. The control flow addresses will thus be available in these extra modules and code snippets. An attacker with the knowledge of the algorithm can analyze these modules to find out the control flow addresses. In the method described in chapter 3, we made it more difficult for an attacker by hiding the control flow addresses in the volatile stack. Even then, the control flow addresses are exposed in the stack when a function is getting executed. In this chapter we discuss how we can encrypt the store the control flow addresses so that the attacker has difficulty in finding the control flow addresses in its true form.

We compare this algorithm with the signal based algorithm [PDA07], self modifying based algorithm [SE10], stack based algorithm explained in chapter 3 and M-process based algorithm [GCT05]. M-process based algorithm [GCT05], is an algorithm where combination of obfuscation and encryption is discussed. The basic method is to replace the control flow jumps with a function call to another procedure (M-process). M-process acts as a jump table and is encrypted in parts and decrypted on demand. The advantage of this method is that only a small part of the M-process will be open at a time.

The disadvantage of this method is that, given the knowledge of the algorithm, an adversary can decrypt the jump table procedure statically. The encryption keys are stored in M-process and the part which is open has the key to the next encrypted part. Thus with the knowledge of the algorithm an attacker can decrypt M-process statically.

4.2 Threat Model

The thread model assumptions we make for this algorithm is similar to the threat model defined in chapter 3 with slight modifications. Our assumption is that the attacker is trying to disassemble the binary program and trying to get the assembly level control
flow graph representation. The threat posed by the attacker is modelled by considering three factors:

- Origin of the threat
- Tools available for the adversary
- Knowledge of the adversary

We assume a category 3 origin of threat in our threat model. In category 3, the attacker has complete control over the system. The attacker can analyze the program, modify it and execute it.

We assume a recursive traversal based tool is used by the attacker to disassemble. Commercial disassembly tool, IDAPro [Hex] is assumed to be the tool used by the attacker.

The knowledgeable attacker will be able to disassemble the binary program more effectively than an attacker who blindly disassembles using a disassembler. If the attacker knows if the program is obfuscated and the obfuscation algorithm, then the attacker can fine tune the disassembly process for the particular algorithm. We assume that the attacker knows that the program is obfuscated but does not know about the exact obfuscation algorithm used.

Hence, the threat model can be concluded as an attacker who knows that the program is obfuscated, and who has complete access to the program, trying to disassemble the binary program using a reverse engineering tool, based on recursive traversal technique, like IDAPro.

4.3 Protection Model

Our premise is to design an obfuscation algorithm, which will obscure the programs control flow, making it difficult for an attacker to disassemble the program. We use
the concept of self modifying code, control flow obfuscation and junk byte insertion to obscures the program and use encryption to protect the obfuscation information in the program.

The basic idea of our obfuscation is similar to the method in chapter 3. We extract the target addresses of control flow instructions like jump instructions and store it in the global data area. Since the control flow addresses are in global data area we can encrypt them. The target addresses are encrypted and stored in the data area. During runtime the target address needed is decrypted and used for reconstructing the jump instruction. We introduce reconstruction instruction in the program which will use the target address information stored in the data area to reconstruct the jump instructions during runtime. This will restore the semantics of the program at runtime. We further explain our algorithm in detail.

4.4 Proposed Algorithm

Our algorithm takes an assembly program as input and gives the binary program as output. The algorithm has two phases. The first phase is obfuscation. In this phase control flow obfuscation is achieved using self modifying code obfuscation technique. This obfuscation will change the semantics of the program which is corrected dynamically by self modifying code. The second phase of the algorithm is encryption, which encrypt the information required for self modification of the program at runtime. In the first pass we analyze the program to find the suitable instructions for obfuscation. Obfuscation, the first phase of our algorithm, as shown in algorithm 1, is described in detail in the following subsection:
Algorithm 1 Obfuscation pass-1

Input: Assembly program as input
Output: Control flow obfuscation

\[ D \leftarrow \text{New Data Area} \]
\[ \text{Func}_List \leftarrow \text{Find User Defined Functions} \]

for each Function in Func_List do
    \[ \text{Jmp}_List \leftarrow \text{Find Jump Instructions to be Obfuscated} \]
    for each Jump in Jmp_List do
        \[ \text{Tgt}_Add \leftarrow \text{Extract Target Address} \]
        Store Target Address in \( D \)
        \[ S \leftarrow \text{Size of Jump Instruction} \]
        \[ N \leftarrow \text{Normal Instruction of Size } S \]
        Replace Jump Instruction with \( N \)
        Add Re-\construction\ Instructions
        Add Re-\obfuscation\ Instructions
    end for
end for

4.4.1 Obfuscation

4.4.1.1 Create New Data Area

The first step is to create a new data area to store the target address of the jump instructions that are going to be obfuscated. The assembly code for this has to be added to the input program, during obfuscation time. This data area is also used to store the encryption keys, used to encrypt and decrypt the target addresses.

4.4.1.2 Find Functions to Obfuscate

Once the data area is created the algorithm will scan the assembly program to find suitable functions for obfuscations. A program will have a set of system procedures and external library calls associated with it. There is no point in obfuscating these functions as an attacker can always get the unobfuscated binary version of these functions. Hence, in our implementation we consider the user defined functions as our targeted functions for obfuscation.
4.4.1.3 Finding Instructions to Camouflage

An important step of the algorithm is to identify which all instructions have to be camouflaged. The trivial method is, randomly picking instructions from the code area. But, in our method the jump instructions are chosen to be camouflaged for the following reasons.

Jump instructions decide the control flow of a procedure in the program. By obscuring the jump instructions in the procedure we are thus obfuscating the control flow of the program. Instructions which give information about the control flow of the program will help the adversary to easily understand the logic of the program. Another motivation for considering jump instructions to be camouflaged is the scope it provides for inserting junk bytes in the program as explained in [LD03a].

4.4.1.4 Storing Target Address to Data Area

Once the jump instruction to be obfuscated is decided, the next step is to extract the target address from the jump instruction. In the data area created, space will be allotted to store the target address. The assembly program is modified in such a manner that the target address is then stored in the data area.

4.4.1.5 Obfuscating Jump Instructions

The jump instruction can be obfuscated after storing the target address to the data area. The size of the jump instruction is calculated and the jump instruction is replaced by one or more instructions to fill up the void. The easiest approach is to replace the jump instruction with \texttt{nop} no operation, instructions. If the jump instruction is of size 2 bytes then, the jump instruction is replaced by two \texttt{nop} instructions. We can use other normal instructions like \texttt{mov, add, mul, etc.} The key factor is that the camouflaging instruction(s) should have size equal to or more than of that of the jump instruction. This is to ensure that there are enough bytes in the program that can be modified to re-construct the jump instruction during runtime.
By replacing jump instruction with other normal instruction, the program loses its
control flow information. When an automated disassembler tries to disassemble the
program, it assumes the control flows just to the next address location after the normal
instruction. In Figure 4.1, the camouflaged jmp instruction is at address location A1
in basic block B1. The jmp instruction is camouflaged into mov instruction and the
reconstruction instructions are added before the camouflaged instruction.

4.4.1.6 Adding Re-construction Instructions

We cannot execute the program with the camouflages in place as it changes the semantics
of the program. The program semantics should be restored before it gets executed. We
use self modifying code, similar to our previous technique, to restore the semantics.

Reconstruction instructions which reconstruct jump instruction at runtime are in-
serted in a block that precedes the jump instruction. The block in which the re-
construction instructions are added should be a dominator block. Block A is a dom-
inator block to block B if and only if block A precedes block B in all execution paths.
The insertion of reconstruction instructions are shown in Figure 4.1.

In the example shown in Figure 4.1, the jmp instruction is replaced by mov instruc-
tion. The opcode of jmp instruction is 0xE9 and that of mov instruction 0xB8. We add
an instruction to XOR the address location of mov instruction with 0x00000051. This
changes the instruction to jmp offset 0. Now the next step is to add the address offset
stored in the data area to the instruction. We add an instruction to add the value in the
global variable to the instruction address. Now the exact jmp instruction is created at
the address location of mov instruction.

In Figure 4.1, the camouflaged jmp instruction is at address location A1 in basic block
B1. The jmp instruction is camouflaged into mov instruction and the reconstruction
instructions are added before the camouflaged instruction. The only difference in this
method compared to our previous technique is that the target address is stored in the data segment instead of stack.

Figure 4.1: Obfuscation of jump instruction
4.4.1.7 Adding Re-obfuscation Instructions

The addition of re-construction instructions makes sure that the obfuscated program is semantically equivalent to the original program. Now, after the execution of the re-construction instructions the camouflaged instruction is in its original form. An adversary tracks the image of the program at regular intervals will be able to find the de-obfuscated instructions.

To address this problem, we introduce the concept of dynamic re-obfuscation. The jump instruction is dynamically camouflaged at runtime. This can be achieved by adding extra re-obfuscation instructions in the succeeding blocks of the jump instruction to camouflage it back to ordinary instructions. Note that, the re-obfuscation instruction should be inserted in all the successor blocks as the execution path is chosen dynamically at runtime.

In the example shown in Figure 4.1, re-obfuscation is done by XOR-ing the \textit{jmp} instruction with 0x00000051 to get the instruction: \textit{mov eax, 0}

According to the control flow of the example in Figure 4.1, the basic block B3 follows after the execution of the jmp instruction. The re-obfuscation instructions for the program are hence added in the beginning of the basic block B3.

4.4.1.8 Randomization of Re-construction Instructions

Randomization of the re-construction instructions are used so that the attacker wont be able to infer any knowledge by searching for particular pattern of instructions. In the example shown in the thesis we use \textit{xor} and \textit{add}. We can use various combinations of arithmetic and logical operations to achieve the same result. The selection of these set of instructions happens at random during obfuscation time. So, an adversary cant look at specific instructions alone to sort out obfuscation points.
4.4.1.9 Randomization of Re-construction Locations

The only condition for the block in which the reconstruction instructions are added is that the block should dominate [ALSU06] the instruction to be camouflaged. The reconstruction instruction can be added in any of the dominators [ALSU06] of the camouflaged instruction. The selection of the block from the list of dominators happens at random during obfuscation time.

4.4.2 Encryption

Encryption is the second phase of our algorithm. In this phase the stored target addresses in the newly created data area will get encrypted. In this pass the target addresses in the newly created data area are encrypted using randomly generated symmetric keys at obfuscation time. The symmetric keys are stored in the data area and decryption and re-encryption functions are added to the assembly program to decipher the target addresses on demand. The output of this pass in the algorithm is the final obfuscated binary program. Algorithm 2, is the algorithm for second pass. The detailed steps of the algorithm are as follows

**Algorithm 2** Obfuscation pass-2

**Input:** Assembly program from pass-1, D<sub>f</sub> - Data area created in pass 1

**Output:** Control flow obfuscation with encryption

```plaintext
for each Tgt_Add in D do
    K ← Create Random Key
    Add K to D
    Encrypt Tgt_Add with Key
    Instr ← Call Decrypt
    Insert Instr before Camouflaged Instruction
    Instr ← Call Encrypt
    Insert Instr after Camouflaged Instruction
    Jmp_List ← Find Jump Instructions to be Obfuscated
end for
Do Randomization
Assemble to Binary Program
```
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4.4.2.1 Create and Store Random Symmetric Key

For each target address stored in the newly created data area, we assign one symmetric key. The symmetric key is randomly assigned during obfuscation time. These keys are used to encrypt the target addresses stored in the newly created data area. The keys are then stored along with the encrypted target addresses in the newly created data area. The position of the key and the target address in the data area are randomly assigned.

4.4.2.2 Encrypting the Target Address

Once the keys are generated, they are used for encrypting the target address in the newly created data area. During obfuscation time, the target addresses get encrypted using the corresponding key. The encryption method we use is XOR. The target address is XOR-ed with the key and is then stored in the data area as shown in Figure 4.2. The target addresses does not share keys, each target address use a separate key, and hence the strength of the encryption is as good [SB]. Another advantage of using XOR is its simplicity.

4.4.2.3 Adding Decryption Method

With the encrypted target address in the newly created data area if you try to run the program, it will crash. This is because the correct target address is required for reconstructing the camouflaged jump instruction. Therefore the target address should be decrypted to its original values before the reconstruction instructions use it. The instruction to call the decryption function is thus added before the camouflaged instruction as shown in Figure 4.2, during obfuscation time. The decryption function just takes one input parameter, which is the location of key, in the data area.

3.1) Runtime decryption method: We have designed decryption algorithm in such a manner that not much information about the decrypted data is understood by analyzing
the decryption function. The input to the decryption function is a location in the data area, where the key to be used for decryption is stored. The decryption algorithm reads the key from the data area. Then, each element in the newly created data area is XOR-ed using the key. Since the decryption and encryption functions are both XOR, this will decrypt the target address. So, the specific target address to which the key was associated gets decrypted. All other target addresses and keys stored in the newly created data area changes due to the XOR-ing.

One of the advantages of this method is that an attacker will not be able to know which specific target address the key is associated to. Another advantage is that during a decryption process every other target address gets modified along with their keys. Since, every element in the data area is XOR-ed; the other keys are also XOR-ed. Hence both the keys and the target addresses are XOR-ed with the current key. This changes both
of them in such a way that the new keys can decrypt their target addresses when used by the decryption algorithm. Algorithm for decryption is shown in algorithm 3.

**Algorithm 3** Decryption

**Input:** Key location - K, Data Area - D

**Output:** Decryption of the target address

\[
\text{KEY} \leftarrow D[K]
\]

for each \(X\) in \(D\) do

\[
X \leftarrow X \oplus \text{KEY}
\]

end for

4.4.2.4 Adding Encryption Method

Call to encryption function is added to the successive blocks of the camouflaged instruction as shown in Figure 4.2, during obfuscation time. During program execution, decryption of the target address happens before the execution of the reconstructed camouflaged jump instruction. At the point of jump instruction, the target address is decrypted and is in the true form. So after the execution of the jump instruction, the re-obfuscation instructions in the successive blocks camouflage the jump instruction again. The encryption function is called immediately after the jump. The encryption function randomly generates a new key and encrypts the target address with the new key, at runtime.

4.1) **Runtime encryption method:** Encryption method randomly generates a key at runtime. This key is used to encrypt the newly created data area, entirely. In our case, the new key is XOR-ed with every element in the newly created data area. This will change the keys and the target addresses dynamically. Algorithm 4, shows the encryption algorithm.

4.4.2.5 Randomization in Data Area

We use the newly created data area to store both the keys and the target addresses. There is no specific pattern or location for storage of keys and the target addresses.
Algorithm 4 Encryption

**Input:** Data Area - D  
**Output:** Decryption of the target address

- \( KEY \leftarrow \text{Random} () \)
- for each \( X \) in \( D \)
  - \( X \leftarrow X \oplus KEY \)
- end for

Completely random locations are assigned for each key and target address. The random locations are decided during obfuscation time and hence the obfuscation algorithm will know the location of the keys. Looking just at the pattern of storage one cannot conclude which is a key and which is target address. Similarly, one cannot find the relationship between a key and a target address by just looking at the data storage pattern.

### 4.4.2.6 Junk Decrypt and Encrypt Call Insertions

The argument to the decryption function call is the location to a key stored in the data area. So, if an adversary sees a decrypt call in the program he can infer that the argument used in that call is a location for the key. This is not desirable. Hence, decryption and encryption calls with wrong key locations, are inserted in the program. These insertions will be done at unreachable code area so that it will not affect the semantics of the program.

### 4.5 Mathematical Analysis

In the section we investigate the validity of decryption and encryption processes in our algorithm and the complexity for an adversary to crack the obfuscation-encryption scheme so that he gets the target addresses in its original form.

Let the number of target addresses in the newly created data area be \( N \), and then the number of keys used will also be \( N \). Let \( d_i \) and \( k_i \) for \( i = 1 \) to \( N \), represent the \( N \) target addresses and the corresponding keys respectively. Key \( k_i \), is used to encrypt and
decrypt the target address \( d_i \), for all \( i = 1 \) to \( N \). Let \( e_i \), for \( i = 1 \) to \( N \), represent the encrypted form of target address stored in the data area.

4.5.1 Validating Decryption Process

The relationship between the key \( k_i \), \( d_i \), and \( e_i \) in the data area before the execution of the program is the following:

\[
e_i = k_i \oplus d_i \quad \text{(Eq. 4.1)}
\]

When a decryption function is called, we expect the relationship between the keys, target address and the encrypted target address to remain the same. Another expectation is the decryption of the intended target address. When a decryption function call of \( \text{decryption}(k_m) \) happens, key \( k_m \) is XOR-ed with every element in the data area. This gives the following,

\[
k_i' = k_i \oplus k_m \quad \text{(Eq. 4.2)}
\]

\[
e_i' = e_i \oplus k_m \quad \text{(Eq. 4.3)}
\]

When \( m = i \),

\[
e_i' = e_i \oplus k_i
\]

\[
e_i' = d_i \oplus k_i \oplus k_i \quad \text{(from eq.4.1)}
\]

\[
e_i' = d_i
\]

ie., the intended target address get decrypted. Now, for all other keys the new key \( (k_i') \) and the new encrypted \( (e_i') \) should have the same relationship as in eq. 4.1..

\[
e_i' = e_i \oplus k_m
\]

\[
e_i' = d_i \oplus k_i \oplus k_m
\]
\[ e_i' = d_i \oplus k'_m \quad (\text{from eq. 4.2}) \]

### 4.5.2 Validating Encryption Process

In encryption function, a random key is generated and is xor-ed with every element in the data area. This is similar to the decryption algorithm except that none of the encrypted target addresses are decrypted. So, the proof that the relationship between the keys, target addresses and the encrypted target addresses are maintained at the end of execution of encryption is same as that of the decryption algorithm.

### 4.5.3 Complexity in Finding the Target Addresses

In this section we will show how hard it is for an adversary to find the target addresses from the data area. The keys and target addresses are mixed together and stored in the data area. For an adversary it is hard to differentiate the key and the target address from the data section due to the randomizations in the obfuscation. And to get the right target address the adversary should find the right key as the target addresses are encrypted and stored.

One approach the adversary can follow is to guess the key from the elements in the data area. If there are \( n \) target addresses there are \( 2^n \) elements in the data area. Only one in the \( n \) combinations attacker guesses from \( 2^n \) elements is the right set of keys.

Since, there are \( n \) keys in the \( 2^n \) elements in the data area, an attacker can get a key in one guess with a probability of 1/2. Once the key is found the probability of finding the right data element of the key is \( 1/(2^n-1) \). Probability of finding one key-data pair is then,

\[ P(\text{finding first key - datapair}) = \frac{1}{2(2^n-1)} \]
After one key-data pair is found, the total number of elements in the data area is reduced to $2n-2$. Therefore, after $i$ key-data pair is found the probability of finding a key data pair is,

$$P(\text{finding key – data pair after } i \text{ iteration}) = \frac{1}{2(2(n-i)-1)}$$

The probability of finding all the keys is the product of finding individual keys and hence,

$$P(\text{finding all key – data pair}) = \prod_{i=0}^{n} \frac{1}{2(2(n-i)-1)}$$

$$P(\text{finding all key – data pair}) \leq \prod_{i=0}^{n} \frac{1}{2}$$

$$P(\text{finding all key – data pair}) \leq \frac{1}{2^n}$$

If the probability of finding the all key-data pair is at least $\frac{1}{2^n}$ then the experiment has to be repeated at least $2^n$ to find all the key-data pairs. Therefore the number of times the guess has to be done is greater than or equal to $2^n$. The asymptotic lower bound for finding all the key-data pairs is thus $\Omega(2^n)$ [CLRS]. Thus the time complexity to find the key-data pairs are at least exponential.

4.6 Experimental Evaluation

In this section we evaluate the performance of the proposed algorithm against automated attacks. We tested the potency of our algorithm with IDAPro 6.2 [Hex], and measured the instruction disassembly error and control flow error caused by the obfuscation. The increase in the size and time complexity due to the addition of self modifying code and encryption/decryption functions are also measured. Microsoft Visual Studio 10.0 is used to generate the assembly programs for obfuscation.

4.6.1 Instruction Disassembly Error

We evaluate the instruction disassembly error with confusion factor. Confusion factor is the fraction of instruction address that the disassembler fails to identify [LD03a]. $T_{total}$
Table 4.1: Instruction disassembly error

<table>
<thead>
<tr>
<th>Programs</th>
<th>$T_{total}$</th>
<th>$T_{disasm}$</th>
<th>$CF_{instr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qsort</td>
<td>199</td>
<td>28</td>
<td>85.9%</td>
</tr>
<tr>
<td>Mergesort</td>
<td>397</td>
<td>114</td>
<td>71.3%</td>
</tr>
<tr>
<td>Huffman</td>
<td>1904</td>
<td>449</td>
<td>73.6%</td>
</tr>
<tr>
<td>Encoding</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gauss</td>
<td>348</td>
<td>30</td>
<td>91.4%</td>
</tr>
<tr>
<td>Jordan</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>78.2%</td>
</tr>
</tbody>
</table>

is the total number of actual instruction addresses before obfuscation and $T_{disasm}$ is the total number of instruction addresses properly recognized by the disassembler, then the confusion factor is defined by the following,

$$CF_{instr} = \frac{|T_{total} - T_{disasm}|}{T_{total}} \quad (Eq. \ 4.4)$$

Table 4.1 shows the instruction confusion factor of assembly programs generated by Microsoft Visual Studio and the obfuscated assembly. The average instruction disassembly error of the test programs is 78.2%. This means that the disassembler succeeds in recovering only 22

4.6.2 Control Flow Disassembly Errors

We calculated the number of conditional and unconditional jump instructions in the program before and after the obfuscation. If $CFG_{before}$ is the total number of conditional and unconditional jump instructions in the program and $CFG_{after}$ is the total number of jump instructions in the obfuscated program. $CFG_{cfg}$ is the confusion factor in the control flow of the program,

$$CF_{cfg} = \frac{|CFG_{before} - CFG_{after}|}{CFG_{before}} \quad (Eq. \ 4.5)$$
The ratio gives the control flow confusion caused by the obfuscation as shown in Table 4.2.

### Time Overhead

Obfuscation will have effect on the time complexity of the program. With the insertion of new instructions more instructions are computed during runtime. In this section we will discuss the increase in the time complexity due to obfuscation. We evaluate the effect of obfuscation on execution speed with $Time_{oeh}$ defined as,$$
Time_{oeh} = \frac{Time_{after}}{Time_{before}}\quad\text{(Eq. 4.6)}
$$

$T_{before}$ refers to the execution time of the original file and $T_{after}$ refers to that of the obfuscated code. An average time overhead of 1.26 is caused by our algorithm.

In the test programs, Qsort and Mergesort programs are run on an input set of 1000 element array, whose values are stored in reverse sorted order. Huffman encoding program is run on an input text document with thousand words. Gauss Jordan program is run on an input of $8 \times 8$ matrix.

<table>
<thead>
<tr>
<th>Programs</th>
<th>$\text{CFG}_{\text{before}}$</th>
<th>$\text{CFG}_{\text{after}}$</th>
<th>$\text{CF}_{\text{cfg}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qsort</td>
<td>11</td>
<td>5</td>
<td>54.4%</td>
</tr>
<tr>
<td>Mergesort</td>
<td>29</td>
<td>10</td>
<td>65.5%</td>
</tr>
<tr>
<td>Huffman Encoding</td>
<td>191</td>
<td>69</td>
<td>63.9%</td>
</tr>
<tr>
<td>Gauss Jordan</td>
<td>40</td>
<td>16</td>
<td>60%</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>63.1%</td>
</tr>
</tbody>
</table>
Table 4.3: Time overhead

<table>
<thead>
<tr>
<th>Programs</th>
<th>Original (Time before)</th>
<th>Obfuscated (Time after)</th>
<th>Slowdown (T_{ovh})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qsort</td>
<td>310</td>
<td>420</td>
<td>1.35</td>
</tr>
<tr>
<td>Mergesort</td>
<td>770</td>
<td>1100</td>
<td>1.42</td>
</tr>
<tr>
<td>Huffman</td>
<td>1320</td>
<td>1550</td>
<td>1.17</td>
</tr>
<tr>
<td>Encoding</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gauss</td>
<td>890</td>
<td>1090</td>
<td>1.22</td>
</tr>
<tr>
<td>Jordan</td>
<td></td>
<td></td>
<td>1.26</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.6.4 Time Overhead with Varying Input

The time complexity of a program is dependent on the input size of the program. For instance, the time complexity for searching an element in an array of length $n$ is $O(n)$. So as the length of the array increases the time overhead increases linearly. This means that the instructions in the program are executed in the order of $n$. The number of instructions in the program also affects the time complexity. If the program has $a$ instructions then $aO(n)$ is the time complexity.

In our obfuscation technique, all the new instructions added are straight line code and has a time complexity of $O(1)$, when they are executed independently. However, the effect of the newly added instruction on the time complexity also depends on the point at which they are inserted. For example if a jump instruction within a loop is obfuscated, then the new instructions are added within the loop and hence the new instructions will be executed $n$-times is the loop size is $n$. Similarly, if the instructions are added in a 2-nested loop, they get executed $n^2$ times.

So, if the worst case time complexity is $T(n)$ then the newly added instructions will get executed $T(n)$ times. If the program has $a$ instructions and $x$ obfuscation instructions are added to the program, then the time to execute the program will be $(a+x)T(n)$. Hence, the time complexity of the obfuscated program is also of the same order $T(n)$.
We have tested this in two programs of complexity $O(n)$ and $O(n^2)$. A linear search in an array to find an element is the first program used for the test. We designed the array in such a manner that the searched value is the last element of the array. We changed the size of the array from 10000 to 100000 and calculated the time needed for the execution. The same program is then obfuscated which obfuscates the jump instruction inside the loop. The time required for the execution of the obfuscated program is also calculated and the results are shown in Fig. 4.3.

Bubble sort program with array size varying from 1000 to 10000 was also used to test our results. We designed the array in such a way that it is arranged in descending order of values thereby making the complexity of the program to be $O(n^2)$. The jump instruction inside the two loops was obfuscated by our obfuscation algorithm. We calculated the time overhead of original and obfuscated programs for varying inputs and are plotted in Fig. 4.4.

In both the cases the time overhead of the obfuscated program is sandwiched between $T(n)$ and $2T(n)$.
Figure 4.4: Time complexity of bubble sort program

Table 4.4: Space overhead

<table>
<thead>
<tr>
<th>Programs</th>
<th>Space$_{before}$ (in kilobytes)</th>
<th>Space$_{after}$ (in kilobytes)</th>
<th>Space$_{ovh}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qsort</td>
<td>44</td>
<td>44.5</td>
<td>1.01</td>
</tr>
<tr>
<td>Mergesort</td>
<td>74</td>
<td>75</td>
<td>1.01</td>
</tr>
<tr>
<td>Huffman</td>
<td>60</td>
<td>66.5</td>
<td>1.10</td>
</tr>
<tr>
<td>Encoding</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gauss</td>
<td>67</td>
<td>69</td>
<td>1.02</td>
</tr>
<tr>
<td>Jordan</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>1.04</td>
</tr>
</tbody>
</table>

4.6.5 Program Size Overhead

Obfuscation will have effect on the size of the program. Space$_{ovh}$ defines the increase in the size of the program.

\[
Space_{ovh} = \frac{Space_{after}}{Space_{before}}
\]  

(Eq. 4.7)

The average increase of binary programs after obfuscation is 1.04 times of the original size as shown in Table 4.4.
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Table 4.5: Comparison with other algorithms

<table>
<thead>
<tr>
<th>Comparison Item</th>
<th>Signal based</th>
<th>SMC based</th>
<th>M Process</th>
<th>Stack based</th>
<th>Proposed Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instr. disas.error</td>
<td>57.3%</td>
<td>75.3%</td>
<td>not available</td>
<td>79.78%</td>
<td>78.2%</td>
</tr>
<tr>
<td>Control. flow error</td>
<td>41.2%</td>
<td>52.2%</td>
<td>not available</td>
<td>61.35%</td>
<td>63.1%</td>
</tr>
<tr>
<td>Size</td>
<td>2.39</td>
<td>2.05</td>
<td>1.7</td>
<td>2.22</td>
<td>1.04</td>
</tr>
<tr>
<td>Time</td>
<td>1.38</td>
<td>1.21</td>
<td>1.32</td>
<td>1.29</td>
<td>1.26</td>
</tr>
</tbody>
</table>

4.6.6 Comparison with Other Algorithms

The performance of our algorithm is compared with three algorithms, namely signal-based obfuscation [PDA07] (SBC), self modifying code based algorithm [MAM+06] (SMC) and M-Process based obfuscation [GCT05] and our method in chapter 3. Table 4.5, shows the comparison on the basis of instruction disassembly error, control flow error and space and time efficiency of our algorithm with the other two. Our algorithm has better instruction disassembly error, control flow error, space efficiency and comparable time efficiency.

Our method has better instruction disassembly error and control flow error and space efficiency than signal based algorithm and M-process based algorithm. The instruction disassembly of this algorithm is slightly lesser than our previous stack based algorithm. Time overhead of our algorithm is comparable with the other algorithms. We compared our algorithm with M-Process based obfuscation because it is the only other obfuscation algorithm, we found, which uses encryption and obfuscation hand in hand. Our algorithm has a better size and time overhead compared to [GCT05] and the other three algorithms. The instruction disassembly error and control flow error of [GCT05] are not available for comparison.
4.7 Obfuscation of Factorial Program

Figure 4.5 shows the original assembly program of factorial program generated by Microsoft Visual Studio 10.0. The two jump instructions in the program are obfuscated by our algorithm. Figure 4.6 shows the obfuscated assembly representation. The new function *decrypt* is introduced into the program. We use the same function *decrypt* for decryption and encryption. A new data segment to store the keys and data is also introduced into the program. The code introduced for the obfuscation of the first jump instruction is coloured in the example. The jump instruction is translated to two *nop* instructions in the example.

```
PUBLIC _factorial
_TEXT SEGMENT
_n$ = 8
_factorial PROC
    push ebp
    mov ebp, esp
    cmp DWORD PTR _n$[ebp], 0
    jne SHORT $LN1@factorial
    mov eax, 1
    jmp SHORT $LN2@factorial
$LN1@factorial:
    mov eax, DWORD PTR _n$[ebp]
    sub eax, 1
    push eax
    call _factorial
    add esp, 4
    imul eax, DWORD PTR _n$[ebp]
$LN2@factorial:
    pop ebp
    ret 0
_factorial ENDP
_TEXT ENDS
END
```

Figure 4.5: Assembly representation of factorial program
4.8 Conclusion

In this chapter we proposed an algorithm to increase the difficulty in reverse engineering binary programs by combining both software obfuscation and encryption so that it gives a better security. The control flow information from the program are removed from the code area and stored in the data area and reconstructed dynamically on demand. The control flow information is stored in an encrypted form in the data area making it hard for an attacker to infer about the control flow by statically analyzing the data area. The concept of adding junk bytes and randomization are used to make the disassembly process harder. The evaluation results show that the proposed method is effective in confusing professional disassemblers like IDAPro better than the competing algorithms. An average instruction disassembly error of 78.2% and control flow error of 63.1% are obtained by our method with the overhead in time of 1.26 and space of 1.04. The control flow error obtained by this algorithm is slightly better than the stack based algorithm explained in chapter 3, which has a control flow error of 61.3 %. The instruction disassembly error of this algorithm is slightly lesser than the stack based algorithm. The time and space complexity of this algorithm is better than the stack based algorithm. A future work direction is to extend the obfuscation technique using better encryption mechanisms. A limitation of our method is that the keys are stored in the program and is not completely inaccessible to an attacker. Another future work direction is to store and manage the key from a different location than the program itself. A server side key management for obfuscating a client program can store the keys in the server program.
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_DATA SEGMENT
control0key DB 222
control1key DB 113
control0 DB 246, 00h
control1 DB 98, 00h
_DATA ENDS

PUBLIC factorial
_TEXT SEGMENT
_n$ = 8
_factorial PROC
push ebp
movebp, esp
cmp DWORD PTR _n$[ebp], 0
pushf
push 0
call decrypt
add esp, 4
push eax
mov al,117
mov byte ptr[obflabel0],al
mov al,control0+0
mov byte ptr[obflabel0+1],al
pop eax
popf

obflabel0:
  nop
  nop
  pushf
  push 1
call decrypt
  add esp, 4
  popf
  mov eax, 1
  pushf
  push 1
call decrypt
  add esp, 4
  push eax
  mov al,235
  mov byte ptr[obflabel1],al
  mov al,control1+0
  mov byte ptr[obflabel1+1],al
  pop eax
  popf

obflabel1:
  nop
  nop
  $LN1@factorial:
pushf
  push 1
call decrypt
  add esp, 4
  popf
  mov eax, DWORD PTR _n$[ebp]
  sub eax, 1
  push eax
call _factorial
  add esp, 4
  imuleax, DWORD PTR _n$[ebp]

$LN2@factorial:
pushf
  push 0
call decrypt
  add esp, 4
  popf
  pop eax
  ret 0

_factorial ENDP
_TEXT ENDS

PUBLIC decrypt
.TEXT SEGMENT
_temp$ = -5
_i$ = -4
_k$ = 8
decrypt PROC
push ebp
movebp, esp
sub esp, 8
mov eax, DWORD PTR _k$[ebp]
add esp, 8
mov edx, DWORD PTR _i$[ebp]
cmp DWORD PTR _i$[ebp], 6
jge SHORT $LN4@fun
mov edx, DWORD PTR _i$[ebp]
sub edx, 1
mov DWORD PTR _i$[ebp], edx
jmp SHORT $LN2@fun

SLN2@fun:
  movedx, DWORD PTR _i$[ebp]
  add edx, 1
  mov DWORD PTR _i$[ebp], edx

$LN3@fun:
cmp DWORD PTR _i$[ebp], 6
  jge SHORT $LN4@fun
  movsx ecx, BYTE PTR control0key[0]
  movsx edx, BYTE PTR _temp$[ebp]
  xor edx, edx
  movsx ecx, BYTE PTR control0key[0]
  mov eax, DWORD PTR _i$[ebp]
  mov edx, DWORD PTR _i$[ebp]
  mov DWORD PTR control0key[0], cl
  jmp SHORT $LN2@fun

$LN4@fun:
  move bp, ebp
  pop bp
  ret 0
decrypt ENDP
_TEXT ENDS
END

Figure 4.6: Obfuscated factorial program
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Chapter 5

Function Level Control Flow Obfuscation

In this chapter we discuss a new approach which obfuscates the control flow across functions. In this method code fragments from each function is stripped from the original function and is stored in another function. Each function will be having code fragments from different functions, thereby creating a function level shuffled version of the original program. Control flow is obscured between and within the function by this method.

The chapter is organized as follows. Section 5.1 discusses the motivation behind designing this algorithm. Section 5.2, explains the proposed model of obfuscation, followed by our algorithm implementation in section 5.3. Section 5.4 discusses the experimental evaluation of our method, followed by section 5.5 where we compare our algorithm with other algorithms.

5.1 Motivation

Most control flow obfuscation algorithms concentrate on obfuscating the control flow within a function. The instruction flow within a function is thoroughly obfuscated by these algorithms but the functions remain intact. Even after the obfuscation the reverse engineering tools can differentiate instructions from one function over another. The obfuscation algorithms explained in the previous chapters also follow this principle while
obfuscating the control flow. To limit the visibility of the functions and the linear order in which they are stored, an inter functional obfuscation is necessary. In this chapter we propose an algorithm to address this issue. Our algorithm performs a function level obfuscation and shuffles the code segments from different functions. This will result in an obfuscated program where, each function block contain code segments from different function thus confusing the attacker. We compare this algorithm with the signal based algorithm [PDA07], self modifying based algorithm [SE10], stack based algorithm explained in chapter 3. One of the advantages of our algorithm over other algorithm is that it is possible to perform nested obfuscation. The same obfuscation algorithm can be applied over and over on the program. The effect it has on program performance has been analysed in our experimental evaluation section.

5.2 Proposed Method

In this section we discuss our new obfuscation method that can be used against software reverse engineering. Our aim is to attain control flow obfuscation at the function level. Our obfuscator takes assembly level representation of the program as input. The obfuscation algorithm converts the assembly program into a semantically equivalent but obscure assembly program. The obfuscation algorithm analyses the functions in the program, selects suitable code fragments from each function and interlace them with other function. Fig. 6.1, represents the overview of the obfuscation algorithm.

The basic idea of our algorithm is to fragment the program and thereby disturbing the control flow of the program. Sequence of assembly instructions from different functions of the program are removed and are stored in other functions. At the location of removed assembly instruction, jump instruction is added to change the control flow to the new location of the code fragment. The meaning of the program is thus not clear without the missing instructions. The new instruction fragments added to the function from other
functions also helps in confusing the attacker. The jump instructions to and from the new segment will be camouflaged with the help of dynamic junk byte insertions [BE13]. Further in this section our algorithm is explained in detail.

5.2.1 Selecting the Instructions

The first step of our algorithm is to choose which instructions have to be removed from each function. An obvious method is to select instructions at random from each function. In our algorithm we are following a different strategy. We select sequence of instruction followed by a jump instruction as a candidate code fragment to be moved to another function. The advantage we have by such a selection is that additional control flow obfuscation within the function can be obtained. When we remove a jump instruction from a function, the control flow of that function gets obscured. Without the jump instructions, a function looks like a single block of instructions. This will make it hard for an adversary to analyze and understand the program.

In this step, the obfuscator scans through the functions in the program to find suitable instructions. When it finds three instructions followed by a jump instruction, both conditional and unconditional, it is marked. The beginning and end of the code fragment is recorded by the obfuscator.

Figure 5.1: Overview of the algorithm
5.2.2 Creating and Inserting Labels

Once the obfuscator knows the code fragments to be obfuscated, these code fragments should be made as a basic block [16] by inserting labels. There should be labels to refer to the entry point to the code fragment and exit point of the code fragment. Two unique labels are generated for each code fragment selected for obfuscation by the obfuscation algorithm. These labels are inserted before and after the selected code fragment. Fig. 5.2, shows how the labels are inserted in the program code.

![Label Insertion Diagram]

**Figure 5.2: Label insertion**

5.2.3 Displacing the Code Fragment

The labels `obf_label_enter` and `obf_label_exit` are randomly generated and are unique labels generated at obfuscation time in our implementation. These two label names are used in the thesis for the ease of explanation of the algorithm. The selected code fragment is sandwiched between these two labels.

The code fragments should now be displaced to another function. The obfuscator keeps track of the number of functions in the program. For each code fragment in each function, the source function, the obfuscator does the following. It randomly selects one destination function from all the remaining functions to displace the code fragment to that function. The code fragment along with the entry label, `obf_label_enter` in the example, is replaced from the source function with a jump instruction,
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`jmp obf_label_enter`

This jump instruction will make sure that the semantics of the program is secure by maintaining the control flow of the program.

The code fragment along with the entry label, `obf_label_enter` in the example, is inserted at the end of the destination function, just after the return instruction. Another jump instruction is added after the code fragment to maintain the control flow of the program.

`jmp obf_label_exit`

This jump instruction makes sure the programs control flow is properly maintained. The Fig. 5.3, shows how the selected instructions are displaced into another function without disturbing the semantics of the program. The selected instruction from function *Foo* is displaced to function *Bar* in the example shown in Fig. 5.3.

Figure 5.3: Displacing the code fragment

### 5.2.4 Hiding the Jump Instructions

Displacing the code fragments from one function to another makes the program complex to follow but the control flow of the entire program will still be shown by powerful reverse
engineering tools like IDAPro [Hex]. So it is necessary to hide the control flow between functions using the newly inserted jump instructions. Our obfuscation algorithm conceals these newly created jump instruction by a technique called dynamic junk byte insertion [BE13] and static junk byte insertion [LD03b].

5.2.4.1 Dynamic Junk Byte Insertion

For each set of instructions that has been removed from a source function, there are two jump instructions that are added to the program. One jump instruction transfers the control flow from source function to destination function, where the code fragment resides. Another jump instruction transfers the control back to the source function.

In the example shown in Fig. 5.3, the jump instruction, \( \text{jmp obf}_\text{label enter} \)

transfers control to the code fragment. While the jump instruction \( \text{jmp obf}_\text{label exit} \)

transfers control back to the source function.

In our algorithm these two jumps will be concealed using dynamic junk code insertion. In dynamic junk code insertion we will add a junk byte just above the jump instruction as shown in Fig. 5.4. Hexadecimal value \( 0x10 \), is a partial instruction, it is added just above the jump instruction. The machine code for \( \text{jmp original location} \) is \( EB\ 90 \). When the assembly code with the junk byte is assembled the binary program will have the hexadecimal code \( 10\ EB\ 90 \) instead of \( EB\ 90 \).

The effect of this is that when a disassembling tool tries to reverse engineer the instruction, it will join \( 0x10 \) and \( 0xEB \) together to make one instruction, namely \( \text{adc bl, ch} \) as shown in Fig. 5.4. And the hexadecimal byte \( 0x90 \) becomes instruction \( \text{nop} \). So, by adding a junk byte the original jump instruction vanishes from the program. This conceals the control flow of the program. The semantics of the program changes
because of the insertion of this junk byte. In our obfuscation algorithm, self modifying instructions are added to the program that will convert the junk byte to hexadecimal value $0x90$ which is the opcode for $nop$ instruction.

![Junk byte insertion](image)

5.2.4.2 Static Junk Byte Insertion

Static junk byte insertion is also used along with dynamic junk byte insertion. In static junk byte insertion the junk byte is not changed dynamically at run time to $nop$ instruction. The junk byte remains in its original form throughout the execution of the program. Since the junk byte is not changed, it is important that it should not get executed as it will change the behavior of the program. In this section we will explain how static junk bytes are added to the program execution path without changing the behavior of the program.

Similar to dynamic junk byte insertion, a junk byte is added just above the newly added jump instructions. One jump instruction that transfers control to the displaced code fragment and the jump instruction that transfers control back to source function as shown in Fig. 5.4. From the example shown in Fig. 5.3, the jump instructions that are hidden by static junk byte insertion are $jmp \_\_obf_label\_enter$ and $jmp \_\_obf_label\_exit$.

To avoid the execution of the junk byte during runtime we add two jump instructions just above the junk byte as shown in Fig. 5.5. These two jump instructions are
complementary to each other. These jump instructions makes sure that the control flow is transferred to the valid address location, \textit{static\_junk\_label} in the example shown in Fig. 5.5, evading the junk byte.

We use both dynamic and static junk byte insertions to hide the jump instructions in our obfuscation algorithm, if the obfuscation is not nested. In nested obfuscation, explained in Section II.E, we use only static junk byte insertions.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
\textbf{Assembly instruction} & \textbf{Remarks} \\
\hline
\texttt{jz} \texttt{static\_junk\_label} & Evade the junk byte during runtime \\
\texttt{jnz} \texttt{static\_junk\_label} & Junk Byte \\
\texttt{DB} \texttt{10h} & \\
\texttt{static\_junk\_label:} & \\
\texttt{jmp obf\_label\_enter} & \\
\hline
\end{tabular}
\caption{Static junk byte insertion}
\end{table}

5.2.5 Nested Obfuscation

One of the advantages of our algorithm over other control flow obfuscation is that the obfuscation can be nested. We can reapply the same obfuscation on an obfuscated program. When the obfuscation algorithm is applied to a program, four new jump instructions are added for one displaced code fragments. The jump instruction in the code fragment also exists in the program, but in a different subsection of a different function. This provides scope for further obfuscation.

Obfuscating the obfuscated program will help in concealing the jump instructions used in junk byte addition. The inter-functional shuffling also improves due to nested obfuscation. A disadvantage of nested obfuscation is that the time and space overhead increases. The obfuscator has to decide the number of levels of obfuscation based on the execution time and space requirements.

We do not use dynamic junk insertion for nested obfuscation. Self modifying code requires specific information about the address location to modify the instructions. The
self modifying codes are added to the program at the end of the obfuscation algorithm by calculating the address information. If an obfuscated program with self modifying code is re-obfuscated then the address information changes and it affects the instructions responsible for the self modifications.

5.3 Implementation

The proposed obfuscation technique is implemented using python programming language and copt general-purpose peephole optimizer [Fraa] in Ubuntu 13.04 (64 bit) operating system. Intel Core 2 Quad CPU was used for developing and testing the obfuscation algorithm. The obfuscation algorithm expects assembly programs generated by gcc 4.7.3 as input. Obfuscation algorithm generates modified assembly program which is then assembled to binary using the gcc assembler. We explain the implementation of the algorithm in detail in this section.

![Figure 5.6: Implementation overview](image)

5.3.1 Markers with Copt

The copt general-purpose peephole optimizer is used to mark the beginning and end of functions in the program. It is also used for selecting the instructions to be obfuscated. Rules are added to add the comment `#function starts` at the beginning of the function.
and the comment \#function ends at end of the function. Rules are also added to mark the beginning and end of the code fragment that is suitable for obfuscation. A sequence of 3 normal instructions followed by a jump instruction is considered as code fragment suitable for obfuscation. The comments suitable \#obfuscation starts and \#obfuscation ends are added by the rules to the program. The copt rules will generate an intermediate assembly file with these markers inserted.

5.3.2 Program Translation by Python Code

Python code analyses the marked assembly file. It keeps track of number of functions and assigns numeric value to each function for assigning it to a different subsection. At the beginning of the function 0 the directive .text 0 is added by the python program, for function 1 the directive .text 1 and so on. Thus, each function resides in its own subsection.

When the marker for the obfuscation is seen by the python program, it understands that the code fragment should be assigned to the subsection of another function. The python program randomly picks a subsection number from the subsection numbers of other functions. The directive .text selected number is added above the block, so that when the assembler assembles the program the code fragment is appended to the subsection of a different function.

For all the obfuscation points labels are generated by the python program. The labels are added before and after the selected code fragments. The jump instructions between the subsections are also added at this point. A random junk byte is added before the jump instruction. Self modifying code to convert the junk byte to 0x90, the opcode of nop instruction is also added above the junk byte.

The modified program is saved into a new file and the intermediate file created by copt general-purpose peephole optimizer is deleted.
5.4 Performance Evaluation

In this section we evaluate performance of the proposed obfuscation technique against automated reverse engineering attacks. We used IDAPro [Hex] to assess the potency of our obfuscation against automated reverse engineering attacks. Instruction disassembly error and control flow error are two measures we used to evaluate the strength of our obfuscation. Instruction disassembly error refers to the error in disassembling the correct instructions by the automated reverse engineering tool. The total number of control flow instructions displaced by our algorithm is measured by the control flow error measure. Space and time complexity of the program increases, due to the introduction of instructions, by the obfuscation algorithm. These overheads are also discussed in this section. We used the test programs from the lcc 4.2 [Frab] compiler source as input test programs for our obfuscation algorithm.

5.4.1 Instruction Disassembly Error

Instruction disassembly error measures the potency of the obfuscation to confuse an automated reverse engineering tool. We used IDAPro [Hex] to reverse engineer the obfuscated binary program. Confusion factor measures the ratio of instructions that the reverse engineering tool fail to reverse engineer. The total number of instruction addresses before obfuscation is represented by $T_{total}$. The number of instruction addresses recognized by IDAPro after disassembling the obfuscated binary program is represented by $T_{disasm}$. The confusion factor is defined by the following equation,

$$CF_{instr} = \frac{|T_{total} - T_{disasm}|}{T_{total}}$$  \hspace{1cm} (Eq. 5.1)

Table 5.1 shows the confusion factor while disassembling obfuscated test programs by IDAPro. Mean instruction disassembly error of 78.32% is obtained by our obfuscation.
Table 5.1: Instruction disassembly error

<table>
<thead>
<tr>
<th>Programs</th>
<th>T_total</th>
<th>T_disasm</th>
<th>CF_instr</th>
</tr>
</thead>
<tbody>
<tr>
<td>8q</td>
<td>283</td>
<td>74</td>
<td>73.85%</td>
</tr>
<tr>
<td>array</td>
<td>341</td>
<td>97</td>
<td>71.55%</td>
</tr>
<tr>
<td>cf</td>
<td>184</td>
<td>39</td>
<td>78.80%</td>
</tr>
<tr>
<td>cq</td>
<td>13786</td>
<td>2799</td>
<td>79.69%</td>
</tr>
<tr>
<td>cvt</td>
<td>674</td>
<td>108</td>
<td>83.97%</td>
</tr>
<tr>
<td>fields</td>
<td>339</td>
<td>103</td>
<td>69.61%</td>
</tr>
<tr>
<td>init</td>
<td>415</td>
<td>124</td>
<td>70.01%</td>
</tr>
<tr>
<td>limits</td>
<td>162</td>
<td>43</td>
<td>73.45%</td>
</tr>
<tr>
<td>sort</td>
<td>506</td>
<td>132</td>
<td>73.91%</td>
</tr>
<tr>
<td>spill</td>
<td>433</td>
<td>108</td>
<td>75.05%</td>
</tr>
<tr>
<td>struct</td>
<td>505</td>
<td>79</td>
<td>84.35%</td>
</tr>
<tr>
<td>switch</td>
<td>893</td>
<td>205</td>
<td>77.04%</td>
</tr>
<tr>
<td>wf1</td>
<td>597</td>
<td>118</td>
<td>80.23%</td>
</tr>
<tr>
<td>yacc</td>
<td>2411</td>
<td>637</td>
<td>73.57%</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>78.32%</td>
</tr>
</tbody>
</table>

**5.4.2 Control Flow Error**

The error in identifying the control flow of the program by a disassembly tool is referred to as control flow error. The number of control flow instructions in the assembly program before obfuscating is represented as $CFG_{before}$. The control flow instructions that are not displaced by the algorithm will be appearing in the program even after obfuscation. $CFG_{after}$ represents the number of jump instructions in the assembly program after obfuscation. $CF_{cfg}$ is the confusion factor in the control flow of the program given by the equation,

$$CF_{cfg} = \frac{|CFG_{before} - CFG_{after}|}{CFG_{before}}$$  \hspace{1cm} (Eq. 5.2)

Table 5.2, shows the control flow disassembly error caused by our obfuscation on the
test programs. An average control flow error rate of 69.11% has been obtained by the proposed obfuscation method.

### 5.4.3 Function Level Obscurity

Every function is split into code fragments and the code fragments are stored in the other functions. We used cyclomatic complexity[McC76] to measure the function level complexity. Cyclomatic complexity is a quantitative measure, to find the complexity of a program when it is represented in graph form. The complexity is defined as follows

\[ M = E - N + 2 \]  

\( E = \text{the number of the edges in the graph} \)
Table 5.3: Function Level Obscurity

<table>
<thead>
<tr>
<th>Programs</th>
<th>Number of functions(N)</th>
<th>Edges(E)</th>
<th>E-N+2</th>
</tr>
</thead>
<tbody>
<tr>
<td>8q</td>
<td>3</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>array</td>
<td>3</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>cf</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>cq</td>
<td>106</td>
<td>325</td>
<td>221</td>
</tr>
<tr>
<td>cvt</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>fields</td>
<td>6</td>
<td>18</td>
<td>14</td>
</tr>
<tr>
<td>incr</td>
<td>5</td>
<td>16</td>
<td>13</td>
</tr>
<tr>
<td>init</td>
<td>9</td>
<td>28</td>
<td>21</td>
</tr>
<tr>
<td>limits</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>sort</td>
<td>7</td>
<td>17</td>
<td>12</td>
</tr>
<tr>
<td>spill</td>
<td>6</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>stdarg</td>
<td>3</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>struct</td>
<td>8</td>
<td>26</td>
<td>20</td>
</tr>
<tr>
<td>switch</td>
<td>33</td>
<td>108</td>
<td>77</td>
</tr>
<tr>
<td>wf1</td>
<td>7</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>yacc</td>
<td>7</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>Mean</td>
<td>209</td>
<td>617</td>
<td>412</td>
</tr>
</tbody>
</table>

$N = \text{the number of the nodes in the graph}$

In our measure we assume each function as a node. In a program, which is not obfuscated, each function is defined one after another. Since each function follows other we assume there is a single edge between two functions. The total number of edges for a program that is not obfuscated is N-1. Once the program is obfuscated, when a code segment from one function is moved to another function, it represents an edge. The number of edges increases as the shuffling increases.

Table 5.3 shows the cyclomatic complexity measure of the test programs. For an average of 209 nodes the cyclomatic complexity after obfuscation is 410. The average
cyclostructural number is 1.96 times the average number of nodes in a program.

5.4.4 Space Overhead

Obfuscation will have effect on the size of the program. $Space_{ovh}$ defines the increase in the size of the program.

$$Space_{ovh} = \frac{Space_{after}}{Space_{before}}$$  \hspace{1cm} \text{(Eq. 5.4)}

The average increase of binary programs after obfuscation is 1.03 times of the original size as shown in Table 5.4.

<table>
<thead>
<tr>
<th>Programs</th>
<th>$Space_{before}$</th>
<th>$Space_{after}$</th>
<th>$Space_{ovh}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8q</td>
<td>4189</td>
<td>4263</td>
<td>1.01</td>
</tr>
<tr>
<td>array</td>
<td>4907</td>
<td>5192</td>
<td>1.05</td>
</tr>
<tr>
<td>cf</td>
<td>2777</td>
<td>3111</td>
<td>1.12</td>
</tr>
<tr>
<td>eq</td>
<td>235092</td>
<td>240139</td>
<td>1.02</td>
</tr>
<tr>
<td>cvt</td>
<td>11756</td>
<td>12007</td>
<td>1.02</td>
</tr>
<tr>
<td>fields</td>
<td>5172</td>
<td>5451</td>
<td>1.05</td>
</tr>
<tr>
<td>incr</td>
<td>4116</td>
<td>4226</td>
<td>1.02</td>
</tr>
<tr>
<td>init</td>
<td>5668</td>
<td>5982</td>
<td>1.05</td>
</tr>
<tr>
<td>limits</td>
<td>2697</td>
<td>2891</td>
<td>1.07</td>
</tr>
<tr>
<td>sort</td>
<td>7546</td>
<td>7944</td>
<td>1.05</td>
</tr>
<tr>
<td>spill</td>
<td>6283</td>
<td>6335</td>
<td>1.01</td>
</tr>
<tr>
<td>stdarg</td>
<td>6046</td>
<td>6254</td>
<td>1.03</td>
</tr>
<tr>
<td>struct</td>
<td>7936</td>
<td>8096</td>
<td>1.02</td>
</tr>
<tr>
<td>switch</td>
<td>11987</td>
<td>12451</td>
<td>1.03</td>
</tr>
<tr>
<td>wf1</td>
<td>8882</td>
<td>9097</td>
<td>1.02</td>
</tr>
<tr>
<td>yacc</td>
<td>32140</td>
<td>33524</td>
<td>1.04</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>1.03</td>
</tr>
</tbody>
</table>
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5.4.5 Time Overhead

One of the costs of obfuscation is the execution time. The execution time of the program increases due to the obfuscation mechanisms. The two jump instructions that get executed additionally for the obfuscation of each sequence of selected instructions adds to the execution time of the program. $Time_{before}$ refers to the time taken by the program to execute without obfuscation and $Time_{after}$ is the time taken by the obfuscated program to execute. We evaluate the effect of obfuscation on execution speed with $Time_{och}$ defined as,

$$Time_{och} = \frac{Time_{after}}{Time_{before}}$$  \hspace{1cm} (Eq. 5.5)

Table 5.5 shows the time overhead caused by our obfuscation on various binary programs. An average time overhead of 1.21 is the overhead caused by the obfuscation. We have calculated the time overhead by running each of the original program and obfuscated program in the test programs for thousand runs with the input program given with the test suite of lcc [Frab].

5.4.6 Time Overhead with Varying Input

We ran bubble sort and linear search program for different inputs. We used arrays of size 10000 to 100000 for linear search program. For bubble sort we used input array size varying from 1000 to 10000. We ran both the original and obfuscated programs and got the results as shown in Fig. 5.7 and Fig. 5.8. Similar to our previous result time overhead of the obfuscated program is sandwiched between $T(n)$ and $2T(n)$. 
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Table 5.5: Time overhead

<table>
<thead>
<tr>
<th>Programs</th>
<th>$\text{Time}_{\text{before}}$ (in milliseconds)</th>
<th>$\text{Time}_{\text{after}}$ (in milliseconds)</th>
<th>$\text{Time}_{\text{ovh}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8q</td>
<td>1300</td>
<td>1523</td>
<td>1.17</td>
</tr>
<tr>
<td>array</td>
<td>1011</td>
<td>1347</td>
<td>1.33</td>
</tr>
<tr>
<td>cf</td>
<td>2777</td>
<td>3111</td>
<td>1.33</td>
</tr>
<tr>
<td>cq</td>
<td>1205</td>
<td>1439</td>
<td>1.19</td>
</tr>
<tr>
<td>cvt</td>
<td>1077</td>
<td>1342</td>
<td>1.24</td>
</tr>
<tr>
<td>fields</td>
<td>1089</td>
<td>1322</td>
<td>1.22</td>
</tr>
<tr>
<td>incr</td>
<td>1271</td>
<td>1465</td>
<td>1.14</td>
</tr>
<tr>
<td>init</td>
<td>1198</td>
<td>1459</td>
<td>1.21</td>
</tr>
<tr>
<td>limits</td>
<td>1324</td>
<td>1654</td>
<td>1.25</td>
</tr>
<tr>
<td>sort</td>
<td>1037</td>
<td>1301</td>
<td>1.25</td>
</tr>
<tr>
<td>spill</td>
<td>1174</td>
<td>1432</td>
<td>1.21</td>
</tr>
<tr>
<td>stdarg</td>
<td>1329</td>
<td>1743</td>
<td>1.31</td>
</tr>
<tr>
<td>struct</td>
<td>1342</td>
<td>1753</td>
<td>1.31</td>
</tr>
<tr>
<td>switch</td>
<td>1178</td>
<td>1245</td>
<td>1.06</td>
</tr>
<tr>
<td>wf1</td>
<td>1245</td>
<td>1460</td>
<td>1.17</td>
</tr>
<tr>
<td>yacc</td>
<td>1062</td>
<td>1320</td>
<td>1.24</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>1.21</td>
</tr>
</tbody>
</table>

Figure 5.7: Time complexity of linear search program
5.4.7 Nested Obfuscation Overhead

While nested obfuscation increases the complexity of the obfuscation, there by confusing the reverse engineer, it has its costs. The execution time and the space requirement of the programs increase as we nest the obfuscation. We performed nesting up to ten levels and noticed that the execution time of the program increases to 6.35 times the original execution time. The program size increased to 1.32 times the original program size. Fig. 5.9 and Fig. 5.10 shows the change in space and time overhead as the number of obfuscation changes from one to ten.

5.5 Comparison with Other Algorithms

We compared the results of our obfuscation algorithm with three other algorithms. Signal based obfuscation [11], stack based algorithm [14] and self modifying code based algorithm [18], are the algorithms with which we are comparing our obfuscation algorithm. Fig. 5.11 shows the performance of the proposed method with the other algorithms.
The proposed method has better control flow error, space overhead and time overhead compared to other algorithms. The instruction disassembly error of our algorithm is as good as the other algorithms. We have an instruction disassembly error of 78.32% compared with the 79.78% of stack based obfuscation algorithm.
5.6 Obfuscation of Factorial Program

Fig. 5.12 shows the original and the obfuscated assembly representation of factorial program. Only one code snippet from the `factorial` function is moved into the subsection of `main` function. The first function `factorial` is given the subsection number - 0 and the second function `main` is given the subsection number - 1. The code block that is selected for obfuscation is marked as is assigned the subsection number -1 with the assembler directive `text`.

5.7 Conclusion

In this chapter we proposed an obfuscation algorithm to obscure the control flow of the program within the function and across functions. In our method code fragments from each function is stripped from the original function and is stored in another function. Thus, each function will be having code fragments from different functions thus having a function level shuffled version of the original program. This makes it harder for a reverse engineer to disassemble the program successfully. Unlike other control flow obfuscation algorithms, our obfuscation method can be nested and thereby making it more difficult to reverse engineer. Experimental results indicate that the algorithm performs well against
automated attacks from reverse engineering tools like IDAPro. In comparison with other control flow obfuscation algorithms, our method has better time and space overheads and control flow error.
Chapter 5. Function Level Control Flow Obfuscation

Figure 5.12: Assembly representation of factorial program
Chapter 6

Return Oriented Obfuscation

In this chapter we discuss a new function level obfuscation techniques based on return instructions. In this method, each function is split into various function blocks, each ending with a return instruction. The function blocks are independent blocks and can be moved within the program, letting the obfuscator shuffle the function blocks, similar to our function level obfuscation technique. The control flow of the original program is maintained by manipulating the return address in the stack.

The chapter is organized as follows. Section 6.1 discusses the motivation behind designing this algorithm. Section 6.2, discusses the proposed method followed by the algorithm implementation in section 6.3. In section 6.4 we analyse the overhead caused by our obfuscation which is substantiated by experimental analysis in section 6.5. Section 6.6 concludes the chapter.

6.1 Motivation

Control flow obfuscation at the binary/assembly level program mostly tries to manipulate with control flow instruction based on jump instructions, both conditional and unconditional. The main reason for this trend is that, most control flow obfuscation tries to obscure the control flow within a function and the best way to attain is to manipulate the jump instructions. In our function level obfuscation algorithm discussed in chapter 5,
we try to attain inter functional obfuscation by shuffling code fragments across functions. The original control flow was restored by adding jump instructions at the end of the code fragments. These jump instructions helps an attacker to find the original order of the program. To address this issue we wanted to add a more natural ending to the code fragment, which is a return instruction. Our algorithm performs a function level obfuscation by splitting every function into different code segments which works like an independent function, ending with a return instruction. Additional instructions are added in the block to manipulate the return address in the stack. These instructions make sure that the control flows to the correct address location when the return instruction is executed.

6.2 Proposed Method

In this section, our new obfuscation method against software reverse engineering is discussed. Our obfuscation algorithm takes an assembly program as input and split the functions in the program and shuffles them, maintaining the semantics of the program. The assembly representation generated by any assembler maintains the functional structure of the program. The functions in the program are spatially arranged one after another. Each function starts with the standard set of instructions to set the stack and ends with return instructions. When a reverse engineering tool disassembles a binary program to an assembly representation, it is thus capable of identifying functions and could segregate them into different functional units. This can help the reverse engineer, better analyze the program or creating a function call graph [HCS09].

The basic idea of our technique is to disturb this normal representation of the program. In our technique, a function is split into various code fragments by inserting return instructions. Each of these code fragments are then shuffled between functions, giving a inter-functional mix as shown in Fig. 6.1. One of the advantages of this method is that the linear arrangement of functions (one after another) is obscured. One of the challenges
in such an implementation is to maintain the semantics of the program. In a normal program, a return instruction is used to return the control flow from a callee function to a caller function. Adding new return instructions could thus affect the behavior of the function. In this section, we explain in detail about inserting the return instructions into functions while maintaining the semantics of the program.

6.2.1 Splitting the Function

The first step of our algorithm is splitting the function into different segments. The input assembly program is scanned for finding all the functions in the program. Once the functions are identified, each function is split into different code fragments. The obfuscator has the option to specify the number of splits in the function. In the default mode the obfuscator splits each function into four code fragments. While splitting the function into code fragments, our implementation put a constraint that the code fragment should contain at least five instructions.

For each function, the line numbers at which the function has to be split are identified.
and a unique label is inserted. The unique label is the reference to the code fragment. The label is randomly generated by the obfuscation algorithm.

Fig. 6.2, shows the insertion of the labels to split the function into different segments. In the example shown, two labels are inserted at the beginning of the code fragments.

6.2.2 Pushing the Return Address to the Stack

In our algorithm each code fragment will end with a return instruction, which is explained in section 3. To maintain the semantics of the program, proper address location should be stored in the stack. The base pointer register (ebp) stores the base address of the frame of the function in the stack. The address location ebp + 4 is the location where the return address is stored.

In our obfuscation algorithm, at the end of each code fragment two assembly instructions are added. One instruction backs up the return address in ebp + 4 to a register that has not been used. It is followed by another instruction which stores the address of the next code fragment to the stack location ebp + 4.
In the example shown in Fig. 6.3, register edx is used to store the current return address in the stack. The address location split_label_2 is then stored in the stack location ebp + 4. These two instructions can be stored anywhere between split_label_1 and split_label_2 and not necessarily at the end of the code fragment.

![Figure 6.3: Inserting return address in the stack](image)

### 6.2.3 Inserting Return Instruction

Once inserting the instructions for placing the desired address locations as return points in the stack, the obfuscation algorithm insert *ret* instruction at the end of each code fragment. Like a standard return instruction the stack pointer and base pointer are reset using the two instructions, *move sp, ebp* and *pop ebp* which is then followed by the *ret* instruction.

We add an extra instruction to back up the stack pointer value to a free register. In the example shown in Fig. 6.4, the instruction is *mov ecx, esp*, is used to store the value of stack pointer to the register ecx. The reason for this instruction is that we cannot reset the stack pointer value as the function is not completely returning to its caller function.
So, the stack pointer value should be retained for the following code fragments of the same function. With the address location split_label_2 in stack and return address, the control flows from the first code fragment to split_label_2, the beginning of the second code fragment when the ret instruction gets executed.

Figure 6.4: Interesting return instruction

6.2.4 Restoring the Stack

During the execution of the program, after ret instruction from one code fragment is executed, the program returns to the next code fragment. Since the stack pointer gets reset during the return instruction, the stack has to be restored.
The original return address of the function has to be restored, which is stored in the register \textit{edx}. By pushing the register \textit{edx}, we can restore the original return address in the stack. Instructions \textit{push ebp}, and \textit{mov ebp, esp} restores the \textit{ebp} register. The original stack pointer value is stored in \textit{ecx} register as shown in the example in Fig. 6.4. Instruction \textit{mov esp, ecx}, restores the original stack pointer value.

### 6.2.5 Shuffling the Code Fragments

The obfuscation algorithm treats each code fragment of all the function as a separate item and then shuffles them randomly. The linear order of the function representation is disturbed and code fragments from different functions will be interleaved together. This helps in inter-functional control flow obfuscation.

In the example shown in Fig. 6.5, the code fragments in the functions A and B are shuffled together. To a reverse engineer it looks like small blocks of functions because of the return at the end of the code fragment. The succeeding code fragment has no relation to the previous code fragment because of the shuffling and it will confuse the reverse engineer.

Fig. 6.6 shows the function call graph of \textit{nqueens} program generated by IDAPro, before and after obfuscation. The obfuscation has clearly confused the IDAPro that it is unable to generate the function calls from main after obfuscation. Fig. 6.7 shows the disassembled \textit{main} function of the program before and after obfuscation. It is clear from the figure that the control flow of the function is completely obscured by the obfuscation.

### 6.3 Implementation

The proposed obfuscation method is implemented in python programming language. Our implementation expects assembly level representation of the program to be obfuscated. We have implemented the obfuscation algorithm for Microsoft Windows XP and Ubuntu
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Figure 6.5: Shuffling of code fragments

Figure 6.6: Function call graph of nqueens program

Linux 13.04 operating systems. Our implementation accepts Microsoft Visual Studio 10.0 generated assembly programs and assembly program generated by gcc 4.7.3 as in-
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Before Obfuscation

put for obfuscation. Our algorithm generates the obfuscated assembly program which is assembled using the corresponding assembly program to generate obfuscated binary program.

The python code copies the input assembly program to a buffer. It analyzes the buffer to find the functions and the start and end of the functions. The number of code fragments for each function is calculated according to the size of the function. The instructions to modify the stack for return address and restoring the stack pointer are added to the beginning and end of each code fragments. The line numbers of beginning and end of each code fragments are changed due to the insertion of instructions. The code
fragments are given numbers in sequential order and are represented in a data structure with the number, starting line in the buffer and ending line in the buffer. A simple shuffling algorithm is used to shuffle the code fragments as shown in Fig. 6.8. The code fragments are then stored into a new file in the shuffled order to generate the obfuscated assembly file.

```
Shuffle_code_fragments (Code_Fragment_list [])

L = Length (Code_Fragment_list)
while (L > 1)
    R = Random (1, L-1)
    Temp = Code_Fragment_List [R]
    Code_Fragment_List [R] = Code_Fragment_List [L]
    Code_Fragment_List [L] = Temp
    L = L -1
Return Code_Fragment_List
```

Figure 6.8: Shuffling algorithm

6.4 Overhead Analysis

The insertions of the new instructions have significant effect on the size of the program and the time complexity of the program. In this section we will discuss, how the space and time complexity of the program is affected by applying the proposed obfuscation.

6.4.1 Space Overhead

If a function is split into 2 code fragments, then 10 new instructions are added into the program and 20 instructions are added if the function is split into 3 code fragments and so
on. Let the number of instructions in the program be \( N_{\text{before}} \) and the original program is split into \( n+1 \) code fragments. The total number of instructions in the obfuscated program will be,

\[
N_{\text{after}} = N_{\text{before}} + 10n
\]  
(Eq. 6.1)

In the worst case, the entire program is split into code fragments with 5 instructions. Let the program is split into \( n+1 \) code fragments, with each code fragment having five instructions, then the total number of instructions in the program before obfuscation is,

\[
N_{\text{before}} = 5(n + 1)
\]  
(Eq. 6.2)

After the obfuscation, 10 instructions are added per code fragment and the total number of instructions in the program after obfuscation is,

\[
N_{\text{after}} = 5(n + 1) + 10n
\]  
(Eq. 6.3)

\[
N_{\text{after}} = 3N_{\text{before}} - 10
\]  
(Eq. 6.4)

So, in the worst case there are three times more instructions in the obfuscated program than the original program. We will see in the experimental evaluation that this upper bound is held.

### 6.4.2 Time Overhead

We know that the size of the program increases by 3 times in the worst case. The time complexity of a program \( T(n) \) refers to the order in which the instructions in the program are run.
The new instructions added to the program during the obfuscations are \textit{mov}, \textit{push}, \textit{pop} and \textit{ret}. The \textit{ret} instruction acts like a jump to the next instruction. The execution of these instructions does not create more time overhead than the execution of that single instruction unlike some instructions like a recursive call instruction. Hence the time complexity of the program remains the same. However, the number of instructions that get executed is higher. Hence, in the worst case the number of instructions that get executed is 3 times the original number of instructions.

\begin{align*}
T(N) &= \text{Time complexity of the program} \\
a &= \text{Number of instructions in the program} \\
x &= \text{Number of instructions in the obfuscated program} \\
\text{Number of instruction execution in the original program} &= aT(N) \\
\text{Number of instruction execution in the obfuscated program} &= xT(N) \\
\text{In worst case, } x &= 3a \\
\text{Then,} \\
\text{Number of instruction execution in the obfuscated program} &= 3aT(N) \\
\text{The time complexity of the obfuscated program is thus between } T(N) \text{ and } 3T(N).
\end{align*}

\section*{6.5 Performance Evaluation}

In this section we perform experimental evaluation of our algorithm against reverse engineering. We use IDAPro [Hex] to measure the potency of our obfuscation. We measure instruction disassembly error to evaluate the potency of our obfuscation. The number of instructions that the reverse engineering tool is unable to disassemble properly is measured by the instruction disassembly error. The number of instructions that is successfully disassembled decreases as the obfuscation improves. In this section, we also analyze the space and time overhead caused by the obfuscation. The increase in space
and time at different levels of obfuscation is analyzed. We used the test programs from
the lcc 4.2 [Frab] compiler source as input test programs for our obfuscation algorithm.

### 6.5.1 Instruction Disassembly Error

The potency of the obfuscation algorithm against reverse engineering tool, is measured
by the error in the disassembly of assembly instructions. IDAPro [Hex] was used to
disassemble the obfuscated test programs. We measured the total number of instructions
in the original program and the instructions recognized by IDAPro [Hex] after reverse
engineering the obfuscated program. Confusion factor is then calculated as the ratio of
their differences, as defined by the following equation,

\[
CF_{\text{instr}} = \frac{|T_{\text{total}} - T_{\text{disasm}}|}{T_{\text{total}}}
\]  

(Eq. 6.5)

The total number of instruction addresses before obfuscation is represented by \( T_{\text{total}} \). The number of instruction addresses recognized by IDAPro [Hex] after disassembling the
obfuscated binary program is represented by \( T_{\text{disasm}} \).

Table 6.1 shows the confusion factor while disassembling obfuscated test programs
by IDAPro [Hex]. The table shows varies levels of splitting the program. The first
column represented by zero splits is the original program and all the instructions are reverse engineered successfully. Column 2 represents the obfuscated program, where
every function is split into two and the mean disassembly error is 55.9% when functions
are split into two. The instruction disassembly error increases as the splitting of the
program increases. The splitting of a program saturates after a while. For instance,
the program fields has the same instruction disassembly error for 16 splits and 32 splits.
This is because the program is split to the maximum possible split by 16 splits and the
program cannot be further split down.

Mean instruction disassembly error of 85.16% is obtained at level 8, where each func-
tion is split into 8 code fragments.
### Table 6.1: Instruction disassembly error

<table>
<thead>
<tr>
<th>ProgSplits</th>
<th>0</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>8q</td>
<td>283</td>
<td>125</td>
<td>65</td>
<td>42</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>array</td>
<td>341</td>
<td>150</td>
<td>78</td>
<td>51</td>
<td>31</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>cf</td>
<td>184</td>
<td>81</td>
<td>42</td>
<td>28</td>
<td>17</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>cq</td>
<td>13786</td>
<td>6066</td>
<td>2068</td>
<td>2068</td>
<td>2068</td>
<td>2068</td>
<td>2068</td>
<td>2068</td>
</tr>
<tr>
<td>cvt</td>
<td>674</td>
<td>297</td>
<td>155</td>
<td>101</td>
<td>61</td>
<td>40</td>
<td>27</td>
<td>14</td>
</tr>
<tr>
<td>fields</td>
<td>339</td>
<td>149</td>
<td>78</td>
<td>51</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>incr</td>
<td>392</td>
<td>172</td>
<td>90</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>init</td>
<td>415</td>
<td>183</td>
<td>95</td>
<td>62</td>
<td>37</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>limits</td>
<td>162</td>
<td>71</td>
<td>37</td>
<td>24</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>sort</td>
<td>506</td>
<td>223</td>
<td>116</td>
<td>76</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>spill</td>
<td>433</td>
<td>191</td>
<td>100</td>
<td>65</td>
<td>39</td>
<td>26</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>struct</td>
<td>505</td>
<td>222</td>
<td>116</td>
<td>76</td>
<td>45</td>
<td>36</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>wfl</td>
<td>597</td>
<td>263</td>
<td>137</td>
<td>90</td>
<td>54</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>CF_{instr}</td>
<td>55.9%</td>
<td>82.9%</td>
<td>85.1%</td>
<td>86.6%</td>
<td>87.2%</td>
<td>87.3%</td>
<td>87.4%</td>
<td></td>
</tr>
</tbody>
</table>

#### 6.5.2 Function Level Obscurity

We use the same cyclomatic complexity\[McC76\] used in our previous method to measure the inter functional obscurity. The functional level obscurity is measured with 4 levels of splitting.

The complexity $M$ is defined as follows

$$M = E - N + 2 \quad (\text{Eq. 6.6})$$

$E$ = the number of the edges in the graph

$N$ = the number of the nodes in the graph

Table 6.2 shows the cyclomatic complexity measure of the test programs. For an average of 166 nodes the cyclomatic complexity after obfuscation is 540, which is 3.25 times the number of nodes. The measure is better than our previous function level.
Table 6.2: Function Level Obscurity

<table>
<thead>
<tr>
<th>Programs</th>
<th>Number of functions(N)</th>
<th>Edges(E)</th>
<th>E-N+2</th>
</tr>
</thead>
<tbody>
<tr>
<td>8q</td>
<td>3</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>array</td>
<td>3</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>cf</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>cq</td>
<td>106</td>
<td>438</td>
<td>334</td>
</tr>
<tr>
<td>cvt</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>fields</td>
<td>6</td>
<td>28</td>
<td>24</td>
</tr>
<tr>
<td>incr</td>
<td>5</td>
<td>20</td>
<td>17</td>
</tr>
<tr>
<td>init</td>
<td>9</td>
<td>36</td>
<td>29</td>
</tr>
<tr>
<td>limits</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>sort</td>
<td>7</td>
<td>48</td>
<td>43</td>
</tr>
<tr>
<td>spill</td>
<td>6</td>
<td>38</td>
<td>34</td>
</tr>
<tr>
<td>struct</td>
<td>8</td>
<td>32</td>
<td>26</td>
</tr>
<tr>
<td>wf1</td>
<td>7</td>
<td>26</td>
<td>21</td>
</tr>
<tr>
<td>Mean</td>
<td>166</td>
<td>704</td>
<td>540</td>
</tr>
</tbody>
</table>

obfuscation where 412 was the measure obtained from 209 nodes which is 1.96 times the number of nodes.

### 6.5.3 Space Overhead

Obfuscation will have effect on the size of the program. $Space_{oh}$ defines the increase in the size of the program.

$$Space_{oh} = \frac{Space_{after}}{Space_{before}} \quad \text{(Eq. 6.7)}$$

In Table 6.3, we show how the program size increase as the program is obfuscated. The size of the program increases as the number of splits increase. In the worst case, the size increases to 2.2 times the original size (for program `array`). But on an average, the program size increases by 1.57 times the original size with 128 splits. So, even in
Table 6.3: Space Overhead

<table>
<thead>
<tr>
<th>ProgSplits</th>
<th>0</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>8q</td>
<td>874</td>
<td>877</td>
<td>1025</td>
<td>1358</td>
<td>1784</td>
<td>1784</td>
<td>1784</td>
<td>1784</td>
</tr>
<tr>
<td>array</td>
<td>867</td>
<td>871</td>
<td>1132</td>
<td>1432</td>
<td>1854</td>
<td>1892</td>
<td>1892</td>
<td>1892</td>
</tr>
<tr>
<td>cf</td>
<td>875</td>
<td>876</td>
<td>995</td>
<td>1298</td>
<td>1387</td>
<td>1417</td>
<td>1417</td>
<td>1417</td>
</tr>
<tr>
<td>cq</td>
<td>635</td>
<td>759</td>
<td>856</td>
<td>856</td>
<td>856</td>
<td>856</td>
<td>856</td>
<td>856</td>
</tr>
<tr>
<td>cvt</td>
<td>129</td>
<td>130</td>
<td>130</td>
<td>132</td>
<td>135</td>
<td>140</td>
<td>152</td>
<td>216</td>
</tr>
<tr>
<td>fields</td>
<td>872</td>
<td>876</td>
<td>1263</td>
<td>1358</td>
<td>1358</td>
<td>1358</td>
<td>1358</td>
<td>1358</td>
</tr>
<tr>
<td>incr</td>
<td>859</td>
<td>863</td>
<td>998</td>
<td>1237</td>
<td>1237</td>
<td>1237</td>
<td>1237</td>
<td>1237</td>
</tr>
<tr>
<td>init</td>
<td>913</td>
<td>917</td>
<td>924</td>
<td>938</td>
<td>967</td>
<td>978</td>
<td>978</td>
<td>978</td>
</tr>
<tr>
<td>limits</td>
<td>852</td>
<td>855</td>
<td>863</td>
<td>877</td>
<td>1206</td>
<td>1345</td>
<td>1345</td>
<td>1345</td>
</tr>
<tr>
<td>sort</td>
<td>884</td>
<td>882</td>
<td>1195</td>
<td>1209</td>
<td>1435</td>
<td>1435</td>
<td>1435</td>
<td>1435</td>
</tr>
<tr>
<td>spill</td>
<td>863</td>
<td>889</td>
<td>1097</td>
<td>1211</td>
<td>1640</td>
<td>1879</td>
<td>1879</td>
<td>1879</td>
</tr>
<tr>
<td>struct</td>
<td>884</td>
<td>889</td>
<td>895</td>
<td>909</td>
<td>938</td>
<td>1405</td>
<td>1712</td>
<td>1712</td>
</tr>
<tr>
<td>wfl</td>
<td>131</td>
<td>132</td>
<td>132</td>
<td>1752</td>
<td>1875</td>
<td>2187</td>
<td>2187</td>
<td>2187</td>
</tr>
<tr>
<td>Mean</td>
<td>177</td>
<td>190</td>
<td>216</td>
<td>234</td>
<td>256</td>
<td>269</td>
<td>273</td>
<td>279</td>
</tr>
<tr>
<td>Space_{ovh}</td>
<td>1</td>
<td>1.07</td>
<td>1.21</td>
<td>1.32</td>
<td>1.44</td>
<td>1.51</td>
<td>1.53</td>
<td>1.57</td>
</tr>
</tbody>
</table>

the worst case the size is less than the theoretical upper bound, which is three times the original size.

### 6.5.4 Time Overhead

Obfuscation does have an effect on the execution time. The execution time of the program will increase, because of the execution of the additional instructions. The return instructions added in the program and the instructions for modifying and resetting the stack are the major reasons for the execution time overhead.

*Time_{before}* refers to the time taken by the program to execute without obfuscation and *Time_{after}* is the time taken by the obfuscated program to execute. We evaluate the
effect of obfuscation on execution speed with $Time_{ovh}$ defined as,

$$Time_{ovh} = \frac{Time_{after}}{Time_{before}}$$  \hspace{1cm} (Eq. 6.8)

We used lcc test programs for testing the time overhead. Input to the test programs are the input data provided by the lcc source [Frab].

Table 6.4 shows the time overhead caused by our obfuscation on various binary programs. In the worst case the time overhead is 2.36 times in the case of cvt with 128 levels of obfuscation. On an average the worst case time overhead is 1.86. According to our analysis in section 4.2 the worst case upper bound for time overhead is 3 times the original time overhead.
6.5.5 Time Overhead with Varying Input

We ran bubble sort and linear search program for different inputs. We used arrays of size 10000 to 100000 for linear search program. For bubble sort we used input array size varying from 1000 to 10000. We obfuscated the programs with 8 splits. We ran both the original and obfuscated programs and got the results as shown in Fig. 6.9 and Fig. 6.10. The result is similar to our previous results but we kept the upper bound as $3T(n)$. The time overhead of the obfuscated program is sandwiched between $T(n)$ and $3T(n)$.

![Graph showing time complexity of linear search program](image)

Figure 6.9: Time complexity of linear search program

6.6 Obfuscation of Factorial Program

Fig. 6.11 shows the original and the obfuscated assembly representation of factorial program. For simplicity the function is split only at one point, dividing the function $factorial$ into two parts.
6.7 Conclusion

In this chapter we proposed an obfuscation algorithm to perform inter functional obfuscation. Our method slices each function in the program into separate code fragments. Each fragment ends with a return instruction and starts with stack allocation instructions, thereby appearing itself like a function. The return instruction transfers the control flow to the next code fragment instead of returning to a caller function. The code fragments are shuffled disturbing the linear order of the functions. Unlike other control flow obfuscation, our method adds more control flow instructions (return instruction) to increase the control flow obscurity instead of removing the control flow instructions. The experimental results show that obfuscating with 8 splits provides a good obfuscation without too much overhead on the space and time requirements of the program. Experimental analysis shows that our method has an instruction disassembly error of 85.1% with 8 levels of splitting. An average time overhead of 1.38 and space overhead of 1.32 is observed while obfuscating with 8 splits.
### Chapter 6. Return Oriented Obfuscation

<table>
<thead>
<tr>
<th>Original Program</th>
<th>Obfuscated Program</th>
</tr>
</thead>
<tbody>
<tr>
<td>.file &quot;factorial.c&quot;</td>
<td>.file &quot;factorial.c&quot;</td>
</tr>
<tr>
<td>.text</td>
<td>.text</td>
</tr>
<tr>
<td>.globl factorial</td>
<td>.globl factorial</td>
</tr>
<tr>
<td>.type factorial, @function</td>
<td>.type factorial, @function</td>
</tr>
<tr>
<td>factorial:</td>
<td>factorial:</td>
</tr>
<tr>
<td>.LFB0:</td>
<td>.LFB0:</td>
</tr>
<tr>
<td>pushq %rbp</td>
<td>pushq %rbp</td>
</tr>
<tr>
<td>.LCFI0:</td>
<td>.LCFI0:</td>
</tr>
<tr>
<td>movq %rsp, %rbp</td>
<td>movq %rsp, %rbp</td>
</tr>
<tr>
<td>.LCFI1:</td>
<td>.LCFI1:</td>
</tr>
<tr>
<td>subq $16, %rsp</td>
<td>subq $16, %rsp</td>
</tr>
<tr>
<td>movl %edi, -4(%rbp)</td>
<td>movl %edi, -4(%rbp)</td>
</tr>
<tr>
<td>cmpl $0, -4(%rbp)</td>
<td>cmpl $0, -4(%rbp)</td>
</tr>
<tr>
<td>jne .L2</td>
<td>jne .L2</td>
</tr>
<tr>
<td>movl $1, %eax</td>
<td>movl $1, %eax</td>
</tr>
<tr>
<td>jmp .L3</td>
<td>jmp .L3</td>
</tr>
<tr>
<td>.L2:</td>
<td>.L2:</td>
</tr>
<tr>
<td>movl -4(%rbp), %eax</td>
<td>movl -4(%rbp), %eax</td>
</tr>
<tr>
<td>subl $1, %eax</td>
<td>subl $1, %eax</td>
</tr>
<tr>
<td>movl %eax, %edi</td>
<td>movl %eax, %edi</td>
</tr>
<tr>
<td>call factorial</td>
<td>call factorial</td>
</tr>
<tr>
<td>imull -4(%rbp), %eax</td>
<td>imull -4(%rbp), %eax</td>
</tr>
<tr>
<td>.L3:</td>
<td>.L3:</td>
</tr>
<tr>
<td>leave</td>
<td>leave</td>
</tr>
<tr>
<td>.LCFI2:</td>
<td>.LCFI2:</td>
</tr>
<tr>
<td>ret</td>
<td>ret</td>
</tr>
<tr>
<td>.LFE0:</td>
<td>.LFE0:</td>
</tr>
</tbody>
</table>

#Obfuscation Additions

- pushq %rdx
- movq 8(%rbp), %rdx
- movq $label0R8OXE+0, 8(%rbp)
- pushq %rcx
- movq %rsp, %rcx
- movq %rbp, %rsp
- popq %rbp
- ret

#Split the function here

label0R8OXE:
- pushq %rdx
- pushq %rbp
- movq %rsp, %rbp
- movq %rcx, %rsp
- popq %rcx
- popq %rdx

.L2: |
- movl -4(%rbp), %eax
- subl $1, %eax
- movl %eax, %edi
- call factorial
- imull -4(%rbp), %eax

.L3: |
- leave
- .LCFI2: |
- ret
- .LFE0: |

Figure 6.11: Assembly representation of factorial program
Chapter 7

Contributions and Future Work

Software protection techniques at various points of software lifetime have been discussed in chapter 2. Different types of software obfuscation and techniques and algorithms in each type are also discussed in chapter 2. Many obfuscation techniques focus on control flow obfuscation to increase the potency of obfuscation against reverse engineering. Another advantage of control flow obfuscation is that if the control flow of a program is obscured then it will be hard for performing data flow analysis. The basic methodology of the control flow obfuscation algorithms is to remove the control flow instructions from the program and attaining the control flow back through unconventional methods.

Signals [PDA07], light weight process [GCT05] and self modifying codes [MAM+06] [SE10] are some of them. Even though they provide good potency against static reverse engineering attacks, the control flow addresses are available in the additional code added to the program for obfuscation. One of our first concerns is to remove this control flow information from the code area. Moving the control flow information onto stack and making it available only during runtime when the function is getting executed is one of our major contributions.
7.1 Our Contributions

In this section we will discuss about the four obfuscation algorithms that we devised as a part of our research.

7.1.1 Software Obfuscation by Hiding Control Flow Information in Stack

In this method we proposed a new software obfuscation algorithm based on self modifying code and using stack to conceal the control flow information. The advantage of using stack is that it is dynamically allocated when a function is initiated. So statically it is very difficult for an attacker to extract the control flow information.

The basic method is to replace the control flow instructions like jump instructions from the program by normal instructions. The target address of the control flow instruction is stored in the stack as local variables. Reconstruction instructions are added in the program to reconstruct the control flow instructions during runtime with the help of target addresses from stack.

One of the advantages of this algorithm is that the target addresses of the control flow instructions are not available in the code area. It is in the volatile stack and acquiring the addresses through static analysis is difficult.

We have computed the efficiency of our algorithm against static and dynamic analysis. The performance of our algorithm against automated reverse engineering tools is better than the signals based obfuscation [PDA07] and self modifying code obfuscation [SE10]. An average instruction disassembly error of 79.78 %, control flow error of 61.35 % is attained with a cost in time of 1.29 and space of 2.22.

One of the shortcomings of this method is that, even though we managed to move the target addresses to data area from code area, it is represented in its raw form. In the next algorithm we improve this by encrypting the target addresses stored in the data area.
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7.1.2 Software Protection by Obfuscation and Encryption

In this method we proposed a method where we used encryption and obfuscation hand in hand to improve the security of software.

Similar to the previous method we used a self modifying code approach. The control flow instructions like jump instructions are replaced by normal instructions. The control flow instructions are then reconstructed dynamically at runtime with the help of reconstruction instructions embedded in the program.

The major difference is in the storing of the target addresses of the control flow instructions. Instead of storing the control flow address in stack, in this method it is stored in the static data area in encrypted form. The decryption happens only during runtime. This makes it harder for the attacker to retrieve the target address from the data area. In the stack based method the target addresses of obfuscated control flow instructions of a function are readily available in its raw form in stack when the function starts executing. The window period is lesser in this new method as the target address is decrypted just before the reconstruction instructions are executed.

The performance of this algorithm is good with average instruction disassembly error of 78.2 % which is similar to stack based obfuscation and a better control flow error of 63.1 % is attained with a cost in time of 1.26 and space of 1.04. The time and space overhead of this method is lesser than the stack based method, even though they are comparable. The major advantage of this method is that the target addresses required to restore the control flow are stored in encrypted form.

7.1.3 Function Level Control Flow Obfuscation

In this method we developed a new approach which obfuscates the control flow across functions. In this method code fragments from each function is stripped from the original function and is stored in another function. Each function will be having code fragments
from different functions, thereby creating a function level shuffled version of the original program. Control flow is obscured between and within the function by this method.

The major advantage of this method is that it limits the visibility of the functions and the linear order in which they are stored. Code fragments from different functions will be shuffled and interleaved. Another advantage of this function is its ability to perform nested obfuscation.

The performance of this algorithm is good with average instruction disassembly error 78.3 % similar to stack based obfuscation and a better control flow error of 69.1 % is attained with a cost in time of 1.21 and space of 1.03.

### 7.1.4 Return Oriented Obfuscation

In this method, we discuss a new function level obfuscation techniques based on return instructions. In this technique, each function is split into various function blocks, each ending with a return instruction. The function blocks are independent blocks and can be moved within the program, letting the obfuscator shuffle the function blocks, similar to our function level obfuscation technique. The control flow of the original program is maintained by manipulating the return address in the stack.

The major advantage of this method over our previous inter functional obfuscation is that each code fragment will be seen as a function. Another advantage is that no new jump instructions are added to the program to maintain the semantics. The control flow is maintained by manipulating the return addresses in the stack.

Experimental analysis shows that that our method has an instruction disassembly error of 85.1 % with 8 levels of splitting. An average time overhead of 1.68 and space overhead of 1.32 is observed while obfuscating with 8 splits per function.
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7.2 Future Work

On the basis of our current works and the literature reviewed we outline the future work directions.

7.2.1 Obfuscation for Distributed Programs

A research area of interest is to develop obfuscation algorithm for distributed programs. Many mobile phone applications running on smartphones with internet connections are distributed in nature. A client application will be running in the mobile phone constantly querying the server application for data. Devising obfuscation algorithms which take advantage of the features of distributed systems to generate potent obfuscations against static and dynamic attacks is the aim.

One of the works in this direction is the obfuscation of distributed programs using opaque predicates [MT06], where opaque predicates are used to obtain control flow obfuscation of the program. The truth value of the opaque predicate is calculated by different processes through communications. The advantage of this method is that it is a NP-hard problem to find the value of the opaque predicate statically. A disadvantage of the method is that this method is not potent against dynamic analysis. Some of the directions discussed below are possible methods to create obfuscated distributed programs.

7.2.1.1 Self Modifying Code

From the examples of obfuscations from non-distributed programs based on self modifying code, we know that they provide good performance against static and dynamic analysis [SE10] [MAM+06]. An added advantage of using self modifying code in distributed systems is that the features of distributed systems can also be used for attaining self modification.
One of the methods that can be used is the following. The control flow of a program can be obfuscated by camouflaging the control flow instructions with normal instructions as we discussed in chapter 3 and 4. These camouflaged instructions can be reconstructed during runtime using a different process in a different system.

The major challenge in this method is the time overhead incurred due to communications between processes. Since, a different process is responsible for the reconstruction of camouflaged instruction in a program, there should be communication between processes even for normal execution. This may slow down the program execution speed.

7.2.1.2 Encryption

Another modification that can be done is to incorporate encryption as discussed in chapter 4. The decryption algorithm for vital information can be stored in a different process and there by an attacker with only one program in hand cannot analyse the decryption algorithm.

One of the limitations of our obfuscation based on encryption technique is that it stores the decryption keys in the program itself. In a distributed architecture the keys can be stored in the server. The obfuscated client program can request for the decrypted data to the server. Another method is to store the entire encryption/decryption module at the server side. The advantage of such a method is that the attacker who is having access only to the client program cannot know what encryption algorithms are used in the obfuscation.

One of the challenges in this method is to camouflage the communication of the decryption key or decrypted data as normal communication. Another challenge would be the time overhead involved as there should be a client-server communication for an encryption/decryption.
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7.2.2 Malware Detection

One of the characteristics of obfuscation is that it generates syntactically different but semantically equivalent variants of a program. This technology may be used by malware creators to create multiple versions of the same malware [HCS09].

The new variants of existing malware make the job of malware detection softwares difficult. One of the methods against this is discussed by Xin et al. in [HCS09]. The method used is indexing the known malwares using function call graphs. The graphs are based on the function calls made by the program. When a new program is suspected to be a malware variant, then it is also represented using function call graphs and compared with the indexed malwares.

One of the assumptions in this method is that obfuscations will not affect function calls in a program. But some of the obfuscation algorithms like signal based approach [PDA07] and self modifying based approach [SE10] also obfuscates function calls, along with other control flow instructions. Hence, it is an interesting research area to explore other features of software programs that is invariant to obfuscation.
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