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Summary

With the prevalence of 3G & 4G services, people can easily share their opinions, moods, and activities with others via smartphones and tablets. As mobile devices are often GPS-enabled, a great quantity of user-generated content (UGC) with geographic locations has been accumulated, such as check-ins in location-based social networks (LBSNs), event-records in event-based social networks (EBSNs), and geo-annotated tweets on Twitter. Besides geographic location, UGC is often associated with timestamp and contains text content. The spatial, temporal and semantic information embedded in geo-annotated UGC can be exploited for a number of appealing applications and research problems. Point-of-interest (POI) recommendation is a representative one, which aims at recommending places that a target user has not visited before. Obviously, POI recommendation can help people explore new places and know their cities better. In addition, merchants can also benefit from it to deliver location-based advertisements and attract more customers.

In recent years, a number of POI recommendation methods have been proposed, but most of them neglect contextual information, and make recommendations only based on user-POI check-in matrix. In real life, however, a user’s preference to POIs is often influenced by her surroundings or context, such as time, companions, etc. For example, a user may prefer shopping malls to pubs in the afternoon, but may prefer pubs at night. Therefore, contextual information should be an important consideration for POI recommendation. In addition, a user may have specific requirement for recommendations sometimes, which directly reveals the user’s preference. Thus, in this dissertation, we exploit the contextual information and requirements to recommend POIs for users. Specifically, we study three recommendation tasks that are relevant to the spatial, temporal, and semantic information of users.

First, as human mobility is greatly influenced by time, we believe temporal influence is an important consideration for POI recommendation. We define a new problem, namely, time-aware POI recommendation, which aims to return a list of POIs for a user to visit at a specific time. In addition to temporal influence, human mobility is also influenced by geographic distance, e.g., people often visit their nearby places. To exploit both the temporal and spatial influences, we propose two algorithms, namely, User-based
Collaborative Filtering with Temporal preference and smoothing Enhancement + Spatial influence with popularity Enhancement (UTE+SE) and Geographical-Temporal influences Aware Graph+Breadth-first Preference Propagation (GTAG-BPP), both of which are effective in making time-aware POI recommendations. We evaluate the performance of the proposed methods on two datasets, and the results show that the proposed methods outperform the state-of-the-art baselines significantly.

Second, we observe that people often participate in activities and visit places together with others, e.g., watching movies with friends, and having dinner with colleagues. Thus, group POI recommendation is a realistic and important task, which aims at recommending POIs for a group of people. However, group recommendation is a challenging task, since group members may have different preferences, and how to balance their preferences is still an open problem. Furthermore, groups are often ad hoc, and the number of history records of a group may be very limited. The cold-start problem caused by ad hoc groups makes group recommendations even harder. To this end, we propose a Latent Dirichlet Allocation (LDA) based COM to simulate the generative process of group activities and make POI recommendations for a group of users. Extensive experimental results on four real-world datasets validate that our model COM achieves superior recommendation accuracy comparing with five baselines.

Third, when submitting recommendation requests, users may have clear requirements, e.g., dining or shopping, and the requirements can be formulated as short text. To make use of such information, we define a new task, namely, requirement-aware POI recommendation, that generates a list of POIs for a target user based on her specific requirements. In addition, when target time is available, the recommendation results could be also time-aware. However, making time-aware and requirement-aware POI recommendations is non-trivial, as it calls for a model that can take into account the user, time, POI and words factors simultaneously. To solve this problem, we propose two frameworks, namely, a probabilistic Latent Semantic Analysis (pLSA) based model $W+H$ and a Hierarchical Dirichlet Process (HDP) based model Enhanced $W^4$ (EW$^4$), to model the complex interactions among the four factors, and make time-aware and requirement-aware POI recommendations. Empirical studies on two real-world datasets demonstrate our proposals outperform state-of-the-art approaches substantially.

In summary, in this dissertation, we exploit spatial, temporal, and semantic information to recommend POIs to users, which is a natural but novel extension of exiting proposals on POI recommendation.
Chapter 1

Introduction

1.1 Geo-annotated User Generated Content

The past decade witnessed a vigorous development and prevalence of 3G & 4G services, which enable people to access the Internet anytime anywhere via mobile devices, such as smartphones and tablets. As mobile devices are often GPS-enabled, many social media have been equipped with spatial information: on the one hand, traditional social networks, such as Facebook [Faca] and Twitter [Twic], enable users to associate geographic locations to their posts to indicate the current surroundings (Figure 1.1.a); on the other hand, new social media that are built upon geographic locations are emerging quickly, such as location-based social networks (LBSNs) and event-based social networks (EBSNs). LBSNs, such as Foursquare [Foua] and Facebook Places [Facb], allow users to post their physical locations in the form of “check-ins”, and share their experiences and tips for points-of-interests (POIs), such as restaurants and sightseeing sites, etc. For example, the Foursquare check-in in Figure 1.1.b shows that the user visited a Vegan restaurant on April 15, and she was very satisfied with the food there. Different from LBSNs that focus on individual customers, EBSNs, such as Meetup and Plancast, are built for groups of users. On EBSNs, a user can initiate an event at a specific place and time, and others who are interested in it can join the event. For example, Figure 1.1.c shows that a BBQ party was going to be held at Golden Gate Park at 1:30 pm on October 26, and it had already attracted 19 users.

With the development of the location-aware social media, a sheer amount of user generated content (UGC) has been associated with geographic locations, i.e., geo-annotated: as of January 2014, Foursquare accumulated over 5 billion check-ins that were made by 45 million users [Foub], and for Meetup, there are about 0.45 million events being held every month [Mee]. In addition, the number of tweets (short text messages with the length of 140 characters) on Twitter is increased at the speed of 1 to 2 million per hour,
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1.1.a: Tweet

![Angèle](image1.png)

Having dinner with my sweet husband @Tu @Outback Steakhouse) 4sq.com/

1.1.b: Foursquare Check-in

![Laurie](image2.png)

They have the Birthday Cake Shake today. Must try. #vegetarian #vegan

1.1.c: Meetup Event

![Meetup](image3.png)

3rd Official FREE BBQ Party for International Students in SF @ Golden Gate Park!

Golden Gate Park Hellman Hollow
JFK Dr & Transverse Dr, San Francisco, CA (map)

Sun Oct 26 1:30 PM
19 going 1 comment

Figure 1.1: Examples of Geo-annotated UGC

and about 2.7% tweets contained geographic information about users’ current surroundings according to a report dated on June 2013 [Twia]. We name such UGC with location information “geo-annotated UGC”, which is associated with posting user ID, geographic location, timestamp and sometimes text content.

Note that geographic locations may be in the form of the latitude and longitude coordinates, or POIs, e.g., Times Square. While the coordinates can be captured by GPS devices, the exact POIs can be specified explicitly by users, detected by mobile devices, or annotated by geo-tagging tools. In this dissertation, we focus on POIs because of 3 reasons: 1) POIs have specific functions such as dining or shopping; 2) coordinates are less discriminant than POIs, e.g., two POIs on different floors of a shopping mall may share the same coordinates; 3) coordinates are a kind of POI metadata. Thus, compared with coordinates, POIs are more important to users.
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1.2 Point-of-interest Recommendation

The rich spatial-temporal information of geo-annotated UGC, along with the semantics embedded in the text content, provides exciting opportunities for a number of recommendation tasks, one representative of which is POI recommendation.

POI recommendation aims at recommending POIs that a target user has not visited, and it has been widely deployed on many websites such as Foursquare, Yelp [Yel], hungrygowhere [Hun], etc. Since it is common to have thousands of POIs even in a small city, and a user may only have visited a small portion of them, POI recommendation can help both residents and visitors to explore new interesting places. For example, consider a user who has visited a number of Chinese restaurants in New York city, the POI recommender system can discover her preference in Chinese cuisine, and recommend new Chinese restaurants that she has not been to. Besides residents and visitors, business owners of POIs can also benefit from POI recommendation to launch advertisements and attract more customers.

In recent years, a great amount of research interest has been devoted to POI recommendation, and a number of algorithms have been proposed [YYLL11,CYKL12,LLAM13,CYLK13,LFYX13,KIH+13,YSC+13,HE13,NSLM12,BZM12,WTM13,FYL13]. Most of them recommend POIs only based on user-POI check-in matrix and neglect contextual information. However, in real life, users’ preferences to POIs are often influenced by context, such as time, companions, etc. Consider a user Alice who wants to find a restaurant on Friday evening with her boyfriend Bob. Obviously, both the time “Friday evening” and the companion “Bob” will affect Alice’s choice. As contextual information is neglected by existing proposals, it is difficult for them to generate satisfactory POI recommendations for users. In addition, sometimes users may have specific requirements for recommendations, e.g., “a restaurant that serves pasta”. Obviously, requirements directly reflect users’ preferences, but they have not been exploited in existing proposals.

In this dissertation, we define novel POI recommendation problems that exploit the context and requirement information to generate accurate recommendations.

1.3 Problems and Research Scope

Three POI recommendation problems are defined and investigated in the dissertation, namely, time-aware POI recommendation, group POI recommendation, and requirement-aware POI recommendation.

Time-aware POI Recommendation

It has been reported that user mobility is influenced by time, and it shows a strong periodic behavior throughout a day [LDH+10,CML11]. Thus, when recommending POIs,
time should be an important consideration. For example, a user is more likely to go to a restaurant rather than a pub for lunch at noon, and is more likely to go to a pub rather than a library at midnight.

The key point to the solution is how to exploit the time factor. Traditional POI recommender systems rely on the user-POI check-in matrix, and neglect the temporal information. Let $|U|$ and $|L|$ be the numbers of users and POIs, respectively. The user-POI matrix $C$ is a $|U| \times |L|$ matrix, where the element $c_{u,l} = 1$ if user $u$ visited POI $l$, and $c_{u,l} = 0$ otherwise. Thus, the recommendation results are not time-specific, e.g., a shopping mall might be suggested for a user at midnight, even though it is closed at that time. A straightforward solution is to rank candidate POIs based on the popularity at the target time, i.e., ranking POIs based on their check-in frequencies at the target time in descending order, and returning the top-ranked ones as results. However, as the target user’s check-in records are not utilized, this method cannot provide personalized results.

Several proposals [LLAM13, CYLK13] try to exploit temporal information to recommend POIs for users to visit at the successive time slots. For example, given that a white collar checked in at her office before leaving the company, they can recommend a restaurant for her to have dinner. However, these proposals suffer from two limitations: 1) these models will be ineffective when the target time is far from that of the target user’s last check-in; 2) they neglect users’ periodic mobility behaviors.

To exploit time as additional information for recommendation, we define a new task, namely, time-aware POI recommendation, which aims to return a set of POIs for a user to visit at a specific time in a day. Formally, given the target user $u$ and target time $t$, we rank candidate POIs $l \in L - L_u$ based on user $u$’s preference $r_{u,i,t}$ at time $t$ in descending order, and return the top-ranked ones as the recommendations, where $L$ and $L_u$ are the whole POI set and set of POIs that user $u$ has visited before, respectively.

**Group POI Recommendation**

People often participate in activities together with others, e.g., having dinners with colleagues, and having picnics with friends. How to find a POI that can satisfy a group of people is a realistic problem. In addition, as more and more people are willing to share their group activities on social networks, such as Facebook, Meetup, and Foursquare, a great number of group event records have been accumulated, which further promotes the research interests in group recommendation [JS07, AYRC+09, BMR10, YLL12, LTYL12].

However, none of existing POI recommender systems are designed for groups. As different people have different preferences, the existing approaches are not effective in making recommendations for a group of people. Recall the example in Section 1.2, suppose Alice is interested in pasta, while Bob is interested in sushi. Obviously, conventional approaches cannot balance their preferences and generate appropriate suggestions for them. Furthermore, groups are often ad hoc, and the number of history records of a
group may be very limited. For example, suppose one day Alice, Bob and their friend Lily want to find a restaurant for dinner together. Then this group is new, and no historical record can be utilized. The cold-start problem caused by ad hoc groups makes group recommendations even harder.

To address the challenges, we focus on group POI recommendation as our second research problem. Formally, given a set of users \( u \), the group POI recommendation aims to rank candidate POIs \( l \) based on the preference \( r_{u,l} \) of users \( u \) in descending order, and then returns the top-ranked ones as the recommendations. We believe group POI recommendation can not only facilitate POI selections for group activities, but also help web services improve user engagement.

### Requirement-aware POI Recommendation

Users may have clear requirements before submitting the recommendation requests, \( e.g., \) shopping or having dinner. Obviously, the requirements explicitly reveal users’ preferences, and thus can be utilized for recommendation. However, to the best of our knowledge, none of previous studies on POI recommendation has considered users’ requirements.

A straightforward solution is to formulate the requirements as categories [LLAM13]. For example, Alice who is interested in pasta may select “Italian Restaurant” category as her requirement. However, the category is too general to describe her requirement precisely, and some restaurants about Pizza may still be recommended for her. Another solution is to match the keywords of requirements with the POI descriptions, so that the POIs that do not contain the keywords will be filtered out. However, if synonyms or hyponyms of the keywords are used in POI descriptions, this approach will exclude these relevant POIs incorrectly. For example, a restaurant that is described as “spaghetti” or “macaroni” will be filtered out by keyword-matching, even though “spaghetti” and “macaroni” are two particular kinds of pasta.

To better understand users’ interests for recommendation, we define a new task, namely, requirement-aware POI recommendation, which aims at predicting POIs for a target user based on her specific requirements. Formally, given a target user \( u \) and her requirement keywords \( w \), the requirement-aware POI recommender system ranks candidate POIs \( l \) based on the preference \( r_{u,w,l} \) of user \( u \) in descending order, and then returns the top-ranked ones as the recommendations. In addition, as time is an important consideration for recommendation, the requirement-aware results can be also time-specific.

The overview of studies on POI recommendation problems is shown in table 1.1. The relevant publications are also annotated in this table, where the papers published by the author is marked in bold font. This figure gives an overview of the POI recommendation problems, from which we can find that the three POI recommendation problems studied in the dissertation are all new that have not been investigated before.
Table 1.1: Overview of Studies on POI Recommendation

<table>
<thead>
<tr>
<th></th>
<th>Time-aware</th>
<th>Require.-aware</th>
<th>Time&amp;Require-unaware</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual</td>
<td>[YCM+13a]</td>
<td>[YCM+13b]</td>
<td>[YYLL11], [CYKL12]</td>
</tr>
<tr>
<td></td>
<td>[YCS14]</td>
<td>[YCZ+15]</td>
<td>[LSEM12], [KIH+13]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[LLAM13], etc.</td>
</tr>
<tr>
<td>Group</td>
<td>-</td>
<td>-</td>
<td>[YCL14]</td>
</tr>
</tbody>
</table>

1.4 Approaches and Methodologies

Time-aware POI Recommendation

To address the time-aware POI recommendation problem, we explore the following two influences on users’ daily activities, namely, temporal influence and spatial influence.

For temporal influence, we assume that a user’s temporal behaviors vary in different time of a day, where the temporal behavior of a user is reflected by her check-ins to POIs over time. We exploit two temporal influences, namely, global temporal influence and personal temporal influence. The global temporal influence assumes that users with similar temporal behavior may visit the same set of POIs in the same time, and thus the temporal behavior of other similar users in the target time can be exploited to recommend POIs for the target user. For example, if two users go to the same school in the morning and go to the same library in the afternoon, then the restaurant that one user always visits in the noon can be recommended to the other user. The personal temporal influence assumes that a user’s temporal behavior at or around a specific time plays a more important role than the user’s overall behavior. For example, the temporal behavior of a user at 2-3 pm might be similar to the temporal behavior of the user at 3-4 pm, because the user is likely to stay at workplace and make check-ins around it.

To exploit the temporal influences, we develop two approaches under the frameworks of user-based collaborative filtering and preference propagation, respectively. Specifically, we split time into slots and model the temporal preference to POIs of a user in a time slot by her visited POIs in the time slot. For user-based collaborative filtering (CF), splitting time into slots will make the check-in data sparser. To tackle this problem, we enhance the proposed method with smoothing by taking advantage of user’s temporal preference in other time slots. Given a target user and target time, we first find the users sharing similar temporal preferences with her, and then generate the time-specific recommendations based on their historical check-ins made around the active time. In the graph-based preference propagation approach, we assign larger weights for the check-ins made by users in time slots close to the target time, and inject preference to the target user. The preference is then propagated to candidate POIs by several paths, and the POI with largest preference is recommended to the target user to visit at the target
time. For the sake of efficiency, a breadth-first search approach is proposed to speed up the propagation process.

Besides temporal influence, spatial influence is also an important consideration in analyzing human mobility [YYLL11]. Intuitively, users tend to visit nearby POIs, and thus the POIs visited by users often form spatial clusters. Hence, the spatial behaviors of users can be utilized to enhance POI recommendations.

To exploiting spatial influence, we assume the willingness of a user moving from a POI to another POI is influenced by the distance between the two POIs. For the user-based CF approach, we derive that the probability that a user will visit a candidate POI is influenced by both the popularity of the candidate POI and the conditional probability of visiting the historical check-in POIs of the user given the candidate one. We further extend the model to accommodate the temporal factor. For the graph-based propagation approach, the spatial influence is used to estimate the relativeness between POIs: if two POIs are close to each other, a user is more likely to visit a POI from the other one. The spatial influence is modeled as the weights of edges between POIs.

**Group POI Recommendation**

Making accurate recommendations for groups is not an easy task, because a group consists of multiple users who may have different preferences. How to make a trade-off among their preferences to recommend POIs is challenging. Furthermore, groups are often ad hoc, and the number of history records of a group may be very limited. For example, in a conference, some attendants may form a group to find a restaurant for dinner, but this group is new, and has no historical record. The cold-start problem caused by ad hoc groups makes group recommendations even more difficult.

To make accurate POI recommendations for groups, we propose a Latent Dirichlet Allocation (LDA) [BNJ03] based generative model, named COnsensus Model (COM), to make group POI recommendations. COM is novel because it is built based on the following three considerations that have not been exploited by previous work:

(i) Each group is relevant to several topics, e.g., a picnic group is relevant to hiking and dining topics. The POI selection of a group is influenced by both these relevant topics and group members’ personal considerations of content factors, e.g., the geographical distance to POIs.

(ii) Users in a group may behave differently as group members from that as individuals, e.g., a movie fan may visit cinemas when he is alone, but will go to a hill in a picnic group.

(iii) Different users have different influences in making decisions in a group, and the influence degree of a user in a group is topic-dependent: a movie fan is probably influential in making decisions for a movie watching group, but is less influential in a picnic group, because the picnic group is less relevant to the movie topic.
Based on the three considerations, we model the generative process of a group as follows: each group has a multinomial distribution over latent topics, and these topics attract a set of users to join. The POI selection of a user is influenced by both the group topic that attracted her, and her personal considerations of content factors (Consideration i). Note that it is the topic of the group, instead of the users, that account for her item selection (Consideration ii). The final decision of a group is made by aggregating the selections of all users in the group: if a user is an expert in the relevant topics of the group, her selections will have a larger weight (Consideration iii). Based on the generative model, we propose a recommendation method to suggest items for a target group.

**Requirement-aware POI Recommendation** Previous studies reported that a user tends to visit nearby places, and a user might be at different places at different time in a day (e.g., at office around 4:00 PM, and at home around 11:00 PM). Thus, when recommending POIs for a user, it is important to predict the current location of the user based on his or her mobility pattern. In addition, a user might be interested in different topics at different places. Based on the given requirement (word) and time, we can infer the current location of the target user, and recommend nearby POIs that match the given requirement. Thus, in order to return accurate requirement-aware results, we need a model that can model the spatial, temporal and semantic information of each individual. In fact, these factors jointly reveal the mobility behavior of a user. It is however challenging to develop such a model, because the interdependencies among the four factors (namely, spatial, temporal, semantic and user) and the role played by each are unclear. What’s more, the parameter estimation for the model would be very complex.

To model user mobility behavior from the spatial, temporal, and semantic aspects, we take the following intuitions into account:

(i) An individual’s mobility usually centers at several personal geographical regions, e.g., home region and work region [CML11] and users tend to visit the places within these regions. In addition, the number of personal regions is user specific, e.g., some users may have additional regions for shopping and weekend activities.

(ii) The probability that a user stays at a given region is affected by the day of the week, e.g., users are more likely to stay at the work region on weekdays than weekends. Moreover, given a region, users may have different temporal patterns on different days (weekdays or weekends), e.g., a user may visit her shopping region at afternoon on weekends, but at evening on weekdays.

(iii) Users engage in different activities at different places, and the topics of a user at a place are influenced by both the user’s personal topic preference and the region where the user stays. For example, a student who is interested in topics like reading and shopping will concentrate on the shopping topic rather than reading topic when she is at Times Square.
(iv) When choosing a location to visit, a user will consider both her personal topic preference and the geographic coordinates, \(i.e.,\) whether the location matches her topic preference, and whether the location is within her current region of stay.

(v) Different regions and topics lead to different word variations. Thus, the words used in a tweet posted by a user at a location are influenced by the user’s current region and her topic preference, which in turn reflect the user’s activity.

We develop a probabilistic Latent Semantic Analysis (pLSA) [Hof99] based model to model the above process in a seamless manner. Specifically, each geographical region has a Gaussian distribution over geographic coordinates, and a multinomial distribution over words, and each topic has multinomial distributions over POIs and words. We model the generative process of a piece of geo-tagged UGC as follows: a user first selects a personal geographical region, and then selects a topic that is relevant to both the region and her topic preference. Based on the region and topic, the user selects a POI and a set of words. We also propose a non-parametric Bayesian model based on hierarchical Dirichlet process (HDP) [TJBB06], which does not require any input parameters but achieves better performance.

1.5 Research Contributions

- We define the time-aware POI recommendation problem, which aims at recommending time-specific POIs for a user. We analyze the temporal influence and spatial influence from historical check-in data, and develop two POI recommendation algorithms that exploit the two kinds of influences. The proposed methods are evaluated on two real world LBSN datasets collected from Foursquare and Gowalla, respectively. The experimental results show that our methods achieve superior recommendation accuracy.

- We define the group POI recommendation problem, which aims at recommending POIs for a group of users. To solve this problem, we propose a generative model COM for modeling the process of item selection of a group, which considers members’ topic-dependent influences and members’ group behaviors. Based on COM, we develop a recommendation method to make group recommendations, which is able to exploit both users’ selection history and users’ personal considerations of content factors. We evaluate the effectiveness of the proposed method by extensive experiments on two datasets for event POI recommendation. The experimental results show that our proposed method outperforms five baselines significantly by various evaluation metrics.
We define the requirement-aware POI recommendation problem, which aims at recommending POIs for users based on their specific needs. When the target time is available, the recommendation results could be also time-aware. To utilize the time and requirements (formulated as a set of words), we devise two probabilistic models to simulate user mobility behavior from geographic, temporal and activity aspects in a unified way. In addition to POI recommendation, the proposed models are also able to discover geographical-temporal topics for individual users. Experimental results on two real-world datasets demonstrate that our models outperform the state-of-the-art methods significantly for various applications including time-aware and requirement-aware POI recommendation.

1.6 Dissertation Organization

In Chapter 2, we review previous studies related to our research problems. In Chapter 3, we present our approaches to time-aware POI recommendation. Chapter 4 introduces our proposed framework of group recommendations. In Chapter 5, we present the proposed models about requirement-aware POI recommendation. Finally, Chapter 6 concludes this dissertation and points out several promising directions for future work.
Chapter 2

Literature Review

In this chapter, we first review three types of general recommendation techniques, namely, collaborative filtering, content-based recommendation, and hybrid recommendation. Then, we focus on the studies of POI recommendation, and survey its two variations, namely, time-aware recommendation and group recommendation. After that, we review the studies on user mobility modeling, which is closely related to POI recommendation. In the end, we review the studies on topic models, which are important techniques for recommender systems.

2.1 Recommender Systems

Recommender Systems aim at suggesting items for users based on their preferences, and they have been widely deployed to assist users to select items in various fields, such as movies (Netflix), products (Amazon), restaurants (Yelp), etc. Recommendation techniques can be divided into three categories, namely, collaborative filtering (CF), content-based approaches, and hybrid approaches. In this section, we first review them respectively, and then focus on three specific recommendation tasks, namely, POI recommendation, time-aware recommendation, and group recommendation.

2.1.1 Collaborative Filtering

CF recommends items preferred by users who have similar preferences to the target user’s based on past ratings, encoded as the user-item matrix (U-I matrix). Due to its effectiveness and flexibility, CF has become the most successful and widely used recommendation technique [SLH14]. Researchers have devised a number of CF algorithms, which are categorized as memory-based CF and model-based CF.
2.1.1.1 Memory-based Collaborative Filtering

Memory-based CF approaches make recommendations based on user-user or item-item similarity derived from U-I matrix. User-based CF and item-based CF are two typical memory-based approaches.

Let $U$ and $I$ denote the user set and the item set, respectively, and let $I_u$ be the items rated by user $u$. Given a target user $u \in U$, user-based CF first calculates the similarity $w_{u,v}$ between user $u$ and every other user $v$ based on their previous ratings for items, and then generates a prediction on an item $i \in I - I_u$ by a weighted combination of the other users’ ratings on it. The recommendation score is formulated as follows:

$$\hat{r}_{u,i} = \frac{\sum_{v \in I} w_{u,v} \cdot r_{v,i}}{\sum_{v \in I} w_{u,v}}, \quad (2.1)$$

where $r_{v,i}$ is the rating of user $v$ on item $i$, and $w_{u,v}$ is the similarity between user $u$ and user $v$, which can be computed with various measures. The cosine similarity and the Pearson correlations are most widely adopted [Sin01]. In both methods, each user is represented by a rating vector over items. The former one calculates the cosine similarity between two users’ rating vectors as follows:

$$w_{u,v} = \frac{\sum_{i \in I} r_{u,i} \cdot r_{v,i}}{\sqrt{\sum_{i \in I} r_{u,i}^2 \sum_{i \in I} r_{v,i}^2}}. \quad (2.2)$$

The latter one calculates the Pearson correlation as follows:

$$w_{u,v} = \frac{\sum_{i \in I} (r_{u,i} - \bar{r}_u)(r_{v,i} - \bar{r}_v)}{\sqrt{\sum_{i \in I} (r_{u,i} - \bar{r}_u)^2 \sum_{i \in I} (r_{v,i} - \bar{r}_v)^2}}. \quad (2.3)$$

where $\bar{r}_u$ is the average rating of the items rated by user $u$.

There are several other similarity measures, such as Proximity, Impact and Popularity measure [Ahn08], singularities measure [BOH12], Dirichlet-based measure [GZY13], etc. Since the calculation of similarity is not the focus of the dissertation, we do not introduce them in depth.

Different from user-based CF, item-based CF works by returning items that are similar to other items the target user has rated [SKKR01]. In formal, user $u$’s expected rating on item $i \in I - I_u$ is computed by:

$$\hat{r}_{u,i} = \frac{\sum_{j \in I_u} w_{i,j} r_{u,j}}{\sum_{j \in I_u} w_{i,j}}, \quad (2.4)$$

where $w_{i,j}$ is the similarity between item $i$ and $j$, which can be obtained by the cosine similarity or adjusted cosine similarity between the item vectors containing users who have rated the items before [SKKR01].
2.1.1.2 Model-based Collaborative Filtering

Model-based CF builds models using data mining or machine learning techniques on U-I matrix to recognize complex patterns for making recommendations [SK09]. A number of model-based CF approaches have been proposed. In this section, we review them based on the techniques they employed.

- **Bayesian-based approaches** [MP00, MP02] transforms recommendation into a classification task, where each rating value corresponds to a class. They take users’ ratings as features, and uses Naive Bayes strategy to predict the class with the highest posterior probability as the predicted rating.

- **Clustering-based approaches** [MOC99, SKKR00, CHW01, SKKR02, XLY+05] group users or items by clustering methods (e.g., k-means, DBSCAN, BIRCH, etc.) for further recommendation processing. Typically, the clustering-based approaches first find the most relevant item cluster to the target user, and then generate recommendations within this cluster rather than the whole item collection. The clustering-based methods always achieve better efficiency, but their recommendation accuracy is often low.

- **Regression-based approaches** [PHLG00, VO05, LM07] train regression models based on U-I matrix to approximate the numerical ratings. Specifically, suppose there are \( n \) items and \( k \) latent factors, the linear factor regression model for user preference is defined as:

\[
R = \Pi X + N, \tag{2.5}
\]

where \( R \) is the U-I rating matrix, \( X = (X_1, X_2, ..., X_k) \) is users’ preferences over items related to \( k \) factors, \( \Pi \) is a \( n \times k \) matrix, and \( N \) is a noise matrix.

- **Matrix factorization (MF) based approaches** [SM07, KBV09] model users and items by \( k \) latent features, and decompose U-I matrix \( R \) into \( |U| \times k \) user matrix \( P \) and \( |I| \times k \) item matrix \( Q \), which share the same low dimension feature space. To avoid the overfitting problem, regularization factors are introduced when estimating \( P \) and \( Q \). The predicted rating matrix \( \tilde{R} \) is approximated by the inner product of the two matrices, \( i.e., \tilde{R} = P \times Q^T \). MF technique has been reported to achieve good scalability and recommendation accuracy.

- **Graphical model-based approaches** Probabilistic graphical model based approaches, such as Bayesian clustering [BHK98], aspect model [HP99], flexible mixture model, joint mixture model [SJ03] and decoupled model [JSZC03] have been shown to be effective in recommendation [Zha]. Among them, the aspect model, or topic model based approaches attract much research interest in recent years.
These approaches make recommendations based on “latent topics” extracted from U-I matrix by topic models, such as probabilistic Latent Semantic Analysis (pLSA) \cite{hof99} and latent Dirichlet allocation (LDA) \cite{bnj03} (to be detailed in Section 2.3.1). Specifically, the topic model-based approaches assume each user \( u \) has a multinomial preference distribution \( \{P(z_k|u)\}_{k=1}^{K} \) over \( K \) latent topics, such as “dining” and “shopping”, where each latent topic \( z \) has a multinomial distribution \( \{P(i_j|z)\}_{j=1}^{|I|} \) over items, representing the relevance of item \( i_j \) to topic \( z \). The item selection of a user is influenced by the latent topics, and the relevance of an item \( i \) to a user \( u \) is calculated by a mixture model as follows:

\[
\hat{r}_{u,i} = \sum_{k=1}^{K} P(z_k|u)P(i|z_k).
\]

### 2.1.2 Content-based Recommendation

Content-based recommender systems exploit content information and make recommendations by 3 steps \cite{ldgs11}. In the first step, features are extracted to represent the content of the items by some information retrieval techniques, such as keyword-based matching and semantic analysis. The keyword-based approaches \cite{mr00,wabg+07,cs08} usually build vector space models (VSMs) for items based on their descriptions, categories, tags, etc, while the semantic analysis-based approaches leverage external knowledge bases, such as ontologies \cite{plev04,azsd07,dls07} or encyclopedias \cite{gm07,mc07,sldg09} to profile items on semantic level. In the second step, the recommender systems profile user preferences through machine learning techniques, such as naive Bayes classifiers and decision trees. In the last step, the systems match the target user’s profile against candidate items by classifying the candidate items into categories “likes” and “dislikes”. There are also several adaptive learning based approaches that take feedback from users as the content information for recommendation \cite{zxc03}.

The content-based approaches suffer from several weaknesses: (1) enough information is needed to train the classifier for each target user; (2) the performance of content-based approaches is limited by the features; (3) they cannot recommend unexpected items to users.

### 2.1.3 Hybrid Recommendation

Hybrid recommendation methods combine different recommendation techniques to overcome their individual limitations. Some hybrid approaches incorporate content features into CF for recommendation \cite{aeke00,mmn02}, where the content features could be text \cite{bfz14}, user profile \cite{lhzc10}, trusted neighbors \cite{gzt12}, etc. Some approaches
combine CF and content-based approaches by different weights [MCG+99, PB97] or by switches [Bur02]. It has been reported that the hybrid approaches can outperform pure CF and content-based methods in terms of recommendation accuracy. In addition, there are also hybrid approaches combining memory-based CF and model-based CF [PHLG00, YST+04].

2.2 POI Recommendation

POI recommendation aims at recommending POIs that the target user has not visited before. In this section, we first review the context-unaware approaches to POI recommendation, and then focus on two context aware tasks, namely, time-aware POI recommendation and group recommendation.

2.2.1 Context-unaware POI Recommendation

In recent years, a number of methods have been proposed for POI recommendation. Based on the data sources used, existing proposals can be divided into three categories, namely, user profile based, user trajectory based and location history based [BZWM13]. The user profiles based approaches [PHC07, RDP+09, KIGI09] falls in the category of content-based recommender systems, and they generate recommendations based on the matching degree between user profiles (e.g., age, gender, income, etc.) and the metadata of the POIs (e.g., description, tags, etc.). The trajectories based approaches [TS06, ZZXM09a, ZZXM09b, CCJ10, LX11, LLL11, YLWT11, MRJ12, MRM12, MZRJ13, YLT13] take users’ GPS trajectories as input to recommend or predict locations for users. Different from the proposals that take user profiles and trajectories as input, the location history based approaches [HNV06, YYLL11, CYKL12, LLAM13, CYLK13, LFYX13, KIH+13, YSC+13, HE13, NSLM12, BZM12, WTM13, FYL13] generate recommendations based on users visited POIs extracted from LBSNs (e.g., Foursquare, Gowalla, Facebook Places) or review web services (e.g., Yelp and Dianping). In this dissertation, we focus on recommending based on user check-ins, because they are publicly available online, and there is a great number of history records of more users. We do not investigate the profile based approaches, since the user profiles and location metadata may not be available online, and the performance of a method is greatly influenced by the features used. The trajectory based approaches are also out of our research scope because of three reasons: 1) GPS trajectories do not contain semantically meaningful POI information but only geographical coordinates; 2) the number of users with GPS trajectories is too small to build practical recommender systems; 3) few GPS trajectories are publicly available. There are privacy concerns when using the trajectory data. Thus, in the rest of this section, we will review existing proposals that are built on users’ check-in records.
How to make use of geographic information to improve recommendation accuracy is the focus of the studies on POI recommendations. We categorize these studies based on the way of utilizing the geographic information.

- **Building independent models to leverage geographic information.** These approaches first build models to leverage geographic information, and then combine them with memory-based CF.

Ye et al. [YYLL11] consider the social influence under the framework of user-based CF, and models the spatial influence by a Bayesian CF model. Specifically, this work employs user-based CF to compute the recommendation score of a candidate POI for a user. To exploit the social influence, the work makes use of the users friends for recommendation rather than all the users. To explore the geographical influence, this work assumes that the probability that a user visits two POIs $l_i, l_j$ is determined by their distance $d(l_i, l_j)$:

$$P(d(l_i, l_j)) = a \times d(l_i, l_j)^b,$$

(2.7)

where $a$ and $b$ are parameters of the power-law function that can be learned by regression models. Then, the probability of a user visiting a set of POIs is defined as the product of probabilities of visiting all the pairwise POIs in the set, and the probability that a user $u$ checks in at a new POI $l_j$ is estimated by the product of the probabilities of visiting all the pairwise POIs, each pair consisting of the new POI $l_j$ and each previously visited POI $l_y \in L_u$:

$$P(l_j | L_u) = \prod_{l_y \in L_u} P(d(l_j, l_y)).$$

(2.8)

In this paper, the authors report that geographical influence has a significant impact on the accuracy of POI recommendations, but the social friend links themselves make little contribution.

Cheng et al. [CYKL12] employ Gaussian mixture model (GMM) trained based on the geographic information to estimate the probability that a user visits a POI in terms of the traveling distance. Then, the authors utilize Probabilistic Factor Model (PFM) [CKPC09] to model the check-in frequency, which places Beta distribution as priors on the user and POI latent matrices, and places Poisson distribution on the frequency. Finally, the scores calculated by GMM and PFM are multiplied as the final recommendation score for a candidate POI. However, the proposed method is compared with some naive MF-based model without considering the geographical influence, which makes it hard to tell its effectiveness.
Liu et al. [LLAM13] assume users have preference transition over POI categories, and the next check-in POIs of a user depend on her current POIs. They first cluster users based on their check-in frequency in different categories, and then predict the category of next visiting POIs by applying MF on the corresponding clusters. After getting the most likely categories, categories, another MF is introduced to predict the venues. To utilize geographic information, they propose a power-law function to estimate the probability that the target user travels to a venue current position. The category-based and distance-based results are combined to generate the recommendations. However, this method requires a number of check-ins to cluster users. In addition, when the target time is far from that of the target user’s last check-in, the model will be incapable to infer the category of the next POI.

- **Utilizing Geographic information as content features.** These algorithms incorporate the geographic information as content features to recommend POIs. We review them based on their CF techniques.

  - **Memory-based CF.** Ye et al. [YYL10] observe that nearby friends tend to share more commonly visited POIs. They measure the similarity between friends based on their geographical distance, and employ friend-based CF to estimate the relevance of each candidate POI to the target user. Levandoski et al. [LSEM12] first calculate the recommendation score for each candidate POI by item-based CF, and then subtract the score by a travel penalty, which is proportional to the distance between the target user and the POI. However, these two papers concentrate on recommendation efficiency instead of accuracy.

  - **Matrix (or tensor) Factorization.** Cheng et al. [CYLK13] focus on recommending POIs for a target user to visit at the successive time stamp given her current POI. Based on the observations that that two successive check-in venues are always correlated and located within a short distance, employ Factorized Personalized Markov Chain (FPMC) [RFST10] to factorize the User-Current venue-Next venue tensor to get the probability that a user will checks in a candidate venue. To exploit the geographic information, they incorporate the localized region constraint into FPMC, i.e., the authors divide the earth into grids, and only consider the venues in adjacent grids to the current venue as the candidate venues. This model suffers from with [LLAM13], i.e., it can only recommend POIs for the target users to visit in a short time after their last check-in.

Liu et al. [LFYX13, LX13] assume each user has a multinomial distribution over a set of regions, where each region is modeled by a Gaussian distribution
over geographical coordinates. This probabilistic model is combined with MF to recommend venues, in which the preference of user for a venue is determined by the user’s and venue’s latent factors, observable properties, venue popularity and the spatial influence.

- **Topic Model.** Kurashima et al. [KIH+13] propose the “Geo Topic Model” to recommend POIs. They assume each user has a distribution over topics, where each topic has a distribution over POIs. When selecting a POI, the user will consider both the matching degree of each candidate POI to her preferred topics, and the distance to the candidate POI. The influence of distance is measured by an exponential function parameterized by the Euclidean distance between the candidate and each of her visited POI. The model can also recommend POIs that suit user’s current position, where the distance is calculated based on the candidate POI and the and the current coordinate specified by the target user. However, in this model, all users share the same sensitivity to the traveling distance, which should be diverse across users in reality different users prefer different transportation methods.

Yin et al. [YSC+13] assume that each user and each city has a distribution over topics. When selecting a POI in a city, the user will consider both her own topic preference and the topic distribution of the city, and draw a topic from the two topic distributions. The selected POI should match the topic sampled by the user. Based on these assumptions, they propose an LDA-based model to recommend POIs for a given user at a given city. However, this model does not exploit the POI-specific geographic information.

Hu et al. [HE13] employ topic model to recommend POIs. They assume each users has distributions over regions and topics, where the regions are model by Gaussian distributions over coordinates. The process of POI selection is similar to that of [KIH+13], except that the influence of distance is measured by the region-specific Gaussian distribution. This model works well on city-level dataset in which the POIs are often distributed evenly. When the scale of the dataset becomes larger, some Gaussian distributions will converge at few POIs, which will always dominate the recommendation results. In their following up work [HJE13], they propose another topic model based approach that exploits the spatio-temporal aspects of user check-ins for time-aware POI recommendation. In the model, each user has distributions over topics and regions, and each time slot has distributions over topics and POIs. The regions, topics and time together influence users’ check-in activities. However, the previous problem of Gaussian distribution still exists in this model.
• **Exploiting geographic information as pre-filtering or post-filtering.** These approaches filter out distant POIs before or after making recommendation.

Noulas et al. [NSLM12] divide Foursquare and Gowalla check-ins into groups based on cities, and employ personalized random walk with restart to recommend POIs. Specifically, they treat POIs and users as nodes in a graph: a user is linked to a POI if she has visited it, and a user is linked to another user if the pair are friends. The experimental results show that the random walk based approach outperforms MF, user-based CF and item-based CF for POI recommendation.

Bao et al. [BZM12] assume POI category is the key factor that influences user check-in activities. They first discover the experts of each category in each city by applying HITS (Hypertext Induced Topic Search) on each category-based user-POI matrix. Then, they extract the preference of each user by projecting the categories of her visited POIs onto a pre-defined category hierarchy, and apply TF-IDF scheme to each node of the hierarchy to calculate the user’s preference to that category. Given a target user, the model first finds experts that are most similar to the target user, and then employs user-based CF to recommend venues. The venues that are contained specified region are considered as candidates. However, the category information is not always available, and when the number of check-ins of a user is limited, it is hard to estimate her category preference, which may bring down the recommendation accuracy.

Wang et al. [WTM13] propose algorithms under the framework of personalized Pagerank on a graph containing user nodes and venue nodes. A user is linked to a venue she visited before, and two user nodes are connected with each other if they are friends or visited the same venues. Given a target user, the venues that are far away from her visited venues are filtered out from the candidate venue set.

Ference et al. [FYL13] employ user-based CF to recommend POIs for the target user given her current position, where only the POIs that are close to the current positions are considered as the candidates.

We can find that most of these methods do not exploit the context information for POI recommendation. However, in real life, users’ preferences to POIs are often influenced by context, such as time, companions, etc (see Section 1.2). Thus, in this dissertation, we focus on three context-aware POI recommendation tasks, namely, time-aware POI recommendation, group POI recommendation, and requirement-aware POI recommendation. Among the three tasks, the requirement-aware POI recommendation has not been investigated before. Thus, in the following sections, we review the existing studies on time-aware POI recommendation and group POI recommendation.
2.2.2 Time-aware POI Recommendation

There are a number of recommender systems that take time as additional information to improve recommendation accuracy [CDC14]. We categorize time-aware recommender systems as memory-based approaches and model-based approaches, and review them respectively.

- **Memory-based approaches**

  Ding et al. [DL05] propose an item-based CF method, which employs an exponential function to decay the weights historical ratings made long time before the target time. The rationale is that with a larger time gap the ratings would be less useful for recommendation. Specifically, given a target user $u$ and target time $t$, the time-aware recommendation score for candidate item $i$ is calculated as follows:

  $$
  \hat{r}_{u,i} = \frac{\sum_{j \in I_u} w_{i,j} r_{u,j} \cdot f(t_j, t)}{\sum_{j \in I_u} w_{i,j} \cdot f(t_j, t)},
  $$

  (2.9)

  where $w_{i,j}$ is the similarity between item $i$ and $j$, $I_u$ is the set of items rated by $u$, and $f(t_j, t)$ is the time function that decays the weight of rating $r_{u,j}$ based on the time gap between $t_j$ and $t$, and it is defined as follows:

  $$
  f(t_j, t) = e^{-\frac{1}{H} |t_j - t|},
  $$

  (2.10)

  where $H$ is a parameter to control the decay rate that needs to be tuned manually.

  Based on similar assumption that recent ratings are more valuable to make time-aware recommendations, Campos et al. [CBDC10] developed a user-based CF method to incorporate the time bias. Specifically, given a target user, the proposed method first calculates the most similar users based on their previous ratings and other content information. Then, only the recent ratings of these similar users are exploited to estimate the preference of the target user. However, the performance of this method is greatly influenced by the time interval: if it is too small, there could be not enough recent ratings to make recommendations.

  Baltrunas et al. [BA09] divide time into several categories (e.g., morning, weekend, summer, etc.), and build micro-profiles for each user and each time category based on the ratings made within the corresponding time. When making recommendations, multiple micro-profiles are aggregated instead of a single profile, since multiple micro-profiles can model users more precisely.

- **Model-based approaches**

  Most of the model-based approaches are built under the framework of matrix or tensor factorization. Koren et al. [Kor09] assume that both the user bias and
item bias change over time, e.g., a movie is popular when it is just released, but may become unpopular afterwards. In addition, users’ preferences to some latent factors, such as movie genres and actors, may also change over time. Based on these assumption, they propose an MF-based method, which models the rating of user $u$ to item $i$ at time $t$ as follows:

$$\hat{r}_{u,i,t} = \mu + b_u(t) + b_i(t) + p_u^T(t)q_i,$$  \hspace{1cm} (2.11)

where $\mu$, $b_u(t)$, $b_i(t)$, $p_u^T(t)$ and $q_i$ are the overall mean rating, time-specific user and item biases, user time-specific feature vector and item feature vector, respectively.

Xiong et al. [XCH+10] incorporate time dimension into the U-I matrix to get a three dimensional tensor, and propose a factorization method to generate time-aware recommendations. The rating of $u$ to item $i$ at time $t$ is modeled as follows:

$$\hat{r}_{u,i,t} = \sum_k P_{k,u}Q_{k,i}W_{k,t},$$  \hspace{1cm} (2.12)

where $P$, $Q$ and $W$ are the feature vectors of users, items and time, respectively.

Koenigstein et al. [KDK11] propose a time-aware approach to music recommendation, where the time is modeled as consecutive ratings (or sessions). Based on the observation that a user tends to rate songs very similarly in a session, they propose an MF-based model, which considers the bias of ratings in each session and the taxonomy of music track.

Liu et al. [LHZ13] propose an MF-based collaborative ranking method to recommend movies. In stead of modeling the exact rating values as MF does, the ranking methods (e.g., Bayesian Personalized Ranking (BPR) [RFGST12]) aim to rank the items based on users’ preferences. To exploit the temporal preference, they divide time into slots, and apply the ranking model to ratings in each slot to get users’ time-dependent preference, and then make time-aware movie recommendations.

Although the factorization models are effective on explicit feedbacks (e.g., ratings) data such as Netflix, they acheive little improvement on implicit feedbacks (e.g., binary) data [HKV08].

Xiang et al. [XYZ+10] focus on implicit feedback data. Based on the assumption that users’ purchase behaviors are influenced by their long-term and short-term preferences, they divide time into bins, and propose Session-based Temporal Graph (STG) to model users’ temporal preference. The graph contains three kinds of nodes: user node, item node, and session node, where a session node represents the activity of a user in a time slot. If a user purchased an item, edges will be built between the corresponding item node and user node, and between the item
node and session node. To make time-aware recommendations, they propose the algorithm Multi Source Injected Preference Fusion (MS-IPF), which first injects preference into the target user node and session node, and propagates the preference to item nodes by various paths. The items receiving most preference are returned as recommendations.

However, none of these memory-based or model-based approaches is designed for POI recommendation. In real world, users’ mobility is strongly correlated with time, e.g., a user may stay at office in the daytime, and go back home in the evening. Based on the time, we can infer the position of the target user, and recommend nearby POIs for him or her. Although these general time-aware recommender systems can be applied to POI recommendation directly, they only consider the correlations between time and items (POIs), but cannot capture the correlations between time and geo-locations. As a result, their accuracy for POI recommendation is limited. In addition, some time-aware recommender systems [XCH+10, KDK11, LHZ13] are designed for explicit feedback data (e.g., ratings) instead of implicit data (e.g., check-ins), and they are not effective for POI recommendation [HKV08].

In the experiments, we will compare with two approaches which share the same settings with our problem, namely, CF with time decay function [DL05], MS-IPF [XYZ+10]. Although MS-IPF is similar with our preference propagation based model (to be detailed in Section 3.4), our model is different from the it in at least 4 aspects:

- The item nodes in STG are connected to both user nodes and session nodes, while in our model the POI nodes are connected to session nodes and POI nodes. The edges between POI nodes in our model enable us to incorporate geographical information for recommendation.

- The session nodes in our model are bridged by user nodes while in STG they are not. The fundamental difference lies in the different intuitions in building the graphs. In STG, a user’s sessions are independent. If the target user has never checked-in at the target time, the method will fail to make recommendations for the target time. In our model, check-ins from all sessions of a user are considered with different weights.

- The temporal preference considered in STG is either long-term or short-term, while in our model the temporal preference is periodic (i.e., each user has 24 session nodes).

- STG is a bipartite graph, while our model is not. Thus the recommendation method MS-IPF for STG cannot be applied to our model.
Time-aware POI recommendation is defined as recommending POIs for a given user at a specified time in a day. As an important context information, time has been considered in several studies on POI recommendation. Some researchers develop models that can recommend POIs for users at the time close to the users’ last check-ins [LLAM13, CYLK13]. However, most users only made a few check-ins. If the time gaps to the last check-ins are large, these methods cannot provide accurate results. Thus, different from these papers, we aim to design a model that can recommend POIs for any target time. The most relevant work that considered temporal influence is the location recommendation framework with temporal effects (LRT) proposed by Gao et al. [GTHL13]. LRT is an MF-based method that factorizes the user-time-POI check-in matrix to get users’ temporal preference matrix $U_t$ in time $t$ and location characteristics matrix $L$. Then, the POI preference of the target user is constructed and aggregated based on $L$ and $U_t$ in all time slots. LRT does not exploit geographical influence for recommendation, so its recommendation accuracy is limited. In addition, LRT is not used to recommend POIs for a target time. In the experiments, we tailor it for time-aware POI recommendation by removing the aggregation step, i.e., the POI preference of the target user in target time is estimated based on the POI property matrix $L$ and time-aware user property matrix at the target time $U_t$ only.

### 2.2.3 Group Recommendation

Group recommendation is defined as recommending items for a group of users, and several methods have been proposed for various domains, such as web/news pages [PDCCA05], tourism [MSC+06], restaurants [McC02], music [CBH02], TV programs [YZHG06], and movies [OCKR01]. Group recommendation methods in earlier studies fall into two categories [AYRC+09]: the preference aggregation approaches first aggregate the profiles of the group members into one profile, and makes recommendations based on the aggregated profile [MA98, YZHG06]. The score aggregation approaches, in contrast, first generate recommendations for each group member respectively, and then aggregate their recommendation results for the group [OCKR01, McC02, CBH02, PDCCA05, BMR10].

Compared with preference aggregation, score aggregation typically achieves better flexibility [OCKR01, JS07, AYRC+09], and thus receives more research attention. The score aggregation approaches usually employ either average (AVG) or least misery (LM) strategy to aggregate the recommendations of individuals. The AVG strategy averages the recommendation scores of all group members as the final score, aiming to maximize the overall satisfactions of a group [MA98, YZHG06]; the LM strategy takes the smallest recommendation score of group members as the final score, and tries to make everyone happy [BMR10]. For LM, the recommendation score of an item is largely influenced by the user who dislikes it most, even if all the others like it very much. For AVG,
an item’s relevance to different users might be diverse, and the recommendation results might be unfair to some users. Baltrunas et al. [BMR10] compare different aggregation approaches, and find that there is no clear winner, and the effectiveness of an approach depends on the group size and inner group similarity. Amer-Yahia et al. [AYRC+09] go one step further, and argue that an item is a good recommendation for a group if the group members have small disagreements but large relevance on the item. The relevance is calculated by AVG or LM strategy, and the disagreement can be either the average difference of recommendation scores of pair-wise group members, or the variance of members recommendation scores. Note that this paper mainly focuses on recommendation efficiency.

Recently, several model-based approaches have been proposed. Seko et al. [SYMyM11] develop a content-based group recommendation method based on the assumption that the choice made by a group is influenced by item genres. However, this approach can be only applied to pre-defined groups, e.g., couples, while in real-life, groups are often ad-hoc. Carvalho et al. [CM13] introduce game theory into group recommendation by treating a group event as a noncooperative game among members, and transform the recommendation problem into finding the Nash equilibrium. However, this method cannot suggest a specific item, since the equilibrium contains a set of items.

Several studies employ topic model to make group recommendations. Ye et al. [YLL12] believe that when selecting items, a group member will follow her friends’ opinions. They propose a probabilistic generative model Social Influence Selection (SIS) to model the process of item selection. In SIS, each user has distributions over topics and friends. When selecting an item, the user \( u \) first draws a friend \( f \) from her friends set, and then draws a topic \( z \) based on the topic preference of \( f \). Finally, one item \( i \) and its descriptions \( w \) are drawn from the item and words distributions of \( z \). The graphical model is shown in Figure 2.1. To make recommendations for groups, the authors enhances SIS and propose the model Social Influence Group (SIG). Specifically, SIG first decomposes the target group \( g \) into a set of 2-member groups based on friendship, where one influences the other. Then, it aggregates the preferences of the 2-member groups as the final recommendation score for the group.

Liu et al. [LTYL12] propose the Personal Impact Topic model (PIT) to recommend items for a group of users based on the assumption that the influential users will become the representatives of all groups to make item selections. Specifically, in PIT each user \( u_i \) has an impact score \( \gamma_i \), proportional to which a group \( G_n \) samples a representative \( r_n \). Then \( r_n \) selects a topic \( z_n \) based on her topic preference \( \theta_n \), and the topic \( z_n \) samples an item \( s_n \) based on its item distribution \( \phi_n \). The graphical model of PIT is shown in Figure 2.2.

Gorla et al. [GLRW13] employ information matching technique to recommend items for group. Information matching describes users and items with two set of binary features,
namely, user features and item features, with different certainty. The user/item features have preference/appeal relations towards each other, and they are the sole results of the item/user relevance. To the problem of group recommendation, the recommendation score for an item depends on its relevance to each group member and its relevance to the group as a whole.

To the best of our knowledge, there is no existing studies that focus on group POI recommendation. Although check-in data of users are used in experiments of the papers [YLL12, LTYL12], these two methods do not exploit geographical information. The settings of the approaches [YLL12, LTYL12, GLRW13] are similar to ours. Among them, the SIG model proposed in [YLL12] suffers from two weaknesses: 1) the strong assumption of pairwise influence in a group may not be true, especially when the group is large; 2) a group does not always consist of friends. The PIT model proposed in [LTYL12] assumes that each user has an impact score, and those with great scores are like to be representatives of groups to make item selections. However, we doubt the basic assumption of the model: the users with larger impact scores will always be the representatives, irrespective of the group topics and the influential users’ expertise. In fact, the users’ impact should be topic-dependent: a user may be influential in a group because of her expertise on the group’s topics, but may not be in another group. The information matching based model proposed in [GLRW13] suffers from two shortcomings: first, its time complexity is \(O(|U|^2|I|^2)\) for each target group (\(|U|\) and \(|I|\) are the sizes of user and item sets, respectively) is too high to generate results in real time; second, it cannot
provide explanations to the recommendations, because the model is build on latent dimensions. In contrast, the recommendations of our model are interpretable, e.g., we can tell which user and which topics are the most influential in a group. In addition, none of these methods can incorporate content information like geographical coordinates of POIs for recommendation. Thus, we aim to design a new model to recommend POIs for a group of users, which can exploit the geographical coordinates of POIs as additional information to improve the accuracy.

2.3 Topic Models

In this section, we first introduce the topic models, and then review a specific application of topic models, namely, geographical topics modeling.

2.3.1 Introduction to Topic Models

Topic models are probabilistic models that simulate the generative process of a collection of documents. They assume there are a set of “topics” in a given corpus, e.g., research papers in computer science may contains topics “information retrieval”, “database”, “computer graphics”, “system”, etc. Each topic has its own semantics, which is modeled by a multinomial distribution over the vocabulary $V$. Larger values in the distribution mean that the corresponding words are more relevant to the topic and thus are more likely to appear in the topic. Consider the topic “information retrieval”, the words “precision”,

![Figure 2.2: The PIT Model](image)
“TF-IDF” may appear more frequently than the words “pixel” and “rendering”. Topic models generate the words of each document from a mixture model, where each mixture component is a topic.

There are two popular topic models, namely, probabilistic Latent Semantic Analysis (pLSA) \cite{Hof99} and latent Dirichlet allocation (LDA) \cite{BNJ03}, both of which assume the number of topics $K$ is fixed.

In pLSA, each topic $z$ has a multinomial word distribution \( \{P(w|z)\}_{w=1}^{\vert V\vert} \), where $\vert V\vert$ is the size of the vocabulary. Each document $d$ has a multinomial distribution over topic space, i.e., \( \{P(z|d)\}_{z=1}^{K} \). For each word in document $d$, a topic $z$ is first sampled based on $d$’s topic distribution, and then, a word $w$ is sampled based on the word distribution of topic $z$. The generative process is as follows:

- For each document in the document collection
  - Select a document $d$ with probability $P(d)$
  - For each word in $d$
    * Pick $z$ with probability $P(z|d)$
    * Generate $w$ with probability $P(w|z)$

The pLSA model suffers from two shortcomings \cite{BNJ03}: (1) there is no natural way to discovery the topic distribution for an unseen document; (2) the number of parameters grows linearly with the number of documents, which may lead to overfilling problem.

To overcome the two limitations, Blei et al. propose the LDA model, which assigns Dirichlet prior $\alpha$ and $\beta$ for the topic distribution $\theta_d$ of document $d$, and word distribution $\phi_z$ of topic $z$, respectively. The generative process of LDA is as follows:

- For each topic $z$
  - Generate word distribution $\phi_z \sim \text{Dirichlet}(\beta)$

- For each document $d$
  - Generate topic distribution $\theta_d \sim \text{Dirichlet}(\alpha)$
  - For each word in $d$
    * Draw $z \sim \text{Multinomial}(\theta_d)$
    * Draw $w \sim \text{Multinomial}(\phi_z)$

The number of topics in pLSA and LDA is fix, which needs to be set empirically. To overcome this problem, the hierarchical Dirichlet process (HDP) model is employed, which can automatically learn the number of topics from the data. Unlike LDA, the document-level topic distributions $G_d$ are drawn from a global topic distribution $G_0$ by a Dirichlet process $G_d \sim DP(\alpha_0, G_0)$, where $\alpha_0$ is the concentration parameter that controls the variance of $G_d$ around $G_0$. In addition, the global topic distribution $G_0$ is
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Figure 2.3: The Graphical Models of pLSA, LDA and HDP

drawn from another Dirichlet process with base distribution $H$ on the continuous topic space, i.e., $G_0 \sim DP(\gamma, H)$, where $\gamma$ is another concentration parameter. Each word $w_i$ in each document $d$ is sampled based on the multinomial word distribution $\theta_z$, where the topic $z$ is sampled from the document-level topic distribution $G_d$. The generative process is as follows:

- Generate global topic distribution $G_0 \sim DP(\gamma, H)$
- For each document $d$
  - Generate document topic distribution $G_d \sim DP(\alpha_0, G_0)$
  - For each word in $d$
    - Generate $\theta_{d_i} \sim G_d$
    - Generate $w_{d_i} \sim \theta_{d_i}$

The graphical models of pLSA, LDA and HDP are shown in Figure 2.3.

Since topic models are able to incorporate heterogeneous information in one generative model, and the model is easy to follow, they have been widely used in recommender systems. Kim et al. [KPS13] devise a pLSA based approach to digg article recommendation, Zhu et al. [ZCX+14] propose an LDA-based model to make recommendations for mobile users based on context logs, Erosheva et al. [EFL04] employ LDA technique for scientific article recommendation, Liu et al. [LCX+14] develop a travel package recommender system under the framework of LDA.
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2.3.2 Geographical Topics Modeling

Geographical Topic Modeling aims at discovering language variations across different geographical regions by topic models such as pLSA and LDA. How to represent locations is an essential part of these studies. Locations have two properties: the geo-locations represented by coordinates, and the functions (e.g., a shop) represented by the topics. Based on the ways of representing locations, the existing studies can be divided into two categories:

First, some proposals [MLSZ06, WWXM07, HCW+10] represent locations by POI ids, and this enables these proposals to distinguish the functions between locations. Mei et al. [MLSZ06] model topics of documents from spatio-temporal aspects using pLSA. Specifically, they assume that each word of a documents are drawn based on three factors 1) document-specific topic; 2) the topic shared by all the documents with the same spatio-temporal context; 3) the background word distribution. Wang et al. [WWXM07] propose an LDA based model to learn the relationship between location and words. They assume that each word is associated with a location, and each topic has multinomial distributions over words and locations. When a word is sampled from a topic, its associated location is also sampled from that topic. Hao et al. [HCW+10] mine the location-representative topics from travelogues using an LDA-based model. Specifically, each travelogue is split into several segments, and the words in which are generated based on either local topics that characterize locations, or global topics that are shared by all locations. If a word is generated from a local topic, then a location will also be generated from the location distribution of that local topic. Although this modeling manner can differentiate POIs by topics, it fails to exploit the coordinate information, which is important to analyze the user mobility regions.

Second, other proposals [EOSX10, Siz10, YCH+11, BNS+12] represent locations as coordinates or grids, and they are capable of describing the mobility regions of users. Eisenstein et al. [EOSX10] propose regional variants of topics, which are used to generate the words of a geo-referenced document. They use bi-variant Gaussian distributions of regions to generate coordinates of locations. Sizov [Siz10] proposes GeoFolk model to manage geo-referenced documents. In addition to the word distribution, each topic in GeoFolk is also associated with two Gaussian distributions over latitude and longitude, respectively. In GeoFolk each geographic region represents a distinct topic/function. Hence, it fails to correlate the different regions with the same function; it would not be suitable to model a large area containing many topical regions since the topic model becomes computationally expensive as the number of topics is large. Yin et al. [YCH+11] propose a pLSA-based model to discover geographical topics. In the model, each region is characterized by a topic distribution, and represented by a bi-variant Gaussian distribution over coordinates. Bauer et al. propose an LDA-based spatio-temporal model [BNS+12],
where a city is divided into grids. Kling et al. [KKSS14] propose a multi-dirichlet process based geographical topic model, which first estimates geographical regions from the data, and then generates document content by Dirichlet process. This model uses Fisher distribution [Fis53] to model the regions, so that it can discover non-elliptic regions, e.g., coast lines. We note that this modeling manner either neglects the functions of locations or assumes that nearby locations have the same functions, which are generally not true in reality. Thus, it is not a good choice to modeling locations.

2.4 Mobility Behaviors of Users

A number of studies have been proposed to model user mobility behaviors. Some of them consider the user, geographic information, and time, but overlook users’ actives. Brockmann et al. [BHG06] investigate the trajectories of the bank note dispersals, and find that human mobility behavior can be approximated by a continuous-time random-walk model with long-tail distributions over waiting time between displacements. Gonzlez et al. [GHB08] study the mobility patterns of mobile phone users and find that users periodically return to a few previously visited locations, such as home or office, and the mobility of each user can be modeled by a stochastic process centered at a fixed point. Song et al. [SQBB10] focus on the predictability in human mobility, and report that there is a 93% predictability of human mobility, which is contributed by the high regularity of human behavior. In their following work [SC10], Song et al. report that users’ trajectories are not strictly stochastic: when choosing next location to visit, the user will either move to a new location that she has not visited in the trajectory, or return to a location she visited frequently before. Based on the two principles, they propose a self-consistent microscopic model to predict individual mobility.

Cho et al. [CML11] observe that the mobility of each user is centered at several regions (representing “work” and “home”), and model each region as a Gaussian distribution over latitude and longitude. The probability that a user stays at the two regions is modeled as a function of time. They propose a generative model, Periodic Mobility Model (PMM), to predict the location of a user. PMM takes a user and time as input, and samples a region. Finally, the region generates a geo-location. They also incorporate social influence into the model: a user is more likely to visit a location that is close to the locations recently visited by her friends. Tarasov et al. [TKP13] follow the paper [CML11] and propose an algorithm to predict user’ location, in which a region is modeled by radiation model [SGMB12] instead of Gaussian distribution. However, the above two studies take the number of regions of each user as input, which is very hard to set manually.

Some studies employ topic models to model users’ mobility behaviors, but neglect the time factor.
In order to make requirement-aware POI recommendations, we need to exploit both context (spatial and temporal) and requirement (semantic) information of individuals. However, to the best of our knowledge, no studies have been proposed that can model the three aspects information (where, when and what) of individuals (who) simultaneously. The most similar studies are proposed by Hong et al. [HAG+12], Ahmed et al. [AHS13] and Hu et al. [HE13].

In their following work [AHS13], Ahmed et al. assume that there exist hierarchial relationships between geographical regions, i.e., regions can be organized by a hierarchy based on the geographical containment, and regions under the same parent nodes (regions) have similar semantics. Then, they propose a nonparametric hierarchical topic model to model the generative process of the content and geographic locations of documents. Specifically, this model employs the nested Chinese Restaurant Franchise Process to build the region hierarchy, over which each user has a region distribution. A tweet
is generated along a path from the root node to a leaf node, where the Gaussian distribution of the leaf node generates the coordinates of the tweet, and the topics and word distribution of the leaf node generates the content of the tweet.

Hu et al. [HE13] propose a model that considers both the coordinates and semantic information of locations. In this model, the topic and region of a tweet is drawn based on both global and user-specific topic and region distributions, respectively. The topic further generates the text content, where the region and topic together determine the location of the tweet.

However, these approaches suffer from four limitations: 1) the geographical regions in these studies are global, i.e., sharing by every user, which leads to imprecise modeling of mobility area of individuals; 2) no temporal information is considered; 3) it is the geographical coordinates, instead of POI identifiers, that are considered in [HAG+12] and [AHS13], so they cannot recommend specific POIs for users; 4) there are several parameters that need to be set empirically in [HAG+12, HE13], such as the numbers of topics and regions.

### 2.5 Summary

In this chapter, we survey relevant proposals to POI recommendation. Specifically, we first review the three types of general recommendation techniques, namely, collaborative filtering, content-based recommendation and hybrid recommendation. Then, we focus on the studies on the context-unaware POI recommendation and two context-aware POI recommendations, namely, time-aware recommendation and group recommendation, which incorporate time and companions as context information, respectively. Since topic model is an important technique to make group and requirement-aware recommendations, and mobility modeling of users is closely related to requirement-aware recommendation, we review previous studies on the two topics at the end of the chapter.
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Time-aware Point-of-interest Recommendation

It has been reported that users tend to visit different places at different time in a day [CML11], e.g., visiting a restaurant at noon and visiting a bar at night. Thus, time is an important consideration in POI recommendations. In this chapter, we define a new problem, namely, time-aware POI recommendation, to recommend POIs for a given user at a specified time in a day. To solve the problem, we develop two collaborative recommendation models under the frameworks of user-based CF and graph-based preference propagation, respectively. Moreover, based on the observation that users tend to visit nearby POIs, we further enhance the recommendation models by incorporating geographic information. Our experimental results on two real-world datasets show that our proposed approaches outperform the state-of-the-art POI recommendation methods substantially.

This chapter is organized as follows: We first report the datasets and the observations on temporal and temporal influences in Section 3.2, based on the observations, we introduce the user-based CF model and preference propagation based model in Section 3.3 and 3.4, respectively. Then, we present experimental results in Section 3.5. Finally Section 3.6 concludes this chapter. All the notations used in this chapter are listed in Table 3.1.

3.1 Problem Definition

In this chapter, we define a novel problem, namely, time-aware POI recommendation, to suggest new POIs for users based on specified time.

Formally, given the target user $u$ and target time $t$, we rank candidate POIs $l \in L - L_u$ based on user $u$’s preference $r_{u,t,t}$ to $l$ at time $t$ in descending order, and return the top-ranked ones as the recommendations, where $L$ and $L_u$ is the whole POI set and set of POIs that user $u$ has visited before, respectively.
### Chapter 3. Time-aware Point-of-interest Recommendation

#### Table 3.1: Symbols for Time-aware POI Recommendation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$, $L$, $T$, $S$</td>
<td>user set, POI set, time slot set, session set</td>
</tr>
<tr>
<td>$CI_l$, $CI_{l,t}$</td>
<td>the set of check-ins at $l$, $CI_l$ at time $t$</td>
</tr>
<tr>
<td>$L_u$</td>
<td>visited POI set of $u$</td>
</tr>
<tr>
<td>$S_u$</td>
<td>session node set of $u$.</td>
</tr>
<tr>
<td>$A_n$</td>
<td>adjacent node set of $n$.</td>
</tr>
<tr>
<td>$u$, $v$, $l$, $t$, $s_{u,t}$</td>
<td>user $u,v \in U$, POI $l \in L$, time slot $t \in T$, session of $u$, $t \in S$</td>
</tr>
<tr>
<td>$c_u$, $c_{u,t}$</td>
<td>the binary check-in vector of $u$ over $L$, and the binary check-in vector $u$ over $L$ at $t$</td>
</tr>
<tr>
<td>$c_{u,l}$, $c_{u,t,l}$</td>
<td>element of $c_u$ and $c_{u,t}$, respectively</td>
</tr>
<tr>
<td>$w_{u,v}$</td>
<td>the similarity between $u$ and $v$</td>
</tr>
<tr>
<td>$w^{(t)}_{u,v}$</td>
<td>time-enhanced similarity, smoothed similarity</td>
</tr>
<tr>
<td>$G$, $E$, $V$, $P_{i,j}$</td>
<td>GTAG/TAG graph, edge set of $G$, node set of $G$, set of paths from node $i$ to node $j$</td>
</tr>
<tr>
<td>$e_{i,j}$, $w_{i,j}$</td>
<td>edge from node $i$ to node $j$, weight of $e_{i,j}$</td>
</tr>
<tr>
<td>$</td>
<td>t_i - t_j</td>
</tr>
<tr>
<td>$dis(\ell_i, \ell_j)$</td>
<td>geographical distance between $\ell_i$ and $\ell_j$</td>
</tr>
<tr>
<td>$wi(d)$</td>
<td>the willingness a user visits a $d$-km far away POI</td>
</tr>
<tr>
<td>$r_i$</td>
<td>preference value of node $i$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>the parameter controlling the preference of session nodes propagating to POI nodes and user nodes</td>
</tr>
<tr>
<td>$\tau$</td>
<td>the parameter controlling the preference of POI nodes propagating to POI nodes and session nodes</td>
</tr>
<tr>
<td>$H$</td>
<td>the parameter controlling the time influence</td>
</tr>
<tr>
<td>$k$</td>
<td>the maximum number of POI nodes that a POI node can connect to</td>
</tr>
<tr>
<td>$\alpha, \beta$</td>
<td>the parameters of power law function</td>
</tr>
</tbody>
</table>

#### 3.2 Data Analysis and Problem Definition

In this section we study the temporal and spatial influences to users’ check-in behaviors on two LBSN datasets, and define the problem of time-aware POI recommendation.

##### 3.2.1 Dataset

Two datasets are used in this chapter. We collect 342,850 check-ins from Foursquare which were made within Singapore between August 2010 and July 2011. We also set a bounding box and extracted 736,148 Gowalla check-ins from the dataset provided by [CML11], which were made within California and Nevada between February 2009 and October 2010. Each check-in is a $<user, POI, time>$ tuple and each POI has its own
geographical coordinates. Following previous study [CYKL12], we removed users who have checked in fewer than 5 POIs, and then removed POIs which fewer than 5 users checked in. After pre-processing, the Foursquare dataset (Foursquare) contains 194,108 check-ins made by 2,321 users at 5,596 POIs, and the Gowalla dataset (Gowalla) contains 456,988 check-ins made by 10,162 users at 24,250 POIs (see Table 3.2). Note that the two datasets have different scales in terms of the size of entities (i.e., users, POIs, and check-ins) and geographical range.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Check-ins</th>
<th># Users</th>
<th># POIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foursquare</td>
<td>194,108</td>
<td>2,321</td>
<td>5,596</td>
</tr>
<tr>
<td>Gowalla</td>
<td>456,988</td>
<td>10,162</td>
<td>24,250</td>
</tr>
</tbody>
</table>

3.2.2 Observation of Temporal Influence

First, we examine the probabilities that a user returns to her firstly visited POIs after different number of hours. Specifically, if a user visits a POI multiple times, we calculate the time difference between her first check-in at the POI and each of her subsequent check-ins. The time differences of all users at all POIs are aggregated and grouped into bins on hourly basis. Figure 3.1.a plots the probability distribution obtained on the Foursquare dataset. Observe that, the returning peaks occur around every 24 hours (e.g., 24, 48, 72, etc.), suggesting that users’ check-in activities are daily periodic. That is, in close time periods of a day, users are likely to visit the same places, and in different time periods of a day, users visit different places. This observation is in accordance with the findings reported in [CCLS11].

Next, to further understand the periodicity, we discard the date information of the check-ins and compute the deviation hours of each subsequent check-in of a user from the first check-in time of the user at a POI. Figure 3.1.b plots the returning probabilities at different hour deviations on the Foursquare dataset. From this probability distribution, it is clear that users tend to visit the same POIs at close time of day, and their behaviors in close time are similar. In addition, the curve fits exponential function well. Note that, similar observations are made on the Gowalla dataset. To make it concise, we choose not to plot the figures.

3.2.3 Observation of Spatial Influence

We assume that people tend to visit nearby POIs to their previous locations, and their willingness to visit a POI decreases as the distance increases. To verify this assumption, we study the effect of distance on users’ check-in behaviors.
Specifically, for each user, we sort the user’s check-ins by time. For the check-ins made within a day, we calculate the distance between two POIs of every two adjacent check-ins. We aggregate the results of all users, and plot the number of check-ins as a function of the distance in Figure 3.2. Note that a larger probability value implies that users are more willing to check in POIs at that distance. Observe from Figure 3.2, the distribution of the probability values follows a power law, suggesting that users are more willing to check in nearby POIs to their current places. Moreover, observe that the slope of the curve of Singapore (Figure 3.2.a) drops quickly after 10KM. Similar observation holds for the curve of California and Nevada (Figure 3.2.b). That is, the willingness of people visiting a faraway POI (e.g., 10KM) drops significantly.

### 3.3 User-based CF Approach

In this section, we first develop the recommendation methods incorporating temporal influence and spatial influence in Sections 3.3.1 and 3.3.2, respectively. Then, we combine the two methods in Section 3.3.3.
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3.3.1 Utilizing Temporal Influence

In this section, we first present the method of incorporating time influence in the user-based CF in Section 3.3.1.1. The enhancement to the method by smoothing is then presented in Section 3.3.1.2.

3.3.1.1 Incorporating Temporal Influence

Check-in Representation As reported in 3.2.2, human show strong periodic behavior throughout a day. Thus, we split a day into multiple equal time slots based on hour. Then, we represent the behavior of a user at a specific time by the set of check-ins that user has made at that time. For ease of presentation, time and time slot are used interchangeably in this chapter unless noted otherwise.

To represent the temporal check-in behavior of users, we introduce the time dimension into the conventional user-POI matrix. Specifically, we use user-time-POI cube (UTP) to represent the temporal check-in records. In the UTP cube, each element \( c_{u,t,l} \) represents the check-in activity of a user \( u \), at a POI \( l \) at time slot \( t \), where \( c_{u,t,l} = 1 \) if user \( u \) has checked in POI \( l \) at time \( t \), and \( c_{u,t,l} = 0 \) otherwise.

Recommendation To make use of the time influence for time-aware POI recommendations, we extend the user-based CF model in two aspects: (i) we leverage the time factor when computing the similarity between two users; (ii) we consider the historical check-ins at time \( t \) in the repository, rather than at all time, during recommendation.

Given a user \( u \) and time \( t \), the recommendation score that the user will check-in an unvisited POI \( l \) at \( t \) is defined as follows:

![Figure 3.2: Distribution of Distance between Successive Check-ins](image)
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\[ c_{u,t,l}^{(t)} = \frac{\sum_v w_{u,v}^{(t)} c_{u,t,l}}{\sum_v w_{u,v}^{(t)}}, \quad (3.1) \]

where \( w_{u,v}^{(t)} \) is the temporal behavior similarity between \( u \) and \( v \). Next, we detail the computation of the temporal behavior similarity \( w_{u,v}^{(t)} \).

**Similarity Estimation**

In our method, the similarity between two users is estimated based on their temporal behaviors over all time. Specifically, if two users always check-in the same POIs at the same time, the similarity value between the two will be high, and one user’s check-in history has a large impact on the POI recommendation for the other user. Therefore, we extend the cosine similarity measure to calculate the similarity between \( u \) and \( v \) as follows:

\[ w_{u,v}^{(t)} = \frac{\sum_{t=1}^{T} \sum_{l=1}^{L} c_{u,t,l} \cdot c_{v,t,l}}{\sqrt{\sum_{t=1}^{T} \sum_{l=1}^{L} c_{u,t,l}^2 \sqrt{\sum_{t=1}^{T} \sum_{l=1}^{L} c_{v,t,l}^2}}} \quad (3.2) \]

Note that, the similarity might be calculated in an alternative manner based on the check-in history at the exact time, which is similar to the general idea of context-aware recommendation [ASST05]. We did not adopt this approach because of two reasons: (i) There is a high possibility that the user has never made any check-in at the time. In our two datasets, on average the check-ins of each user fall into 9.97 and 13.58 hour slots, respectively. Thus, if we only consider the time, no similar users may be found for the user; (ii) Even if the user has check-ins at the time, the number of these check-ins is still too small for meaningful similarity computation (on average, only 4.17 and 5.81 check-ins in each hour for the two datasets, respectively).

**3.3.1.2 Enhancement by Smoothing**

The straightforward extension of incorporating temporal influence presented in Section 3.3.1.1 has its weakness in handling data sparsity. In this section, we first explain the reason of the weakness and then present two novel enhancements to overcome this weakness that have not been used in previous work. First, we smooth the similarity estimation using the similarity values of the other time slots. Second, we consider the POIs visited by similar users at different time slots, and weight them with the estimated similarity for recommendation.

The similarity incorporating temporal influence in Equation 3.2 is estimated based on the UTP cube, which is much sparser than the user-POI matrix. The sparsity could easily make it fail to characterize the users’ similarity when a POI is visited at different time slots by different users. For example, consider two POIs and two time slots. User \( u \) checked in \( l_1 \) and \( l_2 \) at \( t_1 \) and \( t_2 \), respectively, while user \( v \) checked in \( l_1 \) and \( l_2 \) at \( t_2 \) and
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t_1$, respectively. If we do not consider time, the similarity between the two users will be 1 by Equation 2.2, since both users checked in both POIs. However, if the time is taken into account, their similarity becomes 0 according to Equation 3.2, since their check-ins to the two POIs are made at different time. Obviously, the time-aware similarity is not desirable in the case, particularly when $t_2$ is very close to $t_1$, e.g., the next hour to $t_1$.

We proceed to discuss how to address this problem caused by data sparsity. A straightforward method is to use a decaying parameter to give a higher weight to the POIs checked in at close time slots, and a smaller weight to those checked in at distant time slots. However, this method faces the following challenge: A user’s behavior at a time is described by the check-in records of the user at that time, and the user behavior at different time may be similar. For example, the check-in behavior of a user at 9-10 am might be similar to the check-in behavior of the user at 3-4 pm, because the user is likely to stay at workplace and make check-ins around it. Such similarity cannot be easily captured by a decaying parameter.

To further illustrate the point, we analyze the check-in data in Foursquare made within Singapore for the similarity patterns between check-in behaviors of users at different time. Note that, the results on the other data used in our experiment are qualitatively similar to this dataset, and thus are omitted here.

Let $c_{u,t} = \{c_{u,t,1}, c_{u,t,2}, ..., c_{u,t,L}\}$ be the check-in vector of user $u$ at time $t$, which is extracted from the UTP cube. For each user $u$, we calculate the cosine similarity between every pair of check-in vectors $c_{u,t_i}$ and $c_{u,t_j}$ at time $t_i$ and $t_j$ respectively. Then, we calculate the similarity value between two time slots $t_i$ and $t_j$ to be the average of the similarity values of all users between these two time slots $t_i$ and $t_j$.

![Figure 3.3: User Behavior Similarities between a Given Hour (6:00, 8:00, and 16:00) and other Hours](image-url)
Figure 3.3 shows the similarity curves for three time slots (6:00, 8:00, and 16:00) over the Singapore data. The similarity curve for 6:00 shows the check-in similarity between 6:00 and every other hour in a day, similarly for the other two curves. Observe that the check-in behavior at a time is similar to the check-in behavior of its close time slots. For example, the check-in similarity between 6:00 and 5:00 is much higher than the similarity between 6:00 and 4:00. Nevertheless, although 6:00 and 8:00 are close to each other in terms of time, their similarity curves are in quite different shapes. For instance, the check-in behavior of 6:00 is similar to that at its previous hours (0:00 – 5:00), but quite different from the behavior at the later hours (8:00 – 23:00). The curve of time 8:00 displays an opposite shape. In contrast, the curve of 16:00 drops with equal speed on both sides. Observe that the curve of 16:00 almost does not decrease from 8:00 to 14:00, and it even increases around 12:00 to 13:00. This is, users might stay at workplace during that period, and hence have similar check-ins (while people tend to have lunch about 12:00, making the curve drops to some extent). Instead of using cosine similarity to compute the user check-in behavior, we have also tried other metrics, such as Pearson correlation and Total Variation Distance, but observed similar results. In summary, the check-in behavior at one time may be more similar to some time slots than others. This motivates us to develop a method to utilize the check-in behavior similarity for POI recommendations.

We propose to smooth the UTP cube based on the check-in similarity between different time slots. For each check-in vector in the cube, we smooth it using the vectors of those similar time slots. Specifically, we compute a new value for element $c_{u,t,l}$ using Equation 3.3, where $\rho_{t,t'}$ is the similarity between time slots $t$ and $t'$. Accordingly, the smoothing enhanced similarity between two users $u$ and $v$ is calculated using Equation 3.4.

$$
\tilde{c}_{u,t,l} = \sum_{t'=1}^{T} \frac{\rho_{t,t'}}{\sum_{t''=1}^{T} \rho_{t,t''}} c_{u,t',l}
$$

(3.3)

$$
w^{(te)}_{u,v} = \frac{\sum_{t=1}^{T} \sum_{l=1}^{L} \tilde{c}_{u,t,l} \cdot \tilde{c}_{v,t,l}}{\sqrt{\sum_{t=1}^{T} \sum_{l=1}^{L} \tilde{c}_{u,t,l}^2} \sqrt{\sum_{t=1}^{T} \sum_{l=1}^{L} \tilde{c}_{v,t,l}^2}}
$$

(3.4)

With the similarity formulation in Equation 3.4, if two users $u$ and $v$ have visited the same POIs at the same or similar time slots, their similarity value will be high. Otherwise, if they have visited the same POIs at dissimilar time slots, their similarity value will be low.

The check-in behavior similarity between two time slots also enables us to introduce another enhancement in recommending POIs for user $u$ at a given time $t$. Recall that in the method described in Section 3.3.1.1, only the POIs visited by a similar user $v$ at
the time $t$ are considered in recommendation. The check-in behavior similarity between time slots makes it possible to consider any candidate POI $l$ visited by a similar user $v$, irrespective if the check-in time $t'$ by $v$ is the same as the time $t$. More specifically, in the enhancement method, a candidate POI $l$ is weighted by the similarity value between two time slots, $t'$ and $t$, if the historical check-ins are in different from the time $t$. The recommendation score, denoted by $\hat{c}^{(te)}_{u,t,l}$, that user $u$ will check-in $l$ at $t$ is then updated as follows:

$$\hat{c}^{(te)}_{u,t,l} = \frac{\sum_v w_{u,v}^{(te)} \sum_{t'} \rho_{t,t'} \cdot \hat{c}^{(te)}_{v,t',l}}{\sum_v w_{u,v}^{(te)}}$$

(3.5)

### 3.3.2 Utilizing Spatial Influence

The geolocation of POI is an important factor affecting human’s check-in behavior and has been exploited in earlier studies [YYLL11], namely, the probability of a user visiting a set of POIs is the product of probabilities of visiting all the pairwise POIs in the set, and the probability that a user checks in a new POI is estimated by the product of the probabilities of visiting all the pairwise POIs, each pair consisting of the new POI and each previously visited POI.

In this work, we assume users tend to visit POIs that are close to their current positions. This assumption has been verified in Section 3.2.3. Based on the assumption, we propose a new method and show that POI recommendation can be improved by considering spatial influence in an alternative manner.

#### 3.3.2.1 Incorporating Spatial Influence

Based on the observations made in Section 3.2.3, we use a power law distribution to model the willingness of a user moving from one place to another as a function of their distance. Defined in Equation 3.6, $w_i(dis)$ is the willingness of a user to visit a $dis$ km far away POI, and $a, k$ are parameters of the power law function.

$$w_i(dis) = a \cdot dis^k$$

(3.6)

Maximum likelihood estimation [Arn83] is used to estimate the two parameters $a$ and $k$. More specifically, we take logarithmic on both side of Equation 3.6, and get the following equation.

$$\ln(w_i(dis)) = \ln(a) + k\ln(dis).$$

(3.7)

The above linear function over $\ln(dis)$ can be easily learned by the least-square regression. As the result, we learn the parameters in Equation 3.6. Note that, in learning
the two parameters, irregular portion in Figures 3.2.a and 3.2.b (i.e., data points having distance larger than 10km) is not considered. These data points represent fewer than 15% of the total number of check-ins.

Consider a user is currently at POI \( l_i \) and POI \( l_j \) is a candidate POI to check in next, at distance \( \text{dis}(l_i, l_j) \) from \( l_i \). We model the probability that the user will check in \( l_j \) to be proportional to the user’s willingness to check in a POI at distance \( \text{dis}(l_i, l_j) \). The conditional probability is computed using the following equation.

\[
p(l_j|l_i) = \frac{w_i(\text{dis}(l_i, l_j))}{\sum_{l_k \in L, l_k \neq l_i} w_i(\text{dis}(l_i, l_k))}
\]  

(3.8)

Observe that, as the distance increases, the conditional probability decreases, which reflects that the user is less likely to visit a faraway candidate POI.

Given a user \( u \), and his/her historical POIs \( L_u \), we calculate \( P(l|L_u) \) as the ranking score for each candidate POI \( l \), and then recommend the top-ranked POIs to the user. Based on the Bayes rule, this score is calculated as follows.

\[
\hat{c}_u^{(s)} = P(l|L_u) \propto P(l)P(L_u|l) = P(l) \prod_{l' \in L_u} P(l'|l)
\]  

(3.9)  

(3.10)

Note that the derivation from Equation 3.9 to Equation 3.10 is based on the assumption that for a given \( l \), the check-in probabilities of POIs in \( L_u \) are independent from each other.

### 3.3.2.2 Enhancement by Temporal Popularity

In Equations 3.9 and 3.10, \( P(l) \) is the prior probability that POI \( l \) is checked in by all users in the dataset. However, the popularity of a POI varies over time, e.g., a restaurant is more popular around noon and evening, and a workplace is more popular during working hours. To illustrate this point, we plot the check-in probabilities of the top-5 most popular POIs in Figure 3.4, based on the check-in data of Singapore, collected from Foursquare. The check-in probability at a given time is computed by the ratio of the number of check-ins at that time to the total number of check-ins at the POI. Observe that the popularity of each POI varies greatly over time, and different POIs become popular at different time.

Reconsider Equations 3.9 and 3.10. The probability of checking in a POI should reflect both its popularity at the specific time and the distance to the user’s current location. In other words, the probability user \( u \) will check in POI \( l \) at time \( t \) depends on the probability (or popularity) of \( l \) at \( t \), along with the distance between \( l \) and \( u \)’s visited
POIs. It provides us a way to enhance this model by adjusting $P(l)$ with the temporal popularity of POI $l$, denoted by $P_t(l)$.

$$P_t(l) = \beta \frac{|CI_{l,t}|}{\sum_{l' \in L} |CI_{l',t}|} + (1 - \beta) \frac{|CI_l|}{\sum_{l' \in L} |CI_{l'}|} \quad (3.11)$$

In the above equation, $|CI_l|$ is the number of check-ins at $l$; $|CI_{l,t}|$ is the number of check-ins at $l$ at time $t$, and $\beta$ tunes the weight between $l$’s temporal popularity and long-term popularity.

By replacing $P(l)$ in Equation 3.10 with $P_t(l)$, the resultant method incorporates the temporal popularity. The recommendation score, denoted by $\hat{c}^{(se)}_{u,t,l}$, is then computed by the following equation:

$$\hat{c}^{(se)}_{u,t,l} \propto P_t(l) \prod_{l' \in L_u} P(l'|l) \quad (3.12)$$

We emphasize that the temporal information here is used in a different way from what we do in Section 3.3.1. In Section 3.3.1, the temporal information is employed to discover personalized temporal preference on POIs. In contrast, here we use the temporal preference on POIs in a collective manner (i.e., by all users).

### 3.3.3 A Unified Framework

Given a user $u$, time $t$ and a candidate POI $l$, we can get a recommendation score $\hat{c}^{(t)}_{u,t,l}$ that user $u$ will check in $l$ at $t$ using either of the two methods incorporating temporal influence in Section 3.3.1 (i.e., with or without smoothing). Similarly, we can also compute a score
\( \hat{c}_{u.t,l}^{(s)} \) using either of the two methods incorporating spatial influence in Section 3.3.2 (i.e., with or without considering temporal popularity).

We use linear interpolation to weight the two scores to compute the final recommendation score for POI \( l \). However, the two scores are measured by different methods, and have different value ranges. Thus, we first normalize the two scores using min-max normalization before we combine them.

\[
\bar{c}_{u.t,l}^{(t)} = \frac{\hat{c}_{u.t,l}^{(t)} - \min_{l'}(\hat{c}_{u.t,l'}^{(t)})}{\max_{l'}(\hat{c}_{u.t,l'}^{(t)}) - \min_{l'}(\hat{c}_{u.t,l'}^{(t)})}
\]

\[
\bar{c}_{u.t,l}^{(s)} = \frac{\hat{c}_{u.t,l}^{(s)} - \min_{l'}(\hat{c}_{u.t,l'}^{(s)})}{\max_{l'}(\hat{c}_{u.t,l'}^{(s)}) - \min_{l'}(\hat{c}_{u.t,l'}^{(s)})}
\]

In the above equations, \( \max_{l'}(\cdot) \) and \( \min_{l'}(\cdot) \) denote the maximum and minimum check-in scores of \( u \) at \( t \) across all POIs.

After normalization, we compute the combined score that user \( u \) will check-in POI \( l \) at time \( t \) using the following equation, where \( \alpha \) is a tuning parameter.

\[
c_{u.t,l} = \alpha \times \bar{c}_{u.t,l}^{(t)} + (1 - \alpha) \times \bar{c}_{u.t,l}^{(s)}
\]

By this framework, we calculate the check-in score for each candidate POI, and return the top-ranked POIs as the recommendation results.

### 3.4 Graph-based Preference Propagation Approach

The model proposed in last section makes time-aware POI recommendations by linearly combining the results of two independent components, which exploit the temporal and spatial influences independently. This model has two shortcomings. 1) The influences of the two factors to the check-in behavior of users interact with each other in real-life, which is not captured in the last model. Intuitively, a user may stay at different places at different time, e.g., staying round workplace in the daytime, and staying home at night. When recommending new POIs for a user at a specific time, the candidate POIs close to the POIs that were visited by the user round the target time, rather than all the visited POIs, should be recommended. 2) The temporal check-in behaviors of two users might be similar at two different time slots, namely, similar set of POIs might be visited by user \( u_1 \) at time \( t_1 \), but visited by user \( u_2 \) at time \( t_2 \). Thus, when making recommendation for \( u_1 \) at \( t_1 \), the POIs visited by \( u_2 \) at \( t_2 \) should be recommended. However, our last model cannot exploit such information, because it only considers the similarity between two users based on the POIs visited at the same time slots.
To solve these two problems, in this section, we propose a new time-aware POI recommendation algorithm, namely, Geographical-Temporal Influences Aware Graph + Breadth-first Preference Propagation (GTAG+BPP).

3.4.1 Geographical-Temporal Influences Aware Graph (GTAG)

In this section, we detail the Geographical-Temporal influences Aware Graph (GTAG) to exploit the observations of geographical influence and temporal influence in time-aware POI recommendation.

3.4.1.1 GTAG Structure

We build the GTAG based on the following intuitions:

(i) **Intuition 1**: Users’ interests vary with time, and a user may visit different POIs at different time [GTHL13]. The temporal interests of a user in a time is reflected as the POIs she visited in that time.

(ii) **Intuition 2**: The check-in interests of a user in the time closer to the target time are more relevant, and thus more important, for recommendation.

(iii) **Intuition 3**: If two users have similar temporal interests in two time, they tend to visit the same POIs in the two time.

(iv) **Intuition 4**: Users tend to visit their nearby POIs [YYLL11].

In GTAG, users and POIs are represented by user nodes \( u \in U \) and POI nodes \( \ell \in L \), respectively. To represent users’ check-in interests at different time (**Intuition 1**), we use a session node \( s_{i,j} \in S \) to relate the POIs visited by user \( u_i \) in time \( t_j \in T \). Here \( U \), \( L \) and \( S \) are the user node set, POI node set, and session node set, respectively. These three types of nodes are connected by weighted directed edges, namely, \( E_{U,S} \), \( E_{S,U} \), \( E_{S,L} \), \( E_{L,S} \) and \( E_{L,L} \), where \( E_{X,Y} \) denotes the set of edges from nodes in set \( X \) to nodes in set \( Y \). Edges in the five sets compose two types of links, namely, check-in link and POI link, which embed the temporal and geographical influences, respectively. A check-in link represents a check-in record, and it consists of edges between user node and session node, and between session node and POI node. The edges \( e_{u_i,s_{i,j}} \in E_{U,S} \), \( e_{s_{i,j},u_i} \in E_{S,U} \), \( e_{s_{i,j},\ell_k} \in E_{S,L} \), and \( e_{\ell_k,s_{i,j}} \in E_{L,S} \) form a check-in link, which corresponds to user \( u_i \)’s check-in on POI \( \ell_k \) in time \( t_j \). Since the check-in interests of a user in the time closer to the target time are more relevant (**Intuition 2**), the edges connecting to the session nodes that are close to the target time will be assigned with larger weights (to be explained in Section 3.4.1.2). The edges from POI nodes to session nodes bridge sessions of users that
share similar POI interests, which enables us to exploit other users’ temporal interests for recommendation (Intuition 3).

To incorporate the intuition that users tend to visit their nearby POIs (Intuition 4), we use a POI link $e_{\ell_k, \ell_m} \in E_{L,L}$ to connect $\ell_k$ to $\ell_m$ if $\ell_m$ is close to $\ell_k$ in distance. Theoretically, there are $|L||L-1|$ edges that link every pair of POIs. Incorporating all of them into GTAG will greatly deteriorate the recommendation efficiency. In addition, if two POIs are far from each other, users are less likely to travel from one to the other, and thus the correlation between them is small. We therefore set a threshold $k$ to limit the number of edges starting from one POI to other POIs, i.e., for each POI, only the $k$ nearest POIs are connected with it.

Figure 3.5 gives a sample set of 7 check-in records made by two users ($u_1$ and $u_2$) on four POIs ($\ell_1$ to $\ell_4$) during two time slots ($t_1$ and $t_2$). The GTAG constructed using this sample set of check-in records is illustrated on the right hand side of the figure. Since $u_2$ visited POI $\ell_4$ in time $t_2$ (i.e., the last one in the 7 sample check-in records), there are directed edges between $u_2$ and $s_{2,2}$, and between $s_{2,2}$ and $\ell_4$ in the graph. $\ell_3$ is connected to $\ell_4$, since $\ell_4$ is assumed to be close to $\ell_3$ in distance. Note that $k$ is set to 1 in this example.

Generally, GTAG makes recommendations as follows: given a target user $u_i$ and target time $t_q$, we first set the weights of links from user nodes to session nodes adaptively based on the target time. We inject preference to the user node $u_i$, and then propagate the preference to candidate POI nodes via various paths. During the propagation, both the geographical and temporal influences are exploited. In the end, the POIs that receive larger preference will be recommended. Before detailing the preference propagation, we first introduce how to set the weights for edges in GTAG.

### 3.4.1.2 Weight Computation of the Edges

The initial weights of all edges in $E_{S,U} \cup E_{S,L} \cup E_{L,S}$ are set to 1. We have also considered setting the weights of edges in $E_{S,L}$ and $E_{L,S}$ based on the number of visits. However, poorer recommendation results were obtained in our experiments compared with using 1 as the weights. This is consistent with the result reported for graph-based recommendation in [NSLM12].

Next, we detail how to set the initial weights for edges in $E_{U,S}$ and $E_{L,L}$, and how to normalize the weights for GTAG.

**Weights of Edges in $E_{U,S}$**. Recall that our time-aware POI recommendation task is to recommend POIs for a target user $u$ to visit at a target time $t_q$. Naturally, the session node whose time is close to the target time $t_q$ is more important to the recommendation
task (Intuition 2). Following previous work [DL05], we use an exponential function to model the importance of the session node for time slot \( t \) to the target time \( t_q \):

\[
f(t, t_q) = \exp\left(-\frac{1}{H} \cdot |t, t_q|\right),
\]

where \( |t, t_q| \) is the time difference between \( t_q \) and \( t \), and \( H \) is a parameter controlling the extent of temporal influence. A smaller \( H \) leads to smaller weight for the sessions far from \( t_q \). Note that, if the time slot of session node \( t \) matches \( t_q \), then \( f(t, t_q) = 1 \).

We use the importance values of session nodes computed above to initialize the weights of edges from user nodes to session nodes. Specifically, given a target time \( t_q \) for recommendation, the weight of the edge from user \( u_i \) to session node \( s_{i,j} \) is computed by

\[
w_{u_i, s_{i,j}} = f(t_j, t_q),
\]

where \( t_j \) is the time slot of session node \( s_{i,j} \).

We argue that the above weighting scheme offers at least two advantages. First, the weight between a user node and a session node is adaptively set based on the target time for recommendation. That is, the GTAG adjusts the importance of session nodes based on the target time for recommendation, so that the temporal influence is considered. Second, the above weighting scheme alleviates the data sparsity problem: when we recommend POIs for target time \( t_q \), check-in records in all time sessions are considered with different weights. If we only consider the check-ins during the target time slot, the data will
become much more sparse, and it is well known that sparsity is a major challenge in recommendation.

Weights of Edges in $E_{L,L}$. The observation on graphical influence states that users tend to visit nearby places (Intuition 4). The willingness of visiting a place decays with the increase of distance from the current location. Here, we adopt a power-law function of distance to model the willingness of a user moving from one place to another as in Section 3.3.2. We employ the willingness as the weight of edge in $E_{L,L}$:

$$w_{ℓ_i,ℓ_j} = wi(\text{dist}(ℓ_i, ℓ_j)),$$

where $\text{dist}(ℓ_i, ℓ_j)$ is the geographical distance between POIs $ℓ_i, ℓ_j$.

Edge Weight Normalization. After setting the initial weights for edges in GTAG, we normalize the edges’ weights as follows:

$$w_{i,j} = \begin{cases} 
\frac{1}{\tau \sum_{k \in A_i \cap L} wi(\text{dis}(i, k)) + |A_i \cap S|} & \text{if } i \in L \text{ and } j \in S, \\
\frac{\tau wi(\text{dis}(i, j))}{\tau \sum_{k \in A_i \cap L} wi(\text{dis}(i, k)) + |A_i \cap S|} & \text{if } i \in L \text{ and } j \in L, \\
\frac{1}{\eta |A_i \cap L| + 1} & \text{if } i \in S \text{ and } j \in U, \\
\frac{\eta}{\eta |A_i \cap L| + 1} & \text{if } i \in S \text{ and } j \in L, \\
\frac{w_{i,j}}{\sum_{k \in A_i} w_{i,k}} & \text{if } i \in U \text{ and } j \in S.
\end{cases}$$

In these equations, $A_i$ is the set of adjacent nodes of node $i$, $|A_i \cap S|$ is the number of adjacent session nodes of node $i$, and $|A_i \cap L|$ is the number of adjacent POI nodes of node $i$. $τ$ is a parameter to balance the propagation preference of a location node to its adjacent location nodes and session nodes. A larger $τ$ indicates that geographical distance plays a more important role in preference propagation. $η$ is another parameter that balances the importance of POI nodes and user nodes to the preference propagation of a session node.

3.4.2 Breadth-first Preference Propagation

The basic idea of the preference propagation is to first inject initial preference on the target user node $u$, and then propagate the preference to candidates POI nodes through various paths over the graph [XYZ+10]. Defined in [XYZ+10], the preference propagated
by each path $p$ is the production of the initial preference $r_u$ assigned to target user node $u$ and the weights of all edges on the path:

$$r_p^{(p)} = \prod_{e_{i,j} \in p} w_{i,j} \cdot r_u,$$

(3.19)

where $w_{i,j}$ is the weight of the edge $e_{i,j}$ contained in path $p$. For each candidate POI $\ell$, its preference value is the sum of all preference propagated to it through all paths from target user node $u$:

$$r_\ell = \sum_{p \in P_{u,\ell}} r_p^{(p)},$$

(3.20)

where $P_{u,\ell}$ is the set of paths from $u$ to $\ell$. The top-ranked POIs sorted by preference value are then recommended.

Two key elements need to be considered for effective and efficient preference propagation: (i) the selection of the paths among all possible paths from the target user node to POI nodes, and (ii) the algorithm for efficient preference propagation along the selected paths.

In this section, we first present the constraints in selecting paths for preference propagation, and then present an efficient algorithm named Breadth-first Preference Propagation (BPP) for preference propagation. Finally, we analyze the time complexity of BPP in Section 3.4.2.3.

### 3.4.2.1 Path Selection

There exist many possible paths between a user node and a POI node. Enumerating all possible paths is computationally expensive, and may introduce noise that will deteriorate the recommendation accuracy [BSS+08, XYZ+10]. How to select a subset of paths from all possible ones for preference propagation is a key challenge to efficient and accurate recommendation. In our design, we select paths based on the following three criteria:
(i) The path must be a simple path, \textit{i.e.}, there is no repeated node in a path. This constraint eliminates loop(s) in a path. For example, in Figure 3.5, \( u_1 \rightarrow s_{1,1} \rightarrow \ell_2 \rightarrow s_{1,2} \rightarrow u_1 \rightarrow \ldots \) is forbidden (for looping back to \( u_1 \)).

(ii) The path can contain only one visited POI node and session node of the target user. This constraint avoids generating very long propagation paths. For example, in Figure 3.5, \( u_1 \rightarrow s_{1,1} \rightarrow \ell_1 \rightarrow s_{1,2} \rightarrow \ell_2 \) is forbidden.

(iii) The path terminates when an unvisited POI node is met. Without this constraint, the preference will be propagated from an unvisited POI to another unvisited POI, which will amplify the uncertainty in recommendation. In fact, this constraint is in accordance to the user-based CF method, in that only the items purchased by the users who share at least one item with the target user are considered as the candidate set.

The above three criteria determine that a valid path must be of length 3, 4 or 6, as shown in Figures 3.6.a, 3.6.b and 3.6.c, respectively. Specifically, a preference propagation always starts from a target user node (\textit{e.g.}, \( u_1 \)), and then visits one of the user’s session nodes (\textit{e.g.}, \( s_{1,2} \)), followed by a visited POI node (\textit{e.g.}, \( \ell_2 \)). After that, the preference can be directly propagated to an unvisited POI (\textit{e.g.}, \( \ell_3 \)), forming a 3-step path (illustrated in Figure 3.6.a). On the other hand, after reaching a visited POI node (\textit{e.g.}, \( \ell_2 \)), the next node to visit in a path could be a session node of another user (\textit{e.g.}, \( s_{2,1} \), illustrated in Figures 3.6.b and 3.6.c). At this point, there are two types of propagations: one is to reach an unvisited POI node (\textit{e.g.}, \( \ell_3 \)) and stops, which forms a 4-step path as illustrated in Figure 3.6.b; the other one is to visit the user node of that session node (\textit{e.g.}, \( u_2 \)), then to distribute the preference to the user’s other session node (\textit{e.g.}, \( s_{2,2} \)), and to reach an unvisited POI node (\textit{e.g.}, \( \ell_4 \)). This propagation follows a 6-step path (see Figure 3.6.c).

In fact, the 3-step path exploits the geographical influence and solves the first problem mentioned in Section 3.4: the target user \( u \) is likely to check-in POIs that are close to her visited POIs at the time slots close to the target time. The 4-step path considers the temporal interests of other users and solves the second problem mentioned in Section 3.4: if the set of visited POIs of user \( u \) in time \( t_1 \) is similar with that of user \( v \) in time \( t_2 \), then in \( t_1 \), \( u \) is likely to be interested in the POIs visited by \( v \) in \( t_2 \). Finally, the 6-step path explores the correlations between time slots: if \( v \) shares similar temporal interests with \( u \), then \( v \)’s temporal interests that are close to \( t_q \) are also important for recommendation.

### 3.4.2.2 Breadth-first Preference Propagation

With all valid paths selected based on the three criteria, a straightforward propagation method is to adopt the depth-first search (DFS) strategy. Specifically, based on DFS
we propagate the preference from the target user node through all possible paths that satisfy the three criteria in Section 3.4.2.1. The propagation of a path stops when an unvisited POI node is reached. We name this algorithm \textit{Depth-first Preference Propagation} (DPP). However, the DPP algorithm has high time complexity (See the analysis in Section 3.4.2.3) because the same edge may be visited multiple times along different paths. For example, in Figure 3.6.c, the edge $e_{\ell_1,\ell_4}$ will be visited twice by following the paths $u_1 \rightarrow s_{1,1} \rightarrow \ell_1 \rightarrow \ell_4$ and $u_1 \rightarrow s_{1,2} \rightarrow \ell_1 \rightarrow \ell_4$.

Comparing with DFS strategy, the breath-first search (BFS) strategy is much more efficient for preference propagation. In BFS, a node $n$ first collects preference from all of its precedent nodes, and then propagates the preference to its subsequent nodes of all paths involving $n$ in a batch manner. For example, following BFS, $\ell_1$ first aggregates the preference from $s_{1,1}$ and $s_{1,2}$, and then propagates its received preference to $\ell_4$ via edge $e_{\ell_1,\ell_4}$. As a result, the edge $e_{\ell_1,\ell_4}$ is visited only once, whereas is visited twice in DFS.

However, BFS cannot be directly applied for preference propagation, because it is designed for graph traversal and each node can be visited only once. In contrast, when propagating preference, some nodes need to be visited multiple times. For example, consider the two 6-step paths in Figure 3.6.c:

- Path $p_1$: $u_1 \rightarrow s_{1,1} \rightarrow \ell_2 \rightarrow s_{2,2} \rightarrow u_2 \rightarrow s_{2,1} \rightarrow \ell_3$
- Path $p_2$: $u_1 \rightarrow s_{1,2} \rightarrow \ell_2 \rightarrow s_{2,1} \rightarrow u_2 \rightarrow s_{2,2} \rightarrow \ell_4$

If we follow BFS exactly, $p_2$ is not valid as $s_{2,2}$ has already been visited in $p_1$ at the third step. As a result, it cannot be visited at the fifth step in $p_2$.

To solve this problem, we relax the constraint on the times of visiting a node, and allow a node being visited multiple times. In fact, the multi-times-visited problem only happens to the session nodes of users who share at least one POI with the target user (e.g., $s_{2,2}$), because these nodes will be visited at different steps in different paths.

However, after allowing a node being visited multiple times, a new problem arises: the preference a node $n'$ receives from a precedent node $n$ will be propagated back to $n$, which violates the simple path constraint. For example, $u_2$ in Figure 3.6.c receives preference from $s_{2,2}$ and $s_{2,1}$, and propagates the preference to $s_{2,1}$ and $s_{2,2}$, respectively. However, if we employ BFS, a part of the preference from one node (e.g., $s_{2,1}$) will be propagated back to itself, because at $u_2$ we cannot differentiate the preference from $s_{2,1}$ between that from $s_{2,2}$. We could solve this problem by keeping a table at each node to record the amount of preference the node receives from each of its precedent nodes, but it will increase space cost significantly and incur extra computation. In this paper, we propose a more efficient solution.

Consider a node $n$ that propagates its preference $r_n \cdot w_{n,n'}$ to its adjacent node $n' \in A_n$. After collecting the preference from its adjacent nodes, $n'$ propagates its preference
\[ r_{n'} = \sum_{n'' \in A_{n'}} r_{n''} \cdot w_{n'',n'} \] to its adjacent nodes \( A_{n'} \), one of which is \( n \). Then, the amount of preference originally propagated from \( n \) to \( n' \) needs to be excluded from the preference to be propagated from \( n' \) to \( n \), i.e., the amount of preference that \( n \) receives from \( n' \) should be:

\[
\left( \sum_{n'' \in A_{n'}} r_{n''} \cdot w_{n'',n'} - r_n \cdot w_n,n' \right) \cdot w_{n',n} = \sum_{n'' \in A_{n'}} r_{n''} \cdot w_{n'',n'} \cdot w_{n',n'} - r_n \cdot w_n,n' \cdot w_{n',n} = r_{n'} \cdot w_{n',n} - r_n \cdot w_n,n' \cdot w_{n',n},
\]

where the second part is the portion of preference of \( n \) that will be propagated back to itself through \( n' \).

This inspires the following method to address the problem. We pre-subtract the amount of preference from \( n \) that will be propagated back to it through its neighbors to be visited (e.g., \( r_n \cdot w_n,n' \cdot w_{n',n} \)) after propagating the preference from it (\( n \)) to its neighbors. Then, the relaxed BFS can be applied for preference propagation. For example, after performing pre-subtraction for \( s_{2,1} \) in Figure 3.6.c, we can propagate the preference of \( u_2 \) to its neighbouring node \( s_{2,1} \), since the invalid preference that will be propagated back to it (i.e., \( r_{s_{2,1}} \cdot w_{s_{2,1},u_2} \cdot w_{u_2,s_{2,1}} \)) has already been subtracted.

We name the proposed propagation approach \textit{Breadth-first Preference Propagation} (BPP), for it is designed based on BFS strategy. The algorithm is shown in Algorithm 2. Line 8 relaxes the constraint on the times of visiting a node. If a node \( n' \) is not in the set of candidate POI nodes (\( \tilde{L}_u \)), and needs to be visited in subsequent steps (not in \( N \)), we put it into the queue \( Q \) (lines 12-13), which contains the nodes to be visited. Line 14 propagates the preference from \( n \) to each of its neighbor nodes \( n' \), and lines 15-16 perform the pre-subtraction operation, i.e., if \( n \)'s neighbor \( n' \) will be visited, and \( n' \)'s preference will be propagated back to \( n \) (\( n \in A_{n'} \)), we subtract this part of preference from \( n \)'s preference.

### 3.4.2.3 Time Complexity Analysis

**Time Complexity of DPP.** We first look at the 6-step path for DPP. In the first step, one of target user \( u \)'s session nodes is selected, which has \( |T| \) choices. Then, for each session node, we select one POI node \( \ell \), which has \( |L^{(s)}| \) choices. Here \( |L^{(s)}| \) is defined as the maximum number of POIs a session node connects to. In the third step, a session node of other users' connection with \( \ell \) is reached, and there are \( |S^{(\ell)}| \) possibilities, where \( |S^{(\ell)}| \) is the maximum number of session nodes having links with a POI node. Then, the user node is visited with the cost 1, followed by other session nodes (\( |T| - 1 \)). Finally,
Algorithm 1: Breadth-first Preference Propagation (BPP)

Input: user \( u \), time \( t \), GTAG graph \( G_t \), recommendation size \( k \)

Output: Top-\( k \) POIs as recommendation results

1. \( Q \leftarrow \) queue of nodes to be visited;
2. \( N \leftarrow \) visited node set;
3. push \( u \) into \( Q \);

while \( Q \) is not empty do

5. \( n \leftarrow \) pop head node of \( Q \);
6. if \( n \in N \) then
7. | continue;
8. end
9. if \( n \) is not a session node of those users who share at least one POI with user \( u \) then
10. add \( n \) into \( N \);
11. end
12. \( \hat{r}_n \leftarrow 0 \);

foreach \( n' \in A_n \) do

14. if \( n' \notin \bar{L}_u \) and \( n' \notin N \) and \( n' \notin Q \) then
15. | \( Q.push(n') \);
16. end
17. \( r_{n'} \leftarrow r_{n'} + r_n \cdot w_{n,n'} \);
18. if \( n' \in Q \) and \( n \in A_{n'} \) then
19. | \( \hat{r}_n \leftarrow \hat{r}_n - r_n \cdot w_{n,n'} \cdot w_{n',n} \);
20. end
21. end
22. \( r_n \leftarrow \hat{r}_n \);

24. return top-\( k \) POIs in \( L - L_u \) based on recommendation scores;

a POI node is visited from the session node, where there are \( |L^{(s)}| \) choices. Based on the product rule, the complexity of DPP is \( O(|T||L^{(s)}||S^{(l)}||T||L^{(s)}) \). In the worst case where \( |L^{(s)}| = |L|, |S^{(l)}| = |U||T| \), the complexity becomes \( O(|T|^3|L|^{2}|U|) \). Obviously, the complexities of 3 and 4-step propagations are much lower.

**Time Complexity of BPP.** For the BPP method, the propagation starts from the target user node \( u \). In the first step, all \( u \)'s session nodes are visited, so the complexity is \( |T| \). The second steps propagates the preference from each \( u \)'s session node \( s_{u,t} \) to the POI nodes it connects with by the cost of \( |T||L^{(s)}| \). Then, the preference is transformed from \( u \)'s visited POI nodes to other users’ session nodes they connect with. The cost of the third step is \( |L^{(u)}||S^{(l)}| \), where \( L^{(u)} \) is the maximum number of POIs a user has
visited. We define $S^{(i)}_\ell$ as the set of the session nodes having link with POI $\ell$, and $|N_u|$ as the number of users who co-visited at least one POI with $u$. Then the cost of the fourth step (propagating from other users’ session nodes to their corresponding user nodes) and the fifth step (propagating from the other user nodes to their session nodes) will be $|\bigcup_{\ell \in L_u} S^{(i)}_\ell|$ and $|N_u||T|$. Finally, the preference reaches POI nodes with the cost of $|N_u||T||L(s)|$. For BPP, the total complexity of 6-step propagation is the sum of complexity of each step, which is $O(|T| + |T||L(s)| + |L(s)||S^{(i)}| + |\bigcup_{\ell \in L_u} S^{(i)}_\ell| + |N_u||T| + |N_u||T||L(s)|)$. In the worst case ($|L(s)| = |L|$, $|S^{(i)}| = |N_u| = |U|$, $|\bigcup_{\ell \in L_u} S^{(i)}_\ell| = |U||T|$), the complexity is $O(|T||U||L|)$, which is much lower than that of DPP.

**Time Complexity of MS-IPF.** The worst case time complexity of MS-IPF method proposed in [XYZ+10] is $O(|T||U||L|^2)$, which is higher than that of BPP.

### 3.5 Experiments

We systematically evaluate the proposed approaches and compare with the state-of-the-art methods on 2 real-world datasets. We first detail the experimental setting, then compare the effectiveness of these methods. The efficiency of different methods are studied in the end.

#### 3.5.1 Experimental Setup

We first introduce the datasets and metrics, and then list the methods to be evaluated. In the end, we explain the design of the experiments.

**Dataset.** The two datasets used in our experiments have been introduced in Section 3.2.1. Following the settings of [YYLL11], for each user we randomly mark off 12.5% of his or her visited POIs as development data to tune parameters, and mark off another 25% of POIs as testing data to evaluate the effectiveness of the recommendation methods.

The densities of the training data of Foursquare and Gowalla are $6.35 \times 10^{-3}$ and $9.85 \times 10^{-4}$, respectively. As expected, after splitting a day into 24 slots by hours, the data becomes much sparser. The densities of the two datasets after splitting become $4.82 \times 10^{-4}$ and $6.65 \times 10^{-5}$, respectively.

**Metrics.** To study the effectiveness of the proposed methods, i.e., how well the methods can recover the hold-off POIs in the testing data for a given user at a given time, we use four metrics, namely, $\text{precision@N}$, $\text{recall@N}$, $\text{meanaverageprecision@N}$, and $\text{bDCG@N}$ (denoted by $\text{Pre@N}$, $\text{Rec@N}$, $\text{MAP@N}$, $\text{nDCG@N}$, respectively), where $N$ is the number of recommendation results, following the work [YYLL11].
Table 3.3: The 11 Methods Evaluated in our Experiments

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>T</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>U</td>
<td>User-based CF (Section 2.1.1.1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G-BPP</td>
<td>BPP on TAG without temporal influence</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G</td>
<td>Geo. influence based rec. method [YYLL11]</td>
<td>-</td>
<td>√</td>
</tr>
<tr>
<td>UG</td>
<td>U with geographical influence [YYLL11]</td>
<td>-</td>
<td>√</td>
</tr>
<tr>
<td>UT</td>
<td>U with Temporal preference</td>
<td>√</td>
<td>-</td>
</tr>
<tr>
<td>TS</td>
<td>Two-stage method</td>
<td>√</td>
<td>-</td>
</tr>
<tr>
<td>UTF</td>
<td>U with time function [DL05]</td>
<td>√</td>
<td>-</td>
</tr>
<tr>
<td>MS-IPF</td>
<td>Multi Source IPF on STG [XYZ+10]</td>
<td>√</td>
<td>-</td>
</tr>
<tr>
<td>UCLAF</td>
<td>user-centered col. loc. and act. filtering [ZCZ+10]</td>
<td>√</td>
<td>-</td>
</tr>
<tr>
<td>LRT</td>
<td>Location rec. with temporal effects [GTHL13]</td>
<td>√</td>
<td>-</td>
</tr>
<tr>
<td>SE</td>
<td>Spatial influence rec. with pop. Enhancement (Section 3.3.2.2)</td>
<td>√</td>
<td>-</td>
</tr>
<tr>
<td>UTE</td>
<td>Smoothing enhanced time-aware CF (Section 3.3.1.2)</td>
<td>√</td>
<td>-</td>
</tr>
<tr>
<td>UTE-SE</td>
<td>UTE with geographical influence (Section 3.3.3)</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>TAG-RWR</td>
<td>Random Walk with Restart on TAG</td>
<td>√</td>
<td>-</td>
</tr>
<tr>
<td>TAG-BPP</td>
<td>BPP on TAG</td>
<td>√</td>
<td>-</td>
</tr>
<tr>
<td>GTAG-BPP</td>
<td>BPP on GTAG (Section 3.4)</td>
<td>√</td>
<td>√</td>
</tr>
</tbody>
</table>

Recall that both the Foursquare and Gowalla datasets have a low density, which usually results in relatively low precision and recall values [KSJ09, YYLL11]. In addition, the POIs in the test data of each user may represent only a small portion of POIs that the user may be interested in. Thus, although the relatively low precision and recall values are common and reasonable, in this chapter, we focus on the relative improvements we achieved, instead of the absolute values.

**Recommendation Methods.** We evaluated 11 methods as listed in Table 3.3. The √ mark in the table indicates whether a method utilizes temporal and/or geographical influences.

**U** is the basic CF method without utilizing temporal or geographical influence. We use it to evaluate the improvement brought by considering the temporal/geographical influence. **UG** is the method proposed in [YYLL11], which linearly combines the results of user-based CF and bayesian geographical model G to make recommendation. This method does not utilize temporal influence. **TS** is a two-stage method, which first calculates the recommendation score of each POI to user, and then multiplies it with the popularity of the POI at target time as the final score. **UTF** (user-based CF with time function) is the user-based version of the algorithm proposed in [DL05]. It estimates the similarity between users as the conventional user-based CF does, but weights the check-ins according to the gaps between their time slots and the target time slot by an exponential time function, which is also used in our method. We also tried the original
item-based method in [DL05], but very poor results were obtained; hence we choose not to report the results. **MS-IPF [XYZ+10]** and **LRT [GTHL13]** are the recommendation methods using STG graph and MF, detailed in Section 2.2. We also compare with the tensor based **UCLAF** (user-centered collaborative location and activity filtering) model [ZCZ+10]. UCLAF is proposed to recommend locations and activities. However, UCLAF does not consider how to make time-aware POI recommendations. We apply UCLAF method by utilizing Laplacian regularization terms on temporal influence, where adjacent time slots are connected to form the Laplacian matrices.

Methods **UTE** is the time-aware user-based CF described in Section 3.3.1.2. **UTE-SE** is UTE incorporating popularity enhanced geographical influence SE described in Section 3.3.3. **TAG-RWR**, **TAG-BPP**, and **GTAG-BPP** are all based on techniques described in Section 3.4. Specifically, **TAG** (temporal-aware graph) is a simplified version of GTAG by removing the POI links (i.e., $E_{L,L}$). TAG is employed to fairly compare our preference propagation methods with other methods that do not consider geographical influence. The preference is propagated with Random Walk with Restart (RWR) and BPP algorithms respectively for TAG-RWR and TAG-BPP. To study the contribution of smoothing, we include **UT** (U with Temporal preference), a simplified version of UTE without the smoothing enhancement. To study the performance of our model without temporal influence, we also use a simplified version named **G-BPP**, in which each user only has 1 (24-hour) session node.

Parameters in all methods are tuned to their optimal values by grid search on the development set. For RWR, we set the stop criteria to 0.0001 L-1 distance between vectors of two successive iterations, and the restart probability is 0.15. For UTE-SE, the optimal values of $alpha$ are 0.5 and 0.8 on Foursquare and Gowalla, respectively. For GTAG-BPP, the optimal values of $eta$, $H$, $tau$ and $k$ are 0.2, 3, 0.1 and 450 on Foursquare, and are 0.09, 3, 0.01 and 450 on Gowalla.

### 3.5.2 Tuning Parameters

Before comparing with the baseline methods, we tune the parameters of the proposed methods using the development set and examine their impacts.

In UTE+SE, a parameter $alpha$ is used to control the weights of the temporal part UTE and the spatial part SE (Equation 3.15). We tune $alpha$ on the development data, and plot the average $Pre@5$ and $Rec@5$ on both datasets with different $alpha$ values in Figure 3.7. From the figures, it is observed that best precision and recall are reached when $alpha = 0.5$ and 0.8 on Foursquare and Gowalla, respectively.

In GTAG-BPP, there are four parameters, namely, $eta$, $H$, $tau$ and $k$ in the proposed GTAG-BPP method. Because TAG is a simplified version of GTAG, we first tune $eta$ and $H$ for TAG-BPP on the development set. Then we apply the obtained $eta$ and $H$ to
GTAG-BPP, and adjust $\tau$ and $k$. The default values of $H$ and $k$ are empirically set to 3 and 500, respectively, when tuning $\eta$ and $\tau$. Figures 3.8 and 3.9 show the $Pre@5$ of TAG-BPP and GTAG-BPP with varying parameter settings, respectively. We only plot $Pre@5$. Similar observations hold for $Rec@5$.

Figure 3.8 shows that the optimal value of $\eta$ for Foursquare and Gowalla datasets are 0.3 and 0.09, respectively. Recall that $\eta$ balances the importance of user nodes and POI nodes when propagating preference from session nodes; a smaller $\eta$ means more preference will be propagated to user nodes, which will be further distributed to session nodes that are close to the target time. Gowalla dataset is much sparser than Foursquare, and utilizing other session interests can help mitigate the sparsity problem. This might explain why the optimal $\eta$ for Gowalla data is smaller than that for Foursquare data.
Parameter $H$ controls the importance of session nodes with respect to the target time. If $H$ is small, the session nodes that are far from the target time will contribute less. The optimal $H$ for both datasets is 3, and accuracy decreases as increasing $H$, showing that the session interests close to target time are more important. In addition, when $H$ is smaller than 3, poorer accuracy is observed on both datasets, because small $H$ leads to less importance of other session nodes and worsens the sparsity problem.

In GTAG-BPP, parameter $\tau$ controls the amount of preference in POI node that will be propagated to its nearby POI nodes. As shown in Figure 3.9, GTAG-BPP achieves the best accuracy when $\tau = 0.2$ and 0.01 on Foursquare and Gowalla datasets, respectively. To find out the reason for the difference, we compute the average of willingness of visiting from one POI node to its nearby POIs (i.e., the sum weight of POI edges from a POI node). The value is 95.98 and 238.37 respectively on Foursquare and Gowalla datasets. A possible reason is that, in California, users’ activities are less sensitive to geographical distance because most people drive cars. Consequently, users are more likely to visit distant POIs. Thus, a smaller $\tau$ can weaken the geographical influence. The best $k$ on the two datasets are both 450.

### 3.5.3 Experimental Results

We conduct two sets of experiments. The first set of experiments evaluates the accuracy of the methods utilizing temporal influence (U, G-BPP, UT, UTF, TS, MS-IPF, UCLAF, LRT, UTE, TAG-RWR, TAG-BPP). The second set of experiments evaluate the effectiveness of the methods utilizing geographical influence (G, SE, UG, UTE-SE and GTAG-BPP).
Methods Utilizing Temporal Influence. The precision and recall of the 11 methods (U, G-BPP, UT, UTF, TS, MS-IPF, UCLAf, LRT, UTE, TAG-RWR, TAG-BPP) are reported in Figure 3.10, from which we observe that:

- The proposed method TAG-BPP performs the best w.r.t. all metrics at different $N$ values on both datasets.

- Among the memory-based CF methods, our proposed model UTE achieves the best performance, followed by UTF. UTE achieves better performance than UT, which shows the effectiveness of the proposed smoothing enhancement. TS does not consider the personalized temporal influence, so its performance is worse than that of UTF. U does not exploit temporal influence, and performs the worst. The low accuracy delivered by U suggests that time is an important factor in POI recommendation. TAG-BPP outperforms UTE w.r.t. all evaluation metrics.

- Among the graph-based CF methods, G-BPP performs the worst because it does not exploit the temporal influence. TAG-RW achieves the best accuracy, probably because of the effectiveness of the TAG graph. Compared against TAG-RW, TAG-BPP improves $Pre@5$ by 15% and 10% on the two datasets, respectively. In addition, TAG-BPP beats MS-IPF by 19% and 13% w.r.t. $Pre@5$ on the two datasets. Note that TAG-DPP returns the same results as does TAG-BPP.

- The performance of LRT is not satisfactory, probably because MF method does not handle the datasets in low density well. The bad result is also in accordance with that reported in [NSLM12]. The performance of UCLAf is worse than other baselines, probably because it approximates the check-in tensor by fitting both zero and nonzero entries during the factorization. However, some zero entries in the tensor are actually missing values, and fitting them directly is not reasonable.

Methods Utilizing Geographical Influence. The precision and recall of the 6 methods utilizing geographical influence (G, SE, UG, UTE-SE, and GTAG-BPP) are plotted in Figure 3.11.

G and SE only exploit the geographical information. Between the two methods, SE achieves much better recommendation accuracy than G, which demonstrates the effectiveness of the integration of temporal popularity.

Among the remaining methods, UG delivers the worst results because it does not exploit temporal influence. Our proposed method UTE-SE achieves much better accuracy than UG. GTAG-BPP achieved the best accuracy among the three methods. Compared against TAG-BPP (reported in Figure 3.10), GTAG-BPP further improves the accuracy by 4% to 10%. The improvement results from the incorporation of geographical influence.
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Figure 3.11: Performance of Methods with Geographical Influence
Note that all improvements reported in this sections are significant according to t-test with p-value < 0.01.

We also study the sensitivity of different methods to the sparsity problem. Specifically, we group users into bins based on the numbers of check-ins the users have made, and compare the effectiveness of U, UG, UTF, MSIPF, UTE, UTESE, TAGBPP and GTAGBPP. The Pre@5 and Rec@5 of these methods on the two datasets are plotted in Figure 3.12. From the figure, we can observe that the proposed model TAGBPP and GTAGBPP outperform other baselines for users in all bins, which show that these two methods are less sensitive to the sparsity problem. The performance of UTE and UTF is similar, because both of them exploit the smoothing technique to make the check-in matrix denser.

### 3.5.4 Efficiency of Methods

Next, we look into the efficiency of different methods. We plot the average running time of a recommendation query of all 16 methods on the Gowalla dataset in Figure 3.13.a. Since the Gowalla dataset has much more recommendation queries (34,353) comparing with the Foursquare dataset, we choose it to evaluate the efiiciency.

- LRT, UCLA, U, UT, TS, and UTF are more efficient due to their simple MF, TF or CF techniques. However, their accuracy is among the worst. UTE is slower than UTF, because the smoothing techniques in UTE calls for additional computation. MS-IPF is even much slower, which is consistent with the complexity analysis(See Section 3.4.2.3). G-BPP is more efficient than TAG-BPP, since its graph contains fewer nodes and edges. However, its accuracy is much worse than that of TAG-BPP.
• Among methods based on TAG (i.e., TAG-RWR, TAG-DPP, and TAG-BPP), TAG-RWR is the slowest because it needs a number of iterations to converge. TAG-DPP is much faster than TAG-RWR, since it employs preference propagation, and stops in a fix number of steps. TAG-BPP achieves the best efficiency for its BFS-based propagation strategy avoids multiple propagation on each edge.

• Among the methods exploiting geographical influence, UG and UTE-SE are much slower, because the computation of distance between each candidate POI and each visited POI of the target user is costly. The additional time required by BPP and DPP on GTAG is very small.

To examine the scalability of the proposed methods with the size of TAG, we extract another four datasets from Gowalla [CML11] based on region, namely, CA-NV, CA-MT, CA-MI, and CA-ME, which cover the area in the bounding boxes with the southwest point of California as the lower left point, and the northeast point of Nevada, Montana, Michigan and Maine as the upper right point, respectively. Among the four datasets, the former ones are contained in the latter ones. The information of each dataset after removing users who checked-in fewer than 5 POIs and POIs that were checked-in by fewer than 5 users is shown in Table 3.4.

We randomly select 300 user-time pairs as queries, and report the average running time of a query for GTAG-BPP, GTAG-DPP and GTAG-RWR on each dataset in Figure 3.13.b. We observe that GTAG-BPP has the best scalability.
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Figure 3.13: Efficiency of methods on Gowalla dataset, and the three methods BPP, DPP, RWR on different regions
Table 3.4: Statistics on the CA-{NV, MT, MI, ME} Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Check-ins</th>
<th># Users</th>
<th># POIs</th>
<th># Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA-NV</td>
<td>418,842</td>
<td>10,657</td>
<td>18,947</td>
<td>274,715</td>
</tr>
<tr>
<td>CA-MT</td>
<td>572,122</td>
<td>14,827</td>
<td>26,673</td>
<td>382,521</td>
</tr>
<tr>
<td>CA-MI</td>
<td>986,349</td>
<td>24,668</td>
<td>47,126</td>
<td>639,158</td>
</tr>
<tr>
<td>CA-ME</td>
<td>1,342,131</td>
<td>34,250</td>
<td>65,029</td>
<td>887,029</td>
</tr>
</tbody>
</table>

3.6 Summary

In this chapter, we present the first analysis of temporal influence to users’ check-in behaviors, and observe that users tend to visit different POIs at different time, and the check-in behavior of a user is daily periodic. To exploit the time information, we define a novel problem time-aware POI recommendation, which is an extension of the conventional POI recommendation problem that considers the temporal influence in user activities. To solve this problem, we propose two approaches, namely, UTE+SE and GTAG-BPP, to exploit both the temporal influence and spatial influence. UTE+SE utilizes the temporal and spatial influences by user-based CF and Bayes model, respectively, and generates the recommendation results by a linear combination of the two component. In contrast, GTAG-BPP is an integrated graph based model that incorporates the two influences simultaneously. As a result, it can model the sophisticated interactions of the two influences and provide more accurate recommendations. We conduct extensive experiments over two real-world LBSN datasets, namely, Foursquare check-ins and Gowalla check-ins. The experimental results show that the time information contributes a lot to the recommendation accuracy, and our proposed UTE-SE outperforms all baselines significantly. In addition, our second model, GTAG-BPP further improves the recommendation accuracy against UTE-SE. In addition, the GTAG-BPP shows good efficiency performance among the methods compared.
Chapter 4

Group POI Recommendation

With the rapid development of online social networks, a growing number of people are willing to share their group activities, e.g., having dinners with colleagues, and having picnics with friends. This motivates the studies on group POI recommendation, which aims to recommend POIs for a group of users. Group recommendation is a challenging problem because different group members have different preferences, and how to make a trade-off among their preferences for recommendation is still an open problem.

Previous solutions to group recommendation can be divided into two types: memory-based and model-based approaches. Memory-based approaches further fall in two categories based on the aggregation strategy: preference aggregation strategy first aggregates the profiles of group members into a new profile, and then employs recommendation techniques designed for individuals to make group recommendations [MA98, YZHG06]; score aggregation strategy first calculates a recommendation list for each group member, and then aggregates these lists for group recommendation [OCKR01, McC02, CBH02, PDCCA05, BMR10]. However, both strategies overlook the interactions between group members, and use trivial methods to aggregate members’ preferences. Different from memory-based approaches, model-based methods exploit the interactions among members by modeling the generative process of a group [YLL12, LTYL12, GLRW13]. Among them, the model proposed in [YLL12] requires each group consists of friends, and the group members influence the choice of each other even in a large group. Obviously, the assumptions are too strong for groups in real-life. The PIT model proposed in [LTYL12] assumes that each user has an impact score, and those with great scores are like to be representatives of groups, who select the items for the groups based on their own topic preferences. Obviously, these assumptions may not hold in real world, because users’ influences should be topic-dependent. For example, a user who is an expert in movie may not be influential in a dining group. The information matching based model proposed in [GLRW13] suffers from two shortcomings: first, its time complexity is too high to generate results in real time; second, it cannot provide explanations to the recommendations,
because the model is build on latent dimensions. In addition, none of these model-based approaches can incorporate content information like geographical coordinates of POIs for recommendation.

In this chapter, we propose a probabilistic model named COM (COnsensus Model) to model the generative process of group activities, and make group POI recommendations. Intuitively, users in a group may have different influences, and those who are expert in topics relevant to the group are usually more influential. In addition, users in a group may behave differently as group members from that as individuals. COM is designed based on these intuitions, and is able to incorporate both users’ selection history and personal considerations of content factors. When making recommendations, COM estimates the preference of a group to a POI by aggregating the preferences of the group members with different weights. Besides recommending POIs, our proposed model can be adapted to other recommendation tasks, e.g., movie recommendation. We conduct extensive experiments on four datasets, and the results show that the proposed model is effective in making group recommendations, and outperforms baseline methods significantly.

The rest of this chapter is organized as follows. Section 4.1 introduces the proposed COM model and the recommendation method. We present experimental results in Section 4.2. Finally, Section 4.3 concludes this chapter.

4.1 Model Description

We first define the group POI recommendation problem in Section 4.1.1, and then introduce the proposed COnsensus Model (COM) in Section 4.1.2. After that, the inference algorithm and the recommendation method are presented in Section 4.1.3 and 4.1.4, respectively. Finally, we present how to adapt the proposed model for the movie recommendation tasks in Section 4.1.5. All the notations used in this chapter are listed in Table 4.1.

4.1.1 Problem Statement

Let $U$, $I$, $G$ be the user, POI and group sets, respectively. A group $g \in G$ consists of a set of users (group members) $u_g = \{u_{g,1}, u_{g,2}, ..., u_{g,|g|}\}$, where $u_{g,i} \in U$, and $|g|$ is the size of the group, i.e., the number of users in $g$. In addition, a group $g$ is associated with a POI $i_g \in I$, if $i_g$ is selected by group $g$. We define a group event by $[u_g, i_g]$, i.e., the POI selection event of the group members as a whole. For example, the members of a picnic group selecting a POI for picnic is a group event.

Then, given a target group $g_t$, the problem of group recommendation is defined as recommending a list of POIs that users in $g_t$ may be interested in.
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#### Table 4.1: Symbols for Group POI Recommendation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U, I, G$</td>
<td>user set, POI set, group set</td>
</tr>
<tr>
<td>$K$</td>
<td>the number of latent topics</td>
</tr>
<tr>
<td>$N$</td>
<td>the size of recommendation list</td>
</tr>
<tr>
<td>$g,</td>
<td>g</td>
</tr>
<tr>
<td>$u_g$</td>
<td>the members in group $g$</td>
</tr>
<tr>
<td>$i_g$</td>
<td>the POI selected by group $g$</td>
</tr>
<tr>
<td>$u ∈ U$</td>
<td>user $u ∈ U$</td>
</tr>
<tr>
<td>$z_j, c_j$</td>
<td>the topic and switch of the user-POI pair $j$</td>
</tr>
<tr>
<td>$i(·)$</td>
<td>the set of POIs that are generated when $c = (·)$</td>
</tr>
<tr>
<td>$θ_g$</td>
<td>distribution of topics specific to group $g$</td>
</tr>
<tr>
<td>$ϕ^ZU_z$</td>
<td>distribution of users specific to topic $z$</td>
</tr>
<tr>
<td>$ϕ^ZI_z$</td>
<td>distribution of POIs specific to topic $z$</td>
</tr>
<tr>
<td>$ϕ^UI_u$</td>
<td>distribution of POIs specific to user $u$</td>
</tr>
<tr>
<td>$λ_u$</td>
<td>the parameter of Bernoulli distribution specific to user $u$ for sampling the binary switch $c$</td>
</tr>
<tr>
<td>$α, β, ρ, η$</td>
<td>Dirichlet prior vector for $θ$, $ϕ^ZU$, $ϕ^UI$ and $ϕ^ZI$</td>
</tr>
<tr>
<td>$γ$</td>
<td>Beta prior for $λ$, where $γ = {γ_1, γ_t}$</td>
</tr>
<tr>
<td>$n_{g,z,~j}$</td>
<td>number of times topic $z$ is assigned to group $g$, excluding the $j^{th}$ user-POI pair</td>
</tr>
<tr>
<td>$n_{z,u,~j}$</td>
<td>number of times user $u$ is drawn from topic $z$, excluding the $j^{th}$ user-POI pair</td>
</tr>
<tr>
<td>$n_{ZI,z,i,~j}$</td>
<td>number of times POI $i$ is drawn from topic $z$, excluding the $j^{th}$ user-POI pair</td>
</tr>
<tr>
<td>$n_{UI,u,i,~j}$</td>
<td>number of times POI $i$ is drawn from user $u$, excluding the $j^{th}$ user-POI pair</td>
</tr>
<tr>
<td>$n_{UC,u,c,~j}$</td>
<td>number of times switch $c$ is drawn for user $u$, excluding the $j^{th}$ user-POI pair</td>
</tr>
</tbody>
</table>

#### 4.1.2 COnsensus Model for Group POI Recommendation

We model the generative process of a group event based on the following intuitions:

- **Intuition 1**: Each group is relevant to several topics with different degrees of match, e.g., a picnic group is more relevant to the hiking and dining topics than to the body-building topic. The topics of a group attract users to join the group.

- **Intuition 2**: When selecting a POI, users in a group have two considerations. The first is topics, i.e., a user tends to select the POIs that are related to the group topic, which attracted her to join the group. The second is users’ personal considerations of content factors, such as the geographical distance to a POI. These
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factors are user-specific, and cannot be captured by topics. In addition, different users make different trade-offs between group topics and personal considerations of content factors: some users tend to select the POIs that match the group topics best, while some may select POIs near them.

- **Intuition 3**: Users behave differently when selecting POIs as members in a specific group and when selecting POIs as individuals. In a group, a user tends to match her preference to the topics to the topics of the group.

- **Intuition 4**: The preference of a group to a candidate POI is determined by the preferences of the group members [AYRC+09, GLRW13]. In addition to this, we exploit the following new intuition: the influence of each member on the POI selection of the group is topic-dependent.

These intuitions can solve the weaknesses of existing group recommendation methods. First, since groups may often happen to be formed, we do not assume any friendships and pair-wise influences among the group members. Thus, the problems of [YLL12] do not exist in our model. Second, we assume each group, instead of user, has a topic proportion, and the topics of the group attract users to join. Thus, if a user is an expert in the relevant topics of a group, the user is more influential in making item selection. In other word, the user influence is topic dependent, which is different from the assumption of [LTYL12]. In addition, when selecting item, a user will either consider the group topics and the content information. Thus, the selected items will be relevant to the group instead of the influential users, and the geographical information can be easily incorporated. To verify this intuition, on the Jiepang dataset (to be detailed in the experiments) we represent each POI as a vector of visitors, and study the average pairwise similarity between POIs visited by users as individuals (individual check-ins), and the average pairwise similarity between POIs visited by users as group members (group check-ins). We find the similarity of POIs of individual check-ins is 0.0194, while the similarity of group check-ins is only 0.01034. The difference between the similarity values may be caused by the behavior changes of users. Last but not least, our model is built under the framework of topic models, thus the recommendation results are interpretable, and the online recommendation is very efficient.

We use a multinomial distribution $\theta_g$ over latent topics to model the topic preferences of group $g$ (Intuition 1). In addition, each latent topic $z$ has a multinomial distribution $\phi_z^{2U}$ over user set, which represents the relevance of users to the topic $z$, and a multinomial distribution $\phi_z^{2I}$ over POI set, which represents the relevance of POIs to the topic $z$. Here $\phi_{z,i}$ reflects given a topic $z$, how likely the POI $i$ is selected; $\phi_{z,u}^{2U}$ reveals the appealing degree of topic $z$ to the user $u$, or the user $u$’s expertise on topic $z$. To model Intuition 1 that users join a group because of different topics, for each member in group $g$, a latent
topic \( z \) is sampled from its topic distribution \( \theta_g \), and then a user \( u \) is drawn according to \( \phi_{zu} \).

A user in a group selects POIs either based on the group topics that attracted her to join the group, or her personal considerations of content factors such as distance (Intuition 2). We use a switch \( c \) to decide which one accounts for the POI selection of a user, i.e., if \( c = 1 \), the POI is sampled based on the topic-specific multinomial distribution over POIs \( \phi_{ZI} \); if \( c = 0 \), the POI is drawn from the user-specific multinomial distribution of POIs \( \phi_{UI} \). Since different users will make different trade-offs between group topics and distance (Intuition 2), in our model, the switch \( c \) is drawn from a user-specific Bernoulli distribution with parameter \( \lambda_u \). In other words, user \( u \) is influenced by group topics with probability \( \lambda_u \), and is influenced by distance with probability \( 1 - \lambda_u \). Note that the Bernoulli distribution for \( \lambda_u \) has a Beta prior \( \gamma = \{\gamma, \gamma_t\} \).

Next we illustrate the model using an example. Suppose a picnic group is more relevant to both hiking and dining topics than body-building topic. The three topics are sampled from the topic distribution of the picnic group, which attract users \( u_1 \), \( u_2 \) and \( u_3 \), respectively. Then, these three users determine which POI to visit based on the group topics and their personal considerations of content factors such as traveling distance. Suppose \( u_1 \) does not mind traveling, and the topic “hiking” has a more significant influence to his selection. Then she may select a distant POI that matches the hiking topic best. Thus, the switch \( c \) for \( u_1 \) is more likely to be 1. \( u_2 \) and \( u_3 \) will also make trade-offs between group topics and distance to select the POI for picnic.

Different from COM, previous topic model based approaches [YLL12,LTYL12] assume that when selecting items, a group member only considers her own topic preference. The assumption may not hold, because users in a group may behave differently as group members from that when they make choices as individuals (Intuition 3). For example, suppose \( u_1 \) is interested in both hiking and movie topics. In previous approaches, \( u_1 \) may select a theater for the picnic group because of her interest in movie topic. In contrast, in our model, \( u_1 \) join the picnic group because of the hiking topic, and thus her selection will be related to hiking rather than movie.

In summary, the generative process of a collection of group events is as follows:

- For each topic \( z_k \), \( k = 1, ..., K \)
  - Draw \( \phi_{zu} \sim \text{Dirichlet}(\beta) \);
  - Draw \( \phi_{ZI} \sim \text{Dirichlet}(\eta) \);
- For each user \( u_v \), \( v = 1, ..., |U| \)
  - Draw \( \phi_{UI} \sim \text{Dirichlet}(\rho) \);
– Draw $\lambda_u \sim \text{Beta}(\gamma)$;

• For each group $g$
  – Draw $\theta_g \sim \text{Dirichlet}(\alpha)$;
  – For each group member
    * Draw $z \sim \text{Multinomial}(\theta_g)$;
    * Draw $u \sim \text{Multinomial}(\phi_z^{2U})$;
    * Draw switch $c \sim \text{Bernoulli}(\lambda_u)$;
    * If $c = 0$
      · Draw $i \sim \text{Multinomial}(\phi_u^{UI})$;
    * If $c = 1$
      · Draw $i \sim \text{Multinomial}(\phi_z^{ZI})$;

The graphical model is shown in Figure 4.1.

For POI recommendation, geographical distance is an important factor to consider. Previous studies reported that users tend to visit nearby POIs, and the willingness of visiting a POI decreases with the increase of distance from their current locations. We can incorporate the user-specific influence of geographical distance into our model by modifying the Dirichlet prior $\rho$ to $\phi_{UI}^U$. Here, we adopt a power-law function of distance to model the willingness $w_i(d)$ of a user moving from one POI to another $d$ km far away POI as Chapter 3.3.2 does.

Then, given a user $u$, the set of POIs that she has visited $I_u$, we calculate $P(i|I_u)$ for each candidate POI $i$ according to the geographical distance, and use this value for $\rho_{u,i}$. Based on the Bayes rule, $P(i|I_u)$ is calculated as follows:

$$\rho_{u,i} = P(i|I_u) \propto P(i)P(I_u|i) = P(i) \prod_{i' \in I_u} P(i'|i)$$  \hspace{1cm} (4.1)

where $P(i'|i)$ is proportional to the willingness value in Equation 3.6, in which $d$ is the distance between POIs $i'$ and $i$.

Note that different users in a group will sample different POIs in the model, which is in accordance with our experience: users may have different preferences over POIs, and thus are likely to make different choices. In fact, the POI selection of a group is often made by two steps: group members express their own opinions on POI selections first, and then these selections are weighted and a consensus is reached. As to be detailed in Section 4.1.4, we propose a recommendation method that can aggregate the selections of group members based on their topic-dependent influences, and generate a single recommendation for the target group.
We remark that the aforementioned generative process is also applicable to the groups with pre-defined members, since these groups also have topic distributions. Consider some students plan to form a club group and the topics of the group are dining, hiking, etc. The group is formed because its topics attract the members. If someone is not interested in any of the group topics, she will not join the group. Thus, the generative process of the club can also be explained by the proposed model, where the group members are sampled from the students.
4.1.3 Parameter Estimation

The total likelihood of the group event corpus is:

\[
P(z, u, c, i | \alpha, \beta, \rho, \eta, \gamma) = \int P(c | \lambda) P(\lambda | \gamma, \gamma_0) d\lambda \cdot \int P(z | \theta) P(\theta | \alpha) d\theta \cdot \int P(u | z, \phi^{ZU}) P(\phi^{ZU} | \beta) d\phi^{ZU} \cdot \int \int P(i | u, z, c, \phi^{UI}, \phi^{ZI}) P(\phi^{UI} | \rho) P(\phi^{ZI} | \eta) d\phi^{UI} d\phi^{ZI}
\]

(4.2)

We employ collapsed Gibbs sampling to obtain samples of the hidden variable assignment, and to estimate the unknown parameters \{\lambda, \phi^{ZU}, \phi^{UI}, \phi^{ZI}\}. For ease of presentation, we define a user \(u\) together with the POI \(i\) selected by \(u\) as a user-POI pair \(j = (u, i)\), where the user of \(j\) is \(u \in U\), and the POI of \(j\) is \(i \in I\).

Since there are two latent variables in the model, namely, \(z\) and \(c\), we employ two-step Gibbs sampling method. We first sample topics \(z_j\) for all user-POI pairs \(j\), and then sample switches \(c_j\) for all \(j\). For each latent variable (e.g., \(z_j\)), a Gibbs sampling method computes the full conditional probability for the assignment of the variable conditioned on all the other assignments (e.g., \(z_{-j}\)). However, it is challenging to get the full conditional probability because of the complex interdependencies between user \(u\), topic \(z\), switch \(c\) and POI \(i\): \(u\) is sampled based on \(z\), which influences the sampling of \(c\), while \(i\) is sampled based on either \(z\) or \(u\) depending on \(c\).

To solve this problem, we separate the POIs generated based on topics, and the POIs generated based on users’ personal considerations of content factors. Then, the last part of Equation 4.2 becomes:

\[
\int \int P(i | u, z, c, \phi^{UI}, \phi^{ZI}) P(\phi^{UI} | \rho) P(\phi^{ZI} | \eta) d\phi^{UI} d\phi^{ZI} = \int P(i^{(0)} | u, c, \phi^{UI}) P(\phi^{UI} | \rho) d\phi^{UI} \cdot \int P(i^{(1)} | z, c, \phi^{ZI}) P(\phi^{ZI} | \eta) d\phi^{ZI}
\]

(4.3)

where \(i^{(0)}\) is the set of POIs that are sampled based on users’ personal considerations of content factors (i.e., \(c = 0\)), and \(i^{(1)}\) is the set of POIs that are sampled based on topics (i.e., \(c = 1\)).

Based on the new equation of total likelihood, we can derive the full conditional distribution of topic \(z_j\) and switch \(c_j\) assignments for each user-POI pair \(j\). If the POI
of $j$ is drawn based on topics, i.e., $c_j = 1$, we sample $z_j$ according to the following probability:

$$ P(z_j = k| z_{-j}, u, i^{(1)}) $$

$$ = \frac{\int P(z|\theta)P(\theta|\alpha)d\theta \int P(u|z, \phi^{ZU})P(\phi^{ZU}|\beta)d\phi^{ZU} \int P(i^{(1)}|c, \phi^{Zl})P(\phi^{Zl}|\eta)d\phi^{Zl}}{\int P(z_{-j}|\theta)P(\theta|\alpha)d\theta \int P(u|z_{-j}, \phi^{ZU})P(\phi^{ZU}|\beta)d\phi^{ZU} \int P(i^{(1)}|z_{-j}, c, \phi^{Zl})P(\phi^{Zl}|\eta)d\phi^{Zl}} \cdot \frac{n_{g_j,k,-j} + \alpha_k}{\sum_{k' \in Z}(n_{g_j,k',-j} + \alpha_{k'})} \cdot \frac{n_{k,u,-j} + \beta_u}{\sum_{i' \in I}(n_{k,i',-j} + \eta_{i'})} $$

(4.4)

where $g_j$ is the group of $j$. If the POI of $j$ is drawn based on user’s personal considerations of content factors, i.e., $c_j = 0$, we have:

$$ P(z_j = k| z_{-j}, u, i^{(0)}) $$

$$ = \frac{n_{g_j,k,-j} + \alpha_k}{\sum_{k' \in Z}(n_{g_j,k',-j} + \alpha_{k'})} \cdot \frac{n_{k,u,-j} + \beta_u}{\sum_{i \in U}(n_{k,i',-j} + \beta_{i'})} $$

(4.5)

After sampling topics for all user-POI pairs, we draw a switch $c_j$ for each $j$ according to the following posterior probability. When $c_j = 1$, we have:

$$ P(c_j = 1| c_{-j}, z, u, i) $$

$$ = \frac{\int P(c|\lambda)P(\lambda|\gamma, \gamma_t)d\lambda \int P(i^{(0)}|u, c, \phi^{UI})P(\phi^{UI}|\rho)d\phi^{UI}}{\int P(c_{-j}|\lambda)P(\lambda|\gamma, \gamma_t)d\lambda \int P(i^{(0)}|u, c_{-j}, \phi^{UI})P(\phi^{UI}|\rho)d\phi^{UI}} \cdot \frac{n_{UC, (1), -j} + \gamma}{n_{UC, (0), -j} + n_{UC, (1), -j} + \gamma + \gamma_t} \cdot \frac{n_{Zl, i, -j} + \eta_i}{\sum_{i' \in I}(n_{Zl, i', -j} + \eta_{i'})} $$

(4.6)

Note that since $c_j = 1$, the second term in the right hand side of Equation 4.6 is 1. Thus, we cancel this part, and get:

$$ P(c_j = 1| c_{-j}, z, u, i) $$

$$ \propto \frac{n_{UC, (1), -j} + \gamma}{n_{UC, (0), -j} + n_{UC, (1), -j} + \gamma + \gamma_t} \cdot \frac{n_{Zl, i, -j} + \eta_i}{\sum_{i' \in I}(n_{Zl, i', -j} + \eta_{i'})} $$

(4.7)
Similarly, we calculate the sampling probability for $c_j = 0$:

$$P(c_j = 0|\mathbf{e}_{-j}, \mathbf{z}, \mathbf{u}, \mathbf{i}) \propto \frac{n_{UI}^{UC} + \gamma_t + \rho_i}{n_{UI}^{UC} + n_{UC}^{UC} + \gamma + \gamma_t + \sum_{i' \in I}(n_{UI}^{UC} + \rho_{i'})} \cdot \frac{n_{UC}^{UC} + \gamma_t}{n_{UC}^{UC} + \gamma + \gamma_t}$$ (4.8)

After sampling a sufficient number of iterations, we calculate the parameters $\phi^{ZU}$, $\phi^{UI}$, $\phi^{ZI}$ and $\lambda$ as follows:

$$\hat{\phi}^{ZU}_{z,u} = \hat{P}(u|z) = \frac{n_{ZU}^{ZU} + \beta_u}{\sum_{u' \in U}(n_{ZU}^{ZU} + \beta_{u'})}$$ (4.9)

$$\hat{\phi}^{UI}_{u,i} = \hat{P}(i|u) = \frac{n_{UI}^{UI} + \rho_i}{\sum_{i' \in I}(n_{UI}^{UI} + \rho_{i'})}$$ (4.10)

$$\hat{\phi}^{ZI}_{z,i} = \hat{P}(i|z) = \frac{n_{ZI}^{ZI} + \eta_i}{\sum_{i' \in I}(n_{ZI}^{ZI} + \eta_{i'})}$$ (4.11)

$$\hat{\lambda}_u = \hat{P}(c = 1|u) = \frac{n_{UC}^{UC} + \gamma}{n_{UC}^{UC} + n_{UC}^{UC} + \gamma + \gamma_t}$$ (4.12)

4.1.4 Recommendation

When making recommendations for a target group $g_t$, we first discover its topic distribution based on the group members $\mathbf{u}_{g_t}$. The distribution, denoted by $\theta_{g_t}$, can be learnt by performing Gibbs sampling on $\mathbf{u}_{g_t}$ according to the following equation:

$$P(z_j = k|z_{-j}, u_j = v, u_{-j}) \propto \hat{\phi}^{ZU}_{k,v}(n_{GZ}^{GZ} + \alpha_k)$$ (4.13)

Since the recommendations should match the topic distribution $\theta_{g_t}$, based on the generative model, we define the recommendation score for candidate POI $i$ as follows:

$$P(i|\mathbf{u}_{g_t}, \theta_{g_t}) \propto \prod_{u \in \mathbf{u}_{g_t}} \sum_{z \in Z} \theta_{g_t,z} \cdot \hat{\phi}^{ZU}_{z,u} \hat{\phi}^{ZI}_{z,i} \cdot \hat{\phi}^{UI}_{u,i}$$ (4.14)

Equation 4.14 embeds Intuition 4 (when selecting POIs, different users in a group have different influence scores, and the influence scores are topic dependent) as follows: if the topic $z$ is more relevant to group $g_t$, and a user $u$ is an expert in $z$, then $u$ will be more influential in POI selection. Recall that the expertise of a user $u$ on topic $z$ is
modeled by $\phi_{z,u}^Z$. In Equation 4.14, $\theta_{g,z} \cdot \phi_{z,u}^Z$ is the influence score of user $u$ in group $g$ for a given topic $z$, and $\lambda_u \cdot \phi_{z,i}^I + (1 - \lambda_u) \cdot \phi_{U,i}^U$ is $u$'s preference to a candidate POI $i$ given topic $z$. We margin out the topics, and get the overall preference of $u$ to $i$. Then the preferences of all members to $i$ are multiplied as the group preference to $i$. The rationale is three-fold: 1) the preference of a group to a POI depends on the preferences of all individuals; 2) ranking a POI based on the product of preferences is equal to the geometric mean of these individuals’ preferences. Compared with the traditional strategies that calculate the arithmetic mean of preferences (averaging) or concentrate on the smallest preference (least-misery), the aggregated preference score by geometric mean is less sensitive to extreme values; 3) this definition matches the proposed model well.

4.1.5 Adapting COM for Movie Recommendation

Our proposed model COM can be adapted for other tasks by incorporating different content features. In this section, we take group movie recommendation as an example.

We believe when selecting a movie to watch, a user may consider several factors, such as genre, cast, etc. We take the cast to illustrate how to exploit content information. Intuitively, users tend to watch the movies stared by their favorite actors or actresses. We incorporate user $u$’s cast-based considerations to a movie $i$ by modifying the prior $\rho_{u,i}$ as follows:

$$\rho_{u,i} \propto \sum_{s \in S_i} P(s|u)$$

(4.15)

where $s$ is a movie star, and $S_i$ is the cast list of movie $i$. $P(s|u)$ is estimated based on the occurrences of $s$ in $u$’s watching history.

Note that the $|U| \times |I|$ dimensional matrix $\phi^{UI}$ requires a large amount of space, in which each value of $\phi_{u,i}^{UI}$ is determined by both the count $n_{u,i}^{UI}$ and the prior $\rho_i$ (Equation 4.10). Since for each user $u$, the values of most POIs in $\phi^{UI}$ are 0 ($n_{u,i}^{UI} = 0$ and $\rho_{u,i} = 0$), we can use sparse matrix to store $\phi^{UI}$ to reduce the space complexity.

4.2 Experiments

We first introduce the setup of the experiments in Section 4.2.1, and then present the experimental results in Section 4.2.2, in which we compare the recommendation accuracy of our model with five baselines on four datasets. After that, we analyze which factor influences group members’ choices more significantly in Section 4.2.3. In the end, we show some sample topics discovered by the proposed model to examine their semantics in Section 4.2.4.
4.2.1 Experimental Setup

4.2.1.1 Datasets

Four real-world datasets are used in our experiments. The first dataset is used in previous work [LHT+12], which is collected from Plancast [Pla], an event-based social network (EBSN). In Plancast, a user can follow others’ calendars, and join different events. An event involves a group of members, and is held at a POI. A POI is associated with a geographical coordinate. We treat an event as a group, where the users involved in the event are the group members, and the POI of the event is the POI selected by them.

Second, we collect 45 million check-ins from Jiapang [Jie], a location-based social network (LBSN). As shown in Figure 1.1.b, LBSNs allow users to share their geographic information by check-ins, where a check-in has a user, time and POI, indicating the user visited the POI at that time. Each a POI in Jiapang is associated with its geographical coordinate. However, Jiapang does not contain explicit group information, and we extract implicit group check-ins as follows: we assume if a set of friends visit the same POI at the same time, they are the members of a group. Specifically, the set of individual check-ins made by friends within 0.5 hour is regarded as a group check-in. For both Jiapang and Plancast datasets, we aim to recommend POIs for given groups.

The last two datasets are extracted from 1M MovieLens dataset [Mov] by following the approach in [BMR10]. MovieLens allows users to rate the movies they have watched by stars ranging from 0 to 5. Two kinds of groups are considered in the experiments: similar and random, denoted by MovieLens-Simi and MovieLens-Rand, respectively. Groups in MovieLens-Simi have larger inner similarities between members, while groups in MovieLens-Rand are randomly formed. The two datasets simulate two kinds of groups in real-life: the groups formed by people who have similar preferences, and the groups that happen to be formed by a set of people. For each dataset, we randomly select 3000 groups with 5-members. We also evaluated groups of size 3 and 8, and obtained similar results. The details for generating the datasets can be found in [BMR10]. Given a group, if every member gives 4 stars or above to a movie, we assume that the movie is adopted by the group. We also collect the cast list of each movie from IMDB [IMD] as content information.

The information of the four datasets is shown in Table 4.2. For each dataset, we randomly mark off 20% of group events as the test set to evaluate the recommendation accuracy of different methods.

4.2.1.2 Evaluation Metrics

Following previous work [AYRC+09, BMR10, LTYL12, GLRW13], we evaluate the accuracy of different methods with three metrics, namely, average precision@N ($Pre@N$),
average recall@$N$ ($Rec@N$) and normalized discounted cumulative gain ($nDCG$), where $N$ is the number of recommendations. We consider three values of $N$ (i.e., 5, 10, 20), where 5 is the default value. For all metrics, larger value indicates better recommendation performance.

### 4.2.1.3 Recommendation Methods

We evaluate 7 methods in our experiments, namely, CF-AVG, CF-LM, CF-RD [AYRC+09], SIG [YLL12], PIT [LTYL12], and the proposed methods COMP and COM. To the best of our knowledge, these state-of-the-art group recommendation methods have not been compared with each other in previous work, and our evaluation is the first experimental studies on them.

**User-based CF with averaging strategy (CF-AVG):** Given a candidate item $i$, CF-AVG first estimates the recommendation score of each user in the target group by user-based CF, and then uses the average of these scores as the recommendation score for the group.

**User-based CF with least-misery strategy (CF-LM):** Given a candidate item $i$, CF-LM first estimates the recommendation score of each user in the target group by user-based CF, and then uses the smallest score as the recommendation score for the group.

**User-based CF with relevance and disagreement (CF-RD) [AYRC+09]:** This model calculates the recommendation score for a candidate item $i$ based on the relevance and disagreement of the group, where the relevance is calculated based on either CF-AVG or CF-LM, and the disagreement can be either the average difference of recommendation scores of pair-wise group members, or the variance of members’ recommendation scores.

**Social influence based group recommendation (SIG) [YLL12]:** SIG is a topic model based approach, which has been introduced in Section 2.2.3. Since the MovieLens-Simi and MovieLens-Rand datasets have no friendship information, we do not report the results of SIG for them.
Personal impact topic model (PIT) [LTYL12]: PIT model assumes that different users have different impact scores, and in a group, the user who has a larger impact score is more likely to be selected as the representative. Given a group of users $u_{gr}$, PIT model first samples a representative user $r$ from $u_{gr}$ based on users’ impact scores, and then $r$ selects a topic based on her topic preference, and finally the topic generates an item for the group.

COnsensus Model Plain (COMP): To make a fair comparison with these baselines which do not exploit users’ considerations of content factors, we use a symmetric Dirichlet prior for $\phi^{UI}$ to disregard the effect of content information.

COnsensus Model (COM): The proposed model incorporated with users’ considerations of content factors.

All baselines are evaluated under the optimal settings. For the hyperparameters in COMP and COM, we take fixed values ($\alpha = 50/K$, $\beta = \eta = 0.01$, $\gamma = \gamma_t = 0.5$ and $\rho = 0.01$ for COMP). The prior $\rho$ in COM encodes the content-based knowledge, and needs to be set empirically. Previous work fixes its value as 0.01 [GS04], and thus the sum of the prior is $0.01 \times |I|$. In this chapter, we normalize the value of $\rho$ of each user to a fix value $0.01 \times p \times |I|$, where the parameter $p$ is used to tune the confidence in the prior knowledge.

The information exploited by each methods is summarized in Table 4.3.

<table>
<thead>
<tr>
<th>Method</th>
<th>CF-AVG/ LM</th>
<th>SIG</th>
<th>PIT</th>
<th>COMP</th>
<th>COM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adoption Records</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Item Tags</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Social Relations</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Content Features</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
</tr>
</tbody>
</table>

4.2.2 Experimental Results

Precision and Recall Under Different $N$

We first fix the number of topics $K$ at 250, and vary the number of recommendations $N$. The $Pre@N$ and $Rec@N$ values on the four datasets are plotted in Figure 4.2. Please note that the MovieLens-Simi/Rand datasets do not contain social relations, and thus the baseline SIG cannot be applied to them.

From Figure 4.2.a and 4.2.b, we can see that the CF-based approaches, namely, CF-AVG, CF-LM and CF-RD, do not perform well on the Plancast and Jiepang datasets. This is because the three methods exploit neither the difference of individuals, nor the
Figure 4.2: Pre@N & Rec@N under #Recommendations Made (N)
interactions among group members. They assume that users in a group make choices independently, and aggregate their choices for recommendations. The performance of SIG is not satisfactory, either. The reason is that SIG makes group recommendations based on the social relations between users in a group, and it requires tags of candidate items. However, in the groups of Plancast, only several or even none of the members are friends to each other, and neither of the two datasets has tag information. The lack of social relations and tags brings down its recommendation accuracy.

In contrast, PIT performs better than the CF based approaches on the Plancast and Jiepang datasets because PIT utilizes the interactions in a group by differentiating influences of users, and assumes that a user with a larger impact score will be influential in every group of the user. However, PIT ignores the fact that the influence of a user will be different across different topics. The performance of PIT on the two MovieLens datasets is not as good as on the Plancast and Jiepang datasets. This is because groups in the two datasets are loosely organized, and users select movie independently. Since no representative member exists to make item selections for a group, the basic assumption of PIT does not hold any more, which results in its bad recommendation accuracy.

Compared with the five baselines, our proposed method COMP always archives superior recommendation accuracy. For example, it outperforms CF-AVG, CF-LM, CF-RD, SIG and PIT by 84%, 34%, 76%, 43% and 19%, respectively, for Rec@5 on Plancast. The reasons are two-fold: on the one hand, COMP considers the behavior changes of users in a group (Intuition 3); on the other hand, it estimates the topic-dependent influences of users in a group (Intuition 4). Compared with COMP, COM further improves Rec@5 by more than 15% on Plancast, Jiepang and MovieLens-Rand, showing that content information is an important consideration when users selecting items (Intuition 2), and COM is effective in incorporating the content information (geographical distance for Plancast and Jiepang, and cast list for MovieLens-Rand). The improvement on MovieLens-Simi is marginal, since its user-item selection matrix has a high density (about 4%). As a result, COMP, which only utilizes users’ selection history, already achieves very good accuracy (e.g., Rec@5 is 67.3%), and thus the value of relative improvement is small.

**Precision and Recall Under Different K**

We fix the number of recommendations at 5, and vary the number of topics K from 50 to 400. The Pre@5 and Rec@5 values on the four datasets are plotted in Figure 4.3. Since CF-AVG, CF-LM and CF-RD do not involve topics, their Pre@5 and Rec@5 values do not vary with K.

For the topic model based approaches, namely, SIG, PIT, COMP and COM, their Pre@5 and Rec@5 values do not change much with varying the number of topics. In addition, we notice that SIG performs worse than CF-AVG, CF-LM and CF-RD on Plancast, but better than these CF-based approaches on Jiepang when K \( \geq 250 \). This is because the group events of Jiepang are extracted based on friendships, and thus they fit
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4.3.a: Rec@5 - Plancast

4.3.b: Rec@5 - Jiepang

4.3.c: Pre@5 - MovieLens-Simi

4.3.d: Rec@5 - MovieLens-Simi

4.3.e: Pre@5 - MovieLens-Rand

4.3.f: Rec@5 - MovieLens-Rand

Figure 4.3: Pre@5 & Rec@5 under #Topics (K)
well with the assumption of the SIG. PIT’s Rec@5 value is the best among the baselines on the Plancast and Jiepang datasets, but is worse than that of CF-AVG, CF-LM and CF-RD on MovieLens-Simi and MovieLens-Rand. Potential reason is the generative process of groups in the MovieLens datasets is different from that of PIT model. Our proposed method COMP outperforms the best baselines by about 20% on the four datasets. After incorporating users’ personal considerations of content factors, COM further improve the Rec@5 values by more than 15% on the Plancast, Jiepang and MovieLens-Rand datasets, demonstrating the effectiveness of the proposed model.

![Graph](4.4.a: nDCG - Plancast) ![Graph](4.4.b: nDCG - Jiepang) ![Graph](4.4.c: nDCG - MovieLens - Simi) ![Graph](4.4.d: nDCG MovieLens - Rand)

Figure 4.4: nDCG under #Topics (K)

**nDCG Under Different K**

Next, we vary the number of topics $K$, and examine the nDCG results of different approaches to see how well they can rank the true items higher. The results are plotted
in Figure 4.4. We can see that the results display a similar trend with the previous experimental results based on \( Pre@5 \) and \( Rec@5 \): PIT performs the best among the baseline methods on Plancast and Jiepang, but the worst on MovieLens-Simi and MovieLens-Rand. However, our method COMP consistently outperforms the best baseline under different number of topics by more than 15% on the four datasets. COM achieves the best results, which are at least 16% greater than that of COMP on Plancast, Jiepang and MovieLens-Rand.

**Effect of \( p \)**

We next examine the effect of \( p \) on the recommendation accuracy of COM. Recall that after incorporating the users’ personal considerations of content factors into the prior, we normalize the prior of each user to \( p \cdot 0.01 \cdot |I| \). Parameter \( p \) is set to adjust the effect of the prior, i.e., larger \( p \) implies that the distribution \( \phi_{UI} \) is more influenced by the content information. We examine the recommendation accuracy of COM under different value of \( p \) ranging from 0.001 to 1000. The \( Rec@5 \) and \( nDCG \) on four datasets are plotted in Figure 4.5. We can see that the recommendation performance remains relatively stable when varying the value of \( p \). The \( Pre@5 \) follows a similar trend with \( Rec@5 \).

**Performance for Different Size of Groups**

This set of experiments is to study the performance of each recommendation method for groups of different sizes. We group the Plancast groups into bins based on group size, and plot the \( Rec@5 \) and \( nDCG \) curves of each method in Figure 4.6. The number of topics is fixed at 250. The results on the other datasets are not given here. Figure 4.6 shows that the proposed methods COMP and COM outperform the baselines for groups of different sizes. Among the baselines, CF-AVG, CF-LM and CF-RD perform the worst, followed
by SIG and PIT. Compared with that of other methods, the performance of CF-based approaches is better for groups of small size, because their group organizations are simple, and thus these simple aggregating strategies are good for making recommendations.

4.6.a: Rec@5

4.6.b: nDCG

Figure 4.6: Rec@5 and nDCG for Different Size of Groups

4.2.3 Weight of Topics in Item Selection

In this section, we study the weight of topics in users’ item selections by investigating parameter $\lambda_u$, the probability that a user selects an item according to group topics.

We first study the effect of the number of topics $K$ on the value of $\lambda_u$. Specifically, for each dataset, we plot the average $\lambda_u$ of all users as a function of $K$. The curves of COMP and COM on the four datasets are shown in Figure 4.7. We see that for COMP which does not exploit the content information, the average $\lambda_u$ is almost not affected by the value of $K$, and its value is between 0.75 to 0.9. The results reveal that most of items are selected according to topics, but there is still a set of items that are selected based on users’ personal considerations of content factors. Compared with the average $\lambda_u$ of COMP, that of COM is much smaller, since additional content information is incorporated. The value of $\lambda_u$ on Plancast (around 0.5) is larger than that on Jiepang (around 0.2) for COM, indicating that topics have larger weight in POI selections of Plancast users. In addition, the $\lambda_u$ values of both COMP and COM on MovieLens-Simi are larger than those on MovieLens-Rand, because groups in MovieLens-Simi consist of people with high similarities, and thus topic is a very important consideration.

Then, we fix the number of topics at 250, and plot the distribution of $\lambda_u$ of COM on the four datasets in Figure 4.8. First, we observe that the weights of topics are different
for different users, which is in accordance with **Intuition 2**. We also notice that on all datasets, the $\lambda_u$ value of the majority of users is smaller than 0.4, showing that the personal considerations of content information is important for most of people. In addition, we see that the curve of Plancast has a long tail, indicating that a considerable portion of users treat topics important. In addition, $\lambda_u$ on MovieLens-Simi reaches another peak at $\lambda_u = 1$, showing that in a group with high inner-similarity, a considerable portion of people select items based on topics.

---

**Figure 4.7:** Avg. $\lambda_u$ under #Topics ($K$)

4.7.a: $\lambda_u$ vs $K$ - Plancast

4.7.b: $\lambda_u$ vs $K$ - Jiepang

4.7.c: $\lambda_u$ vs $K$ - MovieLens-Simi

4.7.d: $\lambda_u$ vs $K$ - MovieLens-Rand

---
4.2.4 Topic Analysis

We first investigate the POI distribution of each topic generated by COM on Plancast and Jiepang datasets, where the number of topics is set to 250. For each topic $z$, we rank the POIs $i$ based on $\phi_{z,i}^{ZJ}$. The top 5 POIs of 5 randomly selected topics on the two datasets are plotted in Figure 4.9. We observe that for each topic, the top-ranked POIs are close to each other. This is because topics are estimated based on users’ group participation history. Since users tend to join groups held at their nearby POIs due to the spatial constraint, the POIs visited by each user fall in a small geographical region, and thus the top-ranked POIs of each topic are close to each other.

![Figure 4.8: Distribution of $\lambda_u$](image)

Table 4.4: Representative Movies for COM Topics

<table>
<thead>
<tr>
<th>Topic</th>
<th>Movies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comedy</td>
<td>Big (1988), Romancing the Stone (1984), Four Weddings and a Funeral (1994)</td>
</tr>
<tr>
<td></td>
<td>Raiders of the Lost Ark (1981)</td>
</tr>
<tr>
<td>Animation</td>
<td>Toy Story 2 (1999), Mulan (1998), Peter Pan (1953)</td>
</tr>
</tbody>
</table>
4.9.a: Plancast

4.9.b: Jiepang

Figure 4.9: POI Distribution of Topics

Then, we examine the movie distributions of topics of COM on the MovieLens-Rand dataset. Specifically, we set the number of topics at 50 for COM, and randomly select 5 topics. For each topic $z$, we rank the movies $i$ based on the learnt $\phi_{z,i}$. The top 3 movies of the 5 topics are listed in Table 4.4. The name of each topic is generated from the top 10 movies’ genres in IMDB by majority vote. We can find that the discovered topics are semantically meaningful.

4.3 Summary

A number of POI recommendation methods have been proposed, but most of them are designed for individuals. How to make accurate POI recommendations for groups is still an open problem. In this chapter, we propose a new probabilistic model COM to simulate the generative process of group events and make POI recommendations for a group of users. COM is designed based on the novel intuitions that group members’ influences are topic-dependent, and a user may behave differently as a group member from that as individual. Since users’ POI selections are not only influenced by topics, but also by users’ personal considerations of content factors like distance, we incorporate the content information into the model. Experimental results on four real-world datasets show that
the proposed method outperforms five baselines significantly in terms of recommendation accuracy.
Chapter 5

Requirement-aware POI Recommendation

Users may have clear requirements before submitting the recommendation requests, e.g., shopping or having dinner. Obviously, the requirements explicitly reveal users’ interests, and thus can be utilized for recommendation.

In this chapter, we define a new task, namely, requirement-aware POI recommendation, which aims at predicting POIs for a target user based on her specific requirement, where the requirement can be formulated as short text, e.g., “spots for birthday party”. In addition, as time is an important consideration for recommendation, the requirement-aware results could be also time-specific when the target time is available.

Obviously, the recommended POIs of time and requirement aware POI recommendation should meet two points: 1) the recommended POIs should be close to the position of the target user at the given time, because users tend to visit their nearby places; 2) the recommended POI should be relevant to the given requirements. The first point requires the recommender system should be able to model the mobility patterns of individual users, so that it can predict the most likely mobility area of the target user at the target time, while the second point requires the recommender system can model the activity of the user at different places, and model the semantic topics of different POIs. Based on the given requirement (word) and time, we can infer the current location of the target user, and recommend nearby POIs that match the given requirement. Thus, in order to return accurate requirement-aware results, we need to design a model that can model the spatial, temporal and semantic information of each individual. Thanks to the development of location-aware social networks such as Twitter and Foursquare, we have a sheer amount of data to infer users’ mobility patterns (time and locations which can be extracted from check-ins and geo-annotated tweets) and topic interests (shout text, such as tweets content and check-in shouts). However, developing a model that can capture the four factors simultaneously is still a challenging task, since they together make
the modeling and parameter estimation complicated. Moreover, the interdependencies among them and role played by each is unclear.

In this chapter, we propose a pLSA-based generative model $W^4$ (short for *Who, Where, When, and What*) to discover individual users’ mobility behaviors from user, spatial, temporal and semantic aspects, and to make requirement-aware POI recommendation. Then, we enhance it and propose a non-parametric bayesian model $EW^4$ (short for *Enhanced $W^4$*), which does not require any input parameters. Experimental results on two real-world datasets show that the proposed models are effective in not only requirement-aware POI recommendation, but also a variety of other applications.

The rest of this chapter is organized as follows: We study the characteristics of users’ mobility behaviors in Section 5.1. Based on the intuitions described in Section 5.2, we build our models $W^4$ and $EW^4$ in Sections 5.3 and 5.4, respectively. The parameter estimation algorithms are introduced in Section 5.5. We discuss some applications of our model in Section 5.6, and present the experimental results in Section 5.7. Section 5.8 concludes our work.

## 5.1 Characteristics of Individual Mobility

In this section, we study the characteristics of individual user mobility pattern on two datasets, namely, world-wide tweets collection (WW) and microblogs collection from USA (USA, see Section 5.7 for more details on the datasets).

**DataAnalysis 1:** We first examine the effect of spatial distance to users’ mobility. Specifically, for each user, we calculate the distance between every pair of her visited POIs. Then, we aggregate the results of all users and plot the number of check-ins as a function of distance in Figure 5.1. From the figures, we observe that users are more likely to visit POIs close to their visited POIs, and thus the POIs visited by a user will form several spatial clusters. The observations are in accordance with that in Section 3.2.3.

**DataAnalysis 2:** Next, we randomly select a user and plot her visited POIs in a map. The POIs visited in weekdays and weekends are plotted in different colors. From Figure 5.2, we observe that the POIs visited by the user can be clustered into several geographical regions, and the user visited a region with different probabilities in weekdays and weekends.

**DataAnalysis 3:** Then, we analyze the temporal pattern of users’ mobility. Specifically, we divide the check-ins of the selected user into two sets based on the check-in day (*i.e.*, weekday and weekend). For each set, we plot the visited POIs on the map and distinguish three visiting time slots by different colors in Figure 5.3. From the figures, we make an observation that the visiting time of POIs in a region is different in weekdays and weekends.
5.2 Intuitions and Notation

We develop our model based on the following intuitions, which enable us to model the mobility patterns and topic interests of users, and the topics of POIs.

**Intuition 1** An individual’s mobility usually centers at several personal geographical regions, *e.g.*, home region and work region (*DataAnalysis 1 and 2*). The number of personal regions is user-dependent, *e.g.*, users who are interested in outdoor activities may have hiking regions, and users who are interested in shopping may have shopping regions.

**Intuition 2** A user may visit a region with different probabilities on weekdays and weekends (*DataAnalysis 2*), *e.g.*, she may go to work region on weekdays rather than on weekends. In addition, the visiting time of a region is influenced by the day (*DataAnalysis 3*), *e.g.*, a user is more probable to stay at home region in
the evening of weekdays, but it is also likely to stay at home in the daytime on
weekends.

**Intuition 3** The topics of a user at a place are influenced by both the user’s personal
topic preference and the region where the user stays. For example, suppose a user
who is interested in both eating and hiking comes to a place full of restaurants, the
user is more likely to be interested in the eating topic. In addition, the topics of
a user at her home region (*e.g.*, entertainment and shopping) are expected to be
different from the work-related topics at her work region.

**Intuition 4** When a user chooses a POI to visit, both the topic requirement and the
region where the user stays are considered. Intuitively, a user tends to visit nearby
POIs within her current region of stay (**DataAnalysis 1**) that meet her require-
ment (*e.g.*, for meal). In addition, different users may make different trade-offs
between the topic and region factors, *e.g.*, comparing to those without cars, the
users who have cars may treat the region with less importance, because it is much
easier for them to drive to the POIs they want to visit.

**Intuition 5** Different regions and different topics lead to different language variations
([HAG+12](#)), which in turn reflect the user’s activity. Therefore, the words in user’s
tweets are affected by both the topic and the region. For example, if a user is
shopping at her home region, the words she would use are related to both the
shopping topic and home region, such as “grocery”, “family”, etc.

We consider each user \(u\) has several personal regions, denoted by \(\{r_{u,0}, r_{u,1}, \ldots, r_{u,|R_u|}\}\),
where \(|R_u|\) is the number of regions of user \(u\). The personal regions are estimated based
Table 5.1: Symbols for Requirement-aware POI Recommendation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$, $L$, $S$, $W$, $D$</td>
<td>user set, POI set, day set {weekday, weekend}, vocabulary set, tweets set</td>
</tr>
<tr>
<td>$Z$, $R$, $R_u$</td>
<td>topic set, region set of all users, region set of user $u$, where $R = \bigcup_{u \in U} R_u$</td>
</tr>
<tr>
<td>$</td>
<td>()</td>
</tr>
<tr>
<td>$u$, $\ell$, $w$, $s$, $t$</td>
<td>user $u \in U$, POI $\ell \in L$, word $w \in W$, day of a week $s \in S$, time of a day $<a href="">hh:mm:ss</a>$</td>
</tr>
<tr>
<td>$d_i$, $z_i$, $r_i$, $w_i$</td>
<td>the $i^{th}$ tweet in $D$, the topic, region and the text of of $d_i$</td>
</tr>
<tr>
<td>$r_{u,j}$</td>
<td>the $j^{th}$ region of user $u$, where $1 \leq j \leq</td>
</tr>
<tr>
<td>$c^L_i$, $c^W_i$</td>
<td>the POI and word switches of tweet $i$</td>
</tr>
<tr>
<td>$c_{u,w}$</td>
<td>the occurrence times of word $w$ in $w$</td>
</tr>
<tr>
<td>${t}_r$</td>
<td>the collection of time of the tweets that are assigned to region $r$</td>
</tr>
<tr>
<td>$td(t_1, t_2)$</td>
<td>the difference between time $t_1$ and $t_2$ in a day</td>
</tr>
<tr>
<td>$G_0$</td>
<td>global probability measure over topic space with mixing proportion $\tau$</td>
</tr>
<tr>
<td>$G_r$</td>
<td>region-specific measure over topic space with mixing proportion $\theta_r$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>global multinomial distribution of topics</td>
</tr>
<tr>
<td>$\theta_r$</td>
<td>multinomial distribution of topics specific to region $r$</td>
</tr>
<tr>
<td>$\psi_{u,s}$</td>
<td>multinomial distribution of regions specific to user $u$ on day $s$</td>
</tr>
<tr>
<td>$\phi^L_z$, $\phi^W_z$</td>
<td>multinomial distribution of POIs specific to topic $z$, multinomial distribution of words specific to topic $z$</td>
</tr>
<tr>
<td>$\phi^W_r$</td>
<td>multinomial distribution of words specific to region $r$</td>
</tr>
<tr>
<td>$\xi^L_u$</td>
<td>Bernoulli distribution specific to user $u$ for sampling the binary switch $c^L$</td>
</tr>
<tr>
<td>$\xi^W_u$</td>
<td>Bernoulli distribution specific to user $u$ for sampling the binary switch $c^W$</td>
</tr>
<tr>
<td>$\mu_r$, $\Lambda_r$, $\Sigma_r$</td>
<td>mean, precision matrix and covariance matrix of Gaussian distribution over geographic coordinates specific to region $r$, where $\Lambda_r = \Sigma_r^{-1}$</td>
</tr>
<tr>
<td>$\nu_{r,s}$, $\lambda_{r,s}$</td>
<td>mean and precision of Gaussian distribution over time specific to region $r$ in day $s$</td>
</tr>
</tbody>
</table>
on the POIs of all geo-tagged tweets from a user. We model a POI $\ell$ as a two-tuple $\ell = \{id_\ell, cd_\ell\}$, where $id_\ell$ is the identifier of the POI, and $cd_\ell$ is the latitude and longitude coordinates of the POI. A region $r$ is modeled by a bi-variant Gaussian over the latitude and longitude, parameterized by the mean vector $\mu_r$ and covariance matrix $\Lambda_r^{-1}$. Note that we use $r$ to represent a region (i.e., any one of the personal regions) when the semantic is clear.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>parameter of the prior of $\tau$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>concentration parameter for $G_r$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>parameter for Chinese Restaurant Process for $\psi$</td>
</tr>
<tr>
<td>$\eta, \chi, \zeta$</td>
<td>Dirichlet prior vector for $\phi^{ZL}, \phi^{ZW}$ and $\phi^{RW}$</td>
</tr>
<tr>
<td>$o, \delta$</td>
<td>Beta priors for $\xi^L$ and $\xi^W$, where $o = {o_0, o_1}$ and $\delta = {\delta_0, \delta_1}$</td>
</tr>
<tr>
<td>$\mu_0, \kappa_0, \nu_0, \epsilon_0$</td>
<td>Normal-Wishart prior for $\mu$, and $\Lambda$</td>
</tr>
<tr>
<td>$\nu_0, \rho_0, \lambda_0$</td>
<td>Normal-Gamma prior for $\nu$, and $\lambda$</td>
</tr>
<tr>
<td>$n_{SR}^{k,s,r,i}$</td>
<td>number of times region $r$ is assigned to day $s$, excluding tweet $i$</td>
</tr>
<tr>
<td>$n_{RZ}^{k,r,z,i}$</td>
<td>number of times topic $z$ is assigned to region $r$, excluding tweet $i$</td>
</tr>
<tr>
<td>$n_{ZL}^{k,z,\ell,i}$</td>
<td>number of times POI $\ell$ is assigned to topic $z$, excluding tweet $i$</td>
</tr>
<tr>
<td>$n_{ZW}^{k,z,w,i}$</td>
<td>number of times word $w$ is assigned to topic $z$, excluding tweet $i$</td>
</tr>
<tr>
<td>$n_{RW}^{k,r,w,i}$</td>
<td>number of times word $w$ is assigned to region $r$, excluding tweet $i$</td>
</tr>
<tr>
<td>$n_{UL}^{u,(\cdot),i}$</td>
<td>number of times switch $c^L = (\cdot)$ is assigned to user $u$, excluding tweet $i$</td>
</tr>
<tr>
<td>$n_{UCW}^{u,(\cdot),i}$</td>
<td>number of times switch $c^W = (\cdot)$ is assigned to user $u$, excluding tweet $i$</td>
</tr>
<tr>
<td>$m_z$</td>
<td>number of tweets that are assigned to topic $z$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>a parameter to balance the importance between the region and the topic for word generation in $W^4$</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>a parameter to balance the importance between the region and the topic for POI generation in $W^4$</td>
</tr>
</tbody>
</table>

We model time $t$ in a day as a continuous variable in $< hh : mm : ss >$ format, and categorize days into two classes, namely, weekdays and weekends. Specifically, we use $s \in S = \{0, 1\}$ to denote a day of a week, i.e., $s = 0$ for a weekday and $s = 1$ for
a weekend day. Note that $t$ is cyclic on a daily basis. For instance, the time difference between 23:00:00 and 1:00:00 is the same as the difference between 1:00:00 and 3:00:00. All notions used in this chapter is shown in Tables 5.1 and 5.2.

We consider a tweet $d$ is a five-tuple
$$d_i = \{u_i, \ell_i, w_i, t_i, s_i\},$$
where $u_i$ denotes the user or the author of the tweet; $\ell_i$, $t_i$, and $s_i$ denote the POI, the time in a day, and the day of a week, as described earlier; $w_i$ are the words in tweet $d_i$. For easy presentation, we use $D$, $U$, and $L$ to denote the collection of tweets, users, and POIs respectively. The word vocabulary is denoted by $V$. That is, $d \in D$, $u \in U$, $\ell \in L$, and each word in $w_i$ belongs to $V$. The topics of a user are reflected by the words in the user’s tweets.

### 5.3 $W^4$ Model Description

$W^4$ generates the day, time, words, and POI for each tweet posted by a user, shown in Figure 5.4. The generative process is briefly described below.

(i) For each tweet $d$ of a given user $u$, a day $s$ is first selected based on a Bernoulli distribution $P(s|u)$, and then a personal region $r$ is generated by drawing from the multinomial distribution $P(r|u, s)$, which further generates a time in that day based on Gaussian distribution $\mathcal{N}(\nu_{r,s}, \sigma_{r,s})$.

(ii) Parameterized by the topic preference of the user $u$ and the sampled region $r$, a topic $z$ is generated using the multinomial distribution $P(z|u, r)$ (Intuition 3).

(iii) After generating the region and the topic, the POI $\ell$ and each word $w$ are sampled based on $P(\ell|r, z)$ and $P(w|r, z)$, respectively (Intuition 4 and 5).

The generative process of a collection of tweets $D$ is summarized in Algorithm 2.

Note that we do not sample time $t$ based on its exact time point, e.g., 11:00 pm. Instead, the time $t$ is generated based on the time difference $td(t, \nu_{r,s})$ between it and the mean time of the time Gaussian of region $r$ on day $s$, i.e., $t \sim \mathcal{N}(td(t, \nu_{r,s})|\nu_{r,s}, \sigma_{r,s})$. In other words, the time that is close to the mean time is more likely to be sampled. Since the time in a day is cyclic, the time difference is always less than or equal to 12, e.g., the time difference between 11:00 pm and 1:00 am is 2 hours.

To model $P(w|r, z)$, a parameter $\sigma$ is introduced to balance the importance between the region and the topic, i.e., $P(w|r, z) = \sigma P(w|z) + (1 - \sigma)P(w|r)$, where $P(w|z)$ and $P(w|r)$ are the word distribution of topic $z$ and region $r$, respectively. Because a tweet is very short (limited within 140 characters), we assume all words in a tweet come from the same topic.
Next, we generate a POI according to $r$ and $z$. It is however challenging to model the generating process of POI. Previous studies treat a POI either as geographic coordinates or a POI identifier. Treating POIs as geographic coordinates makes it feasible to capture user’s mobility regions [YCH+11], or discover geo-regions that have specific topics [HAG+12, Siz10], but fails to capture the topic variations of different POIs. On

\begin{algorithm}
\caption{Generative Process of W$^4$}
\begin{algorithmic}[1]
\FOR{each user $u$, ($u = 1, \ldots, |U|$)}
\FOR{the tweet $d_i \in D_u$}
\STATE Draw a day $s \sim P(s|u)$;
\STATE Draw a region $r \sim P(r|u, s)$;
\STATE Draw a time $t \sim P(t|u, r, s)$;
\STATE Draw a topic $z \sim P(z|u, r)$;
\STATE Draw a POI $l \sim P(l|r, z)$;
\FOR{the $k$-th word ($k = 1, \ldots, |w_i|$)}
\STATE Draw $w \sim P(w|r, z)$;
\ENDFOR
\ENDFOR
\ENDFOR
\end{algorithmic}
\end{algorithm}

Figure 5.4: The Graphical Representation of W$^4$
the other hand, treating POIs as POI identifiers enables us to differentiate the topics of POIs [MLSZ06, WWXM07, HCW+10] (because $P(\ell|z)$ is always modeled by a multinomial distribution, which calls for a limited POI set $L$), but the geographic coordinate information is ignored.

As stated in Intuition 4, a user tends to visit a nearby POI (e.g., restaurant) that can fulfill her topical needs (e.g., lunch). That is, when choosing a POI to visit, a user jointly considers both its geographic POI and its topic (e.g., restaurant or bar). We use a parameter $\kappa$ is to balance $P(\ell|z)$ and $P(\ell|r)$, i.e., $P(\ell|r, z) = \kappa P(\ell|z) + (1 - \kappa) P(\ell|r)$.

Note that the proposed model only considers the general situations that a user stays at her own cities. When user travels to new cities, the mobility behavior might be different from the propose model. For example, the user may visit some popular regions, where the regions are global. In addition, the influence of day to the mobility is not significant any longer. We leave the model as our future work.

5.4 EW$^4$ Model Description

Note that W$^4$ cannot fully exploit the intuitions given in Section 5.2. First, it assumes that all users have the same number of personal regions, which does not fully exploit Intuition 1. Second, it assumes that different users make the same trade-offs between the topic and region factors when choosing a POI, which does not fully exploit Intuition 4. In addition, these tuning parameters have to be set manually in W$^4$. To solve these problems, we propose a new model named Enhanced W$^4$.

Specifically, for each tweet $d$ of a given user $u$ with a day $s$, a personal region $r$ is generated based on the day (Intuition 1 and 2). Here we employ Chinese Restaurant Process (CRP) to draw the region, and automatically discover personal regions for each user. CRP is a stochastic process that customers select seats at a restaurant with an infinite number of tables. The first customer randomly selects a table to sit, while the other customers can either sit at an occupied table $i$ with probability of $\frac{n_i}{n+\beta}$, or sit at a new table with probability of $\frac{\beta}{n+\beta}$, where $n_i$ is the number of customers at table $i$, and $n$ is the total number of customers in the restaurant. As a Bayesian nonparametric approach, CRP is effective in clustering data (i.e., customers) into clusters (i.e., tables), and it can automatically estimate how many clusters are needed to model the data.

In our problem, given the day $s$, user $u$ can either select an existing region, or create a new region and select it. The probability that $u$ selects a region $r$ is computed as follows:

$$CRP(r|u, s) = \begin{cases} \frac{\beta}{\sum_{r' = 1}^{\mid R_u \mid} n_{s,r'}^{SR} + \beta} & r \notin R_u \\ \frac{n_{s,r}^{SR}}{\sum_{r' = 1}^{\mid R_u \mid} n_{s,r'}^{SR} + \beta} & r \in R_u \end{cases} \quad (5.1)$$
After selecting the region $r$, the time $t$ is drawn based on Gaussian distribution $\mathcal{N}(td(t, r) | \nu_r, \lambda_r^{-1})$ (Intuition 2). Parameterized by the topic preference of the user $u$ and the sampled region $r$, a topic $z$ is drawn from the region-specific probability measure $G_r$ over topic space, where the multinomial mixing proportions of $G_r$ is $\theta_r$ (Intuition 3). After selecting the region and topic, we draw the POI $\ell$ and each word $w$. Since $\ell$ can be either generated based on topic or region (Intuition 4), we use a switch $c^L$ to decide which one accounts for the POI selection. If $c^L = 1$, the POI is sampled based on the topic-specific multinomial distribution over POIs $\phi_{zL}$, and if $c^L = 0$, the POI is sampled based on the Gaussian distribution $\mathcal{N}(\mu_r, \Lambda_r^{-1})$ of region $r$. Since the words selection is also influenced by both region and topic (Intuition 5), we introduce another switch $c^W$. If $c^W = 1$, the word is sampled based on the topic-specific multinomial distribution over words $\phi_{zW}$, and if $c^W = 0$, the word is sampled based on the region-specific multinomial distribution over words $\phi_{rW}$. Based on the same assumption of $W^4$, all words in a tweet with $c^W = 1$ come from the same topic. But unlike $W^4$, we assume different users will make different trade-offs between topics and regions when selecting POIs and words. Thus, $c^L$ and $c^W$ in $EW^4$ are drawn from two user-specific Bernoulli distributions $\xi_u^L$ and $\xi_u^W$, respectively.

How to set the number of topics $|Z|$ is an important issue. Most of previous studies are built on topic models such as pLSA and LDA, in which the number of topics $|Z|$ to be set empirically. In this article, we proposed a Hierarchial Dirichlet Process (HDP) based model, which can automatically learn $|Z|$ from the data. Specifically, we introduce a global probability measure $G_0$ over the region-specific measure $G_r$, where the mixing proportions of $G_0$ and $G_r$ are $\tau$ and $\theta_r$, respectively. In a finite model, the number of topics $|Z|$ is a positive integer, and $\tau$ is drawn from the Dirichlet distribution $\text{Dir}(\gamma/|Z|, \ldots, \gamma/|Z|)$. After that, each $\theta_r$ is drawn from the Dirichlet distribution $\text{Dir}(\alpha\tau)$, where $\alpha$ is a concentration parameter that controls the variance of the draws around $\tau$. Taking $|Z| \to \infty$, the global topic distribution $\tau \sim \text{Dir}(\gamma/|Z|)$, and we have $G_r \sim \text{DP}(\alpha, G_0)$, a Dirichlet process with base measure $G_0$ and concentration parameter $\alpha$. Finally, the finite model becomes an HDP. More details can be found in [TJBB06].

Based on the aforementioned intuitions and notations, $EW^4$ generates the day, time, words, and POI for each tweet posted by a user in an integrated manner. The generative process is described in Algorithm 3, and the graphical model is shown in Figure 5.5.

## 5.5 Parameter Estimation

In this section, we introduce the parameter estimation approaches for $W^4$ and $EW^4$, respectively.
Algorithm 3: Generative Process of EW

1. for each user $u$, $(u = 1, \ldots, |U|)$ do
   2. Draw POI switch Bernoulli distribution $\xi^L_u \sim \text{Beta}(\alpha)$;
   3. Draw word switch Bernoulli distribution $\xi^W_u \sim \text{Beta}(\delta)$;
   4. end
   5. Draw global topic multinomial distribution $\tau \sim \text{Dir}(\gamma/|Z|)$;
   6. for each user $u$, $(u = 1, \ldots, |U|)$ do
      7. for each tweet $d_i \in D_u$ do
         8. Draw a region $r$ based on $\text{CRP}(r|u, s_i)$, where $s_i$ is the day of $d_i$;
         9. if $r \notin R_u$ then
            10. for each day $s \in S$ do
               11. Draw time distribution $N(\nu_{r,s}, \lambda_{r,s}^{-1}) \sim \text{Normal} - \text{Gamma}(\nu_0, \nu_0, \rho_0, \omega_0)$;
            end
         12. Draw geographical distribution $N(\mu_r, \Lambda_r^{-1}) \sim \text{Normal} - \text{Wishart}(\mu_0, \kappa_0, \nu_0, \epsilon_0)$;
         13. Draw region-specific topic multinomial distribution $\theta_r \sim \text{Dir}(\alpha \tau)$;
         14. Draw region-specific word distribution $\phi_{r}^{RW} \sim \text{Dir}(\zeta)$;
         15. Add $r$ into $R_u$;
         16. end
         17. end
         18. Draw a topic $z \sim \theta_r$;
         19. if $z \notin Z$ then
            20. Draw topic-specific POI multinomial distribution $\phi_{z}^{ZL} \sim \text{Dir}(\eta)$;
            21. Draw topic-specific multinomial distribution $\phi_{z}^{ZW} \sim \text{Dir}(\chi)$;
            22. Add $z$ into $Z$;
            23. end
         24. Draw a time $t \sim N(td(t, \nu_{r,s_i})|\nu_{r,s_i}, \lambda_{r,s_i}^{-1})$;
         25. Draw a POI switch $c^L \sim \xi^L_u$;
         26. if $c^L = 0$ then
            27. Draw a POI $\ell \sim N(\mu_r, \Lambda_r^{-1})$;
         end
         28. else
         29. Draw a POI $\ell \sim \phi_{z}^{ZL}$;
         end
         30. Draw a word switch $c^W \sim \xi^W_u$;
         31. if $c^W = 0$ then
            32. for the $k$–th word ($k = 1, \ldots, |w_i|$) do
               33. Draw a word $w \sim \phi_{z}^{RW}$;
            end
            34. else
            35. for the $k$–th word ($l = 1, \ldots, |w_i|$) do
               36. Draw a word $w \sim \phi_{z}^{ZW}$;
         end
         37. end
         38. end
      end
   end
end
5.5.1 Parameter Estimation for $W^4$

As shown in Figure 5.4, there are two latent variables in $W^4$, namely, region $r$ and topic $z$. The joint probability over tweet $d = \{u_d, \ell_d, w_d, t_d, s_d\}$, region $r$, and topic $z$, can be written as:

$$p(d, r, z) = p(u_d, r, z, s_d, t_d, \ell_d, w_d)$$
$$= p(u_d)p(s_d|u_d)p(t_d|u_d, r_d, s_d)p(r|u_d, s_d)$$
$$= p(z|u_d, r)p(\ell_d|r, z)p(w_d|r, z),$$  \hspace{1cm} (5.2)

where

$$p(\ell_d|r, z) = \kappa p(\ell_d|z) + (1 - \kappa)p(\ell_d|r),$$

$$p(w_d|r, z) = \prod_{w \in w_d} (\lambda p(w|z) + (1 - \lambda)p(w|r))^{c(w, w_d)}.$$  

In the above equation, $c(w, w_d)$ is the count of word $w$ in $w_d$. 
This model has a set of parameters \( p(r|u, s) \), \( p(z|u, r) \), \( \nu_{u,s,r} \), \( \sigma_{u,s,r}^2 \), \( \mu_{u,s,r} \), \( \Sigma_{u,s,r} \), \( p(w|z) \) and \( p(w|r) \). Denoting them by \( \Psi \), we have the log-likelihood of the historical data \( D \):

\[
\mathcal{L}(\Psi; D) = \log p(D|\Psi). \tag{5.3}
\]

We use Expectation-Maximization (EM) to find parameters \( \Psi \) that can maximize the log-likelihood of the historical data.

In the **E-step**, since there are two latent variables \( r \) and \( z \) in \( W \), we update their joint expectation \( p(r, z|d) \) according to Bayes rule as Equation 5.4.

\[
p(r, z|d) = \frac{p(d, r, z)}{p(d)} = \frac{p(d, r, z)}{\sum_r \sum_z p(d, r, z)}. \tag{5.4}
\]

In the **M-step**, we find the new \( \Psi \) that can maximize the log-likelihood as follows:

\[
p(r|u, s) = \frac{\sum_{d \in D_{u,s}} \sum_z p(r, z|d)}{\sum_{d \in D_{u,s}} \sum_z \sum_{r'} p(r', z|d)^4}. \tag{5.5}
\]

where \( D_{u,s} \) is the collection of tweets written by user \( u \) on the day \( s \). We will not explain \( D_{(,)} \) unless necessary.

\[
p(z|u, r) = \frac{\sum_{d \in D_u} p(r, z|d)}{\sum_{d \in D_u} \sum_{z'} p(r, z'|d)}, \tag{5.6}
\]

\[
\nu_{u,s,r} = \frac{\sum_{d \in D_{u,s}} \sum_z p(r, z|d) \cdot t_d}{\sum_{d \in D_{u,s}} \sum_z p(r, z|d)}, \tag{5.7}
\]

\[
\sigma_{u,s,r}^2 = \frac{\sum_{d \in D_{u,s}} \sum_z p(r, z|d) \cdot t_d^2 (t_d, \nu_{u,s,r})}{\sum_{d \in D_{u,s}} \sum_z p(r, z|d)}, \tag{5.8}
\]

where \( td(t_1, t_2) \) is the difference between time in a day \( t_1 \) and \( t_2 \), because the time in a day is cyclical. Note that given a collection of time, we can get two Gaussian distributions with different \( \nu_r \) and \( \lambda_r \), and the \( \nu_r \) of the two distributions are 12-hour apart from each other. For example, \( \nu_r \) for 1:00 and 23:00 can be either 0:00 or 12:00. Obviously, 0:00 is a better choice for the mean, since it is closer to 1:00 and 23:00 than 12:00, which leads to a greater \( \lambda_r \) value. Thus, between the two sets of \( \nu_r \) and \( \lambda_r \), we choose the \( \nu_r \), \( \lambda_r \) pair with the greater \( \lambda_r \) value as the mean and precision for the temporal Gaussian distribution.

Estimating \( p(w|r) \) and \( p(w|z) \) is not straightforward, because they are coupled by the sum in logarithm in the log-likelihood, *i.e.*, \( \log(\lambda p(w|z) + (1 - \lambda)p(w|r)) \). We solve this problem by applying Jensen’s inequality [Jen06]. Because logarithm is a concave function, we have:

\[
\log(\lambda p(w|z) + (1 - \lambda)p(w|r)) \geq \lambda \log(p(w|z)) + (1 - \lambda) \log(p(w|r)),
\]

\[
\log(\kappa p(\ell|z) + (1 - \kappa)p(\ell|r)) \geq \kappa \log(p(\ell|z)) + (1 - \kappa) \log(p(\ell|r)).
\]
By substituting the above two Equations into Equation 5.3, we have a lower bound of the log-likelihood. By maximizing the lower bound, we have:

\[
p(w \mid r) = \frac{\sum_{d \in D_u} \sum_{z} c(w, w_d)p(r, z \mid d)}{\sum_{w'} \sum_{d \in D_u} \sum_{z} c(w', w_d)p(r, z \mid d)}, \quad (5.9)
\]

\[
p(w \mid z) = \frac{\sum_{d \in D_u} \sum_{r} c(w, w_d)p(r, z \mid d)}{\sum_{w'} \sum_{d \in D_u} \sum_{r} c(w', w_d)p(r, z \mid d)}, \quad (5.10)
\]

\[
\mu_{u,r} = \frac{\sum_{d \in D_u} \sum_{z} p(r, z \mid d) \cdot c_{d, d} \cdot \ell_d}{\sum_{d \in D_u} \sum_{z} p(r, z \mid d)}, \quad (5.11)
\]

\[
\Sigma_{u,r} = \frac{\sum_{d \in D_u} \sum_{z} p(r, z \mid d) \cdot (c_{d, d} \cdot \mu_{u,r})^T (c_{d, d} \cdot \mu_{u,r})}{\sum_{d \in D_u} \sum_{z} p(r, z \mid d)}, \quad (5.12)
\]

\[
p(\ell \mid z) = \frac{\sum_{d \in D_u} \sum_{r} p(r, z \mid d)}{\sum_{d \in D_t} \sum_{z'} \sum_{r} p(r, z' \mid d)}. \quad (5.13)
\]

Please note that the lower bound technique has no impact on the inference of other parameters, since they are surrounded in different logarithms. As a result, the derivative with respect to a parameter does not involve with the others.

### 5.5.2 Parameter Estimation for EW\(^4\)

We employ collapsed Gibbs sampling to obtain samples of the hidden variable assignment, and to estimate the unknown parameters \(\{\theta, \psi, \phi^{ZL}, \phi^{ZW}, \phi^{RW}, \xi^L, \xi^W, \mu, \Lambda, \nu, \lambda\}\). There are four latent variables in the model, namely, region \(r\), topic \(z\), the switch for POI sampling \(c^L\), and the switch for word sampling \(c^W\). We initialize \(z\), \(c^L\) and \(c^W\) for each tweet by random values. Since the personal regions of each user is generated based on CRP, we create a region for each user at the initialization step, and assign all the user’s tweets to the region. Then, we use two-step Gibbs sampling to obtain the samples: region \(r_i\) and topic \(z_i\) of each tweet \(d_i\) are sampled in the first step, and the two switches \(c^L_i\) and \(c^W_i\) of each tweet \(d_i\) are sampled in the second step. For each set of variables, \(e.g., r_i\) and \(z_i\), a Gibbs sampler computes the full conditional probability for their assignments conditioned on all the other assignments \(e.g., r_{-i}, z_{-i}\), while the assignments of the other set of variables \(e.g., c^L_i, c^W_i\) are fixed.

For the first-step sampling, we derive the update equation for region \(r_i\) and topic \(z_i\) for tweet \(d_i\) based on the following equation:

\[
P(r_i = r, z_i = z \mid r_{-i}, z_{-i}, .) \propto \frac{P(r, z, .)}{P(r_{-i}, z_{-i}, .)} \quad (5.14)
\]
However, with different \( c^L \) and \( c^W \) assignments, the generative processes of POI and words of a tweet are different, which makes it difficult to get an update equation applicable to all tweets. To solve this problem, we divide the tweet collections \( D \) into four subsets based on the assignments of \( c^L \) and \( c^W \), namely, \( D_{1,1}, D_{1,0}, D_{0,1} \) and \( D_{0,0} \), where \( D_{c_1,c_2} \) denotes the collection of tweets with \( c^L = c_1 \) and \( c^W = c_2 \). Comparing to that for \( D \), it is much easier to obtain the update equation for tweets in each subset, since given a subset, the generative processes of POIs and words of its tweets are fixed. Then, we compute the conditional probability for each set.

We first focus on \( D_{1,1} \), in which tweets’ POIs and words are sampled according to the topic-specific distributions over POIs and words, respectively. We can derive the sampling equation 5.14 for \( r \) and \( z \) of tweet \( d_i \in D_{1,1} \) as follows:

- If \( r \notin R_{u_i} \), then

\[
P(r, z_{\cdot i}) = \frac{\beta}{\sum_{r' \in R_{u_i}} n_{s_i,r'_{\cdot i}}} \cdot \frac{\alpha r_z}{\sum_{z'=1}^{[Z]} n_{r,z',\cdot i}} \cdot \frac{n_{z,\ell_i,\cdot i}^{RZ} + \eta}{\sum_{t'=1}^{[L]} n_{z,t',\cdot i}^{RZ} + |L|} \cdot \mathcal{N}(td(t_i, u_i) | \nu_0, \lambda_0^{-1}) \cdot \frac{\prod_{y=0}^{[V]} \sum_{w=1}^{[W]} (n_{z,w,i}^{ZW} + \chi + y)}{\prod_{y=0}^{[V]} \sum_{w=1}^{[W]} (n_{z,w,i}^{ZW} + |V| \chi + y)} \tag{5.15}
\]

- If \( r \in R_{u_i} \), then

\[
P(r, z_{\cdot i}) = \frac{n_{s_i,r_{\cdot i}}^{SR}}{\sum_{r' \in R_{u_i}} n_{s_i,r'_{\cdot i}}} \cdot \frac{n_{r,z,\cdot i}^{RZ} + \alpha r_z}{\sum_{z'=1}^{[Z]} n_{r,z',\cdot i}} \cdot \frac{n_{z,\ell_i,\cdot i}^{RZ} + \eta}{\sum_{t'=1}^{[L]} n_{z,t',\cdot i}^{RZ} + |L|} \cdot \mathcal{N}(td(t_i, u_i) | \nu_r, \lambda_r^{-1}) \cdot \frac{\prod_{y=0}^{[V]} \sum_{w=1}^{[W]} (n_{z,w,i}^{ZW} + \chi + y)}{\prod_{y=0}^{[V]} \sum_{w=1}^{[W]} (n_{z,w,i}^{ZW} + |V| \chi + y)} \tag{5.16}
\]

where \( \ell_i, t_i \) and \( w_i \) are the POI, time and words of tweet \( d_i \); \( c_{w,w_i} \) is the occurrence times of word \( w \) in \( w_i \), and \( c_{(\cdot),w_i} \) is the length of \( w_i \). Other parameters involved in sampling are omitted in Equation 5.14. If \( z \notin Z \), \( \forall \ell \ n_{z,\ell}^{ZL} = 0 \), \( \forall w \ n_{z,w}^{ZW} = 0 \), and \( \forall r \ n_{r,z}^{RZ} = 0 \). \( \mathcal{N}(td(t, u_r) | \nu_r, \lambda_r^{-1}) \) is the likelihood that the temporal Gaussian distribution of \( r \) generates time \( t \).

We estimate the parameters \( \nu_r, \lambda_r \) for the temporal Gaussian distribution based on the time of the tweets assigned to region \( r \), where the time collection is denoted by \( \{t\}_r \). The posterior of \( \nu_r, \lambda_r \) can be derived as follows:

\[
P(\nu_r, \lambda_r | \{t\}_r) \propto P(\{t\}_r | \nu_r, \lambda_r) \cdot \mathcal{N}(\nu_r, \lambda_r | \nu_0, \rho_0, \lambda_0) = \prod_{t \in \{t\}_r} \mathcal{N}(td(t, u_r) | \nu_r, \lambda_r^{-1}) \cdot \mathcal{N}(\nu_r, \lambda_r | \nu_0, \rho_0, \lambda_0) = \mathcal{N}(\nu_r, \lambda_r | \nu'_r, \rho'_r, \lambda'_r), \tag{5.17}
\]
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where $\mathcal{NG}(\cdot)$ is Normal-Gamma function, and the parameters $\nu'_r, \iota'_r, \rho'_r, \lambda'_r$ are estimated as follows:

\[
\begin{align*}
\nu'_r &= \frac{\iota_0 \nu_0 + |\{t\}_r|}{\iota_0 + |\{t\}_r|} \\
\iota'_r &= \iota_0 + |\{t\}_r| \\
\rho'_r &= \rho_0 + \frac{|\{t\}_r|}{2} \\
\omega'_r &= \omega_0 + \frac{1}{2} \sum_{t_k \in \{t\}_r} td(t_k - \bar{t}_r)^2 + \frac{\iota_0 |\{t\}_r| \cdot td(\bar{t}_r - \nu_0)^2}{2(\iota_0 + |\{t\}_r|)}
\end{align*}
\]

(5.18)

In the above equation, $\bar{t}_r$ is the average time of tweets in region $r$. Given Equations 5.17 and 5.18, we can update $\nu_r, \lambda_r$ as follows:

\[
\begin{align*}
\nu_r &= \nu'_r \\
\lambda_r &= \frac{\rho'_r}{\omega'_r}
\end{align*}
\]

(5.19)

The details of the equations about Gaussian parameters can be found in [Ras99, Mur07].

Note that given a collection of time, we can get two Gaussian distributions with different $\nu_r$ and $\lambda_r$, and the $\nu_r$ of the two distributions are 12-hour apart from each other. For example, $\nu_r$ for 1:00 and 23:00 can be either 0:00 or 12:00. Obviously, 0:00 is a better choice for the mean, since it is closer to 1:00 and 23:00 than 12:00, which leads to a greater $\lambda_r$ value. Thus, between the two sets of $\nu_r$ and $\lambda_r$, we choose the $\nu_r, \lambda_r$ pair with the greater $\lambda_r$ value as the mean and precision for the temporal Gaussian distribution.

For tweet $d_i$ in $D_{1,0}$, the Equation 5.14 for sampling the region $r_i$ and topic $z_i$ is as follows:

- If $r \notin R_u$, then

\[
P(r, z, \cdot) = \frac{\beta}{\sum_{r' \in R_u} n_{sr_{r', -i}}} + \beta \cdot \frac{\alpha \tau_z}{\sum_{z' \in Z} n_{rz_{z', -i}}} + \alpha \cdot \frac{n_{ZL_{z, \cdot, r_{-i}}}}{\sum_{\ell \in L} n_{ZL_{z, \ell_{-i}}} + |L|} \cdot \mathcal{N}(td(t_i, \nu_0), \lambda_0^{-1}) \cdot \prod_{y=0}^{||V||} \prod_{w=1}^{n_{w_{y, \cdot}}} (\xi + y) \cdot \prod_{y=0}^{||V||} \sum_{w=1}^{n_{w_{y, \cdot}}} (|V| \xi + y)
\]

(5.20)
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- If \( r \in R_{ui} \), then

\[
P(r, z_i) = \frac{P(r, z_i)}{P(r_{-i}, z_{-i})} = \frac{n_{SR}^{RZ} + \alpha \tau_z}{\sum_{r' = 1}^{R_{ui}} n_{SR}^{RZ} + \beta + \sum_{r' = 1}^{Z} n_{SR}^{RZ}} \cdot \frac{n_{RZ}^{SR} + \alpha \tau_z}{\sum_{r' = 1}^{Z} n_{RZ}^{SR}} \cdot \frac{n_{SR}^{XL} + \eta}{\sum_{r' = 1}^{Z} n_{SR}^{XL}} \cdot \mathcal{N}(td(t_i, \nu_r) | \nu_r, \lambda_r^{-1}) \cdot \frac{n_{RW}^{SR}}{\prod_{u=1}^{V} \prod_{y=0}^{W} (n_{RW}^{SR})} \cdot \frac{n_{RW}^{SR}}{\sum_{w=1}^{V} (n_{RW}^{SR}) + |V| \rho + |y|}.
\]

- If \( r \notin R_{ui} \), then

\[
P(r, z_i) = \frac{P(r, z_i)}{P(r_{-i}, z_{-i})} = \frac{\beta}{\sum_{r' = 1}^{R_{ui}} n_{SR}^{RZ} + \beta} \cdot \frac{\alpha \tau_z}{\sum_{r' = 1}^{Z} n_{SR}^{RZ}} \cdot \mathcal{N}(td(t_i, \nu_0) | \nu_0, \lambda_0^{-1}) \cdot \frac{n_{RW}^{SR}}{\prod_{u=1}^{V} \prod_{y=0}^{W} (n_{RW}^{SR})} \cdot \frac{n_{RW}^{SR}}{\sum_{w=1}^{V} (n_{RW}^{SR}) + |V| \rho + |y|}.
\]

- If \( r \in R_{ui} \), then

\[
P(r, z_i) = \frac{P(r, z_i)}{P(r_{-i}, z_{-i})} = \frac{n_{SR}^{RZ} + \alpha \tau_z}{\sum_{r' = 1}^{R_{ui}} n_{SR}^{RZ} + \beta + \sum_{r' = 1}^{Z} n_{SR}^{RZ}} \cdot \frac{n_{RZ}^{SR} + \alpha \tau_z}{\sum_{r' = 1}^{Z} n_{RZ}^{SR}} \cdot \mathcal{N}(td(t_i, \nu_r) | \nu_r, \lambda_r^{-1}) \cdot \frac{n_{RW}^{SR}}{\prod_{u=1}^{V} \prod_{y=0}^{W} (n_{RW}^{SR})} \cdot \frac{n_{RW}^{SR}}{\sum_{w=1}^{V} (n_{RW}^{SR}) + |V| \rho + |y|}.
\]

The parameters \( \mu_r \) and \( \Lambda_r \) for the spatial Gaussian distribution of region \( r \) can be estimated based on the coordinates of tweet POIs assigned to \( r \) with \( \nu_r = 0 \). We use \( \{cd\}_r \) to denote the collection of such coordinates, and obtain the posterior of \( \mu_r \) and \( \Lambda_r \) as follows:

\[
P(\mu_r, \Lambda_r | \{cd\}_r) \propto \mathcal{N}W(\mu_r, \Lambda_r | \mu_0, \nu_0, \epsilon_0) \prod_{cd \in \{cd\}_r} \mathcal{N}(cd | \mu_r, \Lambda_r^{-1}) \mathcal{N}W(\mu_r, \Lambda_r | \mu_0, \nu_0, \epsilon_0)
\]

\[
= \mathcal{N}W(\mu'_r, \kappa'_r, \nu'_r, \epsilon'_r),
\]

where \( \mathcal{N}W(\cdot) \) is Normal-Wishart function, and \( \mu'_r, \kappa'_r, \nu'_r, \epsilon'_r \) are estimated as follows:
\[ \mu'_r = \frac{\kappa_0 \mu_0 + |\{cd\}_r| \overline{cd_r}}{\kappa_0 + |\{cd\}_r|} \]
\[ \kappa'_r = \kappa_0 + |\{cd\}_r| \]
\[ \nu'_r = v_0 + |\{cd\}_r| \]
\[ \epsilon'_r = \epsilon_0 + \sum_{cd \in \{cd\}_r} (cd - \overline{cd_r})(cd - \overline{cd_r})^T + \frac{\kappa_0 |\{cd\}_r|}{\kappa_0 + |\{cd\}_r|} (\mu_0 - \overline{cd_r})(\mu_0 - \overline{cd_r})^T \]

In the above equation, \( \overline{cd_r} \) is the average coordinate of \( \{cd\}_r \). Given Equations 5.24 and 5.25, we can update \( \mu_r, \Lambda_r \) as follows:

\[ \mu_r = \mu'_r \]
\[ \Lambda_r = \nu'_r \cdot \epsilon'^{-1}_r \] (5.26)

Last, for tweet \( d_i \) in \( D_{0,0} \), the Equation 5.14 for sampling the region \( r_i \) and topic \( z_i \) is as follows:

- If \( r \notin R_{ui} \), then
  \[ \frac{P(r, z, \ldots)}{P(r_{-i}, z_{-i}, \ldots)} = \frac{\beta}{\sum_{r' = 1}^{\{|R_{ui}\|} n_{SR}^{R_{ui}, r'_i - i} + \beta} \cdot \frac{\alpha \tau_z}{\sum_{z' = 1}^{|Z|} n_{RZ}^{R_{ui}, z'_i, r'_i - i} + \alpha} \cdot N(\ell_i | \mu, \Lambda_{-1}) \cdot N(td(t_i, v_0) | \nu_0, \lambda_0^{-1}) \cdot \frac{\prod_{w = 1}^{|V|} \prod_{y = 0}^{\epsilon(w)} \prod_{w' = 1}^{|V|} (n_{RW}^{R_{ui}, r'_i - i} + |V| \zeta + y)}{\prod_{w = 1}^{|V|} \prod_{y = 0}^{\epsilon(w)} (n_{RW}^{R_{ui}, r'_i - i} + |V| \zeta + y)} \] (5.27)

- If \( r \in R_{ui} \), then
  \[ \frac{P(r, z, \ldots)}{P(r_{-i}, z_{-i}, \ldots)} = \frac{n_{SR}^{R_{ui}, r'_i - i}}{\sum_{r' = 1}^{\{|R_{ui}\|} n_{SR}^{R_{ui}, r'_i - i} + \beta} \cdot \frac{n_{RZ}^{R_{ui}, z'_i, r'_i - i} + \beta}{\sum_{z' = 1}^{|Z|} n_{RZ}^{R_{ui}, z'_i, r'_i - i} + \alpha} \cdot N(\ell_i | \mu, \Lambda_{-1}) \cdot N(td(t_i, \nu_r) | \nu_r, \lambda_r^{-1}) \cdot \frac{\prod_{w = 1}^{|V|} \prod_{y = 0}^{\epsilon(w)} \prod_{w' = 1}^{|V|} (n_{RW}^{R_{ui}, r'_i - i} + |V| \zeta + y)}{\prod_{w = 1}^{|V|} \prod_{y = 0}^{\epsilon(w)} (n_{RW}^{R_{ui}, r'_i - i} + |V| \zeta + y)} \] (5.28)

When the number of topics \( |Z| \) changes, and when an sampling iteration is finished, we sample new global topic distribution \( \tau \) based on the following equation:

\[ \tau \sim \text{Dir}(\{m_z\}_z, \gamma) \] (5.29)
where \( m_z \) is the number of tweets that are assigned to topic \( z \). More details of the equation can be found in [Hei11].

After sampling region \( r_i \) and topic \( z_i \) for all tweets \( d_i \in D \), we sample \( c_i^L \) and \( c_i^W \) based on the following posterior probability distributions:

\[
P(c_i^L = 0|c_{z_i}^L, \ldots) \propto \frac{n_{UCL}^{u_i(0),-i} + o_0}{n_{UCL}^{u_i(0),-i} + n_{UCL}^{u_i(1),-i} + o_0 + o_1} \cdot \mathcal{N}(\xi_i|\mu, \Lambda_{\xi_i}^{-1})
\]

\[
P(c_i^L = 1|c_{z_i}^L, \ldots) \propto \frac{n_{UCL}^{u_i(1),-i} + o_1}{n_{UCL}^{u_i(0),-i} + n_{UCL}^{u_i(1),-i} + o_0 + o_1} \cdot \frac{n_{ZL}^{z_i,l,\ldots} + \eta}{\sum_{\nu=1}^{|L|} n_{ZL}^{z_i,\nu,\ldots} + |L|\eta}
\]

\[
P(c_i^W = 0|c_{z_i}^W, \ldots) \propto \frac{n_{UCW}^{u_i(0),-i} + \delta_0}{n_{UCW}^{u_i(0),-i} + n_{UCW}^{u_i(1),-i} + \delta_0 + \delta_1} \cdot \frac{\prod_{\nu=1}^{|V|} \prod_{\gamma=0}^{|W|} (n_{RW}^{r_i,w,-i} + \zeta + \gamma)}{\prod_{\gamma=0}^{|W|} \sum_{\nu=1}^{|V|} (n_{RW}^{r_i,w,-i} + V\zeta + \gamma)}
\]

\[
P(c_i^W = 1|c_{z_i}^W, \ldots) \propto \frac{n_{UCW}^{u_i(1),-i} + \delta_1}{n_{UCW}^{u_i(0),-i} + n_{UCW}^{u_i(1),-i} + \delta_0 + \delta_1} \cdot \frac{\prod_{\nu=1}^{|V|} \prod_{\gamma=0}^{|W|} (n_{ZW}^{z_i,w,-i} + \chi + \gamma)}{\prod_{\gamma=0}^{|W|} \sum_{\nu=1}^{|V|} (n_{ZW}^{z_i,w,-i} + V\chi + \gamma)}
\]

where \( u_i \) is the user of tweet \( d_i \), and \( r_i \) and \( z_i \) are the region and topic assigned \( d_i \) in the first step.

After sampling a sufficient number of iterations, we calculate the parameters as follows:

\[
\psi_{u,s,r} = P(r|s) = \frac{n_{SR}^{s,r} + \beta}{\sum_{r'=1}^{|Ra|} n_{SR}^{s,r'} + \beta}
\]

\[
\theta_r = P(z|r) = \frac{n_{RZ}^{r,z} + \alpha\tau_z}{\sum_{z'=1}^{|Z|} n_{RZ}^{r,z'} + \alpha}
\]

\[
\xi_u = P(c^L = 1|u) = \frac{n_{UCL}^{u(1)} + o_1}{n_{UCL}^{u(0)} + n_{UCL}^{u(1)} + o_0 + o_1}
\]
\[ \xi_u^W = P(c^W = 1|u) = \frac{n_{UCW, u(1)} + \delta_1}{n_{UCW, u(0)} + n_{UCW, u(1)} + \delta_0 + \delta_1} \] (5.37)

\[ \phi_z^{ZL} = P(\ell|z) = \frac{n_{ZL, z, \ell} + \eta}{\sum_{\ell' = 1}^{\ell} n_{ZL, z, \ell'} + |L| \eta} \] (5.38)

\[ \phi_z^{ZW} = P(w|z) = \frac{n_{ZW, z, w} + \chi}{\sum_{w' = 1}^{w} n_{ZW, z, w'} + |W| \chi} \] (5.39)

\[ \phi_r^{RW} = P(w|r) = \frac{n_{RW, r, w} + \zeta}{\sum_{w' = 1}^{w} n_{RW, r, w'} + |W| \zeta} \] (5.40)

### 5.5.2.1 About the Hyper-parameters

We can give hyper priors for the hyper-parameters of our model, and sampling these hyper-parameters during Gibbs sampling. For example, we can give vague Gamma priors for \( \alpha, \kappa_0, \upsilon_0 \), etc., and give Gaussian priors for \( \mu_0 \) and \( \nu_0 \) [Ras99, TJBB06]. However, these hyper priors will make the model more complicated and slow the parameter estimation. Thus, in this article, we empirically set these hyper-parameters at fix values. Specifically, we fix \( \alpha = 200, \gamma = 0.25, \sigma = \delta = 0.5, \beta = \nu_0 = \rho_0 = 0.1, \eta = \chi = \zeta = \kappa_0 = \iota_0 = 0.001, \epsilon = 0.0001 \cdot I_2 \), where \( I_2 \) is 2 × 2 identity matrix. Since the mobility regions and active time of different users can be greatly diverse from each other, we set user-specific values for \( \mu_0, \nu_0 \) and \( \omega_0 \): \( \mu_0 \) is the mean coordinates of a user’s visited POIs, \( \nu_0 \) is the mean of a user’s visiting time, and \( \omega_0 \) is 0.01 times the variance of user’s visiting time.

### 5.6 Applications

The proposed model \( W^4 \) and \( EW^4 \) involve with four aspects of user’s mobility behavior, namely, who, where, when and what, which enables us to infer the information in some aspects given the information in other aspects. Thus, they have a variety of applications, and we name some of them as examples including the requirement-aware POI recommendation:

**POI prediction for tweet.** Given a tweet with its text content, user id, and posting time, the task of **POI prediction** is to predict the most likely POI at which this tweet is posted. It has been shown [CML11, CCLS11] that geographical POIs can be used to predict user’s behavior, discover users’ interest, and deliver POI-based advertisement
or content. However, it is reported that only 1%–2% of tweets have geographical POIs explicitly attached. Hence, POI prediction for tweets is a very important application.

A number of methods have been proposed for this task [LSdV11, KMO11, EOSX10, WB11, HAG12]. The studies [LSdV11, KMO11] build language models for each candidate POI, and make prediction based on these language models. They are designed to predict POI identifier for a text. Instead of predicting a POI for a given text, the work [WB11] segments the world into grids, and employs supervised models, such as Naive Bayes, to predict a grid for a given text. The recent proposals [HAG12, AHS13] present approaches for predicting geographic coordinates of a text from a user.

Since EW4 incorporates both POI identifiers and geographic coordinates, we can make both kinds of predictions for a text from a user, namely, predicting POI identifiers [LSdV11, KMO11] and geographic coordinates [HAG12]. Our method is also able to take the time factor into consideration.

Formally, given a user $u$, day $s$, time $t$, and words $w_d$, a POI $\ell$ (represented with both POI identifier and geographic coordinates) is predicted by maximizing $P(\ell|u, s, t, w_d)$. Specifically, we calculate $P(\ell|u, s, t, w_d)$ for each candidate POI $\ell$ as follows:

$$
P(\ell|u, s, t, w_d) = \frac{\sum_{z=1}^{Z} \sum_{r=1}^{R_u} P(u, s, t, r, z, w_d, \ell)}{\sum_{z=1}^{Z} \sum_{r=1}^{R_u} \sum_{l'=1}^{L} P(u, s, t, r, z, w_d, l')} \propto \sum_{z=1}^{Z} \sum_{r=1}^{R_u} P(r|u, s) P(z|r) P(t|r) P(l|r, z) P(w_d|r, z)$$

$$= \sum_{z=1}^{Z} \sum_{r=1}^{R_u} \psi_{u,s,r} \cdot \theta_{r,z} \cdot N(td(t, \nu_r)|\nu_r, \lambda_r^{-1}) \cdot \left(\xi^L_{u,0} \cdot N(\ell|\mu_r, \Lambda_r^{-1}) + \xi^L_{u,1} \cdot \phi^Z_{z,\ell}\right) \cdot \prod_{w \in w_d} (\xi^W_{u,0} \cdot \phi^{RW}_{r,w} + \xi^W_{u,1} \cdot \phi^{ZW}_{z,w})$$

(5.41)

**Requirement-aware POI recommendation.** POI recommendation aims to recommend new POIs for users to visit at given time. Previous studies only rely on users’ historical visiting information [YLLL11, CYKL12], neglecting the specific needs at a given time. EW4 is able to utilize both the time and the needs (in the form of short text), to make more accurate recommendation. Given a user $u$, day $s$, time $t$ and words $w_d$ that describe the need, the candidate POIs are ranked by $P(\ell|u, s, t, w_d)$, defined by Equation 5.41, and the top-ranked ones are returned as results.
Activity prediction. EW\(^4\) is able to predict the activity of a user at a given time. Given a user \(u\) and time \(s\) and \(t\), the words describing the activity are ranked by:

\[
P(w|u, s, t) = \sum_{z=1}^{|Z|} \sum_{r=1}^{|R_u|} P(u, s, t, r, z, w) \sum_{z=1}^{|Z|} \sum_{r=1}^{|R_u|} \sum_{w'=1}^{|V|} P(u, s, t, r, z, w') \\
\propto \sum_{z=1}^{|Z|} \sum_{r=1}^{|R_u|} P(r|u, s)P(z|r)P(t|r)P(w|r, z) \\
= \sum_{z=1}^{|Z|} \sum_{r=1}^{|R_u|} \psi_{u,s,r} \cdot \theta_{r,z} \cdot \mathcal{N}(td(t, \nu_r)|\nu_r, \lambda_r^{-1}) \cdot \\
(\xi^W \cdot \phi_{r,w}^{RW} + \xi^W \cdot \phi_{z,w}^{ZW}) \quad (5.42)
\]

User prediction. User prediction aims to predict the likelihood of a user visiting a POI at a given time. This could be very useful for merchants for planning purpose, or for them to target on specific costumers. Specifically, given POI \(\ell\), day \(s\), and time \(t\), we rank candidate users by \(P(u|\ell, s, t)\), which is calculated as follows:

\[
P(u|\ell, s, t) = \frac{\sum_{z=1}^{|Z|} \sum_{r=1}^{|R_u|} \sum_{u'=1}^{|U|} P(u, s, t, r, z, \ell) \sum_{z=1}^{|Z|} \sum_{r=1}^{|R_u|} \sum_{u'=1}^{|U|} P(u', s, t, r, z, \ell)}{\sum_{z=1}^{|Z|} \sum_{r=1}^{|R_u|} \sum_{u'=1}^{|U|} \sum_{z=1}^{|Z|} \sum_{r=1}^{|R_u|} \sum_{u'=1}^{|U|} P(u, s, t, r, z, \ell)} \\
\propto \sum_{z=1}^{|Z|} \sum_{r=1}^{|R_u|} P(r|u, s)P(z|r)P(t|r)P(l|r, z) \\
= \sum_{z=1}^{|Z|} \sum_{r=1}^{|R_u|} \psi_{u,s,r} \cdot \theta_{r,z} \cdot \mathcal{N}(td(t, \nu_r)|\nu_r, \lambda_r^{-1}) \cdot \\
(\xi^L \cdot \mathcal{N}(l|\mu_r, \Lambda_r^{-1}) + \xi^L \cdot \phi_{z,l}^{ZW}) \quad (5.43)
\]

Note that previous studies on user mobility modeling (e.g., [CML11]) can also be used for user prediction, if we use POI and time as input, and find the user who can maximize the likelihood.

POI prediction for user. This task is to predict the place where a user stays at a given time. This would be useful for logistic planning, e.g., to arrange a meeting with a user or a group of users, and POI-based advertisement delivery. Formally, given a user \(u\) and time \(t\), we aim to rank all candidate POIs based on \(P(\ell|u, s, t)\), which is calculated
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by:

\[
P(\ell|u, s, t) = \frac{\sum_{z=1}^{Z} \sum_{r=1}^{R_u} P(u, s, t, r, z, \ell)}{\sum_{z=1}^{Z} \sum_{r=1}^{R_u} \sum_{\ell'=1}^{L} P(u, s, t, z, \ell')} \propto \sum_{z=1}^{Z} \sum_{r=1}^{R_u} P(r|u, s) P(z|r) P(t|r) P(l|r, z) \end{equation}

\[
= \sum_{z=1}^{Z} \sum_{r=1}^{R_u} \psi_{u,s,r} \cdot \theta_{r,z} \cdot \mathcal{N}(t_d(t, \nu_r)|\nu_r, \lambda_r^{-1}) \cdot \left(\xi^L_{u,0} \cdot \mathcal{N}(\ell|\mu_r, \Lambda_r^{-1}) + \xi^L_{u,1} \cdot \phi^{ZL}_{ZL, z, \ell}\right) \tag{5.44}
\]

Tweets recommendation. This task is to recommend tweets that are interested to a user based on the user’s topic preferences, current POI and time. Specifically, given user \(u\), day \(s\), time \(t\), and POI \(\ell\), we aim to rank tweets by considering \(P(w_d|u, s, t, \ell)\), where \(w_d\) is the word vector of a candidate tweets, and

\[
P(w_d|u, s, t, \ell) = \frac{\sum_{z=1}^{Z} \sum_{r=1}^{R_u} P(u, s, t, r, z, w_d, \ell)}{\sum_{z=1}^{Z} \sum_{r=1}^{R_u} \sum_{w_d'} P(u, s, t, r, z, w_d', \ell)} \propto \sum_{z=1}^{Z} \sum_{r=1}^{R_u} P(r|u, s) P(z|r) P(t|r) P(l|r, z) P(w_d|r, z) \end{equation}

\[
= \sum_{z=1}^{Z} \sum_{r=1}^{R_u} \psi_{u,s,r} \cdot \theta_{r,z} \cdot \mathcal{N}(t_d(t, \nu_r)|\nu_r, \lambda_r^{-1}) \cdot \left(\xi^L_{u,0} \cdot \mathcal{N}(\ell|\mu_r, \Lambda_r^{-1}) + \xi^L_{u,1} \cdot \phi^{ZL}_{ZL, z, \ell}\right) \cdot \prod_{w \in w_d} \left(\xi^W_{u,0} \cdot \phi_{r,w}^{RW} + \xi^W_{u,1} \cdot \phi_{z,w}^{ZW}\right) \tag{5.45}
\]

5.7 Experiments

We evaluate the proposed models in this section. We first evaluate the accuracy of EW\(^4\) for the application of POI prediction for tweets and requirement-aware POI recommendation in Section 5.7.2 and Section 5.7.3 by comparing with several state-of-the-art baseline methods. Then, we present the discovered mobility pattern of an example user in Section 5.7.4. Results of other example applications of EW\(^4\) are reported in Section 5.7.5.

5.7.1 Dataset

Two real-world datasets are used in the experiments, namely, WW dataset and USA dataset.
Table 5.3: Statistics of Datasets

<table>
<thead>
<tr>
<th></th>
<th>WW</th>
<th>USA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>3,883</td>
<td>4,122</td>
</tr>
<tr>
<td>Number of POIs</td>
<td>60,962</td>
<td>35,989</td>
</tr>
<tr>
<td>Number of tweets/messages</td>
<td>89,007</td>
<td>171,768</td>
</tr>
</tbody>
</table>

**WW Dataset.** Foursquare users can associate their accounts to Twitter, so that when they make check-ins in Foursquare, corresponding tweets will be posted in Twitter. Using the streaming API provided by Twitter [Twib], we collect 3,478,394 Foursquare check-ins from November 1, 2012 to February 13, 2013, among which 1,322,437 contains shouts (short messages) in English. We examine the users who posted English shouts, and remove the inactive users who visited less than 5 different POIs. Since users may check in when traveling to new places, and incorporating such check-ins will make it hard to estimate personal regions. Thus, we filter out the outlier check-ins as follows: we train GMM for each user, and remove invalid Gaussian components whose weights are smaller than 0.1. Check-ins that are most close to these invalid components are deleted. We iterate this process for each user. In the end, 89,007 check-ins are left after pre-processing. We refer to this dataset as WW (World-wide) dataset as the tweets are from users in different countries.

**USA dataset.** This dataset is the GeoText [Geo] (Geo-tagged Microblog Corpus) published by researchers from Carnegie Mellon University [EOSX10], which comprises messages from geo-located microblog users approximately in the United States. Each message is associated with its geographic coordinates. To map the geographic coordinates of each message to a POI identifier, we crawl the geographic coordinates of POIs in United States from Foursquare, and map the coordinates of each message to its nearest POI. After that, we apply the same pre-processing with WW to this dataset.

We remove stop-words from the text of both datasets. The statistics of the datasets after pre-processing is shown in Table 5.3. For each dataset, we randomly split the documents (tweets or messages) into three collections in proportion of 8:1:2 as the training set, development set, and testing set, respectively.

### 5.7.2 POI Prediction for Tweets

Given a tweet with its text content, user id, and posting time, the task of POI prediction is to predict the most likely POI at which this tweet is posted.

#### 5.7.2.1 Evaluation Metrics

To evaluate the prediction performance of different models, we use two metrics, namely, prediction accuracy ($Acc$) and average error distance ($Dis$).
Prediction accuracy \((Acc)\) is the percentage of tweets for which the predicted locations are exactly the true location among all tweets in the test set.

Average error distance \((Dis)\) is the average of the Euclidian distance between the predicted geographic coordinates and the true geographic coordinates for all tweets in the test set.

Note that \(Acc\) and \(Dis\) are different—it is possible that the number of correctly predicted tweets is similar, but the wrongly predicted locations are deviated from the true locations very differently for different methods. Apparently, larger \(Acc\) and smaller \(Dis\) indicate better prediction performance.

5.7.2.2 Evaluated methods

We compare our model with 6 baseline methods to evaluate the performance, including the state-of-the-art models for predicting locations for text.

KL-divergence based Model (KL) \([LSDV^{+}11,KMO11]\). This method builds language models (LM) for each candidate location during training. Given a test text, it computes the KL-divergence between the LM of the test text and the LM of each candidate location. The location with smallest KL-divergence is returned as the prediction result, and its coordinates are used to calculate the error distance.

Mean Coordinates (Mean). This model estimates the mean coordinates of visited locations for each user. Given a tweet, it returns the location that is closest to its author’s mean coordinates as the prediction result.

Popular Location (Pop). This model first finds out the location for each user that she visited most frequently. Given a tweet, it returns the most frequently visited location of its author as the prediction result.

Topic+Region Model (TR) \([HAG^{+}12]\). This model captures the user preference over latent regions and topics. The locations, which are treated as geographic coordinates, are generated from the Gaussian distributions of regions, and words are generated based on the topics and regions. In addition, the latent regions in this model are not personal. Given a tweet from a user, TR can predict the geographic coordinates of the tweet.

Hierarchical Geographical Model (HG) \([AHS13]\). This model organizes geographical regions in a hierarchy, where regions in lower level are more specific w.r.t geographical area and topics. Each tweet is generated by a path from the root region to a leaf region, while the text content is drawn based on topics and the language model of the selected leaf region. Similar to that of TR, regions in HG are also global.
Table 5.4: Comparison of baseline methods with EW$^4_{\nabla T}$ and EW$^4$

<table>
<thead>
<tr>
<th>Factors</th>
<th>KL</th>
<th>Mean</th>
<th>Pop</th>
<th>TR</th>
<th>HG</th>
<th>ST</th>
<th>W$^4$</th>
<th>EW$^4_{\nabla T}$</th>
<th>EW$^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>×</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Geo</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>GlbR</td>
<td>GlbR</td>
<td>GlbR</td>
<td>PsnR</td>
<td>PsnR</td>
<td>PsnR</td>
</tr>
<tr>
<td>Time</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>Words</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>Tuning</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

**Spatial Topic Model** (ST) [HE13]. In ST model, each user has a distribution over global regions and topics. Different from TR, ST considers the identifiers of locations, and each topic has a distribution over location identifiers. ST assumes each tweet has a region and a topic: the topic determines the text content of the tweet, and topic and region together influence the draw of a location, i.e., the sampling probability of a location is proportional to the product of the likelihoods of the topic generating the location and the region’s Gaussian distribution generating the location.

**Who+Where+When+What** (W$^4$) [YCM$^+13b$]. This model is built based on similar intuitions as in EW$^4$. Specifically, for each tweet, a personal region is first drawn based on its user and time, and then a topic is drawn based on the user’s topic distribution at that region. Finally, the topic and region together generate the location and the words of the tweet.

**Enhanced Who+Where+When+What** (EW$^4$). The differences between EW$^4$ and other methods are summarized in Table 5.4, where “PsnR” and “GlbR” represent “using geographical information by estimating personal regions” and “using geographical information by estimating global regions for all users”, respectively.

**Enhanced Who+Where+What** (EW$^4_{\nabla T}$). Except our preliminary work [YCM$^+13b$], none of existing studies makes use of the time factor in prediction. To study the performance of our model without time factor, we consider a simplified version of EW$^4$, known as EW$^4_{\nabla T}$, which does not consider the time factor. Note that EW$^4_{\nabla T}$ exploits the similar set of aspects as the baseline approaches TR HG and ST do, but its modeling method is different from theirs.

Note that both TR and HG are designed to predict the geographical coordinates, and cannot return the location identifier. Thus we cannot compute Acc for the two baselines. In order to compare with those approaches in terms of Acc, we identify the location identifier for the predicted geographic coordinates by finding the nearest location to the coordinates.

All baselines have been optimized by the development set. Specifically, for TR, the numbers of regions for WW and USA data sets are 500 and 600, respectively. For HG,
the priors over topics, topics mixing vectors, parameter $\lambda$ and $\omega$ are all set to 0.1, and the numbers of regions for both data sets are 600. The number of topics for TR and HG are 50. For $W^4$, the number of topics for WW and USA data sets are 10 and 20, parameters $\lambda$, $\kappa$ for the two data sets are both 0.6 and 0.1, respectively.

We empirically set the hyper-parameters of our proposed models at fixed values. Specifically, we fix $\alpha = 200$, $\gamma = 0.25$, $\sigma = \delta = 0.5$, $\beta = \nu_0 = \rho_0 = 0.1$, $\eta = \chi = \zeta = \kappa_0 = \iota_0 = 0.001$. $\epsilon$ is empirically set as $0.0001 \cdot \mathbf{I}_2$ for WW data set and $0.00001 \cdot \mathbf{I}_2$ for USA data set, respectively, where $\mathbf{I}_2$ is a $2 \times 2$ identity matrix. Because the mobility regions and active time of different users can be greatly diverse from each other, we set user-specific values for $\mu_0$, $\nu_0$, and $\omega_0$: $\mu_0$ is the mean coordinates of a user’s visited venues, $\nu_0$ is the mean of the user’s visiting time, and $\omega_0$ is 0.01 times the variance of the user’s visiting time.

5.7.2.3 Experimental results

We compare the prediction performance of the ten methods (KL, Mean, Pop, TR, ST, HG, $W^3$, $W^4$, $EW^3$, and $EW^4$). The $Dis$ and $Acc$ of each method are reported in Figure 5.6. Note that only $W^4$ and $EW^4$ make use of the time information in prediction.

As shown in Figure 5.6, our preliminary model $W^4$ outperforms the state-of-the-art baseline methods KL, TR ST and HG significantly in terms of both $Acc$ and $Dis$. The $Acc$ of $W^4$ on WW and USA are 0.0792 and 0.2920, outperforming KL in terms of $Acc$ by 88.50% and 3953.04% on the two data sets, respectively. The $Dis$ of $W^4$ on WW is 100.93 km on USA is and 20.63 km. It reduces the $Dis$ of TR by 80.73% and 77.02%, and reduce the $Dis$ of HG by 68.09% and 68.02%, on the two data sets, respectively. The $EW^4$ proposed in this article achieves $Acc$ of 0.1498 and 0.4986 on the two data
sets, which are 89.14% and 70.75% greater than that of W^4 on WW and USA data sets, respectively. The Dis of EW^4 are 78.16 km on WW and 17.47 km on USA, indicating that EW^4 reduces the average error distance against W^4 by 22.55% and 15.31% on the two data sets, respectively.

Mean and Pop are two model-free baselines which do not make use of time and word information. Interestingly, they achieve comparable Acc and much better Dis against other baselines, even include the complex models TR, ST and HG. Potential reason is a user’s mobility is constrained in a limited region which centers at a specific point, particularly when the user only visited very few locations. Thus, using their mean coordinates and mostly visited locations as predictions already achieves satisfactory results. However, compared with them, our proposed model EW^4 improves their Acc by more than 651.30% in Acc, and reduces their Dis by more than 30.27% on both data sets.

KL is designed to predict the location label for short text. Because it does not exploit geographic coordinates information, its prediction performance in terms of Dis is much worse than other methods, i.e., the average error distance of KL is much greater than those of the other methods. In addition, KL builds language models for locations based on the words posted by all users without considering the individuals’ visiting history. In other words, it does not consider the preferences of individual users on locations. Moreover, the number of tweets posted at each location is small on average as observed from Table 5.3, and thus the language models of location are usually sparse, limiting the prediction performance of KL.

Different from KL, TR and HG are designed to predict the geographic coordinates for short text. They return the mean of the Gaussian distribution of the most likely latent region for a given tweet as the prediction result, but not the location identifier of the prediction. We observe that TR performs much better than KL in terms of Dis on both data sets. TR is based on topic models while KL adopts language models. Furthermore, TR incorporates the user preference information and the geographic coordinates information in its model. Comparing with TR, HG achieves a better performance, because it exploits the hierarchical relations between regions. However, Acc of TR and HG are approximate to 0, since the means of the global regions are less likely to be the exact locations of individuals’ tweets.

ST makes use of both the identifiers and geographic coordinates of locations, but its Dis is the worst among the topic-model based methods, and its Acc is better than TR and HG that do not use location identifiers. We checked the results, and found ST often returns the same location for the test tweets posted by the same user. After investigation, we found that many of the returned locations lie in the centers of regions with a quite large precision value. The large likelihood that the regions’ Gaussian distributions generate
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the location makes the location always receive the greatest ranking score among the candidate locations.

Our model $EW^r_T$ utilizes the same types of information as do TR, HG and ST, but it outperforms the latter three baselines significantly. The reasons are two-fold. First, the latent geographic regions in $EW^r_T$ are personal while the latent geographic regions in the three baselines are global for all the users. Hence, the regions in $EW^r_T$ can describe individuals' mobility areas more precisely than the regions in TR, HG and ST. Second, both the location identifiers and the geographic information of locations are used by $EW^r_T$ to enhance the prediction, while TR and HG only exploit the geographic coordinates of locations.

$EW^r$ outperforms $EW^4_T$ in terms of both measures. This is because $EW^r$ incorporates the time factor in its model, which can further improve the prediction results. $EW^r$ is capable of capturing the user’s mobility patterns in terms of geographic, temporal, and activity aspects.

Comparing with $W^r$, the enhanced version $EW^r$ achieves better results in terms of both $Acc$ and $Dis$. The reasons are three-fold: 1) $EW^r$ is designed under the framework of HDP, which is more robust to the overfitting problem; 2) in $EW^r$, users can have different numbers of regions, which can be automatically learnt from the data by CRP. The user-specific region number can help better model users’ mobility regions; 3) the weights of topic and region for the selections of locations and words are learnt from training data, which are user-specific.

5.7.3 Requirement-aware POI recommendation

Given a user and the user’s specific requirements (represented by a set of words), requirement-aware location recommendation aims to recommend a ranked list of locations that the user has not visited but might be interested in. When the target time is available, we can also incorporate the time as additional contextual information. Although requirement-aware location recommendation uses the same ranking equation as location prediction for tweets, they are two different tasks: when predicting locations for tweets, the true locations may be the locations that the users have visited many times, while for location recommendation, the true locations are new to the users, i.e., the users have not visited the true locations before.

However, it is hard to evaluate the accuracy of requirement-aware location recommendation. Consider a user who wants to have pizza at 7:00 PM. To get recommendations, the user can submit a requirement-aware location recommendation query with word “pizza” and time “7:00 PM” before the target time (e.g., at 1:00 PM). The only way to verify the recommendation accuracy is to check whether the user indeed visited one of the recommended locations at 7:00 PM. However, it is very difficult to collect such
requirements and ground-truth recommendations for evaluating the requirement-aware location recommendation task.

In this chapter, we choose to use the information of a tweet (including user, time, words) in the test set as a requirement query, and return a ranked list of locations that the user has not been to (i.e., has not visited in the training set). Here the time indicates the context, and the words describe the requirement of the user. In fact, we treat a location visit of a tweet query as a future event rather than a past event, and we use the location of the tweet as the ground-truth for evaluation. We admit that the tweet content may not always reflect the real user requirement.

To evaluate the recommendation performance, we use the same training and development sets that are used in the task of location prediction for tweets, but only keep the tweets in test set whose locations do not appear in their users’ tweets in the training set. The number of such tweets is 1,221 and 1,178 in WW and USA data sets, respectively, and they are used as a group of test data, denoted as “full”. However, many of the tweets do not represent specific requirements. Thus, we ask two annotators to create another group of data sets by removing non-English (but written in English alphabets) and requirement-irrelevant tweets. Only those tweets that are validated by both of the annotators are kept. After annotation, 193 and 219 tweets are left for WW and USA data sets, respectively, as another group of test data, denoted as “filtered”.

5.7.3.1 Evaluation Metric

We evaluate the recommendation performance of different models by Hit ratio @ $N$ ($Hit@N$), which measures the percentage of test instances whose true POIs are captured in the top $N$ recommendations. Obviously, larger $Hit@N$ values indicate better performance. We set $N$ as 1, 5, 10, and 20.

5.7.3.2 Methods to be evaluated

We compare the effectiveness of the methods that can utilize text for recommendation (KL, TR, ST, HG, $W^4$, $EW^4_T$, and $EW^4$). In order to examine the effectiveness of text, we remove the word factor from $EW^4$ as another baseline named $EW^4_{\bar{W}}$.

5.7.3.3 Experimental results

The $Hit@N$ of the 8 methods are reported in Figure 5.7.

Among these methods, the performance of KL is the worst, because it does not exploit user, time and geographical information in recommendation. The $Hit@N$ values of TR and HG are also very low. Because no location identifiers are used in the two models, they are ineffective in recommending the unvisited location identifiers for users. Compared
Figure 5.7: Recommendation Performance of all methods on both data sets

with TR and HG, ST achieves much better Hit@N values, because it makes use of both the geographical coordinates and identifiers of locations.

Compared with KL, TR, HG, and ST, our proposed method EW_T always achieves much better Hit@N values on different N, even though it utilizes the same information with TR, HG, and ST. For example, before removing the requirement-irrelevant tweets, EW_T outperforms the best baseline ST by 283.4% and 466.7% in terms of Hit@10 on WW and USA, respectively, as shown in Figures 5.7.a and 5.7.b. After the filtering, the improvement becomes 769.0% and 640.0%, respectively, as shown in Figures 5.7.c and 5.7.d. The improvement may be attributed to two reasons: 1) personal regions that can describe user mobility more precisely, and 2) the consideration of both identifiers and coordinates of locations. After incorporating time factor, our full model EW always
outperforms EW^4_T, demonstrating the importance of time for requirement-aware location recommendation.

EW^4_W is another simplified version of EW^4 that does not consider text. However, the improvement of EW^4 over EW^4_W is not very significant, especially when $N$ is large. For example, before removing the requirement-irrelevant tweets (full), EW^4_W even achieves slightly better Hit@20 than EW^4, as shown in Figures 5.7.a and 5.7.b. The reason would be that the noisy tweet content deteriorates the recommendation accuracy. After removing such tweets (filtered), EW^4 performs slightly better than EW^4_W in terms of Hit@20. However, when $N$ is small, the improvement of EW^4 over EW^4_W becomes significant. For example, either before or after removing the requirement-irrelevant tweets, EW^4 always outperforms EW^4_W by more than 19% w.r.t. Hit@1. The results show that text requirement is important to generate accurate recommendations among the top several results.

In summary, our full model EW^4 achieves superior accuracy in recommending locations based on the target time and specific requirements. In addition, we note that EW^4 always outperforms its preliminary versions W^4 on the data sets either before or after removing the requirement-irrelevant testing tweets. Three reasons contribute to the improvement: (1) the number of personal regions is user-specific in EW^4, which help better understand user mobility; (2) the weights of topics and regions for selecting words and locations in EW^4 are also user-specific; and (3) EW^4 is a non-parametric Bayesian model, which is more robust to overfitting.

### 5.7.4 Example Mobility Pattern

We take the model trained on the WW data set as an example to demonstrate the mobility pattern discovered by EW^4.

![Figure 5.8: Personal Regions](image-url)
We randomly select a user, and plot her personal regions in Figure 5.8, and the time patterns of each region in Figure 5.9. Figure 5.8 shows that the user has three personal regions centering at different locations in the city. In addition, the contour lines of the region 3 are more concentrated than that of region 1, showing that the user usually stays in a small region at the center of region 3, but visits a relatively larger range of places around region 1.

From Figure 5.9, we observe that the user has different time patterns over the personal regions on weekday and weekend: e.g., the user is more likely to stay at region 2 on weekday afternoon, but to stay at region 2 on weekend evening. In addition, the user is more likely to spend more time in region 1 in the daytime of weekends, but only visit region 1 at dinner time of weekdays.

5.9.a: Weekday

5.9.b: Weekend

Figure 5.9: Region Distribution over Time

5.7.5 Results of Example Applications

In addition to location prediction for tweets and requirement-aware location recommendation, we implement another two applications, namely, user prediction and user’s location prediction. We now present their evaluation results in this subsection.

Location prediction for user. This task aims to predict the location at which a given user is most likely to stay at a given time. For each tweet in the test set, its time and user are used as input; if the predicted location is the true location of the tweet, it is a correct prediction. We employ prediction accuracy (Acc) as the evaluation metric, which shows the percentage of correct predictions.

We compare the performance of W⁴ and EW⁴ with a user mobility model PMM [CML11], on both data sets. Note that here we do not use the text of tweets. PMM is therefore
Table 5.5: Location prediction $\text{Acc}$ of PMM, $W^4$ and $EW^4$

<table>
<thead>
<tr>
<th></th>
<th>WW</th>
<th>USA</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMM</td>
<td>0.0423</td>
<td>0.1102</td>
</tr>
<tr>
<td>$W^4$</td>
<td>0.0776</td>
<td>0.2953</td>
</tr>
<tr>
<td>$EW^4$</td>
<td><strong>0.1423</strong></td>
<td><strong>0.5054</strong></td>
</tr>
</tbody>
</table>

Table 5.6: User prediction $\text{Acc}$ of PMM, $W^4$ and $EW^4$

<table>
<thead>
<tr>
<th></th>
<th>WW</th>
<th>USA</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMM</td>
<td>0.4163</td>
<td>0.4021</td>
</tr>
<tr>
<td>$W^4$</td>
<td>0.5063</td>
<td>0.5863</td>
</tr>
<tr>
<td>$EW^4$</td>
<td><strong>0.5351</strong></td>
<td><strong>0.7679</strong></td>
</tr>
</tbody>
</table>

applicable but not the other baselines for predicting locations of tweets using text as input \([\text{LSdV}^{+11}, \text{KMO}^{11}, \text{HAG}^{+12}]\).

The results are reported in Table 5.6. In location prediction, $W^4$ outperforms PMM by 83.45% and 167.97% on the two data sets, respectively. Potential reasons are two-fold. First, we use a new way to calculate the probability of latent regions at a given time, which is different from the way used in PMM. Second, $W^4$ exploits both the functional and geographical information of locations, while PMM only utilizes the latter. Comparing to $W^4$, the proposed model $EW^4$ improves the accuracy by 83.38% and 71.15%, respectively. The improvement may come from: (1) the HDP model, which is more robust to overfitting problem; (2) user-specific number of personal regions, which enables us to model users’ mobility more precisely; (3) user-specific weight between topics and regions for location and word generation, which can discover the different preferences between users.

User prediction. User prediction aims to predict the user who is most likely to visit a given location at a given time. For each tweet in the test set, its time and location are used as input; if the predicted user is the true user of the tweet, it is a correct prediction. We evaluate the performance using prediction accuracy. Note that the PMM model proposed in \([\text{CML}^{11}]\) can also be used for user prediction, if we use location and time as input, and find the user who can maximize the likelihood. The experimental results are reported in Table 5.6, which show that our method outperforms the baseline method significantly for similar reasons discussed earlier.

5.8 Summary

Requirement, which directly reflects a user’s interest and intention, is an important consideration for POI recommendation. To make requirement-aware POI recommendations,
we need to model user mobility behavior from four factors, namely, user, POI, time, and words. To the best of our knowledge, none of the previous studies considers all of them. In this chapter, we present two models $W^4$ and $EW^4$, which are capable of jointly modeling the four factors. The proposed model can discover the personal geographical regions, and spatiotemporal topic interests of users. We evaluate the performance of the proposed models for several applications including requirement-aware recommendation on two real-world datasets, and the experimental results show that the proposed method outperforms state-of-the-art baselines significantly.
Chapter 6

Conclusions and Future Work

In this chapter, we first conclude this dissertation, and then point out several promising directions for future work.

6.1 Conclusions

Online social networks, such as Facebook, Twitter, Foursquare, and Meetup, have accumulated a tremendous amount of UGC that is associated with location, time stamp and text content. The spatial information distinguishes such UGC from the traditional one which contains only text content and timestamp, such as question-answer pairs in community-based question answering websites (CQA) and threads in forums. Such geo-annotated UGC enables a number of new appealing applications, such as POI recommendation, which aims at recommending users POIs that they have not visited before. In this dissertation, we exploit the spatial, temporal, and semantic knowledge from geo-annotated UGC to discover users’ interests, and study three specific POI recommendation problems.

In Chapter 3, we conduct the first analysis about the influence of time to the check-in behavior of users, and observe that users tend to visit different POIs at different time, and the check-in behavior of a user is daily periodic. To exploit the time information, we define a novel recommendation task, namely, time-aware POI recommendation, which aims to recommend POIs for individuals to visit at a given time. Although time has been exploited as important context information in many recommender systems, to the best of our knowledge, there is no existing work that can recommend POIs for users to visit at the given time. We can directly apply conventional time-aware recommendation techniques (e.g., [DL05, XYZ+10]) to recommend POIs, but these approaches neglect the correlations between time and user mobility. As a result, their recommendation accuracy is limited. To solve this problem, we devise two algorithms, namely, UTE+SE and GTAG-BPP. UTE extends user-based CF by introducing time dimension into the
user-POI matrix. To address sparsity problem brought by the new dimension, we employ several techniques to smooth the data to better estimate the similarities between users. SE is a Bayesian model that exploits the spatial influence based on the observation that users tend to visit POIs close to them. Finally, UTE and SE are combined by linear interpolation to produce the recommendations. Different from UTE+SE, GTAG-BPP is a graph-based method. In GTAG, users’ temporal preferences are modeled by session nodes, and the spatial influence is embedded by the edges between POI nodes. Given a target user and target time, we first adjust the weights of edges in GTAG, and inject preference into the target user node. The preference is then propagated to POIs by an effective and efficient algorithm BPP. We evaluate the proposed methods on two real-world datasets, and the experimental results show that both temporal and spatial influences make great contributions to the POI recommendation accuracy, and our methods outperform a number of baselines significantly.

Chapter 4 focuses on recommending POIs for a group of users. Group recommendation has been studied for years, and several approaches have been proposed. However, these approaches suffer from several limitations, e.g., some models are built based on some assumptions that may not hold in real world [YLL12, LTYL12], and some model has a very high time complexity and cannot return results in real time [GLRW13]. In addition, existing solutions cannot exploit the geographical coordinates of POIs. To solve these problem, we develop an LDA-based generative model “COM” that is able to exploit both users’ historical check-ins and the spatial influence. COM is designed based on several novel intuitions that the influence of a user in a group is topic-dependent, and a user may behave differently as a group member and as an individual. COM also incorporates the spatial influence as priors to boost the recommendation accuracy. Experimental results on four datasets reveal that the users’ personal considerations of content factors, such as traveling distance, have a significant impact in users’ choices. In addition, our proposed model COM achieves superior recommendation accuracy against the state-of-the-art baselines.

In Chapter 5, we concentrate on recommending POIs for users based on their specific requirements and time. This is a new problem that has not been studied before. However, this problem is difficult to solve, because it calls for a model that can model users’ spatio-temporal mobility behaviors from user, location, time, and words aspects. We observe that a user’s visited POIs always form spatial clusters, which can be viewed as personal regions. In addition, the visiting time in a region is different on weekdays and weekends. Based on the observations, we develop two novel generative models, namely, the pLSA-based \( W^4 \) and HDP-based \( EW^4 \), to model the four aspects of user behaviors in an integrated manner. We estimate the parameters of the two models by EM and Gibbs sampling approaches, respectively. Besides POI recommendation, the proposed models have a variety of applications, e.g., it can help business owners to target their potential users. We evaluate the two models on two datasets, and the results demonstrate their outstanding effectiveness in various applications against the state-of-the-art baselines.
6.2 Future Work

There are multiple potential directions for future work. Here, we present three directions:

- Besides time, companion, and words, there are many other kinds of contextual information that would be important for POI recommendation, such as weather and traffic pattern. It would be interesting to exploit such information to improve the accuracy of POI recommendation.

- Some researchers find that social relations have great influence in users mobility behavior, \textit{e.g.}, users tend to visit places that are close to the places recently visited by their friends [CML11]. However, according to the experimental results in [YYLL11, CYKL12, YLL12], the contribution of social relations is limited to the task of POI recommendation. We are interested in the intrinsic reasons, and we plan to develop new models to exploit the social influence for POI recommendations, for both individual users and groups.

- Although user mobility typically follows a daily or weekly based routine (in-town), sometimes users may also travel to new cities (out-of-town). Our proposed models for POI recommendations are not applicable to the out-of-town case. Although several approaches have been proposed to address this problem [KIH+13, YSC+13, FYL13], none of them exploited the time, group and requirement information. Thus, it would be interesting to develop models that can recommend POIs when the target users are traveling in new cities.

- There are several issues that need to be considered when applying our methods to real applications, such as sparsity problem, cold-start problem, scalability and efficiency. The methods described in the dissertation are only prototypes. We will try to address these problems in our future work.
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