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ABSTRACT

This thesis focuses on maximum power point tracking (MPPT) techniques for PV systems under partial shading and rapidly changing irradiance conditions. However, during the initial investigation of this topic, we realized that parameter extraction and modeling of the photovoltaic (PV) cell/module/array were fundamental to our analysis and simulation of MPPT systems. Limitations to existing parameter extraction and modeling techniques for PV systems resulted in the scope of this thesis being extended to also cover these topics.

In Chapter 1, the PV system is introduced and the motivations for the research on this topic are presented. In Chapter 2, various methods for modeling the PV cell/module/array and the MPPT techniques in the literature are reviewed. The performance of each method is evaluated and compared with each other in a table. Since the existing methods show either low accuracy in derived parameters of the PV array or too much complexity in their calculation, in Chapter 3, we proposed a Chebyshev functional link neural network (CFLNN) to model the PV module. Due to the absence of hidden layers in the network configuration, the complexity of the network based model is reduced and a better modeling accuracy is obtained using the proposed method. The results of current prediction using two other modeling methods – the two diode model and multilayer perceptron (MLP), are compared with that by the proposed method. The experimental results show that, compared to the analytical model, the CFLNN modeling method provides better prediction of the output current, and compared to the conventional MLP model, it has a reduced computational complexity. The determination of the parameters of the PV cell is of great importance to solar energy related research such as for investigating the performance of the MPPT system under various irradiance conditions, analyzing the performance of more complex grid-connected PV systems, and studying the insight to the known physical processes so that it can be used in quality control during the development of the devices and for fabrication process optimization etc. In the second part of Chapter 3, an improved adaptive differential evolutionary (IADE) algorithm is proposed to extract the parameters of the electrical circuit for PV modules. The principle is to apply the feedback of fitness value in the evolutionary process. Comparisons of parameter estimation results with existing methods for solar cell and module under various environmental conditions are conducted using both synthetic and experimental data. The proposed method eliminates the requirement for users to manually tune the control parameters of the differential evolutionary algorithms and offers better accuracy of the extracted parameters.
After analyzing the disadvantages of the existing MPPT techniques, we proposed an ant colony optimization (ACO) based MPPT for the PV system to work under partial shading environments. The ACO based MPPT, which is introduced in Chapter 4, is then verified using simulations and an experimental setup. This is the first time that ACO has been directly used for MPPT in a PV system. As other related evolutionary algorithms can also be applied to the MPPT in a similar way, a uniform implementation scheme for other evolutionary algorithms under several different PV array topologies is proposed. Furthermore, a strategy to accelerate the convergence speed is also investigated. It provides an essential and useful guideline to implement the related evolutionary algorithms into the MPPTs.

In Chapter 5, another type of MPPT technique, a hybrid MPPT which combines an artificial neural network (ANN)-based MPPT and a conventional MPPT, is proposed for PV systems operating under conditions with rapid irradiance change. The ANN is utilized to initially categorize the MPP region based on the irradiance pattern when irradiance sensors are available or based on spot current measurements along the I-V curve when irradiance sensors are not available. This classification is then used to force a conventional MPPT such as the perturb and observe (P&O) or extremum seeking control (ESC) to search near the identified MPP, resulting in the system tracking the global MPP. The direct prediction of the global MPP region in one step guarantees a fast system response. The implementation without irradiance sensors can accurately track the global MPP and features a relatively low cost. The effectiveness of the proposed hybrid MPPT is verified using both simulation and an experimental setup. The results show that it can effectively track the global MPP resulting in a significant power increase and as such, can be applied in locations with rapid irradiance change, such as in the tropics.

Finally, in Chapter 6, the conclusions of this thesis are made and the possible areas that we can continue to work on in the future are discussed.
This thesis is based on the following publications.
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Chapter 1  Introduction

1.1 Overview

Due to the limited supply of fossil fuel based energy and the constantly growing environmental concerns, the renewable energy has experienced consistent growth. Nowadays, these non-conventional energy sources are attracting more and more global attention. Solar energy systems as a renewable energy source are of particular interest due to their almost zero post-production pollution, the abundance of the energy source, low maintenance and the advancements in semiconductor and power electronic devices. It is an effective approach that alleviates the contradiction between society’s development and the resource crisis.

Photovoltaic (PV) systems represent the fastest growing renewable energy segment, with operating capacity increasing at approximately 58% annually [1]. PV systems have a relatively low carbon footprint and energy payback time (EPBT) [2] with many large solar PV power stations in operation all over the world. Even in the midst of the economic uncertainty, the solar PV market continued to grow in 2013, with new grid-connected PV capacity rising by 35% to a total of 136.7 GW [3]. The global PV capacity grew from 40.7 GW at the end of 2010 to 136.7 GW by the end of 2013, which implies 0.85% of the worldwide electricity demand [4] is generated by PV. Moreover, there are many large PV plants under construction, and plans for future PV systems in many different countries.

Even though PV installed capacity and the governmental support for PV are increasing dramatically, the efficiency of the electricity transformation, not only from the perspective of the cell technology but also from the systems perspective, needs to be improved to further reduce the cost of energy production. This motivates us towards research involving more efficient power converters and other affiliated electrical parts (referred to as balance of system (BOS)) to extract the maximum available power from the PV arrays while reducing BOS costs.

1.2 Photovoltaic systems

There are two major ways to utilize solar energy in power plants, depending upon the energy conversion technique. The first one uses the photovoltaic effect to directly convert light energy into electricity. The second is concentrating solar thermal (CST) power, which uses the light energy to produce heat which is used to run a heat engine for generating electricity. Different working fluids can be heated by the concentrated sunlight,
including water, oil, salts, air, nitrogen etc. [5]. There are four main types of concentrating technologies, namely dish Stirling, parabolic trough, linear Fresnel reflector, and solar tower [6]. The efficiency of each technology varies depending on the method for tracking the sun and focusing the light. In our research, we only investigate PV systems, which directly convert solar energy into the electricity [7]. In PV systems, the smallest unit is the solar cell. Usually, multiple cells are connected in series and/or parallel to form a module in order to achieve higher voltage or current output. Large numbers of solar modules are then connected together in series and/or parallel to produce a solar array. A large solar power station usually consists of a large number of solar arrays.

Depending on the different load connections, PV systems can be classified into three types: grid-connected, stand-alone, and hybrid PV systems. In the grid-connected PV systems, the generated surplus electricity is sent to the power grid and the grid provides power when there is not enough sunshine. The stand-alone PV system, with battery backup, can provide users with electricity when there is no sunshine, such as at night or during cloudy weather. It is especially cost effective to set up and is suitable for remote areas. A hybrid energy system generally consists of two or more renewable energy sources such as wind power generators and biomass power generation system. They are used together to provide increased system efficiency as well as greater balance in energy supply. In a typical hybrid system, the generated power is harvested using battery banks first and then connected to the AC load through the inverters. The hybrid system would create more output from the wind turbine during the winter, whereas during the summer, the solar panels would produce their peak output. Since the peak operating times for wind and solar systems happen at different times of the day and year, hybrid systems can complement each other in order to produce a more continuous power supply.

A typical grid connected PV system is shown in Fig. 1.1. In this system, the power generated by the PV array, which is usually made up of multiple PV modules in series and parallel, can be either used by the household appliances or transmitted back to the electricity grid. The inverter between the system load and the PV array has a maximum power point tracking (MPPT) controller, which tracks the maximum power point (MPP) so that the PV arrays always output maximum power. MPPT can be connected in either centralized mode (multiple modules are controlled by a single MPPT) or distributed mode (each single module is equipped with an MPPT) between the PV array and system load. For a standalone PV system, the difference is that there are additional battery banks inserted between the MPPT controller and the inverter used to store the surplus energy. When there is not enough sunlight, the inverter will discharge the battery bank to supply the load.
1.2.1 Modeling the solar array

Building an accurate model of the solar array is a very important research issue in PV systems especially when studying the PV array characteristics, forecasting the power output, and developing systems to extract maximum power, such as MPPT. The critical problem with building a model for PV modules is the nonlinear relation that exists between the current and voltage output, especially for the cases when the solar arrays are exposed under rapidly changing and partially shaded conditions.

When several PV cells or modules in the PV panel are shaded by passing clouds or by surrounding trees and buildings, the voltage (or current) of the entire PV array cannot be determined just by multiplying the voltage (or current) of each module by the number of solar modules connected in series (or in parallel). Usually, the partial shading condition makes the shaded modules reverse biased causing them to act as a load rather than a generator, with the power dissipated in the form of heat. This phenomenon not only limits the current output of the entire PV module branch, but may also cause areas of increased temperature (also called hot spots) [8]. Even worse, when the heat caused by the hot spots exceeds the maximum power tolerance of the PV modules, the PV system could be damaged permanently.

In order to solve this problem, many manufactures have externally coupled bypass diodes to the PV module. Generally, for crystalline silicon modules, the number of the solar cells across one bypass diode is 18 [9]. With the bypass diode across the solar cell, the excess current produced by the unshaded PV module can flow through the external diode. As a result, hot spots can be prevented. Simultaneously, a blocking diode is also introduced to prevent the inverse current flowing back into the PV arrays from the battery, which may
also result in damage to the PV array. However, modeling the PV arrays with bypass and blocking diodes becomes more complex. In addition, the conventional analytical modeling techniques are not suitable for modeling systems under real weather conditions. This will be explained further in the literature review in Chapter 2.

1.2.2 MPPT under partially shaded conditions

MPPT is a technique that the inverters, solar battery chargers and similar devices use to get the maximum possible power from the photovoltaic devices. Because of the nonlinear relationship between the current and voltage in a PV module, there exists a unique MPP for a particular irradiance condition when the irradiance distribution on the PV system is uniform [1-14]. The MPP tracker is designed to guarantee that the PV system is operated at the MPP, so as to extract as much power from the PV array as possible. Weather conditions influence the efficiency of the MPPTs, particularly the degree of uniformity of the irradiance distribution on the PV modules and the speed of irradiance variation.

When the PV arrays are working under uniform and slowly varying irradiance, MPPTs using conventional MPPT algorithms such as perturb and observe (P&O) and incremental conductance (IncCond), which will be introduced in Chapter 2, work very well and can produce almost as much power as the PV array can output. However, when the PV systems are working under partially shaded conditions, the power versus voltage (P-V) curve exhibits multiple local maxima, which can result in the conventional MPPT becoming trapped at a local maxima resulting in a significant energy loss (up to almost 70%) [10-12]. This shading problem can be caused by clouds passing over the solar arrays, long-lasting dust, nearby trees or buildings, snowfall, frost, bird droppings, and so on.

In order to illustrate the power loss mechanism due to the partial shading conditions, we investigate two PV modules connected in series as shown in Fig. 1.2. The corresponding current versus voltage (I-V) curve for each module is shown in Fig. 1.3 (a) and (b). The currents of these two modules are equal due to the series connection. Therefore, the I-V curve of this series connected assembly can be obtained by adding the voltage of these two PV modules while keeping the current value of each PV module constant as shown in Fig. 1.3 (c). From the I-V curve of these two modules, we can see two local maxima (G₁ and G₂) in the resultant P-V curve, as shown in Fig. 1.4. When the same two modules are exposed under uniform irradiance conditions, there is only one MPP (G₃), as shown in Fig. 1.4. In order to maximize the power output from the PV array, the system should be operated at the global MPP (G₃ or G₁, depending on the irradiance level). Many existing MPPT algorithms, which will be introduced in Chapter 2, can only successfully follow the global MPP G₃ under uniform irradiance. In contrast, they tend to become trapped at the local maximum point G₂ under partially shaded conditions, and hence fail to extract
maximum power. The corresponding power loss mechanism under such circumstances will be examined in more detail in Chapter 4.

Fig. 1.2 A PV system with two PV modules connected in series, one (M₁) of modules is shaded and the other one (M₂) is receiving normal irradiance (1000W/m²).

Fig. 1.3 (a) I-V curve of the shaded module (b) I-V curve of the unshaded module (c) I-V curve of the modules connected in series.

Fig. 1.4 The P-V curve for two series connected modules. (Top) under uniform irradiance and (bottom) the irradiance pattern of Fig. 1.2 and Fig. 1.3.

Besides the power loss caused by partial shading, rapid irradiance change is also a significant problem effecting existing PV systems. In tropical areas, rapidly changing irradiance conditions commonly occur when clouds pass above the PV arrays. For example, in Fig. 1.5, it shows a large number of rapid irradiance changes which are measured on a normal day (6th Jan. 2012) in Singapore. In order to quantify the large
irradiance changes, the criteria of classify the categories of irradiance change provided in [13] has been used. Table 1.1 shows the number of events that were measured during the month of Aug. 2010 according to the corresponding category in [13]. Assuming an 8 hour solar day, there are 14880 minutes (18600 if a 10hr day is used) in the month of August/2010. Thus, from Table 1.1, we can see that we are getting an event every minute in all categories. When a conventional MPPT technique, which will be introduced in the literature review in the following Chapter 2, is applied to the PV system, it cannot quickly track the global MPP under these varying conditions. This will significantly reduce the energy extraction, particularly in conjunction with the partial shading of PV arrays caused by the passing clouds.

Therefore, it is meaningful to investigate a general algorithm, which is able to track the global MPP with a speed faster than that of the irradiance change under various shading conditions. In the Singapore context, we expect the tracking algorithm to track the new global MPP within 1 second. After reviewing the literature, we found that existing MPPT techniques do not meet the requirement for global tracking with the fast tracking speed under various irradiance and temperature conditions. Thus, in our work, we focus on finding an MPPT for PV systems not only suitable for the partial shading conditions but also for rapid irradiance change.

Table 1.1 Measured number of irradiance transition event according to the categories in [13].

<table>
<thead>
<tr>
<th>Categories from [13]</th>
<th>Singapore measured events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time scale</td>
<td>Largest realistic variation (W/m²)</td>
</tr>
<tr>
<td>Very fast (within 1s)</td>
<td>27</td>
</tr>
</tbody>
</table>

Fig. 1.5. Global horizontal irradiance on 6 Jan 2012.
1.3 Main contributions

The main contributions from this work include:

(1) A review of PV modeling, parameter extraction and MPPT algorithms.

(2) A Chebyshev functional link neural network (CFLNN) based modeling approach for PV arrays is developed. This model provides better accuracy compared to the analytical method (two diode model), and requires less computational complexity than the popularly used multilayer perceptron.

(3) An improved adaptive differential evolution (IADE) based parameter extraction for PV cells and modules is proposed. The proposed IADE algorithm makes use of the fitness value as a feedback mechanism in the evolutionary process. It provides better accuracy for estimation of parameters for solar cells and modules than other popular optimization methods, such as particle swarm optimization (PSO), simulated annealing (SA), genetic algorithm (GA), conventional DE, and the recently proposed analytical method.

(4) A novel ant colony optimization (ACO)-based MPPT technique for PV systems working under partial shading conditions is proposed. This heuristic algorithm based method not only has the ability to track the global MPP, but also reduces the system cost and provides a simpler control scheme. A comparison with other widely used evolutionary algorithms is conducted and a hardware implementation is demonstrated. Along with the ACO based MPPT, a uniform scheme for applying other related evolutionary algorithms to PV systems with various structures along with a strategy to accelerate the tracking speed of these algorithms is proposed.

(5) A hybrid MPPT for PV systems under partially shaded conditions with rapid irradiance change is proposed. This hybrid MPPT combines conventional MPPT and artificial neural network (ANN)-based MPPT. It results in an MPPT with a relatively low cost, fast response, and simple structure.

1.4 Organization of this thesis

The remainder of this thesis is organized as follows:

1. Chapter 2 gives a literature review, which presents the state-of-the-art in PV systems modeling and MPPT techniques. The pros and cons of the existing techniques are provided.
2. Chapter 3 introduces the proposed CFLNN-based modeling method for the PV array. The experimental verification of this approach and comparison with other methods are conducted. In the second section of this Chapter, the proposed IADE based parameter estimation for the PV array is introduced.

3. Chapter 4 introduces a novel ant colony optimization algorithm based MPPT. A new PV array structure for the application of ACO based MPPT is proposed. In addition, a uniform framework for applying related evolutionary algorithms to MPPT for PV systems is introduced. A strategy to accelerate the MPPT algorithm is also introduced and the effectiveness of the proposed MPPT method is verified by simulation and experiment. Comparisons with other widely used computational algorithms are provided.

4. Chapter 5 presents a hybrid MPPT technique for PV systems working under partially shaded conditions with rapid irradiance change. This technique uses a combination of a computational algorithm and a conventional MPPT. Comparisons are made with other popular MPPTs.

5. Finally, Chapter 6 concludes the thesis and discusses the possible future research directions.
Chapter 2  Literature review

2.1  PV array models

Many types of models for solar arrays have been proposed during the last two decades. Generally, modeling solar arrays can be categorized into three types: analytical methods, experimental methods, and artificial intelligence methods.

2.1.1  The analytical method

The solar cell is described by the equivalent electrical circuit with several unknown parameters. These parameters can be determined by calculating mathematical equations with environmental input variables such as irradiance and temperature values. The analytical methods, which are mainly used among researchers, are described below:

2.1.1.1  The single diode model (or four-parameter model)

The single diode model consists of a current source, a diode which represents the diffusion current component, and a series resistance which is responsible for the losses caused by the internal series resistance, contacts, and other line interconnections between each solar cell and module [14, 15]. A typical model of a solar cell is shown in Fig. 2.1.

From the equivalent circuit in Fig. 2.1, we can get the current output from the solar cell as:

\[ I = I_{pv} - I_d \]  \hspace{1cm} (2.1)

where \( I \) is the current output of the solar cell, \( I_{pv} \) is the light generated current from the solar cell, and \( I_d \) is the current passing through the diode.

![Fig. 2.1 The equivalent circuit of the solar cell using single diode model.](image)

The light generated current is described by:

\[ I_{pv} = (I_{pv, STC} + K_p(T - T_{STC})) \frac{G}{G_{STC}} \]  \hspace{1cm} (2.2)
where $I_{pv, STC}$ is the light generated current under the standard test conditions (STC) with temperature $T_{STC} = 25^\circ C$ and irradiance $G_{STC} = 1000 \text{ w/m}^2$, and $K_i$ is the short circuit current coefficient that shows the change rate of the short circuit current with the temperature increase.

By applying Shockley's equation, the diode current can be written as [16]:

$$I_d = I_0 \exp\left(\frac{V + IR}{aV_i} - 1\right)$$

(2.3)

where $V$ is the solar cell output voltage (V), $V_i$ the thermal voltage of the diodes ($V_i = k T / q$), $k$ the Boltzman constant ($k = 1.3806505 \times 10^{-23} \text{ J} / \text{ K}$), $T$ the present temperature (K), $q$ the charge of an electron ($1.60217646 \times 10^{-19} \text{ C}$), $a$ the diode ideality factor and $R_s$ the series resistance ($\Omega$).

The reverse saturation current of the diode is given by:

$$I_0 = I_s \left(\frac{T}{T_{STC}}\right)^3 \exp\left[\frac{qE_g}{ak} \left(\frac{1}{T} - \frac{1}{T_{STC}}\right)\right]$$

(2.4)

where $E_g$ is the bandgap energy in eV [17, 18], given as:

$$E_g = 1.16 - 7.02 \times 10^{-4} \frac{T^2}{T + 1108}.$$  

(2.5)

Even though some researchers assume that the value of bandgap is constant, actually it depends on the value of the instantaneous temperature. By substituting Eqs. (2.2) - (2.5) into Eq. (2.1) , Eq. (2.1) is rewritten as:

$$I = I_{pv} - I_s \exp\left(\frac{V + IR}{aV_i}\right) - 1.$$  

(2.6)

Actually, Eq. (2.6) can be represented as $I = f(I, V)$ with four unknown parameters, namely $I_{pv}$, $I_0$, $R_s$, and $a$. Because of these four parameters, which can be calculated using different methods, Eq. (2.6) is also called the four-parameter model. For a given voltage, the standard Newton-Raphson method can be used to solve this nonlinear equation. Therefore, for a given voltage, the solar cell current can be calculated with Eq. (2.1) - (2.5) and the Newton-Raphson method.

When calculating the current from a solar module or solar array, as shown in Fig. 2.2 where the envelop shape is a common symbol to represent the PV module used in the PV system, the corresponding parameters need to be changed. Consider a solar array with $N_{ss}$ PV modules in series in each string and $N_{pp}$ PV strings in parallel, where each module comprises $N_s$ solar cells, the current output of a PV array is given by [15]:

---
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\[ I = I_p N_{pp} - I_0 N_{pp} \left[ \exp \left( \frac{V + \lambda IR}{aN_s N_{ss}} \right) - 1 \right] \]  

(2.7)

where \( \lambda \) is the factor of proportionality between \( N_{ss} \) and \( N_{pp} \) (\( \lambda = N_{ss} / N_{pp} \)).

The advantage of this model is that no complicated computation is required during modeling because some of the physical process is neglected and simplified. However, the internal recombination of the current in the space charge region is not considered, making the model inaccurate.

![PV array with \( N_{ss} \times N_{pp} \) modules](image)

Fig. 2.2 A PV array with \( N_{ss} \times N_{pp} \) modules.

### 2.1.1.2 The single diode model with shunt resistance (or the five-parameter model)

This model takes the p-n junction leakage current into consideration. From the equivalent circuit of the solar cell, as shown in Fig. 2.3, we can see that a shunt resistance \( R_p \) is added to represent the effect of leakage current, crystal imperfections and impurities [14, 19].
Therefore, the current Eq. (2.6) is changed as:

\[
I = I_{pv} - I_0 \left[ \exp\left( \frac{V + IR}{aV_r} \right) - 1 \right] - \frac{V + IR}{R_p}
\]

(2.8)

where \( R_p \) is the shunt resistance for a solar cell.

Similarly, when considering multiple solar modules connected in series and parallel, Eq. (2.8) needs to be rewritten as:

\[
I = I_{pv} N_{pp} - I_0 N_{pp} \left[ \exp\left( \frac{V + \lambda R}{aN_r V_{ss}} \right) - 1 \right] - \frac{V + \lambda R}{\lambda R_p}
\]

(2.9)

Compared to the single diode model, this model is more accurate due to its consideration of the series resistance losses and other current leakage.

### 2.1.1.3 The two diode model with shunt resistance

This method adds another diode to the model, which is connected in parallel with the previous five-parameter model to imitate the losses caused by the carrier recombination in the space charge region of the junction and surface recombination. Its equivalent circuit is shown in Fig. 2.4 [20].

![Fig. 2.4 The equivalent circuit of the two diode model with shunt resistance.](image_url)

From the equivalent circuit, the current equation is derived as [20, 21]:

\[
I = I_{pv} - I_0 \left[ \exp\left( \frac{V + IR}{a_1 V_r} \right) - 1 \right] - I_0 \left[ \exp\left( \frac{V + IR}{a_2 V_r} \right) - 1 \right] - \frac{V + IR}{R_p}
\]

(2.10)
where $I_{01}$ and $I_{02}$ are the reverse saturation current of these two diodes, and $a_1$ and $a_2$ are the ideality factors of each diode.

For a PV array as shown in Fig. 2.2, the equation is formed with additional coefficients as [21]:

$$I = N_{pp}J_{pv} - N_{pp}I_0 \left[ \exp \left( \frac{V + \lambda IR}{a_1V_N N_s N_s} \right) - 1 \right] - N_{pp}I_0 \left[ \exp \left( \frac{V + \lambda IR}{a_2V_N N_s N_s} \right) - 1 \right] - \frac{V + \lambda IR}{\lambda R_p} \quad (2.11)$$

Compared to the previous models, this model provides the most accurate current output [21]. However, the corresponding computational complexity increases with the additional diode.

There are also other models which can be derived from these three basic models, such as the three diode model [22], which is rarely used because the additional computational complexity is too high, and the two diode model without the simplified reverse saturation current equation [19-21], and so on.

Mathematical equations make it easier to model the solar array. Most researchers using the analytical method to model solar arrays consider a constant value for the series resistance, $R_s$, the parallel resistance, $R_p$, and ideality of the diode, $a$ [19, 20, 23, 24]. In reality, all of these parameters vary with changes in the temperature and irradiance [25]. For example, on cloudy days, the value of the parallel resistance ($R_p$) is very low which causes performance degradation due to the power reductions. Thus, it is unrealistic to assume the constant value of these parameters under such circumstances. The change in series resistance and parallel resistance values can be seen in the experimental results of the parameter estimation section. Since many factors can affect the power harvest of the PV systems, such as the mismatch losses in solar cells/modules, ohmic losses, angular and spectral losses, failure of the MPPT algorithms under shading effects and bad environmental conditions, it is still difficult to accurately model the characteristics of solar modules just using the analytical method [26]. In addition, these analytical models are computationally expensive and are sensitive to the initial values of the parameters.

### 2.1.1.4 Simulation tools

Simulation tools also use analytical modeling techniques. The main principle of this type of modeling is to simulate the equivalent circuit of the solar cell/module with commercial simulation software, such as PSpice [27, 28], PSIM [29], Saber [30] and so on. These software packages are specially designed for the simulation of analog and digital circuits and can be integrated with other complex systems. A PV module can be constructed by connecting several solar cells. There are several advantages of using the simulation method: the process required to build a circuit model in the simulation environment is
simpler than using mathematical equations; Large PV systems can be easily expanded or modified by editing the topology of the basic solar cell unit; The transient response from the system can be observed by the output tools integrated in the simulation platform; A large number of complex non-linear or iteration procedures are avoided. However, it is not very flexible when simulating a system with dynamic parameters. When one of the parameters changes, the simulation should be run from the beginning [15]. In other words, the attribute of each component in the simulated circuit is not allowed to change online, which makes it difficult to simulate the cases with varying parameters under changing weather conditions.

2.1.2 The experimental method

The basic principle of the experimental method is to build the model of a solar cell or solar array using several key points in the I-V curve measured by experiment. These key points usually include the short circuit point (point A as shown in Fig. 2.5), the maximum power point (B), and the open circuit point (C). For the four-parameter model, only four equations are required to calculate the four parameters ($I_0$, $I_{pv}$, $a$, $R_s$). Therefore, for a four-parameter model, by substituting the points A, B, C and the zero value of the derivative of the power with respect to the voltage, that is the MPP D, into Eq. (2.6) separately, these four parameters can be obtained. When the five-parameter model is considered, another point, E, which is the voltage midway between the open circuit voltage and the MPP voltage point, needs to be taken into account. The voltage value of this point can be given by:

$$V_m = \frac{1}{2} (V_{mp} + V_{oc}).$$  \hspace{1cm} (2.12)

Fig. 2.5 The current and power under the condition of constant temperature and irradiance.
The solar cell/module model can be easily calculated online by using this method. However, the parameters calculated are significantly influenced by the single point chosen to calculate the model. Even the system noise can largely affect the results.

2.1.3 The artificial intelligence methods

Compared to the analytical methods, artificial intelligence methods, such as the artificial neural network (ANN) [25, 26, 31, 32], exhibit better performance without the requirement for prior knowledge of the internal system, and provide a compact solution to multivariable problems. The basic idea of the ANN [33, 34] is to approximate a linear or non-linear function representing the relationship between the inputs and outputs. A widely used fundamental structure for the ANN is the multilayer perceptron (MLP) with a single hidden layer as shown in Fig. 2.6. Multiple layers can also be used in different applications. There are many types of ANN, including the feedforward neural network [35, 36], Kohonen network [37], back propagation (BP) network [38], Hopfield network [36], and radial basis function (RBF) network [39] etc. In theory, it is demonstrated that the feedforward ANN with a single hidden layer can approximate a nonlinear continuous function with arbitrary accuracy [34, 40, 41]. Before using this network to predict the output value corresponding to the input value, the network is trained using training samples by varying the parameters in the training algorithm, the connection weights, or the specification of the architecture such as the number of neurons or their connectivity [42]. After training, the weights between each layer are determined.

![Fig. 2.6 A basic structure of ANN with a single hidden layer.](image)

There are two ways of using an ANN to model a PV array. The first one is to predict these classical five or seven circuit parameters primarily and then use the predicted results to calculate the conventional five or seven-parameter models. For instance, Karatepe et al. [25] use an ANN to estimate the electrical circuit parameters first and then apply the estimated parameters to the one diode model for PV modules. The other method is to
predict the current or voltage directly from the irradiance and temperature inputs. For instance, Celik et al. [23, 43] utilize the generalized regression neural network to estimate the current output from the mono-crystalline PV modules according to the measured voltage, and irradiance and temperature levels. The main disadvantage of this method is that training datasets are needed to train the neural network before using it as the model. For the comprehensive review of ANN techniques in PV systems please refer to the review in [44-47].

In conclusion, the comparison of above modeling techniques according to its accuracy and computational complexity are given in Table 2.1. The factors affecting the performance of each method are described in the last column.

<table>
<thead>
<tr>
<th>Modeling method</th>
<th>Accuracy</th>
<th>Computational complexity</th>
<th>Affected factors and Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>The single diode model</td>
<td>Low</td>
<td>Low</td>
<td>Without considering the internal recombination of the current in the space charge region.</td>
</tr>
<tr>
<td>The single diode model with shunt resistance</td>
<td>Medium</td>
<td>Medium</td>
<td>Taking series resistance losses and leakage current into consideration.</td>
</tr>
<tr>
<td>Two diode model with shunt resistance</td>
<td>High</td>
<td>Medium</td>
<td>Better accuracy than the above two models but higher computational complexity.</td>
</tr>
<tr>
<td>Model with more diodes</td>
<td>Very high</td>
<td>High</td>
<td>High computational complexity.</td>
</tr>
<tr>
<td>Experimental method</td>
<td>Low</td>
<td>Low</td>
<td>Not flexible when simulating a system with dynamic parameters.</td>
</tr>
<tr>
<td>Simulation tools</td>
<td>Medium</td>
<td>Medium</td>
<td>Low flexibility, difficult to simulate dynamic environmental conditions</td>
</tr>
<tr>
<td>Artificial intelligence method</td>
<td>Very high</td>
<td>Medium</td>
<td>Training datasets are required.</td>
</tr>
</tbody>
</table>

### 2.2 MPPT techniques

MPPT methods in PV systems can be categorized by different criteria such as the direct seeking method, intelligent seeking method, and compensation method. In recent years many MPPT techniques have been proposed [9, 46, 48-52]. The direct seeking methods measure the actual current, voltage, and power directly from the PV array terminals, and calculate the reference voltage or current signal based on different MPPT algorithms. The direct seeking methods are simple to implement, but sometimes, the system fall into at a local maximum point. The intelligent seeking methods use artificial intelligence based methods to seek the MPP, such as ANN [53], particle swarm optimization (PSO) [54, 55], genetic algorithm (GA) [56, 57], fuzzy logic [58], or hybrid techniques of these methods.
In our work, we review MPPT techniques by their ability to track the global MPP. Finally, the advantage and disadvantage of each method will be given in a table.

## 2.2.1 Perturb-and-observe (P&O) or hill climbing

The basic idea of P&O is to periodically perturb (increase or decrease) the terminal voltage of the PV arrays and compare the instantaneous power $P(k)$ with the previous power $P(k-1)$, to determine the perturbation direction in the next step. When a perturbation causes an increase in the PV array power, the direction of the current perturbation is maintained for the next perturbation; otherwise, the perturbation direction is reversed [10]. For example, supposing that the perturbation starts from point $A_1$ in Fig. 2.7. After a positive voltage perturbation, a power increase at $A_2$ is observed. Therefore, the direction of the next voltage perturbation will be the same as the previous step, which is to increase the voltage reference. By repeating this procedure periodically, the operating point will be located at the MPP (G), but with oscillations. For other cases, it will also arrive at the operating point G. For the PV system with a two stage inverter which consists of a DC-DC converter in the first stage and a DC-AC inverter in the second stage [61, 62], the voltage is adjusted by tuning the duty ratio of the DC-DC converter. The duty ratio is the ratio between the time duration that power switch is active and the operating period of the DC-DC converter. The corresponding flowchart of the basic P&O algorithm is shown in Fig. 2.8.

![Graph showing P-V curve](image_url)

**Fig. 2.7** The P-V curve to illustrate the direction of voltage perturbation.
The oscillation around the MPP can be reduced by decreasing the voltage perturbation step size. A small voltage step size improves the accuracy but slows down the tracking speed, while a large step size leads to a fast tracking speed but with large oscillations around the MPP. Therefore, when applying this method for MPPT in PV systems, a tradeoff between the oscillation size and accuracy should be made.

The advantage of this algorithm is the simplicity. However, when the system is under rapidly changing irradiance conditions, the algorithm may direct the operating point away from the MPP. Moreover, it tends to become trapped at a local power maxima when partially shading conditions occur.

### 2.2.2 Incremental conductance (IncCond)

The main principle of the IncCond method is that the derivative of the output power, $P$, in terms of voltage, $V$, at the peak power point is equal to zero ($dP/dV = 0$) [11]. Therefore, from the equation $P=IV$, the following equation is obtained [10]:

$$\frac{dP}{dV} = V \frac{dI}{dV} + I = 0 \text{ (at the MPP).} \quad (2.13)$$

Therefore, within one sampling period, Eq.(2.13) can be rewritten as:

$$\frac{\Delta I}{\Delta V} = -\frac{I}{V}. \quad (2.14)$$
Eq. (2.13) means that, at the MPP, the opposite of the instantaneous conductance of PV array on the left side of the equation equals the incremental conductance on the right hand side. Thus, the derivative of the points should be greater than zero on the left of the MPP (point G as shown in Fig. 2.7), while, less than zero on the right side. It is illustrated as follows [10, 11]:

\[
\text{If } \frac{dp}{dV} = 0 \left( \frac{dl}{dV} = -\frac{I}{V} \right), \text{ then MPP is reached.} \tag{2.15}
\]

\[
\text{If } \frac{dp}{dV} > 0 \left( \frac{dl}{dV} > -\frac{I}{V} \right), \text{ then increase } V_{\text{ref}}. \tag{2.16}
\]

\[
\text{If } \frac{dp}{dV} < 0 \left( \frac{dl}{dV} < -\frac{I}{V} \right), \text{ then decrease } V_{\text{ref}}. \tag{2.17}
\]

By comparing the incremental conductance ($\Delta I/\Delta V$) with the instantaneous conductance ($I/V$), the MPP can be tracked. The basic flowchart of IncCond is shown in Fig. 2.9. The algorithm starts with the sensed voltage and current values and calculates the voltage and current changes compared to the previous step. The direction of the voltage movement in the next step depends on the comparison between the result of incremental conductance ($\Delta I/\Delta V$) and the instantaneous conductance ($I/V$). If the voltage and current changes are both measured to be zero, then keep the present voltage and current values for the calculation in the next step. If the voltage change value is measured to be zero and the current change is non-zero, then the voltage change direction in the next step is to increase the voltage when $\Delta I$ is larger than zero or reduce the voltage when $\Delta I$ is less than zero. Otherwise, the voltage direction is changed according to Eqs. (2.16) and (2.17).

Some studies have compared the efficiency of the IncCond and P&O algorithms, [11, 63] and shown that IncCond has a better efficiency than that of P&O. However, Houssamo, et al. [64] and D. P. Hohm et al. [65] showed that when the perturbation step size and the sampling period are properly optimized, the IncCond and P&O algorithms exhibit the same MPPT efficiency. Even though the efficiency of these two methods are similar, the main disadvantage of both methods is the power loss due to oscillations around the MPP, the slow tracking speed when choosing a small perturbation step, and the failure to track the global MPP on the P-V characteristic curve under partially shaded conditions. Although these two MPPT methods are not so efficient under partially shaded and rapidly changing irradiance conditions, they act as good basic algorithms for comparison purposes when investigating global MPP tracking.
Fig. 2.9 The flowchart of the IncCond algorithm for MPPT in PV system.

2.2.3 Fractional open circuit voltage/ short circuit current

The fractional open circuit voltage based MPPT technique uses the approximate linear relationship between the optimal voltage at the MPP \((V_{mpp})\) and the open circuit voltage \((V_{oc})\) under different irradiance levels to calculate the optimal working point. The equation is given by:

\[
V_{mpp} = k_1 V_{oc}
\]  
(2.18)

where \(k_1\) is the proportional constant which is reported to be between 0.71 and 0.78 [66]. The open circuit voltage is periodically measured under different irradiance and temperature conditions. By replacing the open circuit voltage with the short circuit current, the optimal current at the MPP can be obtained using a similar equation:

\[
I_{mpp} = k_2 I_{sc}
\]  
(2.19)

This method is simple to implement and does not require high performance microcontrollers or digital processors, and thus can reduce the system cost. However, the MPP is not always located at the region with the same percentage of the open circuit voltage under different environmental conditions. Thus setting a constant proportion value
for all environmental conditions will cause power losses. In addition, this method fails to track the global MPP when the PV system is working under partial shading conditions.

### 2.2.4 Bisection search theorem (BST)

The bisection search theorem uses a bracketing method to shorten the search range by half at each step so that the midpoint of the successive range gets close to the root of the equation, \( y = f(x) = 0 \). This method is based on the intermediate value theorem that if a continuous function has values of opposite sign within an interval, then it has a root in that interval. For example, we assume that the function \( y = f(x) \) is valid within an interval \([a, b]\) which contains a root \( x^* \) of \( f(x) \). The value of the midpoint \( c \) in the range of \([a, b]\) is \( f(c) \).

The criteria for the direction of movement in the next halving step is as follows (as shown in Fig. 2.10): (1) If the function value \( f(c) \) of the midpoint \( c \) and \( f(a) \) have the opposite sign \( (f(a) \times f(c) < 0) \), then the root lines in \([a, c]\) which becomes the range for the next halving. (2) If \( f(a) \times f(c) > 0 \), then the root must line in \([c, b]\). (3) If \( f(a) \times f(c) = 0 \), then \( c \) is the root. This process continues until the range is shortened to be small enough to approximate the final solution. The convergence speed to the final solution is obtained as \((b-a)/2^n\), where \( n \) is the number of halving steps.

![Bisection search diagram](image)

**Fig. 2.10** The decision process for bisection search. (a) When \( f(c) \) and \( f(b) \) have negative sign, then the root of \( f(x) = 0 \) lies in \([c, b]\). (b) When \( f(a) \) and \( f(c) \) have negative sign, the root of \( f(x) = 0 \) lies in \([a, c]\).

In the case of MPPT for the PV system, the power change \( \Delta P_{pv} = f(V_{pv}) \) can be considered as the function and the root \( V_{mpp} \) lies in the range \([0, V_{oc}]\) at the beginning of search. Note that the duty ratio of the converter \( (D) \) which is the ratio between the time interval when the power switch is active (explained in detail in Chapter 4) and the sampling period and the current of the PV array \( (I_{pv}) \) can also be considered as the control variable \( x \). This search method can track the MPP relatively fast, within a few steps [67]. However, it is limited to unimodal functions and when applied to MPPT for PV systems, it is not suitable for the case with multiple peaks on P-V characteristic curve, such as occur during partial shading.
2.2.5 Three point MPPT method

In this algorithm, three continuously measured points on the P-V curve are compared at each step [52]. These three points include the power value at the current operating point \( P(k) \), and the two previous steps \( P(k-1) \) and \( P(k-2) \). For a PV system with a three point MPPT, the voltage of the next step is set by the rules given in Table 2.2. These three points are compared with each other after each perturbation. With these rules, the operating point can move close to the MPP. The advantage of this technique is that it is simple to implement. However, system noise has a significant influence on the accuracy of this technique and the tracking speed is similar to that of the conventional P&O method with a fixed step. In addition, this method is only appropriate for uniform irradiance conditions.

Table 2.2. The rule of comparison in the three point MPPT [52].

<table>
<thead>
<tr>
<th>Rule number</th>
<th>Comparison of three points</th>
<th>Voltage for next step</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( P(k) &gt; P(k-1) ) and ( P(k-1) &gt; P(k-2) )</td>
<td>Increase</td>
</tr>
<tr>
<td>2</td>
<td>( P(k) &lt; P(k-1) ) and ( P(k-1) &lt; P(k-2) )</td>
<td>Decrease</td>
</tr>
<tr>
<td>3</td>
<td>( P(k) &lt; P(k-1) ) and ( P(k-1) &gt; P(k-2) )</td>
<td>MPP</td>
</tr>
<tr>
<td>4</td>
<td>( P(k) = P(k-1) ) and ( P(k-1) &lt; P(k-2) )</td>
<td>MPP</td>
</tr>
<tr>
<td>5</td>
<td>( P(k) = P(k-1) ) and ( P(k-1) &gt; P(k-2) )</td>
<td>MPP</td>
</tr>
<tr>
<td>6</td>
<td>( P(k) = P(k-1) ) and ( P(k-1) = P(k-2) )</td>
<td>MPP</td>
</tr>
<tr>
<td>7</td>
<td>( P(k) &gt; P(k-1) ) and ( P(k-1) = P(k-2) )</td>
<td>MPP</td>
</tr>
<tr>
<td>8</td>
<td>( P(k) &lt; P(k-1) ) and ( P(k-1) = P(k-2) )</td>
<td>Decrease</td>
</tr>
</tbody>
</table>

2.2.6 Variable step size incremental resistance (INR)

As described in the standard P&O and IncCond methods, a large step size result in a fast tracking speed but also large oscillations around the MPP. A small step size will reduce the oscillations around the MPP but will result in a slow tracking speed. It is difficult to make a tradeoff between the oscillation size and the tracking speed. This problem can be solved by adding a variable step to P&O and IncCond. The basic idea of these modified algorithms is that when the working point is far away from the MPP, a large iterative step can be applied to accelerate the tracking speed according to the power gradient or the slop of the P-V curve. When the operating point is moving to the proximity of MPP, small steps can be implemented to reduce the oscillation. The step size can be varied in following ways [68]:

\[
D(k) = D(k-1) \pm N \frac{\Delta P}{\Delta I} \quad (2.20)
\]

\[
D(k) = D(k-1) \pm N \frac{\Delta P}{\Delta V} \quad (2.21)
\]
\[ D(k) = D(k-1) \pm N \frac{\Delta P}{\Delta D} \]  
\[ D(k) = D(k-1) \pm \alpha \Delta P \]  

where \( N \) is a scaling factor that determines the performance of the MPPT system and is set during the tuning process. Here, \( \Delta P \), \( \Delta I \), \( \Delta V \) and \( \Delta D \) are the change of power, current, voltage and duty ratio in the previous sampling period, respectively. In Eq. (2.23), \( \alpha \) is a constant value to control the movement toward the MPP and the convergence accuracy [69]. The technique for tuning the parameter \( N \) is discussed in depth in [70].

With this variable step size perturbation strategy, the tracking speed can be greatly improved. However, for partial shading conditions, it is unable to accurately track the global MPP and for rapidly changing irradiance conditions, it has difficulty tracking the varying MPP.

### 2.2.7 Extremum seeking control (ESC) and ripple correlation control (RCC)

Extremum seeking control (ESC) uses the fact that the switching actions in the power converter can cause voltage and current ripples on the PV array [71]. Thus, the induced ripple in the power can be controlled to perform the MPPT. A simplified block diagram of applying ESC to MPPT with external current perturbation is shown in Fig. 2.11, where the current of the PV array is the control variable. The voltage of the PV array can also be used as the control variable. The external current perturbation effect propagates to the power output \( p(t) \). The input \( \varepsilon(t) \) is provided by multiplying the perturbation signal and the time derivative of the power output. The resulting portion \( \rho \) is extracted by a high pass filter which attenuates the nonzero average or offset of the power output \( p(t) \). The sign of \( p'(t) \) is positive on the left side of MPP and negative on the right side of MPP. The integration of \( \varepsilon(t) \) can further eliminate the higher order harmonics.

![Diagram](image-url)

**Fig. 2.11 ESC applied in MPPT with external perturbation source.**
In RCC, the time derivative of the time-varying array power \((p')\) is correlated with the time derivative of the time-varying PV array voltage \((v')\) or current \((i')\) to drive the system to MPP. In fact, the variation in \(dp/dv\) is used to change the duty ratio of the power converter. Since \(dp/dv\) cannot be obtained directly from the measurement of the circuit. The following law has the same effect as \(dp/dv\):

\[
d(t) = k \int p' dt
\]

(2.24)

where \(k\) is the constant gain which is negative when using voltage control and a boost converter. Generally, the derivatives in (2.24) are not available but they can be realized by a high pass filter with a cutoff frequency higher than the ripple frequency. Fig. 2.12 shows the practical implementation process of RCC for MPPT. Since direct usage of differentiation amplifies circuit noise in the measurement of the power value, the sign of the integrand is sufficient for a unimodal function. Thus, it can be simplified as:

\[
d(t) = k \int \text{sign}(p) \cdot \text{sign}(v) dt .
\]

(2.25)

![Fig. 2.12 Block diagram of the implemented RCC in MPPT.](image)

Both RCC and ESC utilize perturbations to evaluate the objective function gradient and thus lead to the optimum operating point. The advantage of these techniques is that the tracking speed is as high as the order of the switching frequency of the power converter. The difference of these two similar techniques is that RCC uses high frequency inherent ripple, whereas ESC uses injected or inherent relatively low frequency perturbations. The disadvantages are that the performance of the system can be easily influenced by the electromagnetic interference and signal measurement noise. The perturbation frequency, the parameters for the high pass filter and the constant gain are not so easy to set. Moreover, the reactive parasitic elements such as output shunt capacitance and series inductance can influence the overall algorithm efficiency. In [72], the equilibrium point reached by the RCC considering both pure sinusoidal excitation and realistic distorted AC signals, and the effects of the shunt parasitic capacitance and series parasitic inductance in terms of equilibrium point and dynamic response are investigated. The results show that when the frequency of the converter is set too high, the effects of these reactive parasitic components can lead to large errors in the PV system using RCC based MPPT. In [73], the
multivariable control with Newton based ESC, which treats the entire module cascade as the control objective, is proposed for the distributed PV systems where each PV module is equipped with an MPPT. This method reduces the effect of Hessian which is subject to the variability of weather conditions such as irradiance and temperature and influences the convergence rate of gradient based designs. However, the design process is onerous and the computational complexity is very high.

2.2.8 DC link capacitor droop control

DC link capacitor droop control is only applicable to two stage PV systems containing both a DC-DC converter and a DC-AC inverter. The bus voltage \( V_{\text{link}} \) between the DC-DC converter and DC-AC inverter is kept constant. Increasing the current drawn from the DC-DC converter causes an increase in the power output from the PV array. When the power demand by the inverter exceeds the maximum power available from the PV array, the bus voltage \( V_{\text{link}} \) will droop [74]. That means that at the moment when the bus voltage \( V_{\text{link}} \) starts to droop, the PV array is operating at MPP. Thus, by observing the bus voltage \( V_{\text{link}} \) droop between the DC-DC converter and DC-AC inverter, the maximum point of PV array can be obtained. The advantage of this method is that it does not require the computation of the PV array power and it can be easily implemented using an analog circuit. However, the response of the system deteriorates compared to methods with direct power measurement due to the performance dependence on the response of the DC voltage control loop [10].

2.2.9 Temperature based MPPT

This method uses the fact that the output voltage of a PV array is proportional to the temperature on the PV array surface [75, 76]. The relationship between the optimal voltage and the measured temperature is given by:

\[
V_{\text{mpp}}(T) = V_{\text{mpp}}(T_{\text{ref}}) + K_{\text{oc}}(T - T_{\text{ref}})
\]

where \( T \) and \( T_{\text{ref}} \) are the measured and reference temperature respectively. \( V_{\text{mpp}}(T) \) and \( V_{\text{mpp}}(T_{\text{ref}}) \) are the optimal voltage value at the MPP with temperature \( T \) and \( T_{\text{ref}} \) respectively. \( K_{\text{oc}} \) is the temperature coefficient of voltage which can be obtained from the datasheet. Thus using Eq. (2.26), the optimal voltage at MPP can be easily calculated online. In this method, only a single temperature sensor is required and the implementation is simple. However, this method suffers from nonuniform distribution of the temperature on the PV module. In addition, since the temperature usually responds slowly to irradiance changes, it is unable to track rapid irradiance changes, resulting in a power loss.

2.2.10 Variable inductor MPPT
This method uses the maximum power transfer theorem, that is, the PV array outputs maximum power only when the resistance of the PV panel is equal to the resistance of the load. The DC-DC converter, which can be a buck or boost type, is connected between the PV array and the load, working in continuous mode so that the relationship between the input ($R_{in}$) and output resistance ($R_{out}$) of the converter (taking buck converter as an example) satisfies the following equation:

$$R_{in} = \frac{1}{D^2} R_{out}$$

(2.27)

where $D$ is the duty ratio of the buck converter which is adjusted to shift the operating point of the PV system to the MPP. In order to keep the converter working as a continuous current mode, the conductance value of the inductor should be greater than the minimum inductance value. As shown in Fig. 2.13 [77] only an inductor with an inductance value larger than the dashed line can work in continuous mode. When the inductance value is set to a constant value, for instance $L_1$ as shown in Fig. 2.13, continuous current mode can only work when the load is larger than $I_{o1}$. We can also see that the minimum inductance requirement for the load current at $I_{o2}$ is only $L_2$ which is much smaller than the constant inductance $L_1$. In this case, an inductor with a small size would be sufficient for the converter to work as a continuous mode [77].

![Fig. 2.13 The characteristic of the variable inductor and the minimum inductance boundary for CCM.](image)

Since the inductance of the variable inductor dynamically changes with the change of the current as shown in Fig. 2.13, a variable inductor can be used in the converter. For the variable inductor, a current increase can induce a decrease in the inductance of the inductor which is just as the requirement of the inductance for the converter to work as a continuous current mode. This variable inductance can be achieved using a sloped air-gap
(SAG). With this technique, the size of the inductor can be largely reduced and the load range can be increased. However, this method requires prior knowledge of the PV array characteristics to get the settings for the variable inductor and it does not work for partial shading conditions.

### 2.2.11 Parasitic capacitance MPPT

Parasitic capacitance MPPT can be regarded as an extended version of the IncCond method. In this method, the parasitic junction capacitance $C_{pv}$, which models charge storage in the p-n junction of the solar cells, is taken into consideration. The parasitic capacitance is modeled as a capacitor connected in parallel with the solar cell. It increases the effective capacitance of the entire PV array. By adding parasitic junction capacitance into the modeling process, the current in the solar cell model is written as [78]:

$$I_{pv} = I_L - I_o \exp \left( \frac{V_{pv} + R_L I_{pv}}{V_t} \right) - \frac{V_{pv} + R_L I_{pv}}{R_p} - C_{pv} \frac{dV_{pv}}{dt} = F(V_{pv}) - C_{pv} \frac{dV_{pv}}{dt}$$  \hspace{1cm} (2.28)

The first term on the right hand of the equation is a function of the voltage and the second term represents the current of the parasitic capacitance. By rearranging (2.28), it can be rewritten as [78]:

$$F(V_{pv}) = I_{pv} + C_{pv} \frac{dV_{pv}}{dt}$$  \hspace{1cm} (2.29)

$$\frac{dF(V_{pv})}{dV_{pv}} + \frac{F(V_{pv})}{V_{pv}} = \frac{dI_{pv}}{dV_{pv}} + \frac{I_{pv}}{V_{pv}} I_{pv} + C_{pv} \left( \frac{\dot{V}_{pv}}{V_{pv}} + \frac{\ddot{V}_{pv}}{V_{pv}} \right) = 0$$  \hspace{1cm} (2.30)

When the parasitic capacitance is neglected, the third component of (2.30) is zero. Then this equation simplifies to the IncCond algorithm described previously. In this method, the first and second derivative of the PV array voltage is used for maximum point tracking. By taking parasitic parameters into consideration, the tracking accuracy of the MPP is better than the original IncCond algorithm. However, as in IncCond, this method does not work for PV systems with multiple peaks on the P-V curve.

### 2.2.12 dP - P&O method

The dP-P&O algorithm is proposed to improve the tracking ability of the conventional P&O algorithm, which is unable to accurately track the MPP under rapidly changing irradiance condition. In this technique, an additional measurement of the power value between two sampling points without any perturbation is performed, as described in Fig. 2.14. The change in power between $P_m$ and $P_k$ only reflects an irradiance change as $P_m$ is measured at the same impedance operating point at this time instant, while the power difference between $P_m$ and $P_{k+1}$ includes both the power changes caused by an irradiance
change and the perturbation of the operating point. Therefore, when we assume a constant rate of change in the irradiance during one MPPT sampling period, the power change induced by MPPT perturbation is computed as:

\[
dP = dP_1 - dP_2 = (P_m - P_{k-1}) - (P_k - P_m) = 2P_m - P_k - P_{k-1}
\]  

(2.31)

where \( P_1 \) is the power change between the two points \( (P_m \text{ and } P_{k-1}) \) as shown in Fig. 2.14, and \( dP_2 \) is the power change between the current operating point \( (P_k) \) and the middle measured point \( (P_m) \).

![Fig. 2.14 Additional measurement of power point between two perturbation points.](image)

This method has a simple implementation structure and does not need additional hardware devices, just a modification of the original P&O algorithm in software. This technique is improved for rapidly changing irradiance conditions, but for PV systems with multiple peaks on P-V curve, it still cannot track the global MPP.

### 2.2.13 Load line MPPT

The load line MPPT moves the operating point to the vicinity of the global maximum first and then applies a conventional MPPT method such as P&O or IncCond to search for the global MPP within the local area. The vicinity of the global MPP is calculated by the intersection of the load line under uniform irradiance conditions and the I-V curve under nonuniform irradiance conditions. There are two types of load line MPPTs in the literature. Type I is based on the intersection between the load line of the MPP \( P_1 \) as shown in Fig. 2.15 and the I-V curve under partial shading conditions [79]. In this method, when the shading occurs, the working point moves to the intersection point C and then shifts to the optimal point \( P_2 \) using a conventional MPPT method. The direction of movement of the operating point for this method is \( P_1-C-P_2 \). Type II [12] is slightly different from the type I. In this method, the load line is formed by \( P_0 \) as shown in Fig. 2.15, which is given by:
where \( N_{ss} \) is the number of PV modules connected in series in the PV string and \( N_{pp} \) is the number of PV strings connected in parallel in the PV array. When the irradiance condition changes from uniform to nonuniform, the direction of movement of the operating point is \( P_1 \)-A-B-P_2.

\[
R_{load} = \frac{N_{ss}V_{oc}}{N_{pp}I_{sc}}
\]

(2.32)

These two methods all can be easily implemented in hardware. However, the technique is unable to ensure that the intersections for both methods are located in the vicinity of the global MPP for all shading patterns. When applied in a large-scale PV system, which may lead to complex local peaks on the P-V curves, the load line technique may result in a large power loss.

### 2.2.14 Dividing rectangles (DIRECT)

This method is the extension of the Lipschitz optimization based method [80]. It samples at the midpoint of the search space. It requires no knowledge of the Lipschitz constant or the objective function to be Lipschitz continuous [80]. Instead, it uses all possible values to determine whether an interval should be broken into three subintervals during the current iteration. For the uniformly bounded fitness function \( P(v) \), with voltage as the control variable, the following is obtained [81]:

\[
P(v) \leq \max(P(v_i)) \leq P(v_1) + M \frac{b-a}{2}
\]

(2.33)

where \( v_1 \) is the center of the range \([a, b]\), \( M \) is the maximum value of the gradient value \( \frac{\partial P}{\partial V} \) within the range of \([a, b]\). At each step, the search range found by the previous iteration, which is called potentially optimal hyper-rectangles, is divided into three equal subintervals. The potentially optimal hyper-rectangles are chosen based on the criteria that if there exists a constant \( k > 0 \) such that [81]:

---

Fig. 2.15 The shift in operating point under partial shading conditions using load line based MPPT, where the locus \( P_1 \)-C-P_2 is for type I and \( P_1 \)-A-B-P_2 is type II.
\[ P(v_j) + k \frac{b_j - a_j}{2} \geq P(v_i) + k \frac{b_i - a_i}{2}, \forall j \]  \hspace{1cm} (2.34) \\
\[ P(v_j) + k \frac{b_j - a_j}{2} \geq P_{\text{max}} + \epsilon |P_{\text{max}}| \]  \hspace{1cm} (2.35)

where \( v_i \) is the center of the hyper-rectangle \( i \), and the parameter \( \epsilon \) is used so that \( f(c_j) \) exceeds the current best solution by a non-trivial amount. In the iteration process, there may be more than one potentially optimal hyper-rectangle identified. Once these potential intervals are found, they are divided into three subrectangles along the maximal length dimension. This process is repeated until the maximum number of function evaluations or iterations reached. In [81], this method can increase the power output and the tracking efficiency is measured to be above 95%.

DIRECT has the ability to track the global MPP under partial shading conditions efficiently and can easily be implemented with an inexpensive microcontroller. Voltage and current sensors are required to measure the voltage and current values of the PV array. However, the performance of the algorithm is significantly influenced by the initial point and the control parameters in the algorithm. When inappropriate control parameters are chosen for the algorithm, it may direct the system to work at a local MPP.

2.2.15 Fibonacci search MPPT

Fibonacci search MPPT is one of the efficient bracketing search methods. It uses the Fibonacci number sequence to iteratively narrow down the search range so that the final search range is short enough to get close to the optimal point. The original Fibonacci line search is an optimization technique which is generally used for single-dimensional and unimodal functions. The golden ratio search method is a specific condition of the Fibonacci search method. The Fibonacci numbers are defined as the following sequence [82]:

\[
F_0 = 0, \quad F_1 = 1, \quad F_2 = 1, \quad F_n = F_{n-1} + F_{n-2}, \quad n = 2, 3, 4, \ldots
\]  \hspace{1cm} (2.36)

Thus the Fibonacci numbers are sequences of 0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, \ldots. For a minimum problem \( \min f(x) \), the final optimal point of the function can be approximated by gradually shortening the search range of the problem. The shift direction during the search process is decided by the evaluation of the function at two check points in the range. Assuming the function is unimodal in the interval \([a, b]\), as shown in Fig. 2.16. The new interval is updated with the following rules:

If \( f(x_i) \leq f(x_j) \), then \( b = x_2; x_1 = x_i; x_i = b + \frac{\text{fib}(n-1)}{\text{fib}(n)} (a-b) \)  \hspace{1cm} (2.37)

If \( f(x_i) > f(x_j) \), then \( a = x_1; x_1 = x_i; x_2 = a + \frac{\text{fib}(n-1)}{\text{fib}(n)} (b-a) \)  \hspace{1cm} (2.38)
where $fib(n)$ is the Fibonacci number of $n$th order. Thus, by repeating this process, the search range will finally be short enough so that the middle point of the final range is close to the minimum point.

![Diagram](image)

If $f(x_1) \leq f(x_2)$, then the new search range $[a, b] = [a, x_2]$.
If $f(x_1) > f(x_2)$, then the new search range $[a, b] = [x_1, b]$.

Fig. 2.16 The shift direction of the Fibonacci search algorithm.

When this technique is applied to the MPPT problem, the variable $x$ can be considered as the voltage/current output of the PV array or the duty ratio of the power converter. The power output calculated by multiplying the measured current with voltage is considered as the fitness/evaluation value for the Fibonacci search algorithm. This method has a fast convergence speed and does not require temperature and irradiance measurements or prior knowledge of the PV array configuration. However, it does not always converge to the global MPP under all shading patterns as using the original Fibonacci algorithm may result in the MPP moving outside of the search range due to a sudden irradiance change. An improved Fibonacci search method in [83] was proposed to widen the search range if the shift is in the same direction for a certain number of iterations. This method improves the search algorithm under sudden irradiance change. However, it still cannot guarantee tracking the global MPP under all the partial shading patterns.

### 2.2.16 State space based MPPT

In this method, the switching-averaged model [84] is used to model the PV system as a nonlinear time-varying system. By applying MPP conditions in the controller design, the MPPT problem is reduced to an ordinary problem of dynamic system stability in state space. In [84], the time varying dynamic feedback controller is applied to make sure the closed-loop system is asymptotically stable. This method is robust to parameter changes of
the PV system and the disturbance from the load. However, this method is system specific. Moreover, it has a complex design procedure and requires more sensors.

2.2.17 Voltage window search (VWS)

In this method, the power operating triangle (POT) method [85] is used to narrow down the search range in order to find the global MPP. A POT is defined on the P–V curve by the voltage axis and two straight lines, namely a constant voltage \((0.9V_{oc})\) and a constant current as shown by the dashed lines in Fig. 2.17. In [85], \(V_{max} = 0.9V_{oc}\) is considered as the constant voltage line, which is also the upper limit of the search range. A variable \(P_{store}\) is used to store the maximum power measured in the search process. At the beginning, an arbitrary starting operating point with a power value of \(P_{Q}\) is chosen to be the starting point (see Fig. 2.17) and is assigned to \(P_{store}\). The first voltage window (POT\(_{STC}\)) is defined by the POT under the standard test condition. The lower search limit of the new voltage window is defined as \(V_{min} = \frac{P_{store}}{I_{sc}}\). Thus, the search range of the new voltage window is \([V_{min}, V_{max}]\). Consequently, the power at point 1 \((P_1)\), which is computed by \(V_{min1} = P_{store}/I_1\), is checked. If \(P_1\) is smaller than the stored maximum power \(P_{store}\), then calculate the voltage points \(V = V_1 + k \Delta V_{step} \); \(k = 1, 2, \ldots\), and choose the minimum voltage falling inside the new voltage window \((V_{min1}, V_{max})\). The new voltage window changes to \([V_{min1}, V_{max}]\). Point 2 is then calculated to be the point with the minimum voltage within \([V_{min1}, V_{max}]\). Then, the power at point 2 \((P_2)\) is checked. From Fig. 2.17, \(P_2\) is still smaller than the stored maximum power value \(P_{store}\), so the new voltage window is then updated to \([V_{min2}, V_{max}]\). Again, the voltage points from \(P_2\) is continuously computed \(V = V_2 + k \Delta V_{step}\), where \(k = 1, 2, \ldots\) and \(P_3\) is calculated to be the minimum voltage inside the new voltage window \((POT_2)\). Since the power value of \(P_3\) is larger than the stored maximum point \(P_{store}\), the value of \(P_{store}\) is then replaced by the power value of point \(P_3\) \((P_{store} = P_3)\). Thus, the algorithm continues to check the next voltage values \(V_{j} = V_{j-1} + \Delta V_{step}\), \((j = 4, 5)\). The stored maximum power value is updated whenever there is a measured higher power value. In Fig. 2.17, point 4 is measured as the maximum power value. Since \(P_5 < P_4\), a new POT\(_5\) is generated. Thus, the new voltage window is defined within \([V_{min5}, V_{max}]\). Again, the voltage points from \(P_5\), \(V = V_5 + k \Delta V_{step}\) where \(k = 1, 2, \ldots\) are computed. Whereas, \(V_6\) is calculated to be outside of the search range. Therefore, all the points on the right side of the \(V_{max}\) are skipped. Finally, the global search process ends and a
Fig. 2.17 The operation process of the VWS algorithm with narrowing POT iteratively on the P-V curve.

Fig. 2.18 Flowchart of the voltage window search algorithm.
conventional MPPT such as P&O or IncCond is then used to track the global MPP around the area of the stored optimal point $P_4$. The flowchart of the VWS algorithm is shown in Fig. 2.18. It is a subroutine of the entire global search process and is usually combined with the P&O algorithm.

The author indicated that the tracking ability of the proposed method does not depend on the choice of the initial operating point. However, it may fail to track the global MPP under rapidly changing irradiance conditions. In addition, its tracking speed largely depends on the choice of the initial point because when the power of the initial point is too low the search scheme will be similar to the P&O with a fixed step size and it may converge to the local MPP.

### 2.2.18 Evolutionary algorithm based MPPT

#### 2.2.18.1 Particle swarm optimization (PSO)

The particle swarm optimization (PSO) algorithm was invented by Russell Eberhart and James Kennedy in 1995 [86]. It is a biologically inspired population based algorithm motivated by the flocking patterns of birds and fish. Originally it was used to simulate birds flocking around food sources and later was found to be an efficient technique to solve multivariable nonlinear optimization problems. The population consists of a set of potential solutions, which are also called particles. The particles in the population evolve from generation to generation so that the optimum solution to the nonlinear problem is obtained. Each particle has two variables for the movement: velocity $v_i^g$ and position $s_i^g$.

The movement of the particles is affected by the global best position among all the particles and its personal best position. Each particle shares information in the search process. The velocity and position of each particle is updated according to the following equations [54]:

\[
\begin{align*}
    v_i^{g+1} &= w v_i^g + c_1 r_1 p_{i,\text{best}}^g + c_2 r_2 g_{\text{best}}^g, \\
    s_i^{g+1} &= s_i^g + v_i^{g+1}
\end{align*}
\]  

(2.39)

(2.40)

where $v_i^g$ and $s_i^g$ are the velocity and the position of the $i^{th}$ particle at $g$th generation, respectively; $c_1$ and $c_2$ are two positive constants; $w$ is the inertia weight where a large value favors a global search, while a small value favors a local search; $r_1$ and $r_2$ are randomly generated numbers within the $(0, 1)$ interval; $p_{i,\text{best}}^g$ is the personal best position of the $i^{th}$ particle; $g_{\text{best}}^g$ is the global best position of all the particles at the current $g^{th}$ generation. A constraint $v_{i,\text{max}}$ is usually imposed on $v_i^g$ to ensure convergence of the algorithm. The value is set to $[-v_{i,\text{max}}, v_{i,\text{max}}]$, where $v_{i,\text{max}}$ is the maximum value of the particle position. This stochastic mechanism adds the diversity to the population, due to its random selection of parameters such as $r_1$ and $r_2$. The stochastic convergence analysis is
provided in [87, 88]. The theoretical and empirical method of selecting these parameters can be found in [87, 89-92].

In [54], PSO based MPPT is proposed for a modular PV system which is controlled by a centralized MPPT. Each PV module is equipped with a DC-DC converter. The voltage across the individual modules \((V_1, V_2, \ldots, V_N)\) is considered as a \(N\)-dimensional control variable. The position of the particle at the \(k^{th}\) time instant \(s^k\) is:

\[
s^k = [V_1^k, V_2^k, \ldots, V_i^k, \ldots, V_N^k]
\]

where \(N\) is the number of PV modules in the system, \(V_i^k\) is the voltage of the \(i^{th}\) PV module at the \(k^{th}\) instant time. The velocity \((v)\) is considered as the voltage difference between two continuous time instants and is written as:

\[
v^k = [V_1^k - V_1^{k-1}, V_2^k - V_2^{k-1}, \ldots, V_i^k - V_i^{k-1}, \ldots, V_N^k - V_N^{k-1}].
\]

The objective function is the summation of the power generated by all PV modules. All the particles in the population are applied in a successive manner. When the maximum generation is reached or the power changes become small enough, the tracking process is considered complete. In [54], the PSO MPPT is tested with a 300W/50V PV system. For the MPPT update period of 0.05s, the time required to track the global MPP is about 2s which means 40 steps \((N_{step}=2s/0.05s)\) for the predefined shading patterns. The results also show the advantage of PSO over the other three MPPTs tested, namely fixed voltage, hill climbing, and Fibonacci search methods. The power output of the PV system using the PSO algorithm under four similar clear days is 8.8%, 3.4% and 10.9% higher than these three methods respectively.

### 2.2.18.2 Differential evolution (DE)

Differential evolution (DE) is a stochastic evolution strategy based on a direct optimization method. It is capable of solving complex nonlinear and multimodal objective functions without calculating differentiation of the functions. The stochastic analysis of the DE has been investigated in [93]. Similar to PSO, potential solutions in a population with a \(D\)-dimensional search space are evolved from generation to generation to find the final optimum solution. The DE scheme consists of three main processes: mutation, crossover and selection. In the evolutionary strategy, DE generates new solutions by the combination of solutions randomly chosen from the current population. This framework incorporates information of neighboring individuals to guide the search towards the global optimum in a more efficient manner. The stochastic selection mechanism is reflected by randomly choosing a solution from the population to generate the new solution. The crucial idea behind this algorithm is the scheme for generating new trial solutions for the population. Basically, a new solution is generated by adding the weighted difference
between two vectors chosen randomly from the current population to a third vector, represented by:

$$V_i^g = X_{best}^g + F(X_i^g - X_n^g)$$  \hspace{1cm} (2.43)$$

where $r_1 \neq r_2 = \{1, 2, \ldots, N_p\}$ are randomly generated integers respectively, $X_{best}^g$ is the vector with the best fitness value among the individuals, $X_{r_1}^g$ and $X_{r_2}^g$ are two vectors selected randomly among the population, $F \in (0, 2]$ is the scaling factor which determines the amplification of the differential variation and $V_i^g$ is the velocity vector which is represented by $[v_{i,1}^g, v_{i,2}^g, \ldots, v_{i,D}^g]$. For the mutation scheme, the strategies described in [94] can also be used in DE. The crossover process is introduced to increase the diversity of the population and is realized by accepting the mutated vector according to a stochastic probability. When the variable, randomly generated with uniform probability distribution, is not greater than $CR$ ($0 < CR < 1$), the $j^{th}$ component of the mutant vector is accepted. Otherwise, this mutated vector is rejected and the original component remains. Consequently, after the crossover operation the trial vector is generated and it is given by:

$$u_{i,j}^g = \begin{cases} 
v_{i,j}^g & \text{if } (rm_{i,j}^g \leq CR) \text{ or } j = rm_{i,j}^g, \\
x_{i,j}^g & \text{if } (rm_{i,j}^g > CR) \text{ and } j \neq rm_{i,j}^g, \end{cases} \hspace{1cm} (i = 1, 2, \ldots, N_p, \ j = 1, 2, \ldots, D)$$  \hspace{1cm} (2.44)$$

where $u_{i,j}^g$ is a component of $U_i^g = [u_{i,1}^g, u_{i,2}^g, \ldots, u_{i,D}^g]$. After the crossover operation, whether the generated trial vector is accepted to be a member of the offspring in the next generation (the $(g+1)^{th}$ generation) is based on the following selection criteria:

$$X_i^{g+1} = \begin{cases} U_i^g, & \text{if } \text{fitness}(U_i^g) < \text{fitness}(X_i^g) \\
X_i^g, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (2.45)$$

For a minimization problem, the generated trial vector will be accepted as one of the particles in the next generation only when the fitness value of the trial vector, $\text{fitness}(U_i^g)$, is smaller than that of the original vector, $\text{fitness}(X_i^g)$. Otherwise, it is rejected and the original vector is retained. The above update processes are repeated until all the particles are updated or the stop criteria is satisfied. The stop criteria can be when the fitness function value reaches a predefined minimum limit ($\varepsilon_p$) or when the maximum number of generations ($G_{max}$) is achieved. Finally the best solution with the minimum fitness value is obtained in the last iteration step.

When applying this optimization algorithm into MPPT, the control vector ($X$) can be considered to be the voltage, current or duty ratio of the converter connected to the PV arrays in the two stage inverter. With the above process, the global MPP can be obtained [95, 96] for various shading patterns. However, the performance of the algorithm significantly depends on the control parameters set by the user, such as the crossover rate ($CR$) and scaling factor ($F$).
2.2.18.3 Genetic algorithms (GA)

Genetic algorithms (GA) are inspired by Darwin’s theory of evolution. The solution is represented to the problem as a chromosome. Like population based evolution algorithms such as PSO and DE, the solutions are updated from generation to generation so that better solutions can be included in the population. In this update procedure, there are four main operators: selection, crossover, mutation and acceptance. The basic implement of GA is as follows.

Step 1: Initialization. Generate a random population of $n$ chromosomes.
Step 2: Evaluation. Evaluate the fitness value for the generated population.
Step 3: Generation of a new solution. The new solutions in the population are generated by following steps.
   Step 3.1: Selection, Choose two parent chromosomes from the current population according to the fitness value.
   Step 3.2: Crossover. The parents are crossed over to generate the new offspring according to a crossover probability. The uncrossed parents are passed to the new generation directly.
   Step 3.3: Mutation. The new offspring is mutated with a mutation probability to increase the diversity of the population.
   Step 3.4: Acceptance. The newly generated offspring are put together to form the new population.
Step 4: If the termination condition is satisfied, terminate the search process.
Step 5: Otherwise, return to Step 2 and repeat the above processes in Step 3.

GA can be applied to MPPT in a number of different ways, such as using GA to optimize a fuzzy logic controller for the MPPT or in the direct search for the MPP using GA. For example, in [97], GA is directly applied to MPPT. However, due to the slow search process of GA, the tracking speed is limited. Therefore, GA is usually used by combining with other computational intelligence based methods. In [98], a model, which is represented by a radial basis function neural network trained by genetic algorithm, is used to predict the MPP for a grid connected PV system. The measured irradiance and temperature levels are considered as inputs to the neural network. The current and voltage values at the MPP are directly predicted using a radial basis function neural network which is trained by GA. The combined method usually provides good accuracy and tracking speed. However, it has the same disadvantages as the original neural network method before combination.
2.2.19 Fuzzy logic (FL)

The FL MPPT controller consists of three stages: fuzzification, inference with rule base, and defuzzification as shown in Fig. 2.19 [99]. As fuzzy logic is able to process incomplete data and provides an approximate solution to the problem that other methods find difficult to solve, it can be used in MPPT.

The control inputs with crisp values, as shown in Fig. 2.19, are transformed into fuzzy sets in the fuzzification block, according to the membership function in Fig. 2.20. The membership function and the rule base contain the modeling information about the system is the basis for the inference process. After going through the reasoning process with the rule base as shown in Table 2.3 [10] and the inference mechanism, the control output is generated by the defuzzification block, which converts an output fuzzy set back to a crisp value using defuzzification methods, such as center of singleton method (COS), center of gravity method (COG), maximum methods [99] and so on.

Usually, the input variables to the Fuzzy controller for MPPT are the error \( E \) and the variation of the error \( \Delta E \). The definitions of \( E \) and \( \Delta E \) depend upon the user. For example, Khaehintung et al. consider the derivative of power in terms of the voltage \( (\frac{dP}{dV}) \) as the error \( E \), and the change of this variable is \( \Delta E \) [58].

![A typical structure of the fuzzy system.](image)

**Fig. 2.19** A typical structure of the fuzzy system.

![Membership function](image)

**Fig. 2.20** Membership function [10].
Table 2.3. Fuzzy rule base table [10]

<table>
<thead>
<tr>
<th>$\Delta E$</th>
<th>NB</th>
<th>NS</th>
<th>ZE</th>
<th>PS</th>
<th>PB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>ZE</td>
<td>ZE</td>
<td>NB</td>
<td>NB</td>
<td>NB</td>
</tr>
<tr>
<td>NS</td>
<td>ZE</td>
<td>ZE</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>ZE</td>
<td>NS</td>
<td>ZE</td>
<td>ZE</td>
<td>ZE</td>
<td>PS</td>
</tr>
<tr>
<td>PS</td>
<td>PS</td>
<td>PS</td>
<td>PS</td>
<td>ZE</td>
<td>ZE</td>
</tr>
<tr>
<td>PB</td>
<td>PB</td>
<td>PB</td>
<td>PB</td>
<td>ZE</td>
<td>ZE</td>
</tr>
</tbody>
</table>

The advantage of the fuzzy logic controller based MPPT is that it performs well under varying weather conditions. Some other modified fuzzy logic control methods [100-102], which adaptively change the membership functions or the fuzzy rule base, are also proposed to make the MPPT algorithm more adaptive to the changing conditions. However, the fuzzy rule, which depends on the algorithm developer’s experience, largely influences the MPPT performance. In addition, most of the existing fuzzy rules are based on the error in the derivative of the power in terms of the voltage, and have similar disadvantages to the IncCond algorithm.

### 2.2.20 Look up table

The look up table based method stores prior knowledge of the PV array characteristics determined off line under various environmental conditions, including temperature, irradiance and different materials used in the PV modules. This method can directly determine the optimal point of the PV system by checking the table values (filled with voltage and current data points generated under various atmospheric conditions [103]). It has a simple structure and a fast tracking speed. However, the system requires a large memory capacity due to the large amount of I-V data required before running the MPPT system. This prior data can be difficult to acquire, especially for varying atmospheric conditions. In addition, when the characteristics of the PV module changes due to the aging process, this method does not provide good tracking accuracy.

### 2.2.21 Curve fitting

The curve fitting method [104, 105] finds the MPP by continuously sampling and fitting the characteristic P-V curve for the PV module every several millisecond. It requires the model of the PV array, which could be the single/two diode model. However, due to the complex process of solving nonlinear equations, $V = I (V)$, representing the characteristic of the PV generator, the polynomial equation is usually used for calculating the MPP. For example, the P-V characteristic of the PV generator is given by [105]:

$$P_{pv} = aV_{pv}^3 + bV_{pv}^2 + cV_{pv} + d$$

(2.46)
where $a$, $b$, $c$ and $d$ are the coefficients of the polynomial model which can be obtained by sampling several operating points of the PV array. Then the optimal point of the PV array voltage is calculated by:

$$V_{mpp} = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a}. \quad (2.47)$$

To adapt to environmental changes, this process is conducted every few milliseconds to find the MPP for different environmental conditions. The advantage of this method is that it has a simple tracking process and can produce a relatively accurate value of the optimum point. However, due to the continuous calculation of the parameters for the model during the tracking process, a large memory is required. Moreover, prior knowledge of the adaptive model of the PV array is also needed.

### 2.2.22 Artificial neural network (ANN)

Since the ANN can be utilized for approximation of non-linear functions, it provides a good solution for the complex problem of MPPT in PV systems, especially under partially shaded and rapidly changing conditions [53, 102]. Many ANN based MPPTs have been studied [53, 106-109]. The basic idea of the ANN used in MPPT for PV systems is to predict the optimal output current (or voltage) based on the measured meteorological irradiance and temperature conditions. A typical structure of the MPPT controller based on an ANN is shown in Fig. 2.21. The ANN predicts the optimal voltage ($V_{mpp}^*$), the optimal current ($I_{mpp}^*$) and the maximum power ($P_{mpp}^*$) for PV arrays from the sensed input variables, such as irradiance and temperature. Before using an ANN to predict the optimal values of voltage, current or power for PV arrays, the network needs to be trained with previously measured training data.

In this conventional way of applying ANN in MPPT, the ANN is used to predict the optimal points according to the irradiance and temperature input values. However, it is not suitable for small-scale, low-cost PV systems because the irradiance and the temperature are required to be measured during the prediction process. In addition, aging of the PV
array may cause inaccuracy of the ANN model. A comprehensive review of the artificial intelligence techniques used in photovoltaic applications is given in [42]. Therefore, a different technique for applying ANN in MPPT in combination with a conventional MPPT, which are efficient for nonuniform irradiance conditions, will be introduced in Chapter 5. Moreover, the case without irradiance and temperature sensors is also discussed.

### 2.2.23 Sweeping methods

The sweeping methods can be classified into three types: power, voltage and current sweeping method. The common principle of these methods is to perturb the working point successively by increasing the power, current or voltage (based on the type of sweep) of the PV arrays. These three types of sweeping methods are introduced as follows.

#### 2.2.23.1 Power sweep

The power sweep method uses an adjustable power converter to find the optimal point by successively increasing the power flowing to the DC-DC converter. The operating point starts from the open circuit condition and then progressively moves forward to the global MPP. When a drop in the PV array voltage is detected, the power increase process is stopped and then the previous operating point is considered as the best operating point so-far. Thus, the operating point of the PV array is set to the best operating point which is in the vicinity of the global MPP. Finally, the conventional P&O or IncCond algorithm is used to track the global MPP. For a system using a buck converter, the input power of the DC-DC converter can be adjusted to the desired value by tuning the parameter $V_c$ in the following equation:

$$P_{pv} = V_c V_o \frac{V_o^2 T_s}{2L}$$

(2.48)

where $V_c$ is a control signal to adjust the input power of the buck converter; $L$ the inductance of the inductor in the buck converter; $V_o$ the constant voltage output of the converter which can be the bus voltage between the DC-AC inverter and the DC-DC converter in a grid connected system or the constant voltage of the battery bank in a standalone system, and $T_s$ is the switching period of the PWM in the power converter.

This method has the advantage of not requiring any prior knowledge about the PV array characteristics or configurations and can track the global MPP for any environmental conditions. For the case study in [110], the tracking speed of the power sweep method is about three times that of the PSO algorithm. However, generally the power sweep method is much slower, particularly for large scale PV arrays, where more steps are required to reach the global MPP. In addition, when many local peaks exist on the P-V curve, the incremental step for the power sweep method must be chosen very carefully. Too large a
step size may miss tracking the global MPP, while too small a step size results in a slow search speed.

2.2.23.2 Voltage sweep

This method finds the global MPP by sweeping the voltage of the PV array in a range. In [111], the global MPP is obtained by searching two sides of the P-V curve in conjunction with a DC-DC converter. The general process can be explained as follows. A flag signal (flag) is used to indicate the two sides of the initial stable point, such as point C in Fig. 2.22. The flag at the left side of the point C is marked as 1 and the right as -1. The sign after multiplying the slope of the P-V curve with the flag signal (flag × dP/dV) is used to indicate the existence of the new local MPP. For instance, assume a sudden variation in power (∆P), caused by an irradiance change (larger than a certain critical power variation (∆P_{crit})), is detected. Initially, the method starts to search the left side of point C. The search is realized by perturbing the voltage with a step size of ∆V_{large}, which is designed to be smaller than the minimum possible displacement between two successive peaks. When searching the left side of the point C, if the indicator (flag × dP/dV) is calculated to be positive, then the perturbation is continued in the same direction until the minimum voltage value is reached. Otherwise, if the indicator is calculated to be negative, it means that a new peak in the search direction (point B) exists in the vicinity. Then, a conventional MPPT algorithm, such as P&O or IncCond, is applied to track this new peak (point B). After obtaining the new MPP, the power value at the new MPP is compared with the previously stored MPP value. If it is larger than the previous stored local MPP (point C), then the stored MPP value is changed to the new MPP value. Otherwise, the previous MPP value is maintained. This process is repeated until the minimum possible voltage value on the left side is reached. Subsequently, a similar search process is applied to the right side of point C. Thus, by searching both sides of the point C, the global MPP (point B) can eventually be found.

Fig. 2.22 A P-V curve with multiple peaks.
This method has a simple implementation procedure. However, it is based on the sweeping technique, which is usually considered to be slow when applied to a large scale PV system. In addition, the perturbation step size needs to be carefully chosen since too large a step size risks missing the global peak, while too small a step size results in a slow tracking speed.

2.2.23.3 Current sweep

The principle behind the current sweep method is to sweep the I-V curve of the PV module with a predefined sweep waveform of the PV module current periodically so that the optimal operating point can be obtained [112]. The sweep current is defined as an exponentially decreasing function and is similar to a capacitor discharging through a resistor. The sweep waveform equation is given by:

$$i(t) = I_0 e^{-t/\tau}$$  \hspace{1cm} (2.49)

where $I_0$ is the maximum sweep current and $\tau$ is the time constant of the circuit. With this current sweep waveform, the optimal operating voltage can be determined by checking the sign of the following equation:

$$\psi = \tau \frac{dV_{pv}(t)}{dt} + V_{pv}(t).$$  \hspace{1cm} (2.50)

If $\psi > 0$, then the operating point is on the left side of P-I curve; if $\psi < 0$, then the operating point is on the right side of P-I curve; if $\psi = 0$, then it is the optimal operating point. With this method, there is no need to calculate the power value, which means that multiplications are avoided, making it easy to implement using analog circuits. However, the sweeping process results in a slow tracking speed and it does not work for partial shading conditions.

2.2.24 Beta method

The beta method uses an intermediate variable $\beta$ to find the MPP. This intermediate variable is defined as:

$$\beta = \ln\left(\frac{I_{pv}}{V_{pv}}\right) - cV_{pv}$$  \hspace{1cm} (2.51)

where $V_{pv}$ and $I_{pv}$ are the online measured voltage and current of the PV array respectively, and $c$ is the diode constant equal to $q/kTaN_s$. When the environmental conditions change, $\beta$ remains almost constant at the optimum operating point. Thus by continuously measuring one variable (current or voltage) from the PV array, the value of the other variable can be calculated based on Eq. (2.51).
This method has the advantage of a very simple implantation. However, it only applies to PV systems operating under uniform irradiance conditions and the performance of the MPPT can be influenced by the aging of the PV array.

2.2.25 Slide mode control

Slide mode control is usually used for solving nonlinear problems. It is robust under the presence of parameter uncertainties and environmental variations [113, 114]. In [113], instead of directly measuring the current output of the PV array, the slide mode observer is used to predict the solar array current. The MPP reference voltage is generated by the controller which is fed with the predicted current information. The configuration of a single stage grid connected PV system is shown in Fig. 2.23.

![Diagram of a single stage grid connected PV system](image)

Fig. 2.23 The configuration of a single stage grid connected PV system.

Since the finite sampling time causes a chattering phenomenon in the estimated value, the measured solar array voltage and estimated current are averaged over a half cycle of the AC utility grid frequency. The overall controller configuration for slide mode control in MPPT is shown in Fig. 2.24. It consists of a slide mode observer, P&O based MPPT, PI controller for voltage control, and current controller for the inductor current control. The current is estimated according to the following equations:

\[
\dot{\hat{v}}_{sa} = \frac{1}{C}(-i_s \cdot u + \hat{i}_{sa}) + L_1 \text{sgn}(e_y) \tag{2.52}
\]

\[
\dot{\hat{i}}_{sa} = L_2(L_1 \text{sgn}(e_y)) \tag{2.53}
\]

\[
e_y = y - \hat{y} = v_{sa} - \hat{v}_{sa} \tag{2.54}
\]

\[
\text{sgn}(e_y) = \begin{cases} 
+1, & e_y > 0 \\
-1, & e_y < 0 
\end{cases} \tag{2.55}
\]

where \(C\) is the capacitance; \(\hat{v}_{sa}\) and \(\hat{i}_{sa}\) are the estimated values for \(v_{sa}\) and \(i_{sa}\) respectively; \(L_1\) and \(L_2\) are the positive gains of the observer. These gain values can be arbitrarily assigned to attain robustness against disturbances but should ensure a stable observer.
Since the chatter magnitude is highly dependent on the observer gain, a tradeoff should be made to ensure robustness and stability [115]. After obtaining the power change by multiplying the average voltage and average estimated current of PV arrays, the reference voltage of the MPP is updated according to the following equation:

\[ V_{ref}(k+1) = V_{ref}(k) + \text{flag} \times \Delta V \]  

(2.56)

where \( \Delta V \) is the step size of the perturbation, and \( \text{flag} \) is the sign of the derivative of the operating point on the P-V curve. The output of the voltage controller is the inductor DC current reference \( (I_{ref}) \) which is obtained as:

\[ I_{ref}^* = K_p(V_{sa} - V_{ref}^*) + K_f \int (V_{sa} - V_{ref}^*) dt \]  

(2.57)

\[ I_{ref} = \sqrt{2} I_{ref}^* \sin(\omega t) \]  

(2.58)

where \( K_p \) and \( K_f \) are the proportional and integral gain values of the PI controller, respectively. The predictive current controller outputs the inverter voltage control signal as:

\[ V_{INV}^*(i+1) = e_s(i) + \frac{L}{L_s} (I_{ref}(i) - i_L(i)) \]  

(2.59)

Finally, the voltage control signal of the inverter is compared with the PWM ramp voltage to generate signals S1,S2,S3, and S4 to control the power switches.

Fig. 2.24 The configuration of the slide mode based MPPT control.

The tracking speed of this method is fast and the efficiency is comparable to other conventional methods. However, the price of keeping the system robust to external noise and system uncertainties is inducing fluctuations to the power output and voltage output. In addition, the performance of this method depends on the choice of \( L_1, L_2, K_i \), and \( K_p \), which makes the design process more complex.

### 2.2.26 Hybrid MPPT

Many MPPTs (including some already described above) are combinations of simpler MPPT algorithms which together form a hybrid MPPT merging the advantages of both methods. Some of the hybrid methods include:
2.2.26.1 Model + Heuristic technique

A hybrid MPPT based on the model and heuristic technique is proposed in [116]. In the model based MPPT, the MPP locus is calculated using a PV array model and the optimal point at the MPP in the next iteration step is located from the locus for a pair of measured voltage and current values. In this hybrid MPPT, the IncCond algorithm is considered as the heuristic technique. The optimal reference voltage values generated by these two methods are added together and applied to the system simultaneously. The control structure is shown in Fig. 2.25. The model based MPPT is calculation-intensive and requires irradiance and temperature sensors, but it usually provides good tracking accuracy and fast tracking speed. The heuristic method has a relatively slow tracking speed due to its iterative tracking process, but it does not require information from the PV array and has a low computational complexity. Thus, the combination of these two methods brings out the positive aspects of both and produces a robust system. However, this method does not consider bypass diode in the PV modules and cannot track the global MPP for partial shading conditions.

Fig. 2.25 Diagram of combining the MPP locus accelerated method and heuristic MPPT.

2.2.26.2 RCC + Model reference adaptive control

In [117], a two-level MPPT control algorithm is proposed by combining ripple correlation control (RCC) in the first stage and model reference adaptive control in the second stage. The control structure is as shown in Fig. 2.26. In the first stage, the voltage and power values measured from the PV array are considered as the inputs for the RCC unit. The duty ratio of the converter $d(t)$ is then calculated so that the optimal point can be applied. In the second stage, the error between the voltage output of the reference model and the plant is used to tune the parameters in the feedforward and feedback controllers. With this structure, the potential transient oscillations in the voltage output of the PV system can be eliminated. However, calculating the controller parameters is complex.
2.2.26.3 ANN + Fuzzy

In [53], ANN and fuzzy logic with polar information controller are combined to perform MPPT for a PV system under partial shading conditions. The ANN is used to predict the optimal voltage at the global MPP. The configuration of the proposed system, as shown in Fig. 2.27, consists of the ANN predictor, the fuzzy logic controller and the DC-DC converter. The optimal reference voltage ($V_{dc}^*$) is predicted by the ANN using the input irradiance ($Irr$) and temperature ($Temp$). The fuzzy logic controller outputs the control signal for the converter. The inputs to the fuzzy logic controller include the scaling factor of the error ($A_s$) in the polar phase plane, the radius member ($D_r$) and the error ($e$) between the reference voltage ($V_{dc}^*$) and the measured voltage from the PV array ($V_{dc}$). The effectiveness of the neuro-fuzzy based MPPT is verified using an experimental real-time simulator for different configurations such as bridge-link (BL), series-parallel (SP), and total cross tied (TCT). In addition, in [118, 119], the genetic algorithm is also used to optimize the fuzzy logic control rules and the system is shown to be robust under varying environmental conditions. However, since the fuzzy rules are significantly dependent on the experience, in these fuzzy based hybrid MPPTs, an inappropriate choice of fuzzy rules may influence the performance of the system.
2.2.27 Other MPPTs

There are other types of MPPT methods which are designed to maximize the power capture from the PV array, namely power/voltage compensation methods, distributed MPPT, and the reconfigurable PV array etc.

The power compensation method [120, 121] involves a control strategy that adopts energy storage devices, such as a battery or supercapacitor, to compensate for the power loss when partially shaded conditions occur. Compared to the methods that use a bypass diode to balance the operational current between the shaded and non-shaded PV modules, this compensation methods can provide more power output [120, 121]. However, since many factors need to be considered and additional devices are required, this power compensation adds considerable complexity to the system design.

Karatepe et al. [122] proposed a voltage-based power compensation method for the MPPT problem under partial shading conditions. The basic idea of this compensator is to deactivate the shaded PV modules by forward biasing the parallel bypass diode according to a decision unit, which is based on the shading level of the PV module. This method is suitable for systems with multiple modules in series and parallel. However, additional devices need to be installed, such as DC-DC converters and decision units. In addition, since the shaded modules are fully deactivated, the potential power from those shaded modules is wasted.

Distributed MPPT (DMPPT) [123-125] is another promising technique to extract the maximum power from the PV system under partially shaded conditions. Compared to the centralized MPPT, it provides a significant increase in energy harvest during partial shading condition. This increase can be up to 39% for a large plant with parallel high voltage thin-film module strings, and up to 58% for smaller systems using a lower voltage with 8 series thin-film modules per string [126]. In addition, a power increase of more than 30% has been reported for mono-crystalline Si PV modules [123]. However, the advantages of DMPPT are dependent on the particular installation and the cost of the additional electronics, and are usually not cost effective for small to medium sized stand-alone PV systems.

All of the above mentioned MPPT methods have their own advantages and disadvantages. The ability to track the global MPP for PV systems under partial shading and a fast tracking speed are the two important factors for MPPT. An ideal MPPT method should 1) be able to reach the global MPP with a fast speed, 2) be robust to the rapidly changing environment, 3) have low implementation complexity, 4) be system independent and 5) be cost-effective and energy efficient. Table 2.4 shows different aspect of each reviewed MPPT technique. The factors which are most likely to affect the performance of each
technique are illustrated in the last column. These factors can also be considered as the main disadvantages of each method.

### 2.3 Summary

In this chapter, a number of different methods for modeling the solar array and tracking the MPP are reviewed. The methods used to model the solar array include analytical, experimental, simulation, and artificial intelligence methods. From the literature survey, it is clear that the existing methods for modeling the PV array need better accuracy and efficiency under real weather conditions. The parameters in the mathematical model show a dramatic difference with changes in insolation and temperature. Unfortunately, most of existing models assume these parameters to be constant, which introduce errors to the PV model. Most of the intelligent modeling methods can model the PV arrays precisely, but result in additional complexity in the computational process. Therefore, an efficient and accurate modeling method with less computational complexity needs to be investigated for the PV array under the real weather conditions.

For the MPPT methods, they need to be able to track the global MPP with fast speed, low implementation complexity, non-system-dependency and low system cost. As in Table 2.4, each method has its pros and cons. Some of the existing methods are able to track the global MPP under partial shading conditions but they have disadvantage of either more complexity or a slow tracking speed. Other MPPTs are only effective for the uniform irradiance. Since in tropical areas, the irradiance profile is characterized by a large number of rapid transitions. The partial shading on the PV module caused by the surroundings and clouds, especially in Singapore, where the space is limited, is very common. Therefore, an MPPT which is able to operate under partial shading and rapid changing irradiance needs to be proposed. These topics will be discussed in the following chapters.

![Table 2.4. Comparison of different MPPT techniques.](image-url)
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Ripple correlation control (RCC) and extremum seeking control (ESC)</td>
<td>No</td>
<td>No</td>
<td>High</td>
<td>Very fast</td>
<td>Complex</td>
<td>V, I</td>
</tr>
<tr>
<td>8</td>
<td>DC link capacitor droop control</td>
<td>No</td>
<td>No</td>
<td>High</td>
<td>Fast</td>
<td>Complex</td>
<td>V, I</td>
</tr>
<tr>
<td>9</td>
<td>Temperature based MPPT</td>
<td>No</td>
<td>Yes</td>
<td>Low</td>
<td>Medium</td>
<td>Simple</td>
<td>T, V</td>
</tr>
<tr>
<td>10</td>
<td>Variable inductor MPPT</td>
<td>No</td>
<td>Yes</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>V, I</td>
</tr>
<tr>
<td>11</td>
<td>Parasitic capacitance MPPT</td>
<td>No</td>
<td>No</td>
<td>Very high</td>
<td>Fast</td>
<td>Complex</td>
<td>V, I</td>
</tr>
<tr>
<td>12</td>
<td>dP - P&amp;O method</td>
<td>No</td>
<td>No</td>
<td>High</td>
<td>Medium</td>
<td>Simple</td>
<td>V, I</td>
</tr>
<tr>
<td>13</td>
<td>Load line MPPT</td>
<td>Partially</td>
<td>No</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>V, I</td>
</tr>
<tr>
<td>14</td>
<td>Dividing rectangles</td>
<td>Partially</td>
<td>No</td>
<td>Medium</td>
<td>Medium</td>
<td>Complex</td>
<td>V, I</td>
</tr>
<tr>
<td>15</td>
<td>Fibonacci search MPPT</td>
<td>Partially</td>
<td>No</td>
<td>Very high</td>
<td>Fast</td>
<td>Medium</td>
<td>V, I</td>
</tr>
<tr>
<td>16</td>
<td>State space based MPPT</td>
<td>Yes</td>
<td>Yes</td>
<td>High</td>
<td>Fast</td>
<td>Very Complex</td>
<td>V, I</td>
</tr>
<tr>
<td>17</td>
<td>Voltage window search (VWS)</td>
<td>Yes</td>
<td>No</td>
<td>Medium</td>
<td>Medium</td>
<td>Complex</td>
<td>V, I</td>
</tr>
<tr>
<td>18</td>
<td>Evolutionary algorithm based MPPT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Particle swarm optimization (PSO)</td>
<td>Yes</td>
<td>No</td>
<td>Very high</td>
<td>Fast</td>
<td>Medium</td>
<td>V, I</td>
</tr>
<tr>
<td></td>
<td>Differential evolution (DE)</td>
<td>Yes</td>
<td>No</td>
<td>Very high</td>
<td>Fast</td>
<td>Medium</td>
<td>V, I</td>
</tr>
<tr>
<td></td>
<td>Genetic algorithms (GA)</td>
<td>Yes</td>
<td>No</td>
<td>Very high</td>
<td>Slow</td>
<td>Medium</td>
<td>V, I</td>
</tr>
<tr>
<td>19</td>
<td>Fuzzy logic</td>
<td>Yes</td>
<td>Yes</td>
<td>Very high</td>
<td>Fast</td>
<td>Complex</td>
<td>V, I</td>
</tr>
<tr>
<td>20</td>
<td>Look up table</td>
<td>Yes</td>
<td>Yes</td>
<td>Low</td>
<td>Fast</td>
<td>Medium</td>
<td>G, V or I</td>
</tr>
<tr>
<td>21</td>
<td>Curve fitting</td>
<td>Yes</td>
<td>No</td>
<td>Low</td>
<td>Slow</td>
<td>Medium</td>
<td>V or I</td>
</tr>
<tr>
<td>22</td>
<td>Artificial neural network (ANN)</td>
<td>Yes</td>
<td>Yes</td>
<td>Very high</td>
<td>Very fast</td>
<td>Medium</td>
<td>G, T</td>
</tr>
<tr>
<td>23</td>
<td>Sweeping methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Power sweep</td>
<td>Yes</td>
<td>No</td>
<td>Very high</td>
<td>Slow</td>
<td>Complex</td>
<td>V, I</td>
</tr>
<tr>
<td></td>
<td>Voltage sweep</td>
<td>Yes</td>
<td>No</td>
<td>Very high</td>
<td>Slow</td>
<td>Simple</td>
<td>V, I</td>
</tr>
<tr>
<td></td>
<td>Current sweep</td>
<td>Yes</td>
<td>Yes</td>
<td>Very high</td>
<td>Slow</td>
<td>Medium</td>
<td>V, I</td>
</tr>
<tr>
<td>24</td>
<td>Beta method</td>
<td>Yes</td>
<td>No</td>
<td>High</td>
<td>Fast</td>
<td>Simple</td>
<td>V, I</td>
</tr>
<tr>
<td>25</td>
<td>Slide mode control</td>
<td>Yes</td>
<td>No</td>
<td>Medium</td>
<td>Fast</td>
<td>Very Complex</td>
<td>V, I</td>
</tr>
<tr>
<td>26</td>
<td>Hybrid MPPT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Model+Heuristic technique</td>
<td>No</td>
<td>Yes</td>
<td>Very high</td>
<td>Medium</td>
<td>Complex</td>
<td>V, I</td>
</tr>
<tr>
<td></td>
<td>RCC+Model reference adaptive control</td>
<td>No</td>
<td>Yes</td>
<td>Very high</td>
<td>Fast</td>
<td>Complex</td>
<td>V, I</td>
</tr>
</tbody>
</table>
In this Chapter, we introduce modeling techniques for the PV array. In the first, we use the Chebyshev functional link neural network (CFLNN) as it can provide estimated current values with lower complexity compared to the conventional artificial neural network based model and better prediction accuracy than that of the prevailing analytical modeling method. Even though the analytical methods such as single diode (or two diode) model have a lower accuracy than the CFLNN method as presented in the first section, they are still an efficient and widely used method to simulate PV systems, especially in MATLAB/SIMULINK, due to their simplicity. Thus, in the second section, an efficient improved adaptive differential evolution (IADE) algorithm is presented to estimate the parameters for these analytical models.

Parts of the CFLNN section of this chapter have been published in [127], and are reproduced here with permission. Parts of the IADE section have been published in [128], and are again reproduced here with permission. Copyright on the reproduced portions is held by the respective publishers.

### 3.1 Chebyshev functional link neural network (CFLNN)-based modeling for PV array

#### 3.1.1 Introduction

As discussed in the literature review in Chapter 2, three modeling methods, namely: analytical method, experimental method, and artificial intelligence method, are usually used to model the PV cells/modules. The disadvantage of the analytical methods is that they assume that the values of the series and parallel resistances remain constant. However, these parameters change with environmental conditions, e.g. irradiance and temperature levels [25]. Furthermore, as described in Section 2.1.1, many factors, such as PV cell/module mismatch losses in the same PV string, the failure of the MPPT algorithm caused by partial shading effects, ohmic losses due to connections, angular and spectral losses, and the cloudy environment etc., can influence the power output of the PV systems, and so using analytical methods will reduce the model accuracy. Moreover, the sensitivity to the initial values of these parameters and the high computational complexity are also disadvantages.
The artificial intelligence methods, such as the ANN [25, 31, 32], present better performance without knowledge of the internal system, and provide a compact solution to multivariable problems compared to analytical methods. Generally, there are two ways to apply the ANN technique in modeling PV arrays. The first one is to estimate the five or seven circuit parameters in the first stage and then apply the estimated parameter values to the analytical models. The second method is to predict the current or voltage output of the PV array directly from the measured irradiance and temperature values. In our study, the latter method is used to estimate the current output from the PV array. Compared to the analytical and classical modeling methods, the ANN based method takes second order effects into account and provides better prediction performance. The multilayer perceptron (MLP) with back propagation (BP) algorithm is usually applied in modeling the PV array. However, the high computational complexity and long training time make it unappealing for this application, as will be demonstrated later. Compared to the conventional MLP, the functional link ANN (FLANN) has a faster convergence speed, better accuracy of model prediction and low computational complexity. These advantages make it suitable for modeling nonlinear systems [129, 130]. Among the FLANN, the Chebyshev functional link neural network (CFLNN) is chosen and is applied in our work. It is a class of FLANN, which is computationally more efficient than conventional MLP networks [129, 130]. FLANN has been successfully applied in various research areas such as modeling electrical characteristics of solar cells with dual junctions, estimating the external quantum efficiency, and MPPT [131]. Thus, in our work, the CFLNN is chosen and utilized to predict the current output of the PV array based on the measured irradiance, temperature and voltage values under the real environmental condition.

### 3.1.2 Conventional two diode model for PV modules

In order to evaluate the performance of the proposed CFLNN based model, the results of the predicted current from the given inputs are compared with their counterparts obtained from the two diode model. This two diode model has been introduced concisely in Chapter 2. In order to illustrate it clearly, we rewrite the equations in detail here.

We consider a PV array that consists of $N_{pp}$ PV strings connected in parallel and $N_{ss}$ PV modules connected in series in each PV string. In each module, there are $N_s$ series connected solar cells. The equivalent electrical circuit for the two diode model of a solar cell is given in [20]. From the equivalent circuit, the output current of the PV array is given by:

$$ I = I_{pv} - I_{d1} - I_{d2} - I_p $$

where $I$ is the current output of PV array, $I_{d1}$ and $I_{d2}$ are the currents through the two diodes, respectively, $I_{pv}$ is the light generated current and $I_p$ is the leakage current through the
parallel resistance \( R_p \). By substituting each element of Eq. (3.1) with electrical equations, Eq. (3.1) can be rewritten as:

\[
I = I_{pv} N_{pp} - I_{01} N_{pp} \left[ \exp\left( \frac{V + \lambda IR_p}{a_1 V T} \right) \right] - I_{02} N_{pp} \left[ \exp\left( \frac{V + \lambda IR_p}{a_2 V T} \right) \right] - \frac{V + \lambda IR_p}{\lambda R_p} \tag{3.2}
\]

where \( V \) is the output voltage of the PV array, \( \lambda = N_{ss} / N_{pp} \), \( V_i \) is the thermal voltage of the two diodes \( (V_i = N_i k T / q) \), \( k \) is the Boltzmann constant, \( q \) is the electron charge, \( R_s \) and \( R_p \) are the series and parallel resistances, respectively, and \( n_1, n_2 \) are the ideal constants of the two diodes. The light generated current is given by:

\[
I_{pv}(T) = (I_{pv-STC} + K_{sc}(T - T_{STC})) \frac{G}{G_{STC}} \tag{3.3}
\]

where \( I_{pv-STC} \) denotes the light generated current under STC with temperature \( T_{STC} = 25^\circ C \) and irradiance \( G_{STC} = 1000 \) (W/m\(^2\)), and \( K_{sc} \) is the short circuit current coefficient. The reverse saturation current of the diode is given by:

\[
I_{01} = I_{02} = I_{sc-STC} + K_{sc} \frac{\Delta T}{V_{oc-STC} + K_{oc} \Delta T} \tag{3.4}
\]

where \( I_{sc-STC} \) is the short circuit current under STC, \( K_{oc} \) is the open circuit voltage coefficient and \( V_{oc-STC} \) is the open circuit voltage under STC. In fact, Eq. (3.1) can be treated as an implicit nonlinear function, \( I = f(I, V) \) with seven unknown parameters \( (n_1, n_2, I_{pv}, I_{01}, I_{02}, R_s, R_p) \). Thus, for a given voltage this implicit nonlinear function can be solved using the standard Newton-Raphson method.

The process of using the two diode model to generate a current value for a given voltage of the PV array includes following steps: (1) calculate the resistances, \( R_s \) and \( R_p \), based on the parameters of PV array from the datasheet using the method with a fast convergence speed given in [19, 20], (2) calculate the values of \( I_{pv}, I_{01}, I_{02} \) based on Eqs. (3.3) and (3.4), where the value of diode ideal constants \( n_1 \) and \( n_2 \) we use for the two diode model are chosen to be 1 and 1.2 [20], respectively, and the values of \( R_s \) and \( R_p \) are calculated to be 1.12 \( \Omega \) and 1100.43 \( \Omega \), respectively, and then (3) based on the given voltage value, calculate the current output using the Newton-Raphson method with seven known parameters, \( n_1, n_2, I_{pv}, I_{01}, I_{02}, R_s, \) and \( R_p \).

### 3.1.3 Chebyshev neural network based modeling for PV modules

Functional link neural networks are higher-order neural networks without hidden units, introduced by Klassen and Pao [132] in 1988. As shown in Fig. 3.1, the FLANN [43] is made up of a functional expansion block (FEB) and a single-layer perceptron. The input variables are expanded from a lower dimension to a higher dimension. This expansion function can be implemented by many methods, such as Chebyshev polynomials,
trigonometric polynomials and other orthogonal polynomials [129, 130]. Because Chebyshev polynomials have the advantages of high efficiency and flexibility, low computational complexity, and good prediction capability in different applications, they were selected as the expansion function. After being transferred into a higher dimension by the FEB, the inputs are directly linked to the output layer. The output layer is then activated by the hyperbolic tangent transfer function. Thus, the computational complexity is greatly reduced compared to an MLP network as there is no hidden layer in the network. Before using CFLNN, it needs to be trained with a training dataset. There are many training functions for ANNs, such as Quasi-Newton, Resilient Back-propagation, scaled conjugate gradient, etc. [133]. It is very difficult to know which training algorithm will be the best for a given problem, because the performance depends on many factors, including the complexity of the problem, the error goal, the number of weights and biases in the network, the number of data points in the training set and whether the network is being used for pattern recognition (discriminant analysis) or function approximation (regression). Since there is no such a strict rule for choosing the size of training datasets, we choose the datasets based on different trials [134, 135]. However, according to these literature reviews, there is a general principle detailing how to choose the training dataset. It is very important that the training dataset should contain enough information relating to the tested system. Finally, we decided to choose the dataset, measured on a day with the most number of large transitions, to be the training dataset. The detailed investigation on how the training dataset influences the results in this system could be a topic for our future work. In the training process, the weights between the output and the expanded input layer are adjusted until the cost function reaches a particular limit. Levenberg - Marquardt (LM) [136] is a fast training function for approximation functions with medium sized weights and bias (Less than thousands of weights) [133]. It performs better on nonlinear regression problems than on pattern recognition problems [133]. For training large networks and pattern recognition networks, the resilient backpropagation and the scaled conjugate gradient are good choices due to their small memory requirement [133]. In our work, we chose the LM algorithm to train the network. In order to explain the structure of CFLNN and the training process, the input vector, \( X \), is represented by:

\[
X = [x_1, x_2, x_3]^T
\]  

(3.5)

where \( x_1, x_2, x_3 \) indicate three attributes of the input samples, and \( [.]^T \) denotes the transposition operation. After going through the FEB, the inputs are expanded by the following Chebyshev polynomials [129]:
\begin{align}
L_0(x_p) &= 1, \\
L_1(x_p) &= x_p, \\
L_2(x_p) &= 2x_p^2 - 1, \\
L_3(x_p) &= 4x_p^3 - 3x_p, \\
L_4(x_p) &= 8x_p^4 - 8x_p^2 + 1
\end{align}

where \( x_p \) denotes one of the network inputs to the FEB, \(-1 < x_p < 1\), \( p = \{1, 2, 3\} \). The remaining Chebyshev polynomials with higher dimensions are created using the following recursive formula:

\begin{equation}
L_n(x_p) = 2x_pL_{n-1}(x_p) - L_{n-2}(x_p)
\end{equation}

where \( n \) is the dimension of the expanded space for each input. If the input vector has \( p \) attributes, then the dimension of the expanded space, \( N \), is \( n \times p + 1 \). A bias with a constant value of ‘1’ is added into the expanded space.

Fig. 3.1 Basic configuration of the FLANN.

The structure of a conventional MLP network is shown in Fig. 3.2. The outputs of the \( j \)th neuron from the hidden layer are calculated as:

\begin{equation}
\phi_j(x) = G_j \sum_{i=1}^{N} W_{ji} \times x_i
\end{equation}

where \( G_j \) is the activation function for the \( j \)th node in the hidden layer, \( W_{ji} \) is the weight connecting the \( j \)th hidden node with the \( i \)th input \( x_i \). The \( k \)th network output in the output layer is calculated as:

\begin{equation}
Y_k = G_k \left( \sum_{j=1}^{H} W_{kj} \times \phi_j(x) \right)
\end{equation}

where \( G_k \) is the activation function for the \( k \)th node in the output layer, \( W_{kj} \) is the weight connecting \( k \)th output node with the \( j \)th node in hidden layer. Therefore, with the space transformation, the input space \( \{x_1, x_2, x_3, ..., x_N\} \) is transferred into another space, \( \{\phi(x), \phi_2(x), \phi_3(x), ..., \phi_H(x)\} \), with a higher dimension. Thus, in this space with higher dimension, the linear discrimination becomes easier than the original input space with low dimensions. Instead of using the MLP to find the learnable arbitrary functions in the hidden layer, Chebyshev polynomials are applied to expand the original inputs.
After trying different functional expansions of the Chebyshev polynomials, we found that adding cross products of expanded inputs into the expanded space improves the performance of the prediction. Additionally, [132, 137, 138] also recommend that these cross products be added to the expanded inputs. For example, we added products of each component, $x_1x_2$, $x_1x_3$, $x_2x_3$, $x_1x_2x_3$. The detailed two-stage functional expansion block is shown in Fig. 3.3. Thus, the total number of the expanded dimension was computed to be $29$ ($29 = 7 \times 4 + 1$), resulting in the expanded input $L = [L_0, L_1, L_2, \ldots, L_{28}]'$. By using the LM training algorithm, the weights ($W$), and the biases between inputs and outputs are updated until the cost function is minimized within a predefined limit. The cost function for the $t^{th}$ sample data is given by:

$$E_t = \frac{1}{2} (T_t - O_t)^2$$  \hspace{1cm} (3.10)

where $T_t$ is the target and $O_t$ is the network output:

$$O_t = f(U_t) = \tanh(U_t)$$  \hspace{1cm} (3.11)

where the input of the hyperbolic tangent transfer function is given by:

$$U_t = W_t L_t$$  \hspace{1cm} (3.12)

where $W_t = [w_{t,0}, w_{t,1}, w_{t,2}, \ldots, w_{t,28}]'$ is the weight vector for the $t^{th}$ sample.
3.1.4 Experimental setup and data acquisition

In this section, the experimental architecture of the data acquisition for the PV system and the network training process for the two types of ANNs (i.e., MLP and CFLNN) used in this study are presented.

The proposed CFLNN model for the solar array is shown in Fig. 3.4. The inputs are the irradiance, module temperature, and voltage measured from the terminal of the PV array. The output is the estimated current from the PV array. Before using CFLNN to predict the current output, the network is trained and tested with previously measured data. In order to get realistic dataset samples to train the network and verify the performance of the CFLNN modeling approach, an outdoor experimental setup was built on the rooftop of one of the buildings in Singapore (1.34°N, 103.68°E).
3.1.4.1 Experimental setup

The experimental PV system for data acquisition, as shown in Fig. 3.5, consists of PV modules, storage batteries, the system load, and the MPPT device connected between the PV modules and the load. The data logger is used to record the measured current, voltage, irradiance, and temperature values. The PV array consists of two 80W mono-crystalline PV modules in parallel and in each PV module there are 36 solar cells connected in series. The PV modules are from the Sinopuren Energy Group. The parameters of mono-crystalline PV modules used in the experiment are given in Table 3.1. Two 65Ah/12V sealed type lead-acid batteries are connected in series and are used to store the excess energy generated by the PV modules during daytime. The batteries provide the load power when solar energy is insufficient from the PV modules. The commercial MPPT controller (SS-MPPT-15L) (from Morningstar Corporation) which is used in this system to maximize the power output from the PV array can limit the current to the batteries to avoid overcharging them. Two 120W/24V light bulbs were used as the system load. Fig. 3.6 shows the PV modules situated on rooftop of the building and titled at an angle of 20° facing south. The PV output voltage and current are recorded by a data logger at an interval of one second for further processing. The temperature sensors are mounted at the back of the PV modules to sense the temperature. This makes temperature measurement more accurate than the values measured from the environment. The PV modules provide the electricity for the load and batteries during daytime. The load, the light bulb, consumes power from the battery at night. Therefore, this PV testing system does not need to discharge the batteries manually and has good temporal accuracy of the recorded data, with a one second sampling period compared to some other works [43, 54].

<table>
<thead>
<tr>
<th>Panel name</th>
<th>SL80CE-36M</th>
<th>Short circuit current (I&lt;sub&gt;sc&lt;/sub&gt;)</th>
<th>2.44A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum power (P&lt;sub&gt;max&lt;/sub&gt;)</td>
<td>80W</td>
<td>Number of series cells in module</td>
<td>36</td>
</tr>
<tr>
<td>Optimum voltage (V&lt;sub&gt;mp&lt;/sub&gt;)</td>
<td>35.1V</td>
<td>Temp. coefficient of I&lt;sub&gt;sc&lt;/sub&gt; (A/°C)</td>
<td>0.976×10&lt;sup&gt;-3&lt;/sup&gt;</td>
</tr>
<tr>
<td>Optimum current (I&lt;sub&gt;mp&lt;/sub&gt;)</td>
<td>2.28A</td>
<td>Temp. coefficient of V&lt;sub&gt;oc&lt;/sub&gt; (V/°C)</td>
<td>-0.16416</td>
</tr>
<tr>
<td>Open circuit voltage (V&lt;sub&gt;oc&lt;/sub&gt;)</td>
<td>43.2V</td>
<td>Module efficiency</td>
<td>15%</td>
</tr>
</tbody>
</table>
3.1.4.2 Data acquisition

A large number of datasets which include the global horizontal irradiance, the temperature of PV modules, and the current and terminal voltage of the PV array were acquired. It is important to note that the datasets selected to train the network has a significant influence on the performance of the neural network. Moreover, the accurate prediction of the current and voltage of the PV module is very critical for estimating the energy produced from the PV system. Therefore, four datasets are selected to train and verify the proposed CFLNN model for PV module. Their characteristics are shown in Table 3.2 where each dataset is sampled on a different day, denoted by number - 1, 2, 3, and 4, respectively. The minimum irradiance for each day is zero. Before using these datasets, the average values of measured datasets in every one minute from 8:20 AM to 5:20 PM are calculated to filter the signal noise. Finally, 540 groups of data are generated for each dataset. In this experiment, since the dataset on July 19, 2011 contains enough information for network training, it is chosen.
to train the network. The other three datasets are applied to test and verify the model. It is important to point out that a large number of datasets is required to train the network when using the network to predict the current output for a long-term operation. Otherwise, the network needs to be trained frequently after a period of operation.

Table 3.2 The important statistics of datasets measured from experimental setup.

<table>
<thead>
<tr>
<th>Dataset ( # )</th>
<th>Date</th>
<th>Irradiance (W/m²)</th>
<th>Temperature (°C)</th>
<th>Voltage (V)</th>
<th>Current (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>May 8, 2011</td>
<td>983.59</td>
<td>743.87</td>
<td>52.94</td>
<td>46.94</td>
</tr>
<tr>
<td>2</td>
<td>May 11, 2011</td>
<td>1093.10</td>
<td>621.26</td>
<td>57.26</td>
<td>47.94</td>
</tr>
<tr>
<td>3</td>
<td>July 19, 2011</td>
<td>1064.00</td>
<td>548.62</td>
<td>51.71</td>
<td>42.49</td>
</tr>
<tr>
<td>4</td>
<td>July 24, 2011</td>
<td>986.89</td>
<td>496.92</td>
<td>50.59</td>
<td>42.14</td>
</tr>
</tbody>
</table>

3.1.5 Results and discussion

In order to verify that CFLNN has (i) lower computational complexity than that of the conventional MLP, and (ii) accuracy similar to MLP but better than the analytical two diode model, two experiments are conducted using MATLAB. In addition, two aspects of the proposed CFLNN model are compared with the MLP model and two diode analytical model, namely the computational complexity and the performance of the current prediction.

3.1.5.1 Experiment 1

The computational complexity of CFLNN and MLP during the training process is compared in this experiment. The execution time for each epoch during the training period is used to evaluate the computational complexity of the neural network. For each dataset, twenty runs were conducted for each network- MLP and CFLNN. The common training parameters for these two algorithms are set to be the same. For example, the training goal of the MSE between the normalized current predicted by the network and the normalized target current output is set to 0.001, the maximum training iterations is 200, the learning rate is 0.2, with the other parameters set to the default values. Since theoretically any nonlinear function can be approximated by an MLP with a hidden layer by adding enough hidden neurons, the number of hidden nodes in MLP was set to 10. The number of hidden layers was decided by trial and error to trade-off the computational complexity and the accuracy of the predictor. A larger number of hidden nodes produces better accuracy but adds to the computational complexity to the predictor and too few hidden nodes reduce the accuracy of the result. The training style is set to batch training, in which the weights and biases are only adjusted after the complete set of training samples are applied to the
network. Because the initial values of weights between each layer are generated randomly at the beginning of the training process, the results of weights and biases are different after each training. In order to evaluate the general performance, we run each algorithm for 20 times for each dataset.

Thus, after training each neural network with dataset of July 19, 2011, the maximum, minimum and average number of iterations for finishing the training process within 20 runs is determined as shown in Table 3.3. We observe that the average number of iterations by CFLNN is about half that by MLP, and that the average execution time of one epoch by CFLNN is about 3.8 times lower than that of MLP. The execution time of the functional expansion in CFLNN, \(7.27 \times 10^{-2}\) ms, can be ignored. Therefore, the execution time of each epoch by CFLNN is far less than that by MLP. Even though the offline training time is not so important, it still shows the training time advantage of FLANN. When the algorithm is implemented in the physical hardware (in this case, a processor which can be a digital signal processor (DSP), microcontroller, or a computation core implemented using a field programmable gate array (FPGA)), CFLNN is more computationally efficient than MLP. In addition, the number of adders and multipliers in one iteration can also be calculated to compare the complexity of MLP and CFLNN using the equations provided in [129].

Table 3.3 The comparison of execution time for training MLP and CFLNN after 20 times each.

<table>
<thead>
<tr>
<th>Network</th>
<th>Min. iterations</th>
<th>Max. iterations</th>
<th>Avg. iterations</th>
<th>Avg. execution time / epoch (ms)</th>
<th>Network structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td>7</td>
<td>105</td>
<td>40</td>
<td>435.40</td>
<td>3-10-1</td>
</tr>
<tr>
<td>CFLNN</td>
<td>6</td>
<td>34</td>
<td>19</td>
<td>113.45</td>
<td>29-1</td>
</tr>
</tbody>
</table>

### 3.1.5.2 Experiment 2

The accuracy of the PV output current determined by three methods – the two diode model, MLP and CFLNN is compared in this experiment. The performance of each method is evaluated using the mean absolute percentage error (MAPE) and the mean squared error (MSE). MAPE is defined by [43]:

\[
MAPE = \left( \frac{1}{D} \sum_{i=1}^{D} \frac{|I_{meas} - I_{pred}|}{I_{meas}} \right) \times 100
\]

(3.13)

where \(I_{pred}\) is the predicted current by CFLNN, MLP or two diode model, \(I_{meas}\) the measured current output (target output), and \(D\) the number of data points in one dataset. The MSE is defined by:

\[
MSE = \frac{1}{D} \sum_{i=1}^{D} (I_{meas} - I_{pred})^2.
\]

(3.14)
The training datasets are randomly divided into three parts, of which 80% is used for training, 10% for validation, and 10% for testing. After training the networks - MLP and CFLNN, the regression plots showing the targets (measured current) relative to the outputs predicted from the networks are shown in Fig. 3.7 and Fig. 3.8. The parameter $R$ represents the correlation between the target output and the predicted output by the two networks. The ideal value of $R$ equals one. We can see from Fig. 3.7 and Fig. 3.8 that the points are almost located on the line of the best regression, which means both networks can accurately predict the current for training dataset.
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Fig. 3.7 Normalized target and estimated daily current for (a) validation (80% of the training dataset) and (b) testing (10% of the training dataset) on July 19, 2011, (MLP method).
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Fig. 3.8 Normalized target and estimated daily current for (a) validation (80% of the training dataset) and (b) testing (10% of the training dataset) on July 19, 2011, (CFLNN method).

After applying the single day dataset to each model, the values of MAPE and MSE for the current output predicted by the three different modeling methods - CFLNN, MLP and the two diode model, are computed, as shown in Table 3.4.
Table 3.4 MAPE and MSE of predicted current by the two diode, MLP, and CFLNN model after 20 runs.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
<th>Dataset 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Two diode</td>
<td>MLP</td>
<td>CFLNN</td>
<td>Two diode</td>
</tr>
<tr>
<td>Minimum MAPE (%)</td>
<td>---</td>
<td>1.00</td>
<td>1.26</td>
<td>---</td>
</tr>
<tr>
<td>Mean MAPE (%)</td>
<td>9.47</td>
<td>1.78</td>
<td>1.40</td>
<td>6.24</td>
</tr>
<tr>
<td>Minimum MSE</td>
<td>---</td>
<td>0.011</td>
<td>0.012</td>
<td>---</td>
</tr>
<tr>
<td>Mean MSE</td>
<td>0.095</td>
<td>0.032</td>
<td>0.013</td>
<td>0.0079</td>
</tr>
</tbody>
</table>

From the table, the following observations can be made:

(1) For dataset 1, the values of the minimum MAPE and MSE by CFLNN and MLP are about nine times lower than that by the two diode model. Whereas, the average MAPEs by MLP and CFLNN are almost five times smaller than those by the two diode model.

(2) For dataset 2, even though the average value of MSE produced by MLP and CFLNN is slightly higher than that by the two diode model, we still find that the minimum MSE by these two ANN methods are smaller than that by the two diode model.

(3) For dataset 3, we can see that the values of the minimum and average MAPE by the ANN methods are half of that of the two diode model. At the same time, the minimum and mean of the MSE produced by CFLNN and MLP are also much smaller than of the two diode model.

(4) For dataset 4, all the values of MSE and MAPE by MLP and CFLNN are smaller than that by the two diode model. For example, the MAPE produced by the two diode model is 5.73%, which is about 1.6 times that by MLP and about 1.5 times that of CFLNN. Similarly, the values of MSE by these two ANN models are smaller than by the two diode model.

To better illustrate the differences, the daily current output by these three methods from 8:20 AM to 5:20 PM is presented in Fig. 3.9 and a zoomed section from 9:00 AM to 11:15 AM is shown in Fig. 3.10 to emphasize the detailed transition points. Here, we only show the performance of one dataset, of July 24, 2011. From the curves in Fig. 3.10, it is clear that the two diode model overestimates the current. However, MLP and CFLNN give better prediction of the current. For the analytical method, the inaccuracy in the prediction of the PV array model can be caused by many uncertainties such as panel aging, module/cell mismatch, inaccuracies in the datasheet provided by manufacturers, and so on.
The above results indicate that the models using ANN methods give better current prediction with a smaller error compared to the two diode modeling method. Compared to MLP model, CFLNN offers lower computational complexity at similar prediction accuracy.

![Graph showing comparison of CFLNN, MLP, Two-Diode, and Measured current](image1)

**Fig. 3.9** Measured and predicted current by three methods - FLANN, MLP, and two diode model with environment data for July 24, 2011.

![Graph showing enlarged section of Fig. 3.9 from 9:00 to 11:15 on July 24, 2011](image2)

**Fig. 3.10** An enlarged section of Fig. 3.9 from 9:00 to 11:15 on July 24, 2011.

### 3.2 Parameter estimation of PV cells and array

In the above section, the modeling of a PV array has been investigated. The proposed modeling method can be used to model the PV array with better accuracy than the conventional analytical modeling techniques and has a simpler computational complexity than the widely used MLP model. Even though the analytical method, such as the single/two diode model, is not as accurate as the proposed FLANN modeling method, these models are widely used and thus are still very useful in many areas. Various strategies have been proposed to improve the efficiency of the solar energy systems, such as: creating effective solar cell structures [139], using different composite materials [140], designing more efficient maximum power point tracking (MPPT) algorithms and electrical power converters for energy harvesting [10, 111, 139, 141, 142], and new architectures for photovoltaic (PV) arrays [141, 143]. The determination of the parameters of the electrical model of the PV cell (referred to as parameter extraction) is of great importance to solar energy related research as the parameters extracted from the current-voltage (I-V) curves of the PV cell can be used in various applications, such as for investigating the...
performance of the MPPT system under different irradiance conditions and analyzing the performance of more complex grid-connected PV systems. In addition, the insight provided by the parameters, which are closely associated with the known physical processes, can be used in quality control during the development of the devices and for fabrication process optimization [144]. The electrical parameters are very important for our proposed hybrid MPPT method which will be introduced in a later Chapter.

3.2.1 Introduction

Various strategies have been proposed to improve the efficiency of the solar energy systems, such as: creating effective solar cell structures [139], using different composite materials [140], designing more efficient maximum power point tracking (MPPT) algorithms and electrical power converters for energy harvesting [10, 111, 139, 141, 142], and new architectures for photovoltaic (PV) arrays [141, 143]. The determination of the parameters of the PV cell (referred to as parameter extraction) is of great importance to solar energy related research as the parameters extracted from the current-voltage (I-V) curves of the PV cell can be used in various applications, such as for investigating the performance of the MPPT system under different irradiance conditions and analyzing the performance of more complex grid-connected PV systems. In addition, the insight provided by the parameters, which are closely associated with the known physical processes, can be used in quality control during the development of the devices and for fabrication process optimization [144].

Parameter extraction refers to the process of extracting the electrical parameters of the solar cells/modules from the measured I-V curves. These I-V curves can be under dark [145] or illuminated [144] conditions. In our work, two widely used nonlinear lumped-parameter equivalent circuit models: the single diode model [146] and the two diode model [146] as introduced in Chapter 2, are considered for parameter extraction of solar cells. For the single diode model, the extracted parameters include the saturation current ($I_s$), the photocurrent ($I_{ph}$), the ideality factor ($n$) and the parasitic series and shunt resistance ($R_s$ and $R_p$). For the two diode solar cell model, two additional parameters: the ideality factor ($n_2$) and the saturation current ($I_{s2}$) of the second diode need to be added.

In the previous literature review, many methods for parameter estimation of solar cells have been introduced. Generally, the parameter estimation methods can be categorized into analytical methods [146] and numerical methods [147-156]. In the analytical method, several key points from the characteristic of the I-V curve, such as the optimal power point, the short circuit current, the open circuit voltage, and the slopes at the axis intersections [146] are used to calculate the parameters. This method is relatively simple. However, the accuracy of the extracted parameters depends significantly on the locations of these key
points. Unfortunately, the measured data usually contains noise due to the device inaccuracy and other electrical disturbances. Moreover, since the I-V characteristics in the datasheet are measured under standard test conditions (STC) which are usually different from real weather conditions, significant errors can be caused when using the values from the datasheet provided by the manufacturer. Therefore, it is unrealistic to use the key data points from the datasheet to calculate the model parameters.

To reduce the uncertainties in the analytical method, many researchers have explored numerical methods, such as the Newton-Raphson method [147], particle swarm optimization (PSO) [149], the genetic algorithm (GA) [148], harmony search (HS) [151], simulated annealing (SA) [150], pattern search (PS) [152], differential evolution (DE) [153], artificial neural network (ANN) [154, 155, 157], etc. For the conventional NR method, the final results are heavily dependent upon the initial values of the parameters in the iteration. Additionally, it is computationally intensive due to the need to calculate the Jacobian matrix in each iteration. Even worse, when the Jacobian matrix is very close to singular, the NR method may fail to converge. Compared to the conventional NR method, the GA method provides better results with no initial condition dependency. However, GA requires many more iterations to determine the parameters [153]. In [149], the PSO is proposed to extract the solar cell parameters from the illuminated I-V characteristics. The results show that PSO gives better parameter precision and higher computational efficiency than GA. However, the randomly generated initial values significantly influence the accuracy of the extracted parameter values. In order to solve this problem, Sandrolini et al. [156] used cluster analysis to determine whether the parameter mean values adequately represented the PV module. Among the different clusters obtained from analysis, the one with the highest density is chosen from which the parameters are extracted. However, this procedure requires a large amount of memory, and when applied to a real-time system, the tracking speed will be limited. For SA, the initial temperature and the cooling scheme have a significant effect on the results. Similarly, HS and PS have several shortcomings, including the lack of accuracy and a slow search speed. ANN based technique is suitable when sufficient data for network training can be provided. In addition to the shortcomings identified above, the specific characteristics of the process for parameter estimation should also be considered. For example, the parameter estimation method should be accurate, reliable and fast, for a range of different types of cells. Among the parameter estimation techniques mentioned above, the conventional DE seems to be a good choice for estimation since it exhibits high accuracy and fast convergence speed [153]. However, the results depend on the control parameters of the DE algorithm and an inappropriate choice of these parameters may result in DE failing to converge or in a very slow convergence to the global optimal point.
In this section, an improved adaptive DE (IADE) based parameter estimation method is proposed. IADE has a simple structure and automatically adjusts the two control parameters for the DE algorithm. Compared to the standard DE optimization algorithm, our proposed IADE algorithm reduces the number of control parameters to be tuned manually. It not only ensures the accuracy of the extracted parameters but also simplifies and accelerates the optimization process. The feasibility of the proposed method is verified with both synthetic data and experimental I-V data. It can also be applied to estimate the parameters of the auxiliary function [158-160] which is defined to transform the original variable space into another space so that the relationship between $I$ or $V$ and the auxiliary function can be represented as simple polynomial equations. This method makes the process of parameter estimation for solar cells/modules easier because the parameters can then be extracted using the relationship between the original parameters and newly formed parameters in the auxiliary function.

### 3.2.2 Parameter estimation process

The single diode model with shunt resistance, as shown in Section 2.1.1, is used to describe the electrical characteristics of a solar cell/module. The lumped parameter equivalent electrical circuit of this model is described as Eq. (2.9) [19]. The equivalent circuit expression can also be used for solar modules. However, for the PV module, it should be noted that even though the extracted parameters show good association with the experimental data, they cannot be exactly related to the physical phenomena due to the differences between the solar cells connected to form the modules [147].

For the single diode model the values of the five unknown parameters, the photocurrent generated by the solar cell ($I_{ph}$), saturation current ($I_0$), series resistance ($R_s$), parallel resistance ($R_p$), and ideality factor ($n$) are to be estimated. The model of the PV cell/module can be implemented on many platforms such as MATLAB, Mathematic, Labview, etc. To model the PV module, the current relationship in the single diode model is represented by Eq.(2.8), which is a nonlinear transcendental function. The Newton-Raphson method is used to solve this nonlinear function. By moving the terms of the current equation (the single-diode model Eq. (2.8)) on the right side to the left, the error can be calculated as the value of the term on the left side with measured current and voltage values. The fitness function [149, 153] is defined as the root mean square error (RMSE) between the calculated current value using the current equation of the single-diode model Eq. (2.8) indicated in Section 2.1.1.2 and the measured current value in the experiment. Thus, for a given voltage value, the current value is solved by Newton-Raphson method. For $N$ measured data points (the combination of current and voltage values), the fitness (or objective) function in the optimization process is defined as:
\[
\text{fitness } (\theta) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \varepsilon(V_i, I_i, \theta)}
\]  
(3.15)

where

\[
\varepsilon(V_i, I_i, \theta) = I_i - I_{mv} + I_d [\exp\left(\frac{V_i + IR}{nV_i}\right) - 1] + \frac{V_i + IR}{R_p}
\]  
(3.16)

where \(V_i\) and \(I_i\) are the experimental voltage and current points, and \(\theta (\theta = [I_{ph}, I_o, R_s, R_p, n])\) is the vector of parameters to be extracted. The purpose of the optimization process is to determine the optimal parameters by minimizing the fitness function. A small value for the fitness function indicates a small error between the computed current and the measured current. The procedure to minimize the fitness function using the proposed IADE algorithm is described in detail in the following sections.

### 3.2.3 Background of differential evolution (DE) algorithm

DE is a population based stochastic function optimization algorithm which optimizes a problem by iteratively improving the solution according to predefined performance criteria. This continuous function optimizer was initially developed by Storn and Price [161] to solve the Chebychev polynomial fitting problem. The critical idea behind the DE algorithm is the mechanism for generating trial parameter vectors. DE adds the weighted difference between two population vectors to a third mutated vector. No separate probability distribution or gradient of the problem needs to be used, making the scheme fully self-organizing. This technique has been introduced in literature review, section 2.2.17.2, but for clarity, the basic steps of the standard DE algorithm are listed again as follows [161].

**Step 1: Initialization.** Set the initial conditions of the DE algorithm, such as the generation label \((g = 1)\), the population size \((N_p)\), maximum generations \((G_{max})\), the crossover rate \((CR)\), and the scaling factor \((F)\). Randomly generate an initial (first generation) population size of \(N_p\) \(D\)-dimensional vectors with a uniform probability distribution, within the predetermined limits \((X_{Lower}, X_{Upper})\) of the parameter space. The initial population can be given by:

\[
X_i^1 = [X_{i,1}^1, X_{i,2}^1, \ldots, X_{i,D}^1], \quad (i=1,2,\ldots,N_p)
\]  
(3.17)

\[
X_i^1 = X_{Lower} + (X_{Upper} - X_{Lower}) \cdot RM_i^1, \quad X_i^1 = [x_{i,1}^1, x_{i,2}^1, \ldots, x_{i,D}^1]
\]  
(3.18)

where each variable \((x_{i}^1)\) is a \(D\)-dimensional vector, and \(RM_i^1 = [r_{m,1}^1, r_{m,2}^1, \ldots, r_{m,D}^1]\), is a randomly generated vector within the range of \((0,1)\) with uniform distribution.

**Step 2: Mutation.** For each individual in the \(g^{th}\) generation, DE generates a new solution candidate (mutant vector) by adding the weighted difference between randomly selected individuals to another vector (target vector). These randomly selected individuals are
different from the target vector. In this work, we use the mutation strategy of “DE/best/1/bin” (a nomenclature scheme to reference different DE variants), where “DE” denotes differential evolution, “best” indicates that the target vector selected to compute the mutation vectors is chosen to be the individual with the best fitness value from the current population in the $g^{th}$ generation, “1” represents the number of difference vectors adopted, and “bin” means binomial recombination. This mutation strategy was chosen due to its simple implementation and good accuracy. The mutation strategy is described by:

$$V_i^g = X_i^g + F(X_{r_1}^g - X_{r_2}^g)$$

(3.19)

where $r_1 \neq r_2 = \{1, 2, \ldots, N_p\}$ are randomly generated integers respectively, $X_{r_1}^g, X_{r_2}^g$ are the randomly selected vectors among the population, $X_{best}^g$ is the vector with the best fitness value among the individuals, $F \in (0, 2]$ is a scaling factor which controls the amplification of the differential variation and $V_i^g = [v_{i,1}^g, v_{i,2}^g, \ldots, v_{i,D}^g]$. Other mutation strategies are possible, such as:

“DE/rand/1”

$$V_i^g = X_i^g + F(X_{r_1}^g - X_{r_2}^g)$$

(3.20)

“DE/best/1”

$$V_i^g = X_{best}^g + F(X_i^g - X_{r_2}^g)$$

(3.21)

“DE/rand/2”

$$V_i^g = X_i^g + F(X_{r_1}^g - X_{r_2}^g) + F(X_{r_3}^g - X_{r_4}^g)$$

(3.22)

“DE/best/2”

$$V_i^g = X_{best}^g + F(X_{r_1}^g - X_{r_2}^g) + F(X_i^g - X_{r_4}^g)$$

(3.23)

“DE/current-to-best/1”

$$V_i^g = X_i^g + F(X_{best}^g - X_{r_1}^g) + F(X_i^g - X_{r_2}^g)$$

(3.24)

where $X_{r_1}^g, X_{r_2}^g, X_{r_3}^g, X_{r_4}^g, X_{r_5}^g$ are the randomly selected vectors from the population. Details of these mutation strategies can be found in [94, 162].

Step 3: Crossover. In order to increase the diversity of the population, a crossover process is introduced. Crossover is realized by accepting a component of the mutant vector according to a stochastic probability. If a newly generated random value, with uniform probability distribution, is not greater than $CR$ ($0 \leq CR \leq 1$), the $j^{th}$ component of the
mutant vector is accepted. Otherwise, it is rejected. As a result, after the crossover operation it forms a vector called the trial vector, which is given by:

\[ u_{i,j}^g = \begin{cases} v_{i,j}^g, & \text{if } (rm_{i,j}^g \leq CR) \text{ or } j = rm_{i,j}^g \\ x_{i,j}^g, & \text{if } (rm_{i,j}^g > CR) \text{ and } j \neq rm_{i,j}^g \\ \end{cases}, \quad (i = 1, 2, \ldots, N_p, \quad j = 1, 2, \ldots, D) \quad (3.25) \]

where \( u_{i,j}^g \) is a component of \( U_i^g = [u_{i,1}^g, u_{i,2}^g, \ldots, u_{i,D}^g] \).

Here, boundary constrains are used to avoid the violation of specified limits. Any particle which violates the predetermined boundary of variable space is constrained by the following equations:

\[ U_i^g = \begin{cases} U_i^g + (X_H^g - X_L^g) \times rm_i, & \text{if } U_i^g \leq X_L^g \\ U_i^g - (X_H^g - X_L^g) \times rm_i, & \text{if } U_i^g \geq X_H^g \end{cases}. \quad (3.26) \]

Step 4: Selection. After the crossover process, the generated trial vector may be chosen to be a member of the next generation (the \((g+1)\)th generation) based on the selection criteria, which is given by:

\[ X_i^{g+1} = \begin{cases} U_i^g, & \text{if } \text{fitness}(U_i^g) < \text{fitness}(X_i^g) \\ X_i^g, & \text{otherwise} \end{cases}. \quad (3.27) \]

For the minimization problem, if the fitness function value, \( \text{fitness}(U_i^g) \), of the trial vector is smaller than that of the original vector, \( \text{fitness}(X_i^g) \), the newly generated trial vector will be considered as the successful individual in the next generation. Otherwise, it is rejected and the original vector is retained.

Step 5: Iterate. Increase the generation step, \( g = g + 1 \), and repeat step 2 to step 4 until it satisfies the stop criteria which can be the maximum number of generations \( (G_{\text{max}}) \) or the fitness function values reaches a predefined minimum limit \( (\epsilon_p) \).

Step 6: Output. Extract the best individual with minimum fitness function in the last generation when the predefined minimum limit or maximum number of generations is reached. Output the minimum fitness value and optimal solution \( (X_{\text{opt}}) \).

### 3.2.4 Proposed improved adaptive DE (IADE) algorithm

In the conventional DE, two parameters, namely the scaling factor \((F)\) and the crossover rate \((CR)\) are usually defined with fixed values. However, it is not an easy task to properly determine the control parameters of the DE algorithm for a particular multidimensional problem. When the control parameters are initialized with inappropriate values, the DE algorithm may take a long time or even fail to converge to the optimal value. In order to get appropriate values of these parameters, most of the previously proposed DE techniques
use a trial-and-error. However, this is neither satisfactory nor optimal and usually results in the need for many tedious optimization trials.

Various adaptive or self-adaptive DEs have been proposed to dynamically adjust the control parameters throughout the evolutionary search process. In the past few years, many adaptive DEs have been successfully proposed and applied [162, 163]. Popular adaptive DEs include self-adaptive differential evolution (SaDE) [164], a fuzzy adaptive DE (FADE) [165], jDE [166], JADE [167], differential evolution with an ensemble of parameters and strategies (EPSDE) [168], and CoDE [169], etc. In [164], Qin et al proposed SaDE, in which a trial vector is generated from four candidate pools based on the success rate of each mutation strategy within a certain number of generations. The values of scaling factor $F$ and crossover $CR$ are generated randomly on a normal distribution within a predefined range, respectively. In [165], Liu et al presented a FADE, it uses a fuzzy knowledge-based system to dynamically adjust the control parameters $F$ and $CR$. In [166], Brest et al proposed jDE, in which the parameters $F$ and $CR$ are encoded into the individuals $X^g_i=\{x^g_{i,1}, x^g_{i,2}, \ldots, x^g_{i,Np}, F^g_i, CR^g_i\}$. The values of these two parameters are updated with other components in the population vector. From the experimental results, it was found that jDE provides a better result than the classic DE algorithm and FADE. In [167], Zhang et al proposed JADE, in which a novel mutation strategy and an external archive are applied into the evolutionary process. In the new mutation strategy, a number of explored inferior solutions stored in an archive are also considered as candidates for generating the mutation vector. Instead of using the best vector of the whole population, any of the top $p'$ percent of individuals ($p' = 100p$, where $0 < p < 1$) in the current population can be randomly selected as a component to contribute to the generation of the mutation vector ($X^p_{best,g}$). Based on the idea of SaDE, Mallipeddi et al proposed the EPSDE [168], in which trial vectors along with a pool of discrete $F$ and $CR$ compete among three mutation strategies to produce potential solutions, which are stored when the target vector survives. In a similar way, Wang et al [169] presented a composite DE which has a systematic framework for mutation strategies, each of which has fixed combination values of $F$ and $CR$.

The experimental results of each method applied to different benchmark functions show that they provide accurate enough global optimal results. However, the common disadvantages of these algorithms include the complex implementation procedures and the large memory requirement to store the previous states for predicting the progress direction. These adaptive DEs are usually appropriate for problems with high dimension and an off-line calculation process. However, when they are utilized for online optimization, they cannot satisfy the fast response requirements. In our study, the parameters extracted from the PV cells/modules are to be used in real-time modeling of the complete PV system. A
smaller memory footprint, simpler structure, and control parameters which can be automatically tuned will better contribute to the parameter estimation process.

Therefore, an adaptive DE algorithm with a simple structure, called IADE, which can automatically adjust the control parameters according to the fitness values during the optimization process, is proposed. A better defined search range can accelerate the search process. The value ranges of F and CR vary with different optimization problems and there is no strict rule for choosing F and CR. In order to make sure the algorithm can choose F and CR wisely, the fitness values of the subsequent steps (i) and the previous step (i-1) are important factors affecting the strategy of choosing parameters F and CR. The ranges of CR and F in [153, 170] are recommended to be between 0.4 and 1. However, after trying different fixed values of F and CR manually, we found the algorithm leads to smaller error in the extracted parameters when the range of these two parameters is restricted to be between 0.5 and 1. We use an exponential function to map F and CR in the range from [0, 1] to [0.5, 1], rather than a linear function, as an exponential mapping has a smooth characteristic with arbitrary order derivatives. Since the variation range of F and CR is the same, the expressions for choosing F and CR are similar. The formulas of the scaling factor (F) and crossover rate (CR) are given by:

\[
A = \frac{\text{fitness}_\text{best}(i)}{\text{fitness}_\text{best}(i-1)}
\]

\[
F = b \cdot \exp(a \cdot A \cdot rm)
\]

\[
CR = b \cdot \exp(a \cdot A \cdot rm)
\]

where fitness_best (i) and fitness_best (i-1) are the fitness value for the i\textsuperscript{th} and (i-1)\textsuperscript{th} iteration, respectively; A is the factor used to affiliate the current fitness value with the strategy of choosing parameters, F and CR. In order to generate the values of F and CR randomly, the random number rm, with a uniform distribution (rm \(\in\) [0, 1]) is used in (3.29) and (3.30). a, and b are constant parameters calculated based on the predefined search ranges of F and CR. In order to map the range from [0, 1] to [0.5, 1], the value of F (or CR) should be 0.5 (or 1) corresponding to the value of rm at 0 (or 1). As a result, the values of these constant parameters are computed as: \(a = \ln 2\) and \(b = 0.5\). After substituting the values of a and b into and (3.30), we can see that when there is no improvement in fitness value between two adjacent generations, the value of A is equal to 1. Thus, the F and CR parameters are random values in the range [0.5, 1]. For the case when there is an improved fitness value, the value of A is between 0 and 1. As a result, F and CR take random values from [0.5, 0.5 \cdot \exp(\ln 2 \cdot A)], which has a relatively smaller search range than [0.5, 1]. This choice of ranges for F and CR, in the event of no improvement in fitness value, provides a diverse range from which a new value can be
obtained. Thus, it adds more diversity to the population in the search process, which leads to more promising progress directions and hence avoids premature convergence. Consequently, a higher quality final solution will be provided. The pseudo code of the proposed IADE method is presented in Table 3.5.

### 3.2.5 Results and discussion

In order to verify the effectiveness of the proposed improved adaptive DE, both synthetic PV data and experimental PV cell (and module) data under different irradiance conditions are tested. Comparisons with other optimization algorithms for parameter estimation are also presented for the synthetic data, which is generated using the single diode solar cell/module model. Since we cannot practically guarantee optimal parameters of the experimental solar cell/module, we consider the results with the minimum root MSE (RMSE), to be the optimal solution. All the algorithms are implemented in MATLAB on a standard PC with a 3.17GHz duo core Intel CPU and 8G RAM operating under the Windows 7 operating system.

**Table 3.5 Pseudo code of the IADE algorithm**

```
Begin
Set parameters ranges $[X_{Lower}, X_{Upper}]$, population size $(N_p)$, max. generation ($G_{max}$), datasets $(V_i, I_i)$;  
Create a random initial population ; 
Get the vector with best fitness value in the first generation; 
Set $g = 1$;  
fitness_best_last1 = min(fitness$(X^1_i)$));  
fitness_best_last2 = fitness_best_last1; 
While ($g \leq G_{max}$) and ($tol > \epsilon_p$) 
For $i = 1$ to $N_p$ 
    Randomly choose $X_{r1}$ and $X_{r2}$ ($X_{r1} \neq X_{r2}$) from current population;  
    Generate scaling factor and crossover rate;  
    $A = fitness\_best\_last1/fitness\_best\_last2$;  
    $F = b \cdot \exp(a \cdot A \cdot rm)$, $CR = b \cdot \exp(a \cdot A \cdot rm)$;  
    Generate trial vector: $V^g_i = X^g_{best} + F(X^g_i - X^g_{r2})$ ;  
    If $V^g_i \leq X_L$ or $V^g_i \geq X_H$ 
        $V^g_i = X_L + (X_H - X_L) \times rm^g_i$ ;  
    End if 
    For $j = 1$ to $D$ 
        If $rm^g_{ij} \leq CR$ or $j = rm^g_{ij}$ 
            $u^g_{ij} = v^g_{ij}$ ;  
        Else if $rm^g_{ij} > CR$ or $j \neq rm^g_{ij}$ 
            $u^g_{ij} = x^g_{ij}$ ;  
    End if 
End for 
End while 
End
```
End if
End for
If fitness(U_i^g) < fitness(X_i^g)
    X_i^g = U_i^g
Else X_i^g = X_i^g
End if
End for
Get vector with best fitness value 
X_{best}^g = X(min(fitness(X_i^g)));
fitness_best_last2 = fitness_best_last1;
fitness_best_last1 = min(fitness(X_i^g));
g = g + 1;
End while

3.2.5.1 Estimation results for synthetic data

The synthetic data is generated from the single diode solar cell model with following parameter values: I_{ph} = 0.7608 A, I_s = 3.223 × 10^{-7} A, R_s = 0.0364 Ω, R_p = 53.76 Ω, n = 1.4837 under the condition of G = 1000W/m^2 and T = 33°C. These parameter values were chosen as they are widely used in literature [147, 149]. Before testing the proposed adaptive DE algorithm, the difficulty in selecting the proper control parameters for the DE algorithm is examined. The fitness value of the extracted parameters for different combinations of F and CR, are shown in Fig. 3.11. The values of F and CR change from 0.1 to 2 and 0.1 to 1, respectively, with a step of 0.1. Thus, there are 200 combinations of F and CR. In order to better show the error distribution, 10 points with fitness value larger than 0.025 are not shown in Fig. 3.11. From Fig. 3.11, we can see that there are a number of F and CR pairs which display a large fitness value, that is, they provide a poor estimate. If we consider that the extracted parameters with a fitness value less than 1×10^{-4} constitute a successful result, the success rate (defined as a ratio of the number of successful results and the total number of combinations (200 in this example)) is only 13.5%. The minimum, maximum and average fitness values for the 200 combinations of F and CR are 5.2979×10^{-11}, 0.2091 and 0.0071, respectively. This means that even though the minimum fitness value is small, the average and the maximum fitness values are relatively large.
Next, we examine the estimation results using different optimization methods for synthetic PV data. Since the range of each parameter influences the accuracy of both the results and the search speed, we choose the search range to be ± 100% of the parameter values, similar to [149]. The maximum number of generations, \( G_{\text{max}} \), was set to 8000. The extracted parameters are computed from the synthetic data, using a number of different optimization methods. 30 runs of each optimization method were executed and the best results from the 30 runs are presented in Table 3.6. From Table 3.6, we can see that PSO, GA, SA, and the analytical method based on polynomial fitting and Lambert W function which is presented in [171] all show higher RMSE than our proposed IADE method. Even though the conventional P-DE algorithm gives good accuracy, it requires careful initialization of the control parameter values. If unsuitable control parameters are set, like \((F = 0.7, CR=1)\) in Table 3.6, the algorithm shows poor accuracy. However, our proposed method is able to effectively adapt the control parameters and thus can always estimate the parameters with good accuracy.

Table 3.6 Comparison of different methods with synthetic data \((G = 1000 \text{ } W/m^2 \text{ and } T = 33^\circ C)\).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Synthetic values</th>
<th>PSO</th>
<th>GA</th>
<th>SA</th>
<th>P-DE ((F=0.7, CR=1))</th>
<th>P-DE ((F=0.8, CR=1))</th>
<th>Analytical method [171]</th>
<th>Proposed method (IADE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I_{ph})</td>
<td>0.7608</td>
<td>0.7609</td>
<td>0.7583</td>
<td>0.7286</td>
<td>0.7602</td>
<td>0.7608</td>
<td>0.7608</td>
<td>0.7608</td>
</tr>
<tr>
<td>(I_{s}(x10^{-7}))</td>
<td>3.2230</td>
<td>3.0800</td>
<td>9.5342</td>
<td>8.9263</td>
<td>3.8686</td>
<td>3.2272</td>
<td>3.2228</td>
<td>3.2272</td>
</tr>
<tr>
<td>(R_s)</td>
<td>0.0364</td>
<td>0.0366</td>
<td>0.0321</td>
<td>0.0297</td>
<td>0.0357</td>
<td>0.0364</td>
<td>0.0364</td>
<td>0.0364</td>
</tr>
<tr>
<td>(R_{sh})</td>
<td>53.7600</td>
<td>52.4725</td>
<td>348.8490</td>
<td>290.0109</td>
<td>64.0848</td>
<td>53.7965</td>
<td>53.76275</td>
<td>53.7965</td>
</tr>
<tr>
<td>(n)</td>
<td>1.4837</td>
<td>1.4792</td>
<td>1.6017</td>
<td>3.1979</td>
<td>1.5023</td>
<td>1.4838</td>
<td>1.4837</td>
<td>1.4838</td>
</tr>
<tr>
<td>RMSE</td>
<td>---</td>
<td>5.402×10^{-5}</td>
<td>1.900×10^{-3}</td>
<td>1.185×10^{-1}</td>
<td>3.229×10^{-4}</td>
<td>3.583×10^{-11}</td>
<td>5.808×10^{-5}</td>
<td>4.382×10^{-11}</td>
</tr>
</tbody>
</table>

In much of the previous work described in literature, the extracted parameters from the proposed methods are usually the best solution after trying different combinations of control parameters. However, the distribution of the fitness values within a certain number of runs is also an important indicator for evaluating the optimization algorithm. In order to
evaluate the consistency of each optimization algorithm for parameter estimation, we calculate the minimum ($\text{fitness}_{\text{min}}$), maximum ($\text{fitness}_{\text{max}}$) and average ($\text{fitness}_{\text{avg}}$) of the fitness function after 30 runs for each algorithm. These results are shown in Table 3.7. From Table 3.7, we can see that even though PSO gives better accuracy (i.e. a better minimum fitness value ($\text{fitness}_{\text{min}}$)) compared to the other non-DE optimization algorithms, PSO has a large distribution of results. This means that PSO algorithm cannot guarantee consistency in the results generated. The traditional DE with control parameter ($F=0.8$, $CR=1$) and our IADE method both give very good accuracy and consistency of results. However, the traditional DE method requires a number of trial runs, for the particular dataset, to determine the best control parameters. On the contrary, our proposed IADE method does not require exact values for the control parameters to the DE algorithm, but instead only requires a predefined range and gives better result consistency than other methods. It can automatically tune the values of $F$ and $CR$, based on the fitness values in each generation step. As a result, it simplifies the time-consuming process of choosing proper control parameters for DE.

Table 3.7 Performance of different optimization algorithms for parameter estimation with synthetic data within 30 runs, $G = 1000W/m^2$ and $T = 33^\circ C$.

<table>
<thead>
<tr>
<th>Fitness value</th>
<th>PSO</th>
<th>GA</th>
<th>SA</th>
<th>P-DE ($F = 0.7$, $CR = 1$)</th>
<th>P-DE ($F = 0.8$, $CR = 1$)</th>
<th>Proposed method (IADE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{fitness}_{\text{min}}$</td>
<td>5.402$\times 10^{-5}$</td>
<td>1.900$\times 10^{-3}$</td>
<td>2.620$\times 10^{-2}$</td>
<td>3.229$\times 10^{-4}$</td>
<td>3.583$\times 10^{-11}$</td>
<td>4.437$\times 10^{-11}$</td>
</tr>
<tr>
<td>$\text{fitness}_{\text{max}}$</td>
<td>4.736$\times 10^{-1}$</td>
<td>1.132$\times 10^{-1}$</td>
<td>1.133$\times 10^{-1}$</td>
<td>4.600$\times 10^{-3}$</td>
<td>9.942$\times 10^{-11}$</td>
<td>9.975$\times 10^{-11}$</td>
</tr>
<tr>
<td>$\text{fitness}_{\text{avg}}$</td>
<td>1.050$\times 10^{-1}$</td>
<td>2.120$\times 10^{-2}$</td>
<td>5.700$\times 10^{-2}$</td>
<td>2.300$\times 10^{-3}$</td>
<td>7.449$\times 10^{-11}$</td>
<td>8.397$\times 10^{-11}$</td>
</tr>
</tbody>
</table>

3.2.5.2 Estimation results for experimental data

The experimental I-V data for a solar cell/module under different irradiance and temperature condition is used to illustrate the effectiveness of our proposed method. For the solar cell, four different irradiance conditions ($G = 1003.76$, 884.21, 712.03, 601.50 $W/m^2$) with constant temperature ($T = 31 ^\circ C$) are tested. For the solar module, two irradiance conditions ($G = (1000, 400) \ W/m^2$) and two different temperature conditions ($T = (24.6, 45) ^\circ C$) are tested.

Parameter estimation for solar cell

For the solar cell case, four I-V datasets are measured from a multi-crystalline cell using a solar simulator and a current and voltage recorder. Each dataset contains 100 points, representing pairs of current and voltage values. The irradiance values related to these four datasets are 1003.76 $W/m^2$, 884.21 $W/m^2$, 712.03$W/m^2$, and 601.50 $W/m^2$ respectively. A thermocouple was adhered to the backside of the cell to measure the temperature. The
temperature was maintained at approximately 31°C using air-based cooling. The search range of each parameter to be extracted from the I-V curves are defined as follows:

\[
I_{pv} \in (0, 5), \ I_s \in (1 \times 10^{-12}, 1 \times 10^{-5}), \ R_s \in (0, 2), \ R_{sh} \in (50, 5000), \ n \in (0.5, 10). \quad (3.31)
\]

After applying our proposed IADE method to each I-V dataset, the extracted parameter values and the RMSE are tabulated in Table 3.8. In addition, I-V curves generated using the parameters extracted by our proposed method (IADE) are plotted against the experimentally measured data for the multi-crystalline solar cell under the four different irradiance conditions. They are shown in Fig. 3.12. For the sake of clarity, we have only marked selected experimental data points, uniformly distributed within the I-V range, for each curve in Fig. 3.12. From Fig. 3.12, we can see that the calculated current values fit very well with the measured data, which means that the parameters extracted by our proposed method can represent the intrinsic parameters of the cell efficiently.

As the MPPT techniques that we will introduce in later chapters are concerned with the power at the MPP, we also consider the absolute error (\(\varepsilon\)) of the power at the optimal power point \(P_{mpp}\) in percent (shown in Table 3.8), calculated using the following equation:

\[
\varepsilon = \frac{P_{mpp, m} - P_{mpp, e}}{P_{mpp, e}} \times 100\%
\quad (3.32)
\]

where \(P_{mpp, m}\) is the maximum power value calculated from the PV module model using the estimated parameters and \(P_{mpp, e}\) is the maximum power value obtained from the experimental dataset for the tested PV cell/module. From Table 3.8, we can see that the absolute error of the maximum power is less than 0.9%. The negative value indicates that the power generated by the model is less than the experimental power value.
Fig. 3.12 A comparison of the I-V curves generated using the extracted parameters from our proposed IADE method (solid line) and the measured data for a multi-crystalline solar cell (dots) under four different irradiance conditions, $G = 1003.76 \text{ W/m}^2$, $884.21 \text{ W/m}^2$, $712.03 \text{ W/m}^2$, and $601.50 \text{ W/m}^2$, respectively.

Table 3.8 The cell parameters extracted for the experimental solar cell using the proposed method (IADE), with different irradiance conditions and a constant temperature $T = 31^\circ \text{C}$.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>1003.76 W/m$^2$</th>
<th>884.21 W/m$^2$</th>
<th>712.03 W/m$^2$</th>
<th>601.50 W/m$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{ph}$</td>
<td>0.343</td>
<td>0.300</td>
<td>0.240</td>
<td>0.204</td>
</tr>
<tr>
<td>$I_s$</td>
<td>$2.153 \times 10^{-8}$</td>
<td>$1.921 \times 10^{-8}$</td>
<td>$1.859 \times 10^{-8}$</td>
<td>$3.322 \times 10^{-8}$</td>
</tr>
<tr>
<td>$R_s$</td>
<td>0.408</td>
<td>0.408</td>
<td>0.403</td>
<td>0.374</td>
</tr>
<tr>
<td>$R_{sh}$</td>
<td>4968.266</td>
<td>4733.853</td>
<td>4898.204</td>
<td>4976.464</td>
</tr>
<tr>
<td>$n$</td>
<td>1.362</td>
<td>1.343</td>
<td>1.342</td>
<td>1.391</td>
</tr>
<tr>
<td>RMSE</td>
<td>$3.940 \times 10^{-4}$</td>
<td>$3.900 \times 10^{-4}$</td>
<td>$2.920 \times 10^{-4}$</td>
<td>$3.698 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\varepsilon$ (%)</td>
<td>-0.87%</td>
<td>-0.60%</td>
<td>-0.49%</td>
<td>-0.39%</td>
</tr>
</tbody>
</table>

Parameter estimation for solar module

In this section, we use a commercial mono-crystalline solar module (SL80CE-36M) from the Sinopuren Energy Group to verify the effectiveness of our proposed method for parameter estimation. There are 72 solar cells connected in series in the solar module. The commercial parameters of the module from the manufacture’s datasheet are, maximum power: 80 W, optimum power voltage ($V_{mp}$): 35.1 V, optimum power current ($I_{mp}$): 2.28 A, open circuit voltage ($V_{oc}$): 43.2 V, short circuit current ($I_{sc}$): 2.44 A, short circuit current coefficient ($K_s$): 0.976 mA/°C, and open circuit voltage coefficient ($K_v$): -164.16 mV/°C. Similar to the previous solar cell experiment, four datasets corresponding to the I-V curves under different irradiance and temperature conditions (($G, T$) = (24.6 °C, 999.0 W/m$^2$), (24.6 °C, 400.7 W/m$^2$), (45 °C, 400.6 W/m$^2$), (45 °C, 999.9 W/m$^2$),) are obtained. There are 800 points for each dataset. The search ranges of each parameter are defined as:
\[ I_{pv} \in (0, 10), \quad I_s \in (1 \times 10^{-12}, 1 \times 10^{-5}), \quad R_s \in (0, 5), \quad R_{sh} \in (50, 5000), \quad n \in (0.5, 100). \]  

(3.33)

The extracted parameters and the RMSE after applying our proposed IADE method to these four I-V curves are given in Table 3.9. Fig. 3.13 shows the calculated I-V curves using the extracted parameters along with the experimentally measured I-V curves. Again, as in Fig. 3.13, for clarity purposes we have only marked selected experimental data points, uniformly distributed within the I-V range. From Fig. 3.13, we can see that the I-V values of the curves obtained using the extracted parameters fit reasonably well over the whole range of the experimental data, except for some points near the maximum power point which have a relatively larger error. The corresponding absolute error of the maximum power (expressed as a percentage) is calculated using Eq. (3.32).

Table 3.9 Extracted parameters for the SL80CE-36M solar module under different irradiance and temperature conditions.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>( T ) (°C)</th>
<th>( G ) (W/m(^2))</th>
<th>( T ) (°C)</th>
<th>( G ) (W/m(^2))</th>
<th>( T ) (°C)</th>
<th>( G ) (W/m(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{ph} )</td>
<td>24.6</td>
<td>999.0</td>
<td>24.6</td>
<td>400.7</td>
<td>45</td>
<td>999.9</td>
</tr>
<tr>
<td>( I_s )</td>
<td>2.352</td>
<td>0.945</td>
<td>0.955</td>
<td>2.373</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( R_s )</td>
<td>6.548\times10^{11}</td>
<td>1.386\times10^{-9}</td>
<td>2.5594\times10^{-8}</td>
<td>1.9551\times10^{-9}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( R_{sh} )</td>
<td>0.922</td>
<td>0.972</td>
<td>1.0973</td>
<td>0.9665</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( n )</td>
<td>370.468</td>
<td>883.518</td>
<td>1180.500</td>
<td>442.140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>11.561</td>
<td>13.186</td>
<td>7.7395</td>
<td>6.8035</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \varepsilon ) (%)</td>
<td>0.0115</td>
<td>0.0060</td>
<td>0.0071</td>
<td>0.0154</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

-1.71% | -1.49% | -1.33% | -1.51%

Fig. 3.13 A comparison of I-V curves generated using the extracted parameters from our proposed IADE method (solid line) and the measured data for a mono-crystalline solar module (dots) under different irradiance and temperature conditions.
In addition, we have also tested our proposed IADE method using the same experimental I-V data for the multi-crystalline cell/module as in [172] and [147]. The search range for each parameter in solar cell experiment is set as:

\[
I_{pv} \in (0, 2), \quad I_s \in (1 \times 10^{-12}, 1 \times 10^{-5}), \quad R_s \in (0, 2), \quad R_{sh} \in (10, 500), \quad n \in (0.5, 4).
\]  

(3.34)

For the solar module experiment, the search range for each parameter is set as:

\[
I_{pv} \in (0, 2), \quad I_s \in (1 \times 10^{-12}, 1 \times 10^{-5}), \quad R_s \in (0, 2), \quad R_{sh} \in (50, 5000), \quad n \in (0.5, 100).
\]

(3.35)

The resultant parameter values and the evaluation values for the solar cell with the experimental dataset from [172] are shown in Table 3.10. From the Table 3.10, we can see that the RMSE computed by the proposed IADE method is much lower than the method used in [172]. Similarly, we also tested our proposed method with the experimental datasets of solar cell and module provided by [147]. Table 3.11 summarizes the estimated parameters computed using the proposed IADE method and by the method in [147]. As can be seen, for both the solar cell and the module, the RMSE values are much lower than that from [147]. In fact, the RMSE of the solar module parameters derived from our method is about 233 times smaller than that from [147].

Table 3.10 A comparison of the extracted parameters obtained from our proposed IADE method and those from [172] using the experimental data for the solar cell from [172].

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Proposed IADE method</th>
<th>From [172]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I_{ph}) (A)</td>
<td>0.5810</td>
<td>0.5754</td>
</tr>
<tr>
<td>(I_s) (A)</td>
<td>9.1248×10^{-8}</td>
<td>9.4586×10^{-8}</td>
</tr>
<tr>
<td>(R_s) (Ω)</td>
<td>0.1647</td>
<td>0.1576</td>
</tr>
<tr>
<td>(R_p) (Ω)</td>
<td>32.2752</td>
<td>65.1712</td>
</tr>
<tr>
<td>(n)</td>
<td>1.4872</td>
<td>1.5675</td>
</tr>
<tr>
<td>RMSE</td>
<td>6.0057×10^{-4}</td>
<td>3.7000×10^{-3}</td>
</tr>
</tbody>
</table>

Table 3.11 A comparison of the extracted parameters obtained from our proposed method and those from [147] using the experimental data for the solar cell/module from [147].

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Solar cell</th>
<th>Solar module</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I_{ph}) (A)</td>
<td>Proposed method (IADE)</td>
<td>From [147]</td>
</tr>
<tr>
<td>(I_s) (A)</td>
<td>3.3613×10^{-7}</td>
<td>3.223×10^{-7}</td>
</tr>
<tr>
<td>(R_s) (Ω)</td>
<td>0.03621</td>
<td>0.0364</td>
</tr>
<tr>
<td>(R_p) (Ω)</td>
<td>54.7643</td>
<td>53.7634</td>
</tr>
<tr>
<td>(n)</td>
<td>1.4852</td>
<td>1.4837</td>
</tr>
<tr>
<td>RMSE</td>
<td>9.8900×10^{-4}</td>
<td>9.7000×10^{-3}</td>
</tr>
</tbody>
</table>

The smaller RMSE values in the above comparisons means that our proposed IADE method provides better accuracy. Moreover, the analytical method proposed in [172] is
highly dependent on the initial values of the extracted parameters. The advantage is that our proposed DE algorithm requires only a coarse search-range for parameter determination of solar cells/modules, thus simplifying the optimization procedure [147], unlike algorithms which require very close estimates or guesses to produce a reasonable solution. Moreover, our proposed adaptive DE algorithm has a simple structure and requires no manual tuning; instead it can automatically tune the control parameters using intelligent strategies, which contributes to making it more feasible and effective, when applied to parameter estimation for solar cells/modules.

3.2.6 Summary

This chapter investigates modeling and parameter estimation for PV cells/modules.

In the first section, the proposed Chebyshev functional link neural network (CFLNN) for modeling the PV array is introduced. The accuracy and computational complexity of the proposed model is demonstrated by comparing the test results with other two modeling methods, namely MLP and the two diode analytical model. The analytical modeling method is relatively simple to implement. However, it ignores the influence of solar irradiance and cell temperature on the parallel and series resistance and other uncertainty factors, such as panel aging, module/cell mismatch, manufacturer datasheet inaccuracy and the random choice of initial conditions etc., Therefore, large errors can be associated with analytical modeling. Despite the fact that MLP can efficiently model the solar modules as anticipated, it has a higher computational complexity when implementing it in hardware and it requires a longer training time.

The proposed CFLNN-based model considers system variations due to environmental conditions, system uncertainties, and aging effects. The output current is predicted by inputting the irradiance, temperature, and voltage values measured from the experimental setup. It gives better accuracy than the analytical method and has less computational complexity than the MLP network. Finally, the experimental test with several datasets verified the effectiveness of this modeling method.

In the second section of this Chapter, an improved DE based method for parameter estimation of the PV cells and modules is addressed. Among the many existing heuristic optimization algorithms, DE provides a fast convergence speed and better accuracy in finding the global optimal point. However, the control parameters in the traditional DE algorithm significantly influence the estimation results. Choosing suitable control parameters is a time-consuming and complex process. Additionally, the existing adaptive DE methods are usually efficient for solving problems with high dimension but require large memories and have complex procedures. In order to overcome these shortcomings,
an improved adaptive DE algorithm with a simple structure is proposed in this work. It can automatically adjust the control parameters along the search process. Our proposed IADE method has a good accuracy for extracting the electrical parameters of solar cells and modules. Comparisons with other optimization methods are also made. These comparisons show that our proposed IADE method provides better accuracy without the need to manually choose the control parameters. The results of using both synthetic and experimental data from our test setup and reference datasets from the related literature show the effectiveness of the proposed method.
Chapter 4  Ant colony optimization (ACO)-based MPPT under partially shaded condition

4.1  Introduction

As described in Chapter 1, due to the nonlinearity between the PV output voltage and current, there is a unique maximum power point (MPP) in the power-voltage (P-V) characteristics under uniform weather conditions. When the PV arrays are directly connected with the load, the potential power that could be extracted from the PV arrays is wasted because the power output of the PV arrays mainly depends on the characteristic of the load. In order to maximize the power from the PV system, an MPP tracker is usually inserted between the PV array and the load as shown in Fig. 1.1 to make sure that the system operates at the MPP. However, when PV systems are operated under partially shaded conditions, which are usually caused by the passing clouds, nearby trees, buildings, long-lasting dust, etc., the characteristic of the P-V curve shows multiple peaks. This results in many conventional maximum power point tracking (MPPT) algorithms, such as perturb and observe (P&O) and incremental inductance (IncCond), becoming trapped at a local maximum, causing a significant energy loss of up to 70% [10].

Over the years, many researchers have studied alternative MPPT algorithms (as reviewed in Chapter 2). However, as described in Table 2.4 which provides the performance of each MPPT method, they are either unable to track the global MPP, require a long search time or have a complex structure, etc. Compared to conventional MPPTs, computational intelligence based methods, such as fuzzy logic (FL) [173], artificial neural network (ANN) [106, 127, 174], evolutionary algorithms [54] and so forth, offer significant benefits. The advantages include: no requirement for knowledge of the internal system parameters, reduced computational effort and a compact solution for multivariable problems. However, for fuzzy logic based methods, the fuzzy rule based, which is dependent on the experience of algorithm developers, significantly influences the performance of MPPT. ANN based methods are only suitable for systems where there is sufficient training data. Evolutionary algorithms based methods, such as PSO and DE, are efficient for non-uniform weather conditions, however the convergence speed is limited and the convergence depends on the initial position of the agents [54].

Since ant colony optimization (ACO) has been widely used in scheduling [175], image processing [176], power electronic circuit design [177], and many other fields, we propose
using an ACO-based MPPT to track the MPP for a large-scale PV system under partially shaded conditions. We also design a PV array configuration structure along with this new MPPT algorithm. With this MPPT control scheme, only one pair of current and voltage sensors are required which simplifies the PV system and reduces the system cost. It also guarantees to find the global MPP under various partially shaded conditions and features a fast convergence speed, convergence independent of the initial conditions, and no requirement for knowledge about the characteristic of PV array.

4.2 Problem definition for partially shaded conditions

PV cells are extremely sensitive to the partial shading. If a cell or a small portion of a module in a series string is shaded, then instead of contributing to the power output, the shaded cell(s) will absorb the power from the other cells in the string. This absorbed power is converted into heat, contributing to hot spots that can damage the cell(s). Most commercial modules use bypass diodes across a series of cells to overcome this effect. Thus, the shaded cells are bypassed and as a result, only the power from the shaded series (of cells) is lost. A typical PV module consists of a series connection of cells with a bypass diode across each 18 to 20 cells. This group of cells is called a series with a bypass diode. A typical module will have 2 or 3 diodes.

When only a single cell (or a small number of cells) in a series is partially shaded the series behaves the same as if all cells in the series are shaded. To simplify the analysis, and to avoid confusion in our partial shading analysis, we have considered a module to have just a single series with bypass diode. Then a more realistic commercial module could be considered as a series connection of two or more of these simple modules, as shown in Fig. 1.2. Using such a simple model of the PV module means that there is no difference in power output, irrespective of whether a single cell or the complete module is shaded, so long as the irradiance is uniform.

In order to illustrate the characteristics of the PV modules under partial shading and full shading conditions, the I-V and P-V curves of the PV module with and without bypass diodes, for the small PV system shown in Fig. 1.2, are given in Fig. 4.1 and Fig. 4.2 respectively. Fig. 4.1 shows the I-V curves for each PV module and for the combined PV string without bypass diodes and with bypass diodes. Each PV module receives a different irradiance value \( G_{M1}=300\text{W/m}^2 \), \( G_{M2}=1000\text{W/m}^2 \). Fig. 4.2 gives the P-V curves, and shows that there is only one peak in the P-V curve for the module string without bypass diodes. Thus without bypass diodes, the number of peaks is the same as when the irradiance on these two modules is uniform (at 300W/m\(^2\)). However, when the bypass diodes are added, each module contributes to the total power, and as such two peaks are observed in the P-V curve of the module string. Here, the number of peaks in the power
curve is related to the uniformity of the irradiance on each PV module and the number of modules (bypass diodes). For example, for a PV system with \( N_{ss} \) modules, connected in series with each module receiving a different irradiance, the number of peaks in the P-V curve will equal \( N_{ss} \). Some researchers [9, 178] have suggested using a bypass diode for each solar cell to reduce the power loss caused by partial shading within a PV module, but this would add to the cost and complexity of the module. These different bypass diode configurations and how they could be optimized to maximize power is not within the scope of this study.

![I-V curve for modules M1 and M2, and the two series connected module PV string, with and without bypass diodes](image)

Fig. 4.1 The I-V curves for modules \( M1 \) and \( M2 \), and the two series connected module PV string, with and without bypass diodes; For the partial shading condition, the irradiance on each PV module is: \( G_{M1}=300 \text{w/m}^2 \) and \( G_{M2}=1000 \text{w/m}^2 \); For the uniform irradiance condition:

\[
G_{M1}=G_{M2}=1000 \text{w/m}^2.
\]

![P-V curves of the modules with the same series assembly and same irradiance as in Fig. 4.1.](image)

Fig. 4.2 The P-V curves of the modules with the same series assembly and same irradiance as in Fig. 4.1. \( P_1 \) and \( P_2 \) represent the PV string power for uniform and non-uniform irradiance conditions, respectively.

In the process of verifying the effectiveness of the proposed MPPT, the PV array is modeled using the two diode model [20], as shown in Section 3.1.2, using Eqs. (3.2) - (3.4). For the bypass diode, the relationship between the current and voltage of the bypass diode is described as:
\[ V_b = -a_b V_b \ln(1 + \frac{I_b}{I_{ob}}) \]  

(4.1)

where \( I_b \), \( I_{ob} \), \( V_b \), and \( a_b \) are the current passing through the bypass diode, the saturation current, the voltage across the bypass diode, and the ideal constant of the bypass diode, respectively. The PV modules used in this work are BP MSX 60 from BP solar company, with specifications given in Table 4.1.

<table>
<thead>
<tr>
<th>Maximum power (( P_{max} ))</th>
<th>60W</th>
<th>Short circuit current (( I_{sc} ))</th>
<th>3.8A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimum voltage (( V_{mp} ))</td>
<td>17.1V</td>
<td>Number of cells (( N ), in series)</td>
<td>36</td>
</tr>
<tr>
<td>Optimum current (( I_{mp} ))</td>
<td>3.5A</td>
<td>Temp. coefficient of ( I_{sc} ) ( \text{A/}^\circ\text{C} )</td>
<td>0.003</td>
</tr>
<tr>
<td>Open circuit voltage (( V_{oc} ))</td>
<td>21.1V</td>
<td>Temp. coefficient of ( V_{oc} ) ( \text{V/}^\circ\text{C} )</td>
<td>-0.08</td>
</tr>
</tbody>
</table>

### 4.3 MPPT under partially shaded conditions

As indicated above, in order to protect the PV panel from hotspots due to the module acting as a load and consuming power, bypass diodes (\( D_1 \) and \( D_2 \)) are added to the PV system by connecting them in parallel with the PV modules, as shown in Fig. 1.2. In addition, the blocking diode (\( D_b \)) is usually connected in the PV string in series to prevent a reverse current from the load or unbalanced current flow from other paralleled PV strings.

Since the current through these two modules with different irradiance is equal due to their series connection, the I-V curve of this assembly (green dotted line) can be obtained by adding the voltages across them while keeping the current constant, as shown in Fig. 4.1. From the I-V curve, it is evident that two knee-points are formed, generating two peaks, or local maxima, (\( G_1 \) and \( G_2 \)) in the resultant P-V curve, as shown in Fig. 4.2. When these two modules are exposed to uniform irradiance, there is only one peak, the MPP, (\( G_3 \)) in the P-V curve. In order to extract the maximum power from the PV array, the system should be operated at the MPP, the global maxima (\( G_3 \) or \( G_1 \), depending on the distribution of the irradiance). However, when the irradiance changes from a uniform to a non-uniform distribution, the power curve changes from \( P_1 \) to \( P_2 \). Therefore, the operating point of the PV system with a conventional MPPT algorithm, such as P&O and IncCond, will move to the local maxima (\( G_2 \)). Thus, the potential power (\( P_{G1} - P_{G2} \)) from the PV arrays is wasted. Therefore, in order to maximize the power output from PV systems, an efficient MPP tracking method is needed.
4.4 Proposed PV array configuration structure

PV modules can be connected in series, parallel or a hybrid of the two, among which, hybrid connections are popular. Generally, PV modules are not connected totally in parallel or series as they may not meet the load current and voltage requirements. In addition, it reduces the system stability. For instance, when one of the PV modules connected in series is broken, the operation of the whole string will be affected by the single faulty module. In order to illustrate the system performance clearly, we consider a PV system with two PV strings, each with three PV modules. Usually, there are two modes of MPPT control: centralized [12, 111, 179, 180] and distributed [54, 123, 124, 181-184]. Centralized control means that the entire PV array is controlled by a single MPPT controller. The control variable of each PV string has an equal value (voltage or current). Fully distributed control requires that each PV panel is equipped with an MPPT which are controlled individually. The advantage of the former mode is that it has a simple structure. However, it is easy to lose energy and may not be able to maximize the energy harvest in certain circumstances. For example, when each of the PV strings is assigned the same control value, it cannot guarantee that each PV string is working at the best operating point. The latter method can maximize the energy output, but has a complex structure and additional cost, as each PV module requires its own MPPT controller.

In our work, we examine centralized control by applying computational intelligence optimization algorithms. The difference to the conventional centralized control is that the control value of each PV string converter is different, and as a result a PV array structure based on individual strings is needed. The proposed centralized control method with a control variable per string is shown in Fig. 4.3. In this structure, each PV string is installed with a DC-DC converter instead of each PV module. Moreover, only one pair of current and voltage sensors are required, which has a lower system cost compared to the conventional control scheme which requires a pair of current and voltage sensors in each PV string. Either the current or the voltage of these PV strings can be regarded as the control variable to maximize the power output.
4.5 ACO applied to MPPT in a PV system

4.5.1 Ant colony optimization

Ant colony optimization (ACO) is a probabilistic algorithm which is used to find the global optimal solution for a nonlinear problem. ACO mimics the foraging behavior of the ants to achieve optimization of the path in a graph. The collective behaviors of a large number of ants form a positive feedback phenomenon [185, 186]: ants initially search the path randomly and lay down pheromone for other ants to follow. The more ants that travel through a path, the higher the density of pheromone on the path, and as a result, the greater likelihood that subsequent ant will choose the path. Finally, most of the ants follow the trail until the ant individuals find the shortest path through the exchange of pheromone information. Initially, the ACO algorithm was used to tackle combinational problems. Nowadays, more and more researchers have extended this technology into the continuous domain [187-189], among which Socha et al. [187] showed that the ACO gives better performance than other related ACO algorithms. For the continuous problem, the solution construction is a little different from the combinational problem. A pheromone archive is defined in the process of solution generation as shown in Fig. 4.4. The vectors $s_i$ ($i = 1, 2, \ldots, j, \ldots, K$) and $f(s_i)$ are the $K$ possible solutions and their corresponding fitness functions in the archive, respectively. In PV systems, the fitness function is the power output from the PV string. It is assumed that, for an $N$-dimensional problem, the number
of ants (the population size) is $NP$. The optimal solution is obtained by updating the possible solutions in the archive continuously until the termination condition is satisfied. The detailed procedures for the solution construction of an ACO based MPPT can be described as follows [187].

Step 1: **Initialization**: Set the initial values for the parameters, such as the population size ($NP$), size of the archive ($K$), balance coefficient ($Q$), maximum number of generations (e.g. iterations) ($maxIter$) and the convergence speed constant ($EP$). Generate $K$ random solutions and store them in the solution archive with size $K\ (K \geq NP)$, and then rank these $K$ solutions according to the fitness value ($f(s_i)$) (from best to worst, in the minimization problem, $f(s_i) \leq f(s_2) \leq \cdots \leq f(s_j) \leq \cdots \leq f(s_k)$).

Step 2: **Generation of new solutions**: Generate a new solution by sampling the Gaussian kernel probability density function for each dimension in two steps. The first step is to choose the Gaussian probability density subfunction and the second step is to sample the chosen Gaussian probability density subfunction according to the parameterized normal distribution. In the first step, when the $i^{th}$ Gaussian probability density subfunction is chosen, the subcomponent of the solution $s_i$ in each dimension will be used to calculate the parameters for the chosen Gaussian subfunction in the following steps.

The probability density function of each dimension, which is a Gaussian function and consists of multiple ($K$) Gaussian subfunctions, is given by:

$$G'(x) = \sum_{i=1}^{K} \omega_i g^i(x) = \sum_{i=1}^{K} \omega_i \frac{1}{\sigma_i \sqrt{2\pi}} \exp\left(-\frac{(x - \mu_i)^2}{2\sigma_i^2}\right)$$

(4.2)

where $G'(x)$ is the Gaussian kernel for the $i^{th}$ dimension of the solution, $g^i(x)$ is the $i^{th}$ sub-Gaussian function for the $i^{th}$ dimension of the solution, $\mu_i$ and $\sigma_i$ are the $i^{th}$ dimensional mean value and the standard deviation for the $i^{th}$ solution, respectively. Three parameters of the Gaussian kernel for each dimension in Eq. (4.2) (mean, $\mu_i$; standard deviation, $\sigma_i$; weight, $\omega_i$), are calculated based on the solutions in the archive. They are given by:

$$\mu_i = \{\mu_i^1, \cdots, \mu_i^K\} = \{s_i^1, \cdots, s_i^K\}$$

(4.3)

$$\sigma_i^j = \frac{1}{K-1} \sum_{j=1}^{K} |s_i^j - s_i^j|$$

(4.4)

$$\omega_i = \frac{1}{QK \sqrt{2\pi}} \exp\left(-\frac{(l-1)^2}{2Q^2K^2}\right), \ (\omega_1 \leq \cdots \leq \omega_i \leq \cdots \leq \omega_K \leq \omega_l)$$

(4.5)

where $s_i^j$, the $i^{th}$ dimensional value for the $j^{th}$ solution, is considered as the mean value for each sub-Gaussian function, the standard deviation for the $i^{th}$ dimension of the $j^{th}$ solution ($\sigma_i^j$) is calculated by multiplying the average distance from the chosen solution $s_i$ to other solutions in the archive with the parameter $\xi$, which represents the speed of convergence (the higher the value of $\xi$, the lower the convergence speed) [187, 190]. Here, $\omega_i$ is the
weight of solution \( s_l \). It is considered as a value of the Gaussian function with a variable \( l \), mean value of ‘1’ and standard deviation of ‘\( QK \)’, where \( l \) is the rank of solution \( s_l \), and \( Q \) is the algorithm parameter which represents the importance of the best ranked solutions and is also designed to control the diversification of the search process. When \( Q \) is small, the possibility of choosing the best ranking solution is larger. When it is large, the chance of choosing all the solutions is equal. Additional discussion about the parameters of \( Q \) and \( \xi \) can be found in [187].

The Gaussian subfunction is randomly chosen based on the following probability:

$$ p_l = \frac{\omega_l}{\sum_{r=1}^{K} \omega_r}. \quad (4.6) $$

Step 3: Ranking and archive updating: By repeating the above process, \( NP \) new solutions are generated. Add the newly generated solutions to the original solutions in the archive, rank the \( NP + K \) solutions and keep only the \( K \) best solutions in the archive.

Step 4: Stop when the maximum generation is reached or the termination condition \( |V_{ref}(k) - V_{ref}(k-1)| < \varepsilon \) is satisfied. Otherwise, go to step 2.

Thus, with above solution construction scheme, all the ants will be effectively guided to the optimized point in the search process. The ACO combines a positive feedback mechanism, distributed computing, and a greedy search algorithm. It has a strong ability to search the optimal solution. The positive feedback mechanism ensures that the ant colony algorithm is capable of early detection of the optimal solution. Distributed computing helps the ACO to avoid premature convergence. The greedy search helps to quickly find an acceptable solution, thereby enhancing the efficiency of the system.

![Fig. 4.4](image) The archive of solution generation process in ACO\(_K\).
4.5.2 Application of ACO to the MPPT problem

The ACO-based optimization is now modified to solve the MPPT problem in PV systems. The system structure that we considered is shown in the Fig. 4.3. The control variable is the current of each PV string. The 3-D plot for the relationship between power and the PV array current \( (I_1, I_2) \) is shown in Fig. 4.5. From the figure, we can see that there are multiple local peaks when the PV arrays are illuminated under non-uniform irradiance. Actually, the MPPT for PV systems under partially shaded conditions with the proposed PV array structure can be considered as a global optimization in a multidimensional space. For the PV array with only a single PV string, the MPPT becomes a single variable optimization problem.

![3-D image of the power versus the current in each PV substring under the shading pattern](image)

Fig. 4.5 3-D image of the power versus the current in each PV substring under the shading pattern: \([M11,M12,M13;M21,M22, M23] = [1000,800,400;1000,400,200] \text{W/m}^2\).

In order to illustrate the control process, we define the control vector for the PV system with multiple PV strings as:

\[
s' = [I_1', I_2', \ldots, I_N']
\]

where \( s' \) is the current vector at the \( t \)-th step, \( I_j' \) is the current control value for \( N \)-th PV string at the \( t \)-th step. The objective function of this optimization problem \( f(s') \) is the summation of the power output from each PV substring after applying the current variable to each PV string. It can be described by:

\[
f(s') = \sum_{j=1}^{N} (I_j' \times V_j')
\]

where \( I_j' \) and \( V_j' \) are the current control variable value and the voltage value for \( j \)-th PV string at the \( t \)-th step respectively. Assuming that there are \( M \) new solutions generated in each iteration and the maximum number of iterations is \( T \), the values of current for each substring \( (s') \) change in the following order:

\[
(s'_1 \rightarrow s'_2 \rightarrow \cdots \rightarrow s'_{M_1}) \rightarrow \cdots \rightarrow (s'_1 \rightarrow s'_2 \rightarrow \cdots \rightarrow s'_{M_T}) \\
\rightarrow (s'_{r+1} \rightarrow s'_{r+2} \cdots \rightarrow s'_{M_2}) \rightarrow \cdots \rightarrow (s'_{r+1} \rightarrow s'_{r+2} \rightarrow \cdots \rightarrow s'_{M_T}).
\]
The fitness value of each variable (the current vector), $f(s')$, is calculated and evaluated at each stage simultaneously. During the search process, the solution archive is updated iteratively with the newly generated solutions. These processes are repeated until the global MPP is obtained. Thus, for a particular shading pattern, the global MPP can be found using this ACO-based search scheme.

Usually, the real working environment of the PV system changes continuously due to the varying weather and/or the load conditions, and as a result, the global MPP is not always one fixed point. This requires that the MPPT algorithm has the ability to search for the global MPP for the new weather conditions. In order to realize this, the search process is restarted within a specified period. The reinitialization interval can be between 15min and one hour, and is specified by the user depending on the location of the PV system. If there is a high probability of partial shading, then it is recommended to set a small value. Otherwise, it would be cost effective to set a longer interval. The reinitialization is executed depending on the detected weather conditions. Here, we use the following strategy to detect the change of shading patterns, which is given by:

$$\frac{|I(s_{i+1}) - I(s_i)|}{I(s_i)} > \Delta I . \quad (4.10)$$

When Eq. (4.10) is satisfied or the period set by the timer is reached, the search process will be updated and executed again. Thus, it ensures that the MPPT can always find the global MPP under various working environmental conditions. The flow chart of the proposed ACO-based MPPT algorithm for PV systems is shown in Fig. 4.6. It can be described as follows:

First, initialize the solutions in the archive range and set the algorithm parameters (block $A$), which include the maximum number of iterations ($MaxIter$), the size of the archive ($K$), the number of newly generated solutions in each generation ($M$), the balance coefficient ($Q$), and the convergence speed constant ($EP$). Then, sense the voltage and current from the entire PV array and calculate the power (block $B$). After that, mark the corresponding ant by using a sign variable (Flag_ant) and generate a new solution based on the sampling process by using Eqs. (4.2)-(4.6) (block $C$). By repeating process blocks, $B$ and $C$, $M$ new solutions are created. Thereafter, these $M$ new solutions and the original solutions in the archive are put together and ranked. As a result, keep the $K$ best solutions in the solution archive. The iteration number (Flag_Iter) is also marked in each step (block $E$). The processing of blocks ($B$, $C$, $D$, $E$, $F$) as shown in Fig. 4.6 is repeated until the maximum iteration number ($MaxIter$) is reached or the power value remains unchanged (or with a very small change) within a specified number of successive iterations. With the above procedures, the global MPP can be found. Finally, keep this working point (block $G$) until a timer interrupt occurs or a sudden irradiance change is sensed by (13) (block $H$).
Whenever either of these two incidents occurs, the whole algorithm will be reinitialized (block I and A) so that it can find the global MPP for the new environment conditions.

In the proposed MPPT algorithm, the parameters that need to be set by the user include the number of newly generated solutions in each generation ($M$), the size of the solution archive ($K$), convergence speed constant ($\xi$), and the locality of the search process ($Q$). The number of ants influences the convergence speed and the accuracy of the optimization process. More ants means it is easier to find the global MPP under different irradiance conditions, but it requires more time to transfer all the ants into the MPP. Fewer ants gives a better convergence speed, however, they can easily become trapped at one of the local power peaks. The size $K$ of the solution archive should not be smaller than the dimension of the problem [187]. The relationship between the size of the archive and the percentage of the extracted power for all the cases investigated in the simulation is shown in Fig. 4.7. Therefore, the tradeoff between fast convergence speed and tracking accuracy should be

---

Fig. 4.6 Flow chart of ACO-based MPPT algorithm for PV system with multiple PV strings.
made when choosing the size of archive. Since our objective for the MPPT algorithm is to get fast convergence with a minimum number of ants, we choose an archive size of 7. The convergence speed constant ($\xi$) acts like the rate of pheromone evaporation while solving combination problems. The higher the value of $\xi$, the lower the convergence speed because, in this case, the search is less biased towards the space that has been searched [187]. The locality of the search process ($Q$) determines the balance between the diversification and intensification. Diversification in the search avoids being stuck at the local peaks, and the intensification ensures a fast search process. When $Q$ is small, the best-ranked solutions in the archive are more likely to be chosen, while when it is large, the probability of choosing solutions is uniform [187]. In order to illustrate this phenomenon, we tested the relationship between the number of iterations for the ACO-based MPPT algorithm to converge and the value of $Q$. The box-plot of the number of iterations to converge for different $Q$ values is illustrated in Fig. 4.8. It shows that a larger value of $Q$ requires more iterations to converge. Therefore, when choosing the values of $Q$, the tradeoff between these two contradictory factors should also be made.

![Fig. 4.7 Extracted power versus the archive size.](image1)

![Fig. 4.8 Box-plot of the relationship between the average number of iterations to converge and the value of $Q$ for the irradiance case B in 200 runs; the edges of the box are the 25th and 75th percentiles and the line in the middle of box indicates the average number of iterations to converge.](image2)
4.6 Results and discussion

4.6.1 Simulation results

In this section, we verify the feasibility of the proposed ACO-based MPPT using MATLAB SIMULINK. This simulation demonstrates the ability of the proposed ACO-based MPPT to track the global MPP under steady and transient shading patterns. The PV module model is based on the two-diode model, using Eqs. (3.2) – (3.4) described in Section 4.2. The electrical parameters we use in the simulation are given in Table 4.1. The MPPT algorithm is implemented with embedded blocks in SIMULINK. A boost converter is used to step up the voltage from the PV array to 120V. The structure of the PV system for this test has two PV strings and is shown in the Fig. 4.3. For this small PV system, MPPT is a two dimensional optimization problem (N = 2). Since it is very difficult to test all the non-uniform irradiance conditions, we select some circumstances to illustrate the tracking ability of the proposed MPPT method. The four shading patterns (SPs) we tested are listed in Table 4.2. For SP1, the irradiance on all the PV panels is uniform, as a result, only one peak exists in the P-I characteristic curve of the PV array. For the other three SPs, there are multiple peaks. The temperature is assumed to be 40°C. The parameters of the proposed MPPT method in the simulation are set as shown in Table 4.3. The global MPP is the unique point where the maximum power on the P-V curve occurs. For comparison purposes, we calculate the global MPP by finding the point with the maximum power from the generated P-V curve.

Table 4.2 The shading patterns for the experiment conditions.

<table>
<thead>
<tr>
<th>Pattern No.</th>
<th>Shading pattern [M_{11}, M_{12}, M_{13}; M_{21}, M_{22}, M_{23}] (W/m^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP1</td>
<td>[1000, 1000, 1000; 1000, 1000, 1000]</td>
</tr>
<tr>
<td>SP2</td>
<td>[1000, 800, 400; 1000, 400, 200]</td>
</tr>
<tr>
<td>SP3</td>
<td>[500, 200, 400; 800, 400, 200]</td>
</tr>
<tr>
<td>SP4</td>
<td>[600, 1000, 1000; 800, 400, 200]</td>
</tr>
</tbody>
</table>

Table 4.3 Algorithm parameters used in the experiment.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution archive size</td>
<td>K</td>
<td>7</td>
</tr>
<tr>
<td>Number of newly generated solutions in one generation</td>
<td>M</td>
<td>4</td>
</tr>
<tr>
<td>Dimension of the problem</td>
<td>N</td>
<td>2</td>
</tr>
<tr>
<td>Convergence speed constant</td>
<td>ε</td>
<td>0.82</td>
</tr>
<tr>
<td>Locality of the search process</td>
<td>Q</td>
<td>0.45</td>
</tr>
</tbody>
</table>
By applying the ACO-based MPPT algorithm for these four cases, the current in each PV string ($I_1$ and $I_2$), the ideal power ($P_{ideal}$) and the average power measured by running the proposed method ($P$) 200 times are shown in Table 4.4. It shows that the proposed ACO-based MPPT can track the global MPP so that the power output is almost the same as the ideal power under all four shading patterns. Note that this power output is under the assumption that there is no power leakage in the PV system due to the conversion efficiency of the DC-DC converter, power losses from the wire connection or other factors. When implementing this MPPT in a real system, the power harvest will be less than this ideal case. The box-plot distribution of the power extracted from the PV arrays over 200 runs for these four shading patterns is given in Fig. 4.9. From the figure, we can see that after 200 runs for each shading pattern, the distribution of the final power extracted from the PV system using our proposed MPP tracking method is located around the corresponding global MPP. It also indicates that the efficiency of the proposed method is not heavily dependent on the initial conditions of the search process.

Table 4.4 The individual current value in each PV string and the power capture using proposed ACO-based MPPT under various shading patterns with temperature $40^\circ$C.

<table>
<thead>
<tr>
<th>Pattern No.</th>
<th>$I_1$(A)</th>
<th>$I_2$(A)</th>
<th>$P_{ideal}$(W)</th>
<th>$P$(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP1</td>
<td>3.52</td>
<td>3.52</td>
<td>335.63</td>
<td>335.20</td>
</tr>
<tr>
<td>SP2</td>
<td>2.87</td>
<td>3.48</td>
<td>140.46</td>
<td>140.46</td>
</tr>
<tr>
<td>SP3</td>
<td>1.40</td>
<td>1.41</td>
<td>89.53</td>
<td>89.22</td>
</tr>
<tr>
<td>SP4</td>
<td>2.17</td>
<td>1.41</td>
<td>156.96</td>
<td>154.1</td>
</tr>
</tbody>
</table>

Fig. 4.9 Power extracted by the ACO-based MPPT under the four different shading patterns.

The ability to find the global MPP for new weather conditions is very important especially for places with frequent weather changes, such as in the tropics [191]. In order to illustrate the tracking ability of the proposed ACO-based MPPT algorithm under transient irradiance conditions, three cases are considered - Case 1: SP changes from SP1 to SP2;
Case 2: SP changes from SP1 to SP3, and Case 3: SP changes from SP1 to SP4. The sampling period of the MPPT algorithm is set to 0.01s. The power transient characteristics, the corresponding duty ratio which is the percentage of one period in which a signal is active, and the current variable of each PV string for Case 1, Case 2, and Case 3, are shown in Fig. 4.10, Fig. 4.11 and Fig. 4.12, respectively, where D1 and D2 refer to the duty ratio of the DC-DC converter in each string. From these three performance figures for different transition cases, it can be seen that when the shading pattern changes from a uniform condition to a partially shaded condition at 15 second (the middle of the x-axis), the proposed MPPT algorithm can find the global MPP for the new shading pattern. For example, when the changes are SP1 to SP2, SP1 to SP3 and SP1 to SP4, the power changes from 335W to 140W, 335W to 89W and 335W to 154W, respectively. By simulating all the cases, it is found that the average iterations required to converge is less than 15. Since the sampling period of the MPPT algorithm influences the tracking speed, it should be determined appropriately, according to the PV system location. When setting the sampling period of the MPPT algorithm as 0.12s, we measure that the average execution time of the ACO-based MPPT algorithm is 7.3 ms by running the algorithm 30 times, and the average runtime for the proposed MPPT algorithm to find the global MPP is less than 4 s which means 33 steps (4s/0.12s = 33) to reach the global MPP. This will be explained in detail in the following section. Thus, with this algorithm the global MPP can be found in a very short response time. This capability of fast response is very important for the systems located where there are rapidly changing irradiance conditions, such as in the tropics [191].

Fig. 4.10 Transient response of the proposed MPPT method for Case 1: SP change from SP1 to SP2, \(K=7, M=4, \zeta=0.82, Q=0.45\).
4.6.2 Experimental results and comparisons

Three different evolutionary algorithms, including DE [96], PSO [54] and the proposed ACO based MPPT [141], are implemented to determine their performance for MPPT in PV systems. The flowcharts of DE and PSO based MPPT are shown in Fig. 4.13 and Fig. 4.14, respectively.

The MPPT algorithms are implemented by using a simple experimental prototype as shown in Fig. 4.15. Since only one PV array simulator is available in the laboratory, a PV
array with only a single PV string as shown in Fig. 4.16 is tested. In this case, the control variable is one dimensional (N = 1). A Chroma 62150H-600S programmable PV array simulator is used to simulate the output of PV array. The PV string consists of four series connected PV modules, each of which has a bypass diode connected in parallel, as shown in Fig. 4.16. In partial shading conditions, bypass diodes are necessary to allow current to bypass shaded cells thus enabling the array to generate power and to avoid module/cell hotspots due to cell reverse bias during shading [12, 192]. Because of power limitations in the converter used in the prototype and in the range of the voltage and current sensors used to determine the MPPT operating point a very small PV module, with specifications given in Table 4.5 has been used. The two-diode model [24] is used to generate I-V curves for a number of module shading patterns. These current and voltage values on the I-V curve are then uploaded into the PV array simulator to emulate a real PV array. The PV array simulator is able to store a maximum of 100 I-V curves (with current and voltage points) of a PV array, thus simulating an array under various operating conditions. A buck converter is used to step down the voltage from the PV array to a Chroma 63802 programmable DC electronic load working as a 12 volt lead-acid battery. The switching frequency of the buck converter is set to 50 kHz. The component values used in the buck converter are given in Table 4.6. A Texas Instruments TMS-F28335 DSP is used to implement the proposed evolutionary algorithm MPPT. Two ADC channels are used to input the current and voltage values measured at the output of the PV simulator. A photograph of the prototype system is shown in Fig. 4.17.
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Fig. 4.14 Flowchart of the DE based MPPT.

Fig. 4.15 The schematic diagram of the tested PV system with the MPPT device.
Table 4.5 Parameters of the tested PV module.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum power ($P_{\text{max}}$)</td>
<td>15W</td>
</tr>
<tr>
<td>Short circuit current ($I_{\text{sc}}$)</td>
<td>1.90A</td>
</tr>
<tr>
<td>Optimum voltage ($V_{\text{mp}}$)</td>
<td>8.55V</td>
</tr>
<tr>
<td>Number of cells in each module</td>
<td>18</td>
</tr>
<tr>
<td>Optimum current ($I_{\text{mp}}$)</td>
<td>1.75A</td>
</tr>
<tr>
<td>Temp. coefficient of $I_{\text{sc}}$ A/°C</td>
<td>$1.50 \times 10^{-3}$</td>
</tr>
<tr>
<td>Open circuit voltage ($V_{\text{oc}}$)</td>
<td>10.55V</td>
</tr>
<tr>
<td>Temp. coefficient of $V_{\text{oc}}$ V/°C</td>
<td>-0.04</td>
</tr>
</tbody>
</table>

Table 4.6 Parameters of the buck convertor.

<table>
<thead>
<tr>
<th>Components</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inductance</td>
<td>$L$</td>
<td>$453 \mu$H</td>
</tr>
<tr>
<td>Diode</td>
<td>$D$</td>
<td>600V/8A</td>
</tr>
<tr>
<td>Input capacitor</td>
<td>$C_{\text{in}}$</td>
<td>$2200 \mu$F</td>
</tr>
<tr>
<td>Output capacitor</td>
<td>$C_{\text{out}}$</td>
<td>22 $\mu$F</td>
</tr>
<tr>
<td>Mosfet switch</td>
<td>$M$</td>
<td>500V/13A</td>
</tr>
<tr>
<td>Switching frequency</td>
<td>$f_{\text{hz}}$</td>
<td>50KHz</td>
</tr>
<tr>
<td>MPPT update rate</td>
<td>$f_{\text{MPPT}}$</td>
<td>0.12sec</td>
</tr>
</tbody>
</table>
The experimental prototype is used to determine the performance of the ACO based
MPPT compared with two other evolutionary algorithms, namely DE and PSO. The PSO
parameters are set the same as those in [54]. For the DE algorithm, the parameters with the
best performance are decided by trial and error. Additional guidelines on methods to
choose the parameters for PSO, DE and ACO can be found in [193], [166] and [194],
respectively. The MPPT update period ($T_{mppt}$) is set to 0.12 s. This requirement ensures
that the system reaches steady state before the next perturbation, based on the response
time of the Chroma PV array simulator to a change in the array operating point. The
maximum iteration ($maxIter$) is set to 200, which is much larger than the number of
iterations actually needed for convergence. The population size ($NP$) is 5. The initial
operating voltage of the particles are set to $[0.4, 0.6, 0.7, 0.8, 0.9] nV_{oc}$, where $nV_{oc}$ is the
open circuit voltage of the whole PV string. The lower and upper limit of the search range
is set to $V_o/nV_{oc}$ and 0.99, respectively, where $V_o$ is the output voltage of the buck
converter. To ensure a valid comparison between the three algorithms, common
parameters, such as the update period ($T_{mppt}$), maximum iterations ($maxIter$), initial
operating points, lower and upper limits ($L$ and $H$), are set the same. The parameters
relating to the individual algorithms are listed in Table 4.7.

Table 4.7 Algorithm parameters for the experimental implementation

<table>
<thead>
<tr>
<th></th>
<th>PSO</th>
<th>DE</th>
<th>ACO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cognitive constant ($c_1$): 1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Social constant ($c_2$): 1.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Inertia weight ($w$): 0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scaling factor ($F$): 0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Crossover rate ($CR$): 0.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Archive size ($K$): 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Convergence speed constant ($\bar{\xi}$): 0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Balance coefficient ($Q$): 0.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In the experiment, two types of irradiance conditions, namely uniform (SP1) and
nonuniform (SP2 and SP3) shading patterns, are tested, as in Table 4.8. SP1 has a unique
MPP on the P-V curve. For the other two nonuniform shading patterns, there are multiple
peaks, equal to the number of different irradiance values in the shading pattern. The P-V
curve for each shading pattern, along with the global MPP (the dot on the P-V curve), is
given in Fig. 4.18.

Table 4.8 The shading patterns tested in the simulation and experiment.

<table>
<thead>
<tr>
<th>Shading pattern number</th>
<th>Shading patterns [M1, M2, M3, M4]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP1</td>
<td>[600.0, 600.0, 600.0, 600.0]</td>
</tr>
<tr>
<td>SP2</td>
<td>[900.0, 400.0, 800.0, 800.0]</td>
</tr>
<tr>
<td>SP3</td>
<td>[400.0, 400.0, 100.0, 100.0]</td>
</tr>
</tbody>
</table>
Rather than using search time (i.e. convergence time) to evaluate the performance of each MPPT algorithm, it is much clearer to use the number of algorithm steps till convergence. This is because the search time depends not only on the tracking speed of the algorithm but also on the MPPT update period. It should be noted that the number of ‘steps’ required till convergence for the different MPPT algorithms is not simply the number of iterations or generations. This is because each particle is operated on successively, and thus the number of steps is the result of multiplying ‘iterations/generations’ with the population size ($N_{\text{step}} = \text{Iter} \times \text{NP}$). The convergence time could then be calculated as $t = N_{\text{step}} \times T_{\text{mppt}}$.

Therefore, after applying each algorithm to the experimental PV system, the number of steps required for convergence to the global MPP under different shading patterns are listed in Table 4.9. From Table 4.9, it can be concluded that when the shading pattern changes, the number of steps required to reach the new global MPP for both ACO and DE is much less than for PSO. This is consistent with [195] which states that ACO provides better accuracy and tracking speed than PSO and with [196] which indicates that DE provides better tracking speed than PSO.

Table 4.9 Number of steps required to converge to the new global MPP after a shading pattern change.

<table>
<thead>
<tr>
<th>Shading patterns</th>
<th>PSO</th>
<th>DE</th>
<th>ACO</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP1 to SP2</td>
<td>83</td>
<td>33</td>
<td>41</td>
</tr>
<tr>
<td>SP1 to SP3</td>
<td>50</td>
<td>33</td>
<td>33</td>
</tr>
</tbody>
</table>

The corresponding experimental power curves produced by each algorithm when the shading pattern changes from SP1 to SP2 and SP1 to SP3 are shown in Fig. 4.19 and Fig. 4.20. The power readings are recorded by the Chroma PV array simulator every 1 second. In each case, the shading pattern changes at the 15 second interval. Before the shading pattern changes, the system is stable and operating with uniform irradiance (SP1). From
Fig. 4.19, it can be seen that the ACO and DE based MPPTs provide similar tracking speed in achieving the new global MPP (35.9W for SP2) and both are significantly faster than that of PSO. Similar performance can be seen in Fig. 4.20, where the SP3 output power is reduced to just 10.7W. We also found that the performance of PSO is very sensitive to the algorithm control parameters chosen. More importantly, ACO is better able to track a constant input power than either DE or PSO. This can be seen from the enlarged part of the constant power region in Fig. 4.19 and Fig. 4.20, where after the system reaches the steady state, ACO has less oscillation than the other two methods. The slight difference in the power obtained by each algorithm under the different shading patterns is due to the stochastic searching scheme of these algorithms. All MATLAB simulation files including the implementation of ACO, DE and PSO MPPT are provided in the Appendix.

![Graph showing comparison of experimental power output by PSO, DE and ACO based MPPTs](image1)

**Fig. 4.19** The comparison of the experimental power output by PSO, DE and ACO based MPPTs when the shading pattern changes from SP1 to SP2.

![Graph showing comparison of experimental power output by PSO, DE and ACO based MPPTs](image2)

**Fig. 4.20** The comparison of the experimental power output by PSO, DE and ACO based MPPTs when the shading pattern changes from SP1 to SP3.
4.6.3 Discussion

PV systems can be broadly categorized as: centralized, string-based and distributed architectures. Centralized architectures are typically characterized as being large systems with multiple PV strings and a single centralized inverter with MPPT, as shown in Fig. 4.21 (a). String-based systems are typically smaller mid-sized systems with one PV string (or a small number of PV strings) and a centralized inverter, as shown in Fig. 4.21 (b). Distributed architectures are characterized by module-level MPPT (possibly a small number of modules may share an MPPT) and can be configured as cascaded converter-MPPT architectures (as in Fig. 4.21 (c)) and module-MPPT architectures (as in Fig. 4.21 (d)). Fig. 4.21 shows a grid-tied system using DC-AC inverters connecting directly to the AC grid. In this situation, the MPPT, voltage amplification, and grid current control are all handled by this DC-AC inverter. Other inverter/converter structures are possible, including a dual-stage inverter [61, 62]. In the dual-stage inverter, the DC-DC converter is connected between the PV array and the DC-AC inverter. In this dual-stage structure, the MPPT and voltage amplification is handled by the DC-DC converter. The DC-AC inverter is responsible for the grid current control. When using a dual-stage structure, the DC-AC inverter in Fig. 4.21 is replaced by a DC-DC converter. The AC bus would then be replaced by a common DC bus between the DC-DC converters and the DC-AC inverter. Whatever the load side configuration, as the MPPT is on the PV module DC side of the inverter/converter, it is insignificant to this study.

![Diagram](image-url)
4.6.3.1 Uniform implementation scheme with different PV array structures

Since MPPT can be considered as an optimization problem with multiple dimensions, many related evolutionary optimization algorithms can also be applied to solve this problem. Therefore, rather than just presenting our proposed ACO-based MPPT, a uniform scheme for the application of related evolutionary optimization algorithms to MPPT is presented. Thus, the MPPT problem is considered as a multi-dimensional optimization problem and uses an evolutionary algorithm to solve it. This requires a change of the PV architecture, so that multiple MPPTs are replaced by a single central MPPT which then provides individual control signals to each power converter, as shown in Fig. 4.22. That is, in all the MPPT structures, only one MPPT is used to control the entire PV array. For the centralized-MPPT, the control variable is scalar. For the string-based-MPPT, cascaded converter-MPPT and module-MPPT, the control variable \( u \) is multi-dimensional \( (u = [u_1, u_2, \ldots, u_n]) \). The control variable could be the current/voltage of the PV array/module or the duty ratio of the power converter. In our work, the control variable for the PV string is the duty ratio \( (D) \) of the PWM signal sent to the DC-DC converter. Since a single PV string is tested, the control variable is a scalar. This will be seen in the following sections. There are two fundamental advantages to this approach. Firstly, the global power point for each power converter is able to be determined using just a single controller, and secondly, the number of voltage and current sensors can be significantly reduced, from a voltage and current sensor for each power converter (each MPPT in Fig. 4.21) to just a single voltage and current sensor at the AC (or DC microgrid) power bus.
One limitation of the proposed technique is that the dimension of the control variable should not be too large. Here, the dimension of the control variable refers to the number of PV strings because the control variable is a vector which consists of the voltage/current/duty ratio of the DC-DC converter for each PV string. This is because each particle in the optimization process is applied in a successive manner and using a high dimensional problem will result in a long search time and possibly in the algorithm failing to converge. However, if a large dimension problem is needed, it can be solved by separating the single distributed MPPT system into several smaller distributed MPPT systems where each sub-system has its own evolutionary algorithm MPPT.

A uniform implementation procedure for evolutionary optimization is proposed in Fig. 4.23. This process starts with the initialization of the algorithm parameters and the initial position of each particle (also called the possible solutions in the population). Then each particle is applied successively to the PV system. When the implementation of the last particle is complete, a new particle population is generated for the next generation. Updating particles in the new generation continues until the termination condition or the maximum number of iterations is reached. By using this scheme, a range of evolutionary optimization algorithms can be applied to MPPT, such as DE, PSO, and ACO, etc.
Fig. 4.22 The implementation of evolutionary optimization based MPPT into PV systems with (a) centralized-MPPT, (b) string-based-MPPT, (c) module-MPPT and (d) cascaded converter-MPPT architectures.

Fig. 4.23 Uniform procedure of applying particle based optimization for MPPT in PV systems.
4.6.3.2 Acceleration of the convergence speed

One of the major concerns of using evolutionary optimization for MPPT is the algorithm speed. In fact, the speed of the MPPT algorithms can be accelerated using a two stage search process by narrowing down the search range. Before executing the particle based algorithms, the variable step P&O, or IncCond, algorithm can be used to search for the first and last local MPP, as shown in Fig. 4.24. These two local peaks exist in the voltage range close to the $I_{sc}$ and $nV_{oc}$, respectively, where $I_{sc}$, $V_{oc}$ and $n$ are the short circuit current, the open circuit voltage of the PV module and the number of modules connected in series respectively. Subsequently, the power values of these two local peaks are compared. If the local MPP on the $I_{sc}$ side has a larger power value than the other local MPP, the local MPP at the $I_{sc}$ side is then kept as the lower boundary of the search range ($L$). The local MPP at the $nV_{oc}$ side is then used to calculate the upper bound. For instance, as shown in Fig. 4.24, if the power value of the first possible local MPP (A) is larger than the other local MPP (B), the lower boundary of the searching range will be the voltage of point A ($V_A$). Since the minimum voltage difference between two local MPP is $V_{oc}$, and when considering a safety margin, the upper boundary of the search range is defined as:

$$V_B = V_B - 0.8V_{oc} \tag{4.11}$$

where $V_B$ is the voltage value of point B. If $P_A < P_B$, then the lower boundary of the search range is defined as:

$$V_L = V_A + 0.8V_{oc} \tag{4.12}$$

where $V_A$ is the voltage value of point A. For I-V curves with more local peaks, it may not exhibit much acceleration due to the fact that the first and the last local peaks will be located very near to the $I_{sc}$ and $V_{oc}$, respectively, which means the searching range is not reduced to a large extent, while for the I-V curves with fewer local peaks, it provides a significant advantage over the original algorithms.

Fig. 4.24 The process of narrowing down the searching range for the MPPT using particle based optimization algorithms.
4.7 Summary

In this chapter, an ACO-based MPPT is proposed for PV systems under partially shaded conditions. The main contributions of this chapter are as follows.

(1) The feasibility of the proposed MPPT for PV arrays under steady and transient irradiance conditions are verified by simulation with various shading patterns. The results show that the proposed ACO-based MPPT is able to track the global maximum in all tested cases.

(2) Since many other evolutionary optimization algorithms (e.g. PSO, DE, and cuckoo search etc.) can be used in the same way, a uniform implementation schemes for evolutionary optimization based MPPTs with various structures are presented. It provides a general way of implementing various evolutionary optimization algorithms to MPPT techniques. For the centralized MPPT, the current/voltage output of the PV array or duty ratio applied to the converter is considered as a control scalar (or a particle). By applying these control scalars to the PV system in a successive manner, the global MPP can be obtained under the iteration of evolutionary algorithms. For the distributed MPPT, these algorithms can be applied by combining each control variable for the individual PV module as a control vector (or particle).

(3) Along with the introduction to the algorithms, a mechanism for accelerating the search speed using a two-stage scheme is addressed.

(4) The experimental results of PSO, along with two other widely used evolutionary algorithms, namely DE and PSO, are conducted and compared under uniform and nonuniform irradiance conditions. The results show that PSO has a distinct advantage over the techniques. For instance, ACO and DE based MPPTs show faster tracking speed than that of PSO which takes more steps to reach the global MPP. At the steady state of the system, the ACO based MPPT provides less oscillations than the other two methods. Since only a pair of current and voltage sensors are used, the proposed PV array structure contributes to a reduction in the system cost.
Chapter 5   Hybrid MPPT under partially shaded condition

5.1 Introduction

In Chapter 4, an ant colony optimization (ACO) based MPPT is proposed to track the global MPP for PV system when multiple peaks appear on the power versus voltage (P-V) curve. The most important advantages of the proposed method is that this global maximum power point tracking (MPPT) algorithm is an online tracking method and it does not need expensive irradiance or temperature sensors. Compared to other similar computational optimization MPPTs, it takes fewer iteration steps to reach the global MPP, which means that it has relatively faster tracking speed than the other two widely used algorithms, namely differential evolution (DE) and particle swarm optimization (PSO). However, the disadvantage of this method is that when there are rapid irradiance changes (e.g. in tropical areas), it may exhibit a tracking speed which is still too slow for the environmental conditions. It should be noted that currently there is no single MPPT method which can be applied to all scenarios. Therefore, for different conditions and applications, an appropriate MPPT method needs to be chosen based on the particular characteristics of the location.

From the review in Chapter 2, we know that the artificial neural network (ANN) is good at predicting the optimal operating point of photovoltaic (PV) systems. It is a global tracking method, and has a fast tracking speed due to its direct prediction within one iteration. In the conventional ANN based MPPTs, the ANN directly predicts the optimal voltage or current value at the MPP for a given irradiance and temperature condition [106]. The irradiance and temperature values on each solar module are usually used as the input to the ANN, while the output is the optimal voltage (and power) of a PV string (or the entire PV array) at the MPP. This type of MPPTs possesses a simple control structure and good irradiance tracking accuracy. However, it requires a large number of practical data points to train the network. Obtaining these training data values requires additional equipment and electrical components, which not only increases the system cost but is also time-consuming. In addition, due to system aging, the characteristic of the PV array may change after long-term operation, and thus, the neural network may need to be re-trained after some period.

In this chapter, we propose an efficient and fast hybrid MPPT. Compared to the ACO based MPPT proposed in Chapter 4, this hybrid MPPT provides faster tracking speed under transient irradiance changes for PV systems operating under partial shading
conditions. A fast response is important because in the tropics irradiance is highly influenced by local weather patterns. For example, in Singapore, which is just 1.5° north of the equator, there is little variation in temperature year round (usually the diurnal variation is between 22°C and 35°C), with a high relative humidity (the mean annual relative humidity is 84.2%). Unlike tropical regions further from the equator which have well defined wet and dry seasons, Singapore has no distinct wet or dry season, with significant rainfall throughout the year. Thus, there is significant moving cloud cover which results in rapid temporal and spatial irradiance change [191]. This rapid irradiance change requires that the MPPT has both a fast tracking speed and the ability to track the global MPP.

The proposed hybrid method combines an ANN-based technique with the conventional algorithm to track the MPP (such as, perturb and observe (P&O), incremental conductance (IncCond) or extremum seeking control (ESC)). This hybrid method features not only a simple control structure but also the ability to track the global MPP under various shading patterns with a fast tracking speed. The effectiveness of the proposed method is verified using both simulation and experimental results under various shading patterns. A method to predict the global MPP when irradiance sensors are not available is also proposed. This method samples the operating point on the stairs of I-V curve (see Fig. 5.5), which occur with partial shading, and uses the measured current value at each stair to predict the global MPP region. After the MMP region is determined, the P&O algorithm, or other efficient optimization algorithm for unimodal functions such as ESC or IncCond, is applied to the local area so that the system quickly reaches the global MPP. In our work, we choose P&O algorithm for comparison purposes due to its widespread use and the simplicity of the implementation. The tracking speed in the MPP region can be further accelerated using variable step P&O [68] or IncCond [70].

5.2 Artificial neural network

An ANN is a mathematical model inspired from biological neural networks. It is usually used to model complex relationships between inputs and outputs or to classify data patterns and has been used in various applications. A general introduction to the ANN was provided in literature review. Here we give the mathematical expressions of the calculations among each layer. A standard single hidden layer feedforward ANN consists of input, hidden and output layers [197], as shown in Fig. 5.1. Once an input vector, \( X = [x_1, x_2, \ldots, x_n] \), is presented to the neural network, the sum of the weighted inputs are limited by a activation function, \( f(.) \) which can be defined as a threshold function, piecewise-linear function or sigmoid function. A single layer ANN is used as a classifier in this work. Before using the ANN, the weight values between the input and hidden layers must be obtained by training.
the neural network with pre-obtained inputs, $X = [x_1, x_2, \ldots, x_n]$, and target outputs ($Y_t=[y_{t1}, y_{t2}, \ldots, y_{tl}]$). These target outputs can be measured from the real system. Mathematically, for a $(n-h_1-l)$ dimensional single layer ANN as shown in Fig. 5.1, where $n$, $h_1$ and $l$ are the number of input, the number of neurons in the single hidden layer, and the output dimension respectively. The outputs of the $j^{th}$ neuron from the hidden layer is calculated as:

$$
\phi_j(x) = f_j\left(\sum_{i=1}^{n} w_{ji} x_i\right)
$$

(5.1)

where $f_j(.)$ is the activation function for the $j^{th}$ node in the hidden layer, $w_{ji}$ is the weight connecting the $j^{th}$ hidden node with the $i^{th}$ input $x_i$. In the output layer, the $i^{th}$ network output is calculated as:

$$
y_k = f_k\left(\sum_{j=1}^{h_1} w_{kj} \phi_j(x)\right)
$$

(5.2)

where $f_k$ is the activation function for the $k^{th}$ node in the output layer, $w_{kj}$ is the weight connecting the $k^{th}$ output node with the $j^{th}$ node in hidden layer. Training an ANN involves tuning the weight values between inputs (outputs) and the hidden layers of the ANN, by minimizing a performance criterion which is a function of the difference between the target output and the ANN predicted output. In this work we use the Levenberg - Marquardt algorithm to tune the weights and biases of the ANN. The hyperbolic tangent function is considered as the activation function. The cost function for the $k^{th}$ sample data is given by:

$$
E_k = 0.5(Y_{tk} - Y_k)^2
$$

(5.3)

where $Y_{tk}$ is the target output and $Y_k$ is the network output. The input dataset contains different shading patterns or current values on each I-V stair which will be explained in the following sections. The target output in this work is the region of the optimal voltage corresponding to the inputs, that is, the region of the MPP. The target output is coded in binary, where each region is represented as a binary-code using one-hot encoding. For example, ‘001’, ‘010’, and ‘100’ are used to represent three different regions. After training the ANN, it can be used as a classifier to recognize the region number for any given shading pattern.

![Fig. 5.1 ANN with a single hidden layer.](image-url)
5.3 Proposed hybrid MPPT method

In this section, the proposed hybrid MPPT method is explained for two cases: (a) with and (b) without irradiance sensors. In order to demonstrate our proposed method, we take a small PV system as an example. This small PV system is shown in Fig. 4.16. It consists of four identical PV modules connected in series. Each PV module has a bypass diode connected in parallel to reduce the hotspot problem. However, these bypass diodes can generate multiple peaks on the P-V curve of the PV array if the irradiance is not uniform. The number of bypass diodes is equal to the maximum number of peaks on the P-V curve. The parameters of a PV module are listed in Table 5.1. For simplicity, we assume a constant module temperature of 40°C. For PV systems where there is a significant temperature variation, temperature compensation can be used for the corresponding MPP due to the linear relationship between the temperature and the MPP distance on the voltage axis, which will be discussed in the following section. By changing the irradiance on each module in 100W/m² steps (from 100W/m² to 1200W/m²), the MPP under various shading patterns can be generated, as shown in Fig. 5.2. From Fig. 5.2, we see that for a PV string, as in Fig. 4.16, the MPPs are located in particular regions, and thus the optimal working voltage can be classified into the four regions (N regions for an N module string). This is because when we set the temperature to a constant value and change the irradiance on each PV module, there will be four regions on the P-V curve for these four series connected PV modules. Therefore, based on the above observations, the idea of our proposed MPPT method is to identify the region of the optimal working voltage first and then based on this classified region, use a conventional optimization algorithm for unimodal functions such as P&O, IncCond and ESC algorithms to track the MPP within the local area. For the classification function, many methods can be used such as: ANN, Naive Bayes (NB) [198, 199], support vector machine (SVM) [200], k-nearest neighbors (k-NN) [198, 201], etc. Due to the simplicity of the implementation and the high accuracy of an ANN, we use an ANN as a classifier in our work. The irradiance values on the PV modules will be considered as the inputs for the ANN classifier when irradiance sensors are available and the current values measured on each stair of the I-V curve (as in Fig. 5.5) when irradiance sensors are not available.

Since the ANN is only used for classifying the approximate region of the MPP, a slight variation in the characteristic of the PV array will not influence the prediction results. Whereas, the conventional way of applying ANN is to directly predict the optimal voltage/current at the MPP, which puts a higher requirement on the accuracy of the training dataset under various environmental conditions, and even a slight change in the characteristic of the PV array due to system aging may have a large influence on the tracking performance of the MPPT. Thus, in the proposed method, the training dataset can
be easily generated by simulation, which significantly simplifies the complex process of obtaining practical data from a real PV array.

Table 5.1 Parameters of the tested PV module.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum power ($P_{max}$)</td>
<td>15W</td>
</tr>
<tr>
<td>Optimum voltage ($V_{mp}$)</td>
<td>8.55V</td>
</tr>
<tr>
<td>Optimum current ($I_{mp}$)</td>
<td>1.75A</td>
</tr>
<tr>
<td>Open circuit voltage ($V_{oc}$)</td>
<td>10.55V</td>
</tr>
<tr>
<td>Short circuit current ($I_{sc}$)</td>
<td>1.90A</td>
</tr>
<tr>
<td>Number of cells in each module</td>
<td>18</td>
</tr>
<tr>
<td>Temp. coefficient of $I_{sc}$ A/°C</td>
<td>1.50×10^{-3}</td>
</tr>
<tr>
<td>Temp. coefficient of $V_{oc}$ V/°C</td>
<td>-0.04</td>
</tr>
</tbody>
</table>

Fig. 5.2 Distribution of MPPs under various irradiance conditions. The MPP falls into one of the four regions (I, II, III, and IV).

5.3.1 Global MPPT with irradiance sensors

Due to the ability to model the solar cell/module with good accuracy and because of its simple implementation procedure, the analytical method is used to generate the training data. Compared to the single-diode model [19, 20, 128], the two diode model [20] provides better accuracy. Therefore, the two diode model, as described in Section 2.1.1.3, is used to generate the training dataset. The procedure for generating the simulated data includes the following steps: Firstly, based on the parameters provided by the datasheet, use the two-diode model to generate the I-V and P-V curves of the PV modules under various irradiance conditions, then find the location of MPP on each curve. Finally classify all the MPPs according to the location of the MPP for each shading pattern.

Fig. 5.3 shows the block diagram of a PV system using the proposed hybrid MPPT method. The system consists of a PV array simulator, MPPT, a buck converter operating in continuous conduction mode and a load. A buck converter is used in the experiment because of its simplicity and efficiency, it should be noted that in a practical system where the irradiance varies rapidly over a large range, such as the case in tropical climates, a buck-boost converter would be necessary. The experimental setup is the same as that used in Chapter 4. The only difference is the MPPT technique.
The MPPT (indicated within the bottom dashed box in Fig. 5.3) is implemented on a Texas Instruments TMS-F28335 DSP. The parameters for the buck converter are the same as in Table 4.6. In the proposed hybrid MPPT algorithm, the ANN is used to classify the output reference voltage. In this section we assume that the irradiance sensors are available. Therefore, the input signals to the ANN are the spot irradiance values at the four PV modules, and the output signal is the region of the global MPP. During the process of searching around the MPP, the P&O algorithm uses the direct duty ratio perturbation method, whereby changing the duty ratio controls the voltage at the PV simulator output, thus driving the operation towards the MPP. When there is a sudden irradiance change, the ANN is triggered to predict the new region of the global MPP for the new irradiance condition. Based on the classified region, the voltage value of the initial tracking point for the P&O algorithm under the new irradiance condition is calculated by:

\[
V_{\text{ref}} = 0.8 \times C \times V_{\text{oc,STC}}
\]

(5.4)

where \(V_{\text{ref}}\) is the optimal voltage of the PV array, \(V_{\text{oc,STC}}\) is the open circuit voltage at \(\text{STC}\) and \(C\) is the region number of the corresponding irradiance condition identified by the ANN. Since under uniform irradiance conditions, the MPP is usually located at around 80% of the open circuit voltage, we use this as the start value (the initial tracking point) for the P&O algorithm to track the MPP in the local area under the new irradiance condition. Then, for a load with constant voltage \((V_{\text{out}})\), the duty ratio \((D_{\text{ref}})\) of the PWM signal applied to drive the MOSFET power switch of the buck converter is given by:

\[
D_{\text{ref}} = \frac{V_{\text{out}}}{V_{\text{ref}}}
\]

(5.5)
Fig. 5.4 shows the flowchart of the proposed hybrid MPPT method. When the absolute value of the power change in two subsequent perturbations ($\Delta P$) is greater than a specified critical power variation ($P_{sudden}$), a new initial operating point for the P&O algorithm is set by the ANN based predictor and Eqs. (5.4) and (5.5). This is used to adjust the operating point of the P&O algorithm to the new MPP region. The value of the critical power variation, $P_{sudden}$, can be adjusted according to the PV system and its environment. Until another sudden change in irradiance occurs, the system remains at the current MPP by continuously implementing the P&O algorithm. The basic steps of the proposed MPPT method are described as follows.

1. **ANN generation**: Simulate and generate the I-V curve for the PV system under various irradiance conditions offline. Train the ANN with the generated input and target output dataset.

2. **Initialization**: Set the initial value of the duty ratio ($D_{ref}$), the previous value of the power output in the first step ($P_{old}$), and the power change caused by a sudden irradiance change ($P_{sudden}$).

3. **Input data measurement**: Read the irradiance on each PV module: $Irr_i$, ($i = 1, 2, 3, 4$), the voltage ($V(k)$) and the current ($I(k)$) output from the PV string. Calculate the power value.

4. **Region prediction**: Compare the error between the present and the previous power values with the critical power ($P_{sudden}$). If the absolute value of the error is larger than $P_{sudden}$, $|P - P_{old}| > P_{sudden}$, meaning there is a sudden change in the irradiance on the PV modules, then use the ANN to predict the region of the new MPP and determine the initial tracking voltage and duty ratio based on Eqs. (5.4) and (5.5). Set the duration of $D_{ref}$ generated by Eq. (5.5) after this sudden irradiance change to $T_d$ ($T_d = 0.2s$) to ensure the system has stabilized at the new location.

5. Otherwise, continue to track the MPP using P&O, and limit the duty ratio within a predefined boundary ($0.05 < D_{ref} < 0.95$) to ensure the buck converter is operating in the appropriate region of the power curve.

6. Update the previous power value with the present power value, $P_{old} = P$. Output the duty ratio produced by the MPPT algorithm. Go to step (3).
Calculate initial voltage for P&O based on predicted region
Track the MPP using P&O

Yes
No

A sudden irradiance change or timer interrupt?

Fig. 5.4 The general process of the proposed hybrid MPPT.

Table 5.2 shows the pseudo code of the proposed hybrid MPPT within which the function, ANN_classification (.), is used to classify the inputs (the irradiance on the four PV modules).

Table 5.2 The pseudo code of the proposed hybrid MPPT.

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize the parameters for the algorithm, e.g. P_{old}, V_{ocn}, P_{sudden} and D_{ref}.</td>
<td></td>
</tr>
<tr>
<td>Read the irradiance on each PV module (Irr_{i}, (i = 1,2,3,4)), voltage (V(k)) and current (I(k))</td>
<td></td>
</tr>
<tr>
<td>P = I × V;</td>
<td></td>
</tr>
<tr>
<td>If abs (P-P_{old}) &gt; P_{sudden}</td>
<td></td>
</tr>
<tr>
<td>C = ANN_classification (Irr);</td>
<td></td>
</tr>
<tr>
<td>V_{ref} = 0.8×C×V_{oc,STC};</td>
<td></td>
</tr>
<tr>
<td>D_{ref} = V_{out} / V_{ref};</td>
<td></td>
</tr>
<tr>
<td>Else</td>
<td></td>
</tr>
<tr>
<td>ΔD = 0.02;</td>
<td></td>
</tr>
<tr>
<td>End if</td>
<td></td>
</tr>
<tr>
<td>slope = - slope;</td>
<td></td>
</tr>
<tr>
<td>D_{ref} = D_{ref} + slope × ΔD;</td>
<td></td>
</tr>
<tr>
<td>End if</td>
<td></td>
</tr>
<tr>
<td>if (D_{ref} &gt; D_{U})</td>
<td></td>
</tr>
<tr>
<td>D_{ref} = D_{U};</td>
<td></td>
</tr>
<tr>
<td>End if</td>
<td></td>
</tr>
<tr>
<td>if (D_{ref} &lt; D_{L})</td>
<td></td>
</tr>
<tr>
<td>D_{ref} = D_{L};</td>
<td></td>
</tr>
<tr>
<td>End if</td>
<td></td>
</tr>
<tr>
<td>when (P &lt; P_{old})</td>
<td></td>
</tr>
<tr>
<td>P_{old} = P;</td>
<td></td>
</tr>
</tbody>
</table>
5.3.2 Global MPPT without irradiance sensors

The requirement for irradiance sensors in the hybrid MPPT adds to the cost of the system due to their relatively high price. While it would be possible to implement a cheaper solution which uses a small part of the module as the sensor, this may still be considered to be too expensive. In order to avoid the need for irradiance sensors, a scheme to predict the region of the MPP is proposed which directly uses the measured current value at a point on each stair of the I-V curve. The I-V curve exhibits a staircase effect when partial shading is present due to the nonlinear characteristic of PV cells and the function of the bypass diodes, as shown in Fig. 5.5. Thus, no irradiance sensors are required and the algorithm is able to track the global MPP for PV systems under non-uniform irradiance conditions.

For example, when a sudden irradiance change occurs, the combination of the measured current at each of the stair points (such as points A, B, C and D) can be considered as the inputs for the ANN to predict the MPP region. The voltage values of these sampling points \( V_{samp} \) are set as:

\[
V_{samp} = [V_A, V_B, \ldots, V_j, \ldots, V_{ocn}] = [0.5 V_{ocn}, 1.5 V_{ocn}, \ldots, (0.5 + j) V_{ocn}, \ldots, V_{ocn}], (j = 0, 1, 2, \ldots, N_m)
\]  

(5.6)

where \( V_j \) are the voltage values of the stair points on the I-V curve, \( V_{ocn} \) is the open circuit voltage of one PV module under STC and \( N_m \) is the number of PV modules connected in series in the same PV string (also the number of maximum possible MPPs). These current values are measured continuously from the PV array when a partial shading event is sensed.

Temperature also affects the MPP region and should be considered as another input to the ANN. However, the temperature influence on the I-V curve makes the process of training the ANN more complex. Additionally, if the voltage values of the sampling points from the I-V curve are constant, it may lead the system to a negative current value, especially for the sampling point located in the MPP region close to the open circuit voltage, for instance, \( V_D \). Therefore, we train the ANN with datasets generated with varying irradiance but only constant temperature, and then compensate for the influence of temperature on the I-V curve. When the temperature on the solar cell surface decreases/increases, the MPP locus will shift right/left along the voltage axis. As described in [202], the additional temperature compensation voltage is proportional to the panel temperature. Therefore, in order to make sure that there is a sampling point on each stair of I-V curve as well as to reduce the influence of the temperature, the voltage values are compensated based on the linear equation given by:

\[
V_{samp} = V_{samp0} + V_{comp}
\]  

(5.7)
where $V_{\text{sample}}$ is the voltage value under STC and $V_{\text{comp}}$ is the compensation voltage value based on the measured temperature. By observing the optimal point change on the I-V curves when temperature varies from 20$^\circ$C to 60$^\circ$C as shown in Fig. 5.6, it can be found that the proportion is different for each region of the MPP. Therefore, the relationship between the compensation voltage and the temperature can be determined as [202]:

$$V_{\text{comp}} = A(i) \cdot (25 - \text{Temp}(k)), \quad (i = 1, 2, ..., N_m)$$

where $A(i)$ is the proportion for different MPP regions and $\text{Temp}(k)$ is the temperature value measured at the back of one of the panels at $k^{th}$ time interval. Because the temperature difference between PV modules is relatively small, due to the same material and weather conditions, only one temperature sensor is needed for the PV system. The compensation proportion for each region can be determined from the voltage difference between the minimum and maximum temperature values for each sampling point. In the presented work, the temperature on the solar panels is assumed to vary within the range of 20$^\circ$C to 60$^\circ$C in the experiment. Thus, the proportion for each region is computed to be $A = [1.42, 3.28, 5.14, 6.72]$. After predicting the MPP region, the duty ratio value for the P&O algorithm to continue to search within the local area is calculated by:

$$D_{\text{ref}} = \frac{V_{\text{out}}}{(0.8 \cdot C \cdot V_{\text{ocn}} + V_{\text{comp}} + V_{\text{out}})}.$$  \hfill (5.9)
The change in operating point (circle and triangle points) when the temperature varies from 20°C to 60°C. The I-V curves (P₁, P₂, P₃, P₄) and (P₁', P₂', P₃', P₄') are for 20°C and 60°C, respectively.

The detailed flowchart for the hybrid MPPT method without irradiance sensors is given in Fig. 5.7. Because four sampling points are sampled continuously for the experimental PV system (Fig. 5.3), a flag signal (j, (j = 1, 2, ..., Nₘ)) is used to label the sequence of the sampling points. An additional completion signal (flag) is applied to ensure that the power difference between each sampling point (j) is not misinterpreted as a sudden irradiance change.

Fig. 5.7 Detailed flowchart for tracking the global MPP using the proposed hybrid MPPT without irradiance sensors.
The basic steps can be described as follows.

1. **ANN predictor generation**: Simulate and generate the I-V curves based on the single/two diode model for the PV system under varying irradiance and constant temperature \((T = 25^\circ C)\) conditions offline. Get the current values for the predefined sampling points. Prepare the training data for the ANN predictor. Train the ANN with the generated datasets.

2. **Initialization**: Set the initial value of \(N_m = 4\), \(D_{ref} = 0.3\), \(\Delta D = 0.002\), \(P_{old} = 0\), \(P_{sudden} = 5\)W, \(V_{samp} = [0.5, 1.5, 2.5, 3.5] \cdot V_{ocn}\), \(j = 0\), \(Flag = 1\).

3. **Input data measurement**: Read the voltage \((V(k))\) and the current \((I(k))\) from the PV string and the solar cell temperature \((Temp(k))\). Calculate the power value \((P(k))\).

4. **Region prediction**: Compare the error between the present and the previous power values with the critical power \((P_{sudden})\). If the absolute value of the error is larger than \(P_{sudden}\), \(|P - P_{old}| > P_{sudden}\), and the completion signal \(Flag = 1\), which indicates the algorithm is ready for the next sudden irradiance change after the last global MPP has been reached, it means there is a sudden change in the irradiance on the PV modules. Then the algorithm starts to perform a global MPP region prediction. Firstly, the completion signal ‘Flag’ is set to 0. Then, for each sampling point \((j)\), calculate the compensation voltage based on the measured temperature and then output the duty ratio and measure the current, until the last point is completed \((j > N_m\) is satisfied). Use the ANN to predict the region of the new global MPP and determine the initial tracking duty ratio value for the P&O algorithm to track the (global) MPP within the local area. Reinitialize \(j\) and \(Flag\) to 0 and 1, respectively.

5. Otherwise, continue to track the MPP using P&O, while limiting the duty ratio within a predefined boundary \((0.05 < D_{ref} < 0.95)\) to ensure the buck converter is operating in the appropriate region of the power curve.

6. Update the previous power value with the present power value, \(P_{old} = P\). Output the duty ratio produced by the MPPT algorithm. Go to step 3.

### 5.4 Results and discussion

#### 5.4.1 Simulation results

In order to verify the effectiveness, in particular the response to rapid irradiance changes, of the proposed hybrid MPPT, the tracking ability of the proposed hybrid MPPT algorithm, under various shading patterns, is examined by performing a number of simulations using Simulink/MATLAB. The structure of the tested PV system with buck converter is shown in Fig. 5.3. The parameters of the PV modules, configured as in Fig. 4.16, are the same...
as in previous section in Table 4.5. The MPPT algorithm is updated every 0.12s (referred to as the update period of MPPT, $1/f_{\text{mppt}}$). The previous power value in the first step ($P_{\text{old}}$) is set to 0. The duty ratio changes with a step size of 0.02 ($\Delta D$) in each MPPT update. It should be noted that too large a step size accelerates the tracking speed but leads to large oscillations around the MPP, while too small a step size reduces the oscillation around the MPP but slows down the tracking speed. The trade-off between the tracking speed and the oscillation around the MPP should be made when deciding the step size.

The time that $D_{\text{ref}}$ is applied to the inverter, before the P&O algorithm begins tracking the MPP after a sudden irradiance change ($T_d$) is set to 0.2s. The critical power variation for indicating a sudden irradiance change ($P_{\text{sudden}}$) is set to 5 W. Since it is difficult to test all possible shading patterns, we selected 24 typical shading patterns, as listed in Table 5.3. These shading patterns include both uniform (SP1) and non-uniform (SP2 through to SP24) irradiance conditions. For SP1, there is only one unique peak (the MPP) on the P-V curve, which is obviously the global MPP. For other shading patterns, there are multiple peaks in the power curve.

To examine the impact of transient shading patterns on the proposed hybrid MPPT algorithm, we examine three specific cases: SP1 to SP2 (SP1-SP2); SP1 to SP3 (SP1-SP3); and SP1 to SP4 (SP1-SP4). For each transient case, the final global MPP after transition is located in a different region: the global MPP for SP2, SP3, and SP4 are located within regions VI, III, and II, respectively, as shown in Fig. 5.2.

<table>
<thead>
<tr>
<th>SP</th>
<th>SPs [M1, M2, M3, M4]</th>
<th>SP</th>
<th>SPs [M1, M2, M3, M4]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP1</td>
<td>[600.0, 600.0, 600.0, 600.0]</td>
<td>SP13</td>
<td>[758.1, 764.0, 931.7, 613.3]</td>
</tr>
<tr>
<td>SP2</td>
<td>[600.0, 600.0, 300.0, 300.0]</td>
<td>SP14</td>
<td>[324.2, 943.4, 808.3, 229.1]</td>
</tr>
<tr>
<td>SP3</td>
<td>[900.0, 400.0, 800.0, 800.0]</td>
<td>SP15</td>
<td>[824.4, 743.8, 641.3, 852.3]</td>
</tr>
<tr>
<td>SP4</td>
<td>[400.0, 400.0, 100.0, 100.0]</td>
<td>SP16</td>
<td>[324.1, 943.4, 808.3, 229.1]</td>
</tr>
<tr>
<td>SP5</td>
<td>[209.3, 573.3, 852.3, 910.9]</td>
<td>SP17</td>
<td>[600.6, 677.0, 758.1, 943.4]</td>
</tr>
<tr>
<td>SP6</td>
<td>[532.2, 477.9, 871.1, 966.6]</td>
<td>SP18</td>
<td>[958.0, 931.7, 296.2, 743.8]</td>
</tr>
<tr>
<td>SP7</td>
<td>[764.0, 241.0, 811.8, 256.5]</td>
<td>SP19</td>
<td>[764.0, 240.9, 811.8, 256.5]</td>
</tr>
<tr>
<td>SP8</td>
<td>[616.5, 252.6, 677.0, 623.8]</td>
<td>SP20</td>
<td>[502.9, 808.3, 857.0, 532.2]</td>
</tr>
<tr>
<td>SP9</td>
<td>[462.8, 743.8, 870.3, 533.9]</td>
<td>SP21</td>
<td>[240.6, 857.0, 615.7, 824.0]</td>
</tr>
<tr>
<td>SP10</td>
<td>[631.0, 685.5, 296.2, 870.3]</td>
<td>SP22</td>
<td>[502.9, 808.3, 857.0, 532.2]</td>
</tr>
<tr>
<td>SP11</td>
<td>[870.3, 477.9, 451.0, 803.0]</td>
<td>SP23</td>
<td>[808.3, 641.3, 255.3, 213.0]</td>
</tr>
<tr>
<td>SP12</td>
<td>[808.3, 641.3, 255.3, 213.0]</td>
<td>SP24</td>
<td>[533.9, 455.8, 857.0, 852.3]</td>
</tr>
</tbody>
</table>

5.4.1.1 Simulation results with irradiance sensors

The change of operating point on the I-V and P-V curves using the proposed hybrid MPPT method with measured irradiance values for these three cases is shown in Fig. 5.8, Fig. 5.9,
and Fig. 5.10, respectively. The arrows in each figure illustrate the changing direction of the operating point. In Fig. 5.8, initially, with pattern SP1, the operating point starts from point O, and then the conventional P&O based MPPT moves the operating point to point A (A’ on the I-V curve). While the irradiance remains constant, or varies only slightly, the operating point oscillates around point A. When the shading pattern suddenly changes from SP1 to SP2, the working point shifts from point A to point B (B’ on the I-V curve). As a result, the simulation step sees a power change larger than $P_{sudden}$ (5W). This triggers the ANN to estimate the region for the current irradiance condition. Based on the predicted region, the reference duty ratio is calculated using Eqs. (5.4) and (5.5) and as a result, the operating point is moved from point B to point C. Finally, the conventional P&O MPPT moves the operating point to point D, where it remains (oscillating slightly around point D). For this particular case (SP1-SP2), point C and D are coincidently identical. Similarly, for the other two cases (SP1-SP3 and SP1-SP4), the operating point moves to point A and then moves to point B and C, and finally fluctuates around the global MPP (point D). Thus we see that the proposed hybrid method can always track the global MPP, while the conventional P&O algorithm may be trapped in a local MPP.

![Fig. 5.8 The performance of proposed hybrid MPPT when the shading pattern changes from SP1 to SP2.](image1)

![Fig. 5.9 The performance of proposed hybrid MPPT when the shading pattern changes from SP1 to SP3.](image2)
Fig. 5.10 The performance of proposed hybrid MPPT when the shading pattern changes from SP1 to SP4.

5.4.1.2 Simulation results without irradiance sensors

Fig. 5.11 shows the tracking locus on the P-V curve for the proposed method without irradiance sensors when the shading pattern changes from SP1 to SP2. When a sudden partial shading event is sensed, the process of sampling the four successive points within the four possible MPP regions is conducted. Thus, the corresponding working point moves from the original stable point O₁ to A, B, C, and finally D. It should be noted that in this simulation, a buck-boost converter is used so that the voltage below the output voltage value can also be reached, such as for point A. When the sampling process is completed, the ANN predictor is then activated to predict the global MPP region for the P&O algorithm to continue to track until the global MPP is reached. For this case, the final global MPP is located in region IV. Therefore, the final stable point is moved to O₂. Fig. 5.12, Fig. 5.13 and Fig. 5.14 show the power and the voltage values for shading pattern changes from SP1 to SP2, SP1 to SP3, and SP1 to SP4, respectively, during the sampling process using the proposed MPPT method. We can see from Fig. 5.12 that the power value changes from 35.2W to 18.5W which is the maximum power for shading pattern SP2. Vₐ, Vₐ, Vₐ, and Vₐ in Fig. 5.13 are the voltages of the corresponding sampling point. Other shading pattern combinations are handled in a similar way.

Fig. 5.11 The tracking locus on the P-V curve by the proposed method without irradiance sensors when the shading pattern changes from SP1 to SP2.
Fig. 5.12 The power and voltage values by the proposed MPPT without irradiance sensors when the shading pattern changes from SP1 to SP2.

Fig. 5.13 The power and voltage values by the proposed MPPT without irradiance sensors when the shading pattern changes from SP1 to SP3.
Fig. 5.14 The power and voltage values by the proposed MPPT without irradiance sensors when the shading pattern changes from SP1 to SP4.

5.4.2 Experimental results

The effectiveness of the proposed hybrid MPPT is verified using an experimental setup. Eight transient cases are first examined and then the transient response of the proposed MPPT using 25 shading patterns with a shading pattern shift every 10 seconds is tested.

5.4.2.1 Single transient response

After training the ANN-based predictor using simulated data, different shading patterns are applied (via the solar simulator) to the buck converter controlled by the hybrid MPPT. The initial parameters of the system are set to the same values as in the simulation section. In order to evaluate the efficiency of the hybrid MPPT, we define the energy capture ($E$) as:

$$E = \sum_{i=1}^{N_t} P(i)$$  \hspace{1cm} (5.10)

where $P(i)$ is the power obtained by applying the MPPT algorithm at the $i^{th}$ second and $N_t$ is the total time in seconds. Additionally, we define the energy difference ($\delta_p$) between the hybrid MPPT and the P&O MPPT as:

$$\delta_p = \frac{\sum_{i=1}^{N_t} |P_{\text{Hybrid}}(i) - P_{\text{P&O}}(i)|}{\sum_{i=1}^{N_t} P_{\text{P&O}}(i)} \times 100\%$$  \hspace{1cm} (5.11)
where $P_{\text{Hybrid}}(i)$ and $P_{\text{P&O}}(i)$ are the powers extracted by the hybrid and P&O MPPT at the $i$th second, respectively.

To test the transient response of the hybrid MPPT, we examined eight separate test cases with a single shading pattern change. For all test cases, except the shading pattern change from SP1 to SP2, the global MPP region after the shading pattern change is different from the initial region. The PV array generates a different power value for each shading pattern. In this experiment, each shading pattern is applied for 25s. The energy captured from the PV modules by the proposed hybrid MPPT along with the energies from four existing methods, namely P&O [50, 52], Fibonacci search method [83], PSO [54], and DE [96, 203], are shown in Table 5.4. For the case SP1 to SP2, all the MPPT methods produce almost the same energy. This is as expected due to the similar location of the global MPP for these two shading patterns. The slight energy difference is due to a combination of the power capture mechanism of each method and system noise, resulting in the operating point fluctuating around the power maxima. The percentage in brackets indicates the energy increase of the corresponding MPPT technique compared to the standard P&O method. The energy increase is calculated based on Eq. (5.11). A negative value means that the MPPT technique produces less power than the standard P&O and thus results in a power loss. A value highlighted in grey indicates that the MPPT has not found the global maxima (the MPP) and is instead trapped at a local maxima.

As expected, P&O remains trapped at the local maxima when a shading pattern change causes a change in the region of the MPP. Thus, P&O is trapped at a local maxima for all cases except the shading pattern change from SP1 to SP2, where the global MPP for the two shading patterns is in the same region. For the Fibonacci search method, it has a fast convergence speed but is unable to guarantee convergence to the global MPP for all shading patterns. This can be seen from Table 5.4, where four shading pattern changes result in the Fibonacci search based MPPT converging to a local maxima, as indicated by the grey highlighting.

Similarly, for the PSO method, there is one case where the MPPT converges to a local maxima. It should be noted that for the DE and PSO based MPPTs, the choice of parameters significantly influences the tracking performance, and a poor choice can result in the operating point remaining trapped at a local maxima. Since the DE and PSO optimization algorithms always record the optimal point with the maximum power value during the iteration process, a sudden power change caused by an irradiance transient, system noise or from a change in the load may result in the algorithm tracking an incorrect operating point. This is further complicated by the relatively long convergence time in reaching the MPP, due to the stochastic mechanism of the DE and PSO algorithms.
Table 5.4. The energy capture by P&O, Fibonacci search, PSO, DE and the proposed hybrid MPPT, and the percentage change from P&O, for the shading pattern changes indicated.

<table>
<thead>
<tr>
<th>Shading pattern</th>
<th>Energy Capture (J)</th>
<th>Percentage Change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P&amp;O</td>
<td>Fibonacci</td>
</tr>
<tr>
<td>SP1-SP2</td>
<td>1367.8</td>
<td>1188.5 (13.1%)</td>
</tr>
<tr>
<td>SP2-SP3</td>
<td>1061.6</td>
<td>1108.1 (+4.4%)</td>
</tr>
<tr>
<td>SP2-SP4</td>
<td>612.7</td>
<td>606.8 (-9.6%)</td>
</tr>
<tr>
<td>SP2-SP5</td>
<td>778.7</td>
<td>1116.1 (+43.3%)</td>
</tr>
<tr>
<td>SP2-SP7</td>
<td>813.5</td>
<td>835.8 (+2.7%)</td>
</tr>
<tr>
<td>SP2-SP8</td>
<td>855.8</td>
<td>1084.7 (+26.7%)</td>
</tr>
<tr>
<td>SP2-SP10</td>
<td>919.1</td>
<td>1095.2 (+19.2%)</td>
</tr>
<tr>
<td>SP2-SP12</td>
<td>777.3</td>
<td>911.0 (+17.3%)</td>
</tr>
</tbody>
</table>

Compared to these four MPPTs, the proposed hybrid MPPT is always able to track the global MPP and generate a significantly increased energy output. In the proposed hybrid MPPT, the region of the global MPP is predicted in one step and then the global MPP is reached by applying a conventional P&O algorithm over the local area. Because of this, the tracking time is significantly reduced. In addition, the energy produced by the proposed hybrid MPPT is up to 40.8% higher than that of the P&O algorithm.

As an example, we examine the detailed transient response of one particular case (SP2-SP4). For this case, we would expect to move from location B to location D on the P-V curves given in Fig. 5.15. Fig. 5.16 shows the location of the experimentally measured operating point when the shading pattern changes from SP2 to SP4. From Fig. 5.16, we can see that the hybrid MPPT can transfer the operating point to the new global MPP (region B), which increases the power output. Fig. 5.17 shows the power output from the proposed hybrid MPPT, P&O, DE, PSO, and Fibonacci based MPPT. It clearly shows that the implementation of the P&O, Fibonacci, and PSO MPPTs are trapped at a local maxima when the shading pattern changes from SP2 to SP4. Whereas, the DE based MPPT and the proposed hybrid method are able to find and track the global MPP for the new shading pattern condition. The transient response time for the proposed method to track the new global MPP from SP2 to SP4 is around 1.5s.
Fig. 5.15. P-V curves for SP1, SP2, SP3 and SP4.

Fig. 5.16. Experimental operating point on P-V curves using the proposed hybrid MPPT when the shading pattern changes from SP2 to SP4.

Fig. 5.17. The experimental power output (W) versus time (s) for the proposed hybrid MPPT and four existing MPPT methods (P&O, DE, PSO, and Fibonacci) for a shading pattern change from SP2 to SP4.
5.4.2.2 Transient response of multiple shading pattern shifts

In order to verify the energy capture increase of the proposed hybrid MPPT under various transient irradiance conditions, a transient test using 25 separate I-V curves, applied at 10s intervals, is examined. The MPPT parameters, including the MPPT update period \(1/f_{\text{mppt}}\), the sampling period of the ADC \(T_s\), the duty ratio step size \(\Delta D\) and the time delay \(T_d\), are the same as for the previous section. The 25 shading patterns are the 24 shading patterns in Table 5.3, starting and finishing with SP1. The order of the shading patterns is as shown in Table 5.3, that is: SP1, SP2, ..., SP24, SP1. These 25 I-V curves, with 128 data points for each curve, are imported into the memory of the PV simulator.

Table 5.5 shows the energy capture by the proposed hybrid MPPT and the four existing MPPT techniques under transient shading patterns. From Table 5.5, we can see that proposed method produce more energy than the other four MPPT techniques. For the PSO based MPPT, there are two critical aspects to take into consideration. One is the settings of the control parameters such as \(w\), \(c_1\) and \(c_2\). Inappropriate values for these parameters can easily lead to a large error in the MPPT performance, resulting in a performance which is sometimes even worse than that of the conventional P&O algorithm. This can be seen from Table 5.5, where the PSO algorithm, with parameters \(c_1 = 1.5\), \(c_2 = 1.6\), \(w = 0.4\), produces less power than the P&O algorithm. This is because inappropriate parameter settings cause a slow tracking speed which results in the algorithm not converging before the next perturbation occurs. While this method is very efficient for relatively stable and long non-transient partial shadings on the PV modules, it is not suitable when the PV system is located where many fast irradiance transitions occur, such as in the tropics [191]. This is because the global tracking PSO algorithm requires a relatively long time to track the global MPP.

Moreover, from the experiment we found that the performance of the PSO based MPPT is very sensitive to the parameter settings, whereas, DE based MPPT is less sensitive to the parameters than PSO for various shading pattern changes. As shown in Table 5.5, DE still can output more power than the conventional P&O algorithm and shows little difference in the power capture for different parameter settings. As expected, the Fibonacci search MPPT has a fast tracking speed but it is not a global tracking method and thus produces less power than that of the proposed method. Compared to these four MPPTs, the proposed hybrid MPPT can track the global MPP for all shading patterns with a relatively fast tracking speed and outputs the maximum energy. The corresponding power curve for each MPPT is shown in Fig. 5.18.
Table 5.5. The energy capture (in kJ) by the proposed hybrid MPPT and four existing MPPT techniques under transient shading patterns.

<table>
<thead>
<tr>
<th>P&amp;O (kJ) (ΔD=0.02)</th>
<th>PSO (kJ) (c_1=1; c_2=1.5; w=0.27)</th>
<th>PSO (kJ) (c_1=1.5; c_2=1.6; w=0.4)</th>
<th>DE (kJ) (F=1; CR=0.9)</th>
<th>DE (kJ) (F=0.8; CR=0.7)</th>
<th>Fibonacci (kJ) (N=13)</th>
<th>Hybrid MPPT (kJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.81</td>
<td>5.98 (+2.9%)</td>
<td>5.68 (-2.2%)</td>
<td>6.06 (+4.3%)</td>
<td>5.97 (+2.8%)</td>
<td>6.02 (+3.6%)</td>
<td>6.70 (+15.3%)</td>
</tr>
</tbody>
</table>

Fig. 5.18. A comparison of the experimental power output by proposed hybrid method, P&O, DE, PSO, and Fibonacci search method for varying shading patterns.

To illustrate the tracking performance of the proposed hybrid MPPT in detail, we examine the tracking mechanism for the 40s to 80s period (inside the dashed box) in Fig. 5.18. Four shading patterns (SP5, SP6, SP7 and SP8) are applied during this period. Fig. 5.19 shows the P-V curves (with the ordinate values of global MPPs) for these four shading patterns. From Fig. 5.18, we can see that the hybrid MPPT can successfully find the global MPP for all these four shading patterns, while P&O fails to track the global MPP for SP5, SP7 and SP8. DE tracks to the global MPP for SP6, SP7 and SP8 but converges to the local maxima for SP5 at point F as shown in Fig. 5.19. PSO takes a long time to converge to the global point A (SP5). The Fibonacci search method can track the global MPP for all shading patterns except SP7. All methods can adequately track to the global MPP for SP6. During the transition from SP5 to SP6, the operating point for the P&O algorithm is expected to move from point A to the local maxima (point E in Fig. 5.19). However, as this local maxima has a relatively small amplitude, system noise allows it to move to the global MPP (point B). It should be noted that when the operating current is low (under low irradiance), the power curve becomes very flat, such as the area from 20V to \(V_{oc\_STC}\) for SP7 in Fig. 5.19. This may lead to the operating point shifting in a large range of voltage due to measurement noise in the voltage and current signals and may even cause the
operating point to move between adjacent local maxima. If the adjacent region contains
the global MPP, it can improve the power capture, but if there is a local maxima which has
lower power value, then it will decrease the performance of the system.

Fig. 5.20(a) shows the voltage and current readings from the PV array output for the
complete experiment (250s) using the proposed hybrid MPPT, while Fig. 5.20(b) shows
the zoomed region for SP5, SP6, SP7 and SP8. The voltage reading is measured from the
output of the amplifier in the voltage sensor. The voltage and current gain are 33.7 and 1.3
respectively. From Fig. 5.20(b), we can see that the average transient time for tracking the
global MPP for a new shading pattern is about 1.5 to 2 seconds. The transient time can be
further improved by changing the values of MPPT frequency and the duty ratio.
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**Fig. 5.19.** P-V curves for SP5, SP6, SP7 and SP8.
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**Fig. 5.20.** (a) The voltage and current readings at the output of the PV simulator using the
proposed hybrid MPPT for 25 shading patterns, and (b) the zoomed region within the dashed box.

The voltage and current gains are 33.7 and 1.3, respectively.
While the experimental results presented above are limited to an array string of only four modules, the proposed hybrid MPPT can be easily scaled to larger PV arrays with more series connected modules. The success of applying this technique depends on the classification ability of the neural network. For small or medium sized PV arrays, neural networks with a simple structure, such as widely used back propagation and feedforward neural networks, can be used as a classifier. For large scale PV arrays with a large number of PV modules connected in series, a neural network with a more complex structure, providing better classification ability, would optimally be required. However, for a large PV array operating in a tropical environment subjected to partial shading due to rapid irradiance transitions, it may be better to separate the array into several medium sized PV arrays (or use distributed MPPT) as a very large array with a central MPPT would be susceptible to a significant power loss.

Even though the proposed method is tested using a PV array simulator which outputs exactly the same I-V characteristics as the real PV modules, this proposed method can be applied to various PV systems which consists of large number of PV arrays with two different widely used solar cell techniques such as silicon multi-crystalline and silicon mono-crystalline solar cells wherever there are multiple peaks on its output P-V characteristic. For thin film solar modules, the partial shading problem is different because of its monolithic structure. Possible MPPT techniques for thin film solar modules are left for our future research.

5.5 Summary

In this chapter, an efficient hybrid MPPT algorithm for PV systems operating under partial shading conditions is proposed. It combines an ANN with the conventional P&O MPPT algorithm. The ANN is used as a classifier to predict the region of the new shading pattern on the P-V curve when a sudden irradiance change is detected. Two possible implementations are examined. The first uses relatively expensive irradiance sensors to provide the inputs to the ANN classifier, while the second is lower cost solution (actually, zero additional cost compared to the conventional P&O algorithm) which uses only one pair of current and voltage sensors because our proposed method uses the current values successively measured at discrete voltage points (corresponding to the I-V steps caused by shading) as inputs to the ANN classifier. In both implementations the ANN output is the region of the optimal MPP. The influence of temperature on the location of MPP is compensated for according to the linear relationship between the temperature value and the voltage value of the optimal MPP. Based on the predicted region, the initial operating point for the new shading pattern is generated, and then a conventional MPPT algorithm
(such as P&O or any other efficient local MPP search method) is used to search the local area for the global MPP.

The effectiveness of our proposed hybrid MPPT is verified using both simulation and experimental analysis. The step response and transient performance of the proposed method under various shading patterns is compared with the conventional P&O algorithm and three widely used computational MPPTs, namely the Fibonacci search method, PSO and DE. The results show that the proposed hybrid MPPT can efficiently track the global MPP under various shading patterns with much better tracking accuracy than the other compared methods. The system response time for transitioning between shading patterns is less than 2 seconds and this transient time can be improved by adjusting the step size and the frequency of the MPPT or by using a faster local MPP search technique (such as ESC). The proposed algorithm can also be applied to relatively large scale PV systems with large module strings. It could even be applied at the module level in distributed MPPT PV systems with an MPPT on each PV module, to eliminate modular level shading effects.
Chapter 6  Conclusions and future work

6.1 Conclusions

This thesis focuses on maximum power point tracking (MPPT) techniques for PV systems under partial shading and rapidly changing irradiance conditions. In achieving this aim, it became obvious that better parameter extraction and modeling of the photovoltaic (PV) cell/module/array were needed as these techniques are fundamental to our analysis and simulation of MPPT systems. Limitations to existing parameter extraction and modeling techniques for PV systems resulted in an extension of the scope of this thesis to also cover these topics. Modeling and parameter extraction of the PV module is examined in Chapter 3, while MPPT for PV systems under partially shaded conditions is examined in Chapter 4 and Chapter 5.

A review of the literature related to modeling methods for PV and of MPPT for PV systems is presented in Chapter 2. Each modeling method is described and compared with each other in terms of tracking accuracy, computational complexity, and other factors that influence the performance of MPPT. The MPPT techniques are evaluated using several characteristics, namely the global tracking ability, system dependency, tracking accuracy, implementation complexity, number of sensors required, type of implementation, and online or offline operation. The factors affecting the performance of each method are also given.

Based on the disadvantages of the existing modeling methods in the review, a Chebyshev functional link neural network (CFLNN) based model for the PV cell/module/array is introduced in Chapter 3. The advantages of this method include lower implementation complexity than the conventional multilayer perceptron (MLP) neural network due to the absence of hidden layers in the network and better accuracy than the conventional two diode model.

When the analytical method is used for PV array modeling, accurate parameter extraction of the PV cells is of major importance. Because of the limitations and the inaccuracies in existing parameter extraction techniques, an improved adaptive differential evolution (IADE) algorithm based optimization technique is proposed to extract the parameter values for the analytical models of the PV array. In this method, the scaling factor and crossover rate values in the standard differential evolution (DE) algorithm are updated according to the feedback of fitness value in each iteration step. This eliminates the need
for users to tune the control parameters for different environmental conditions. The
simulation and experimental results show better accuracy than that provided by many
other widely used optimization methods such as genetic algorithm (GA), conventional DE,
simulated annealing (SA), particle swarm optimization (PSO), and an analytical method
based on polynomial fitting and the Lambert W function.

Partial shading, particularly that associated with very rapid irradiance change, as
experienced in the tropics, results in many existing MPPT algorithms extracting less than
the optimum power. For the MPPT problem under partial shading conditions, a novel ant
colony optimization (ACO) based MPPT is proposed in Chapter 4. This is the first time
that ACO has been directly applied to the MPPT problem. The effectiveness of the
proposed method is verified using both simulation and an experiment setup under various
shading patterns. This method is able to track the global MPP without needing irradiance
or temperature sensors, has a good tracking accuracy and compared to the PSO algorithm,
has a faster tracking speed. As many other related evolutionary algorithms can also be
applied to MPPT, we proposed a uniform application scheme for applying this type of
algorithm into PV systems with various structures. Furthermore, a scheme for accelerating
the tracking speed is also discussed.

Since the artificial neural network (ANN) has the ability to predict the result in one step,
unlike the evolutionary algorithms which find the global MPP by successively perturbing
the working point, a hybrid MPPT is proposed in Chapter 5. It combines an ANN and a
conventional perturb and observe (P&O) MPPT. Unlike the conventional ANN, instead of
predicting the optimal voltage/current at the MPP directly, the ANN is utilized to predict
the region of the MPP. Then the conventional P&O algorithm is applied to track the global
MPP within the local area. The temperature influence on the location of the MPP is
compensated for according to the linear relationship between the voltage of PV array and
the temperature. A new method to predict the global MPP region for the case when the
irradiance sensors are not available is also investigated. In this method, the current values
measured successively from the fixed points on the staircase of the I-V curve, which
occurs during partial shading, are used as the inputs to the ANN. This hybrid MPPT has a
fast response due to its direct prediction of the global MPP region within one step and is
able to track the global MPP even without the irradiance sensors, making it relatively low
cost. The effectiveness of the proposed hybrid MPPT is verified with both simulation and
experimental setup under various shading patterns.

6.2 Future work

The single and two-diode models are two common analytical modeling methods for the
conventional crystalline silicon PV cell/module/array. However there is less literature on
modeling for CIGS thin film PV cells. Thin film technology has been improved steadily over recent years and has become very competitive due to its better flexibility, lower price and simpler manufacturing process than the conventional crystalline silicon PV technology. Although there is some work on the electrical modeling for Copper-Indium-Gallium-Selenide (CIGS) thin-film solar cells in [204-212], the way of calculating parameters for the models needs to be improved by considering other factors, which can influence the results of the model, such as the irradiance and temperature.

Partial shading is also an important issue for other PV cell technologies, especially for monolithic thin film PV cells. For crystalline silicon PV cells, bypass diodes can be used to mitigate the shading effects, while for the monolithic thin film PV cell, there is little in the literature on this topic. Since in the fabrication process the thin film PV modules are produced monolithically, the characteristics of the cutting method for the PV cells, such as cutting shapes, orientations and sizes, can also influence the performance of the PV cell, thus the geometrical design of the PV cells may influence the performance under partial shading.

Based on the proposed a uniform implementation scheme in Chapter 4, more work can be done to improve the performance of MPPTs based on the evolutionary optimization algorithms. For example, the tracking ability of the standard ACO based MPPT can be enhanced by utilizing a variant of ACO [213, 214] or combining the advantages of different types of the evolutionary optimization algorithms. In addition, there are no clear criteria for the parameter settings of these algorithms in MPPT from the current literature, opening up a possible topic to study.

Apart from above topics, the detection of the partial shading condition is another important area to examine because the method to detect the occurrence of the partial shading can help to determine the characteristics of the PV array under the shading conditions. In tropical areas there are a large numbers of transient irradiance events due to rapidly moving clouds. Conventional MPPTs, as described in the review part in Chapter 2, are generally not able to track the global MPP under environmental conditions with large continuous transients. Therefore, more work needs to be done to develop MPPTs which are able to operate under rapid changing conditions. Moreover, for the large scale PV systems, distributed MPPT where each PV module is equipped with an MPPT is a potential strategy to relieve the partial shading issue. Applying evolutionary optimization algorithms or extremum seeking control methods into distributed MPPT and its performance comparison with different structures would be worthy research topics.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACO</td>
<td>Ant Colony Optimization</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
</tr>
<tr>
<td>BOS</td>
<td>Balance of System</td>
</tr>
<tr>
<td>BL</td>
<td>Bridge-Link</td>
</tr>
<tr>
<td>BST</td>
<td>Bisection Search Theorem</td>
</tr>
<tr>
<td>BP</td>
<td>Back Propagation</td>
</tr>
<tr>
<td>CFLNN</td>
<td>Chebyshev Functional Link Neural Network</td>
</tr>
<tr>
<td>CST</td>
<td>Concentrating Solar Thermal</td>
</tr>
<tr>
<td>COS</td>
<td>Center of Singleton</td>
</tr>
<tr>
<td>COG</td>
<td>Center of Gravity</td>
</tr>
<tr>
<td>DE</td>
<td>Differential Evolution</td>
</tr>
<tr>
<td>DIRECT</td>
<td>Dividing Rectangles</td>
</tr>
<tr>
<td>DMPPT</td>
<td>Distributed MPPT</td>
</tr>
<tr>
<td>ESC</td>
<td>Extremum Seeking Control</td>
</tr>
<tr>
<td>EPBT</td>
<td>Energy Payback Time</td>
</tr>
<tr>
<td>FLANN</td>
<td>Functional Link Artificial Neural Network</td>
</tr>
<tr>
<td>FL</td>
<td>Fuzzy Logic</td>
</tr>
<tr>
<td>FEB</td>
<td>Functional Expansion Block</td>
</tr>
<tr>
<td>FADE</td>
<td>Fuzzy Adaptive DE</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithm</td>
</tr>
<tr>
<td>HS</td>
<td>Harmony Search</td>
</tr>
<tr>
<td>IADE</td>
<td>Improved Adaptive Differential Evolution</td>
</tr>
<tr>
<td>IncCond</td>
<td>Incremental Conductance</td>
</tr>
<tr>
<td>INR</td>
<td>Incremental Resistance</td>
</tr>
<tr>
<td>LM</td>
<td>Levenberg - Marquardt</td>
</tr>
<tr>
<td>MPP</td>
<td>Maximum Power Point</td>
</tr>
<tr>
<td>MPPT</td>
<td>Maximum Power Point Tracking</td>
</tr>
<tr>
<td>MLP</td>
<td>Multilayer Perceptron</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Squared Error</td>
</tr>
<tr>
<td>MAPE</td>
<td>Mean Absolute Percentage Error</td>
</tr>
<tr>
<td>P&amp;O</td>
<td>Perturb and Observe</td>
</tr>
<tr>
<td>PSO</td>
<td>Particle Swarm Optimization</td>
</tr>
<tr>
<td>PV</td>
<td>Photovoltaic</td>
</tr>
<tr>
<td>POT</td>
<td>Power Operating Triangle</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------------------------------</td>
</tr>
<tr>
<td>PS</td>
<td>Pattern Search</td>
</tr>
<tr>
<td>RCC</td>
<td>Ripple Correlation Control</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
<tr>
<td>SA</td>
<td>Simulated Annealing</td>
</tr>
<tr>
<td>SAG</td>
<td>Sloped Air-Gap</td>
</tr>
<tr>
<td>SP</td>
<td>Series-Parallel</td>
</tr>
<tr>
<td>STC</td>
<td>Standard Test Conditions</td>
</tr>
<tr>
<td>TCT</td>
<td>Total Cross Tied</td>
</tr>
<tr>
<td>VWS</td>
<td>Voltage Window Search</td>
</tr>
</tbody>
</table>