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Abstract

Graph data has been so prevalent that efficiently obtaining useful information from them is highly demanded. Given massive amounts of graph data, people are often interested in a small portion, namely their subgraphs, by the processes of mining and querying. Due to the enormous number of subgraphs in the massive graph data, these processes are highly costly. In this thesis, we study three important problems on subgraph mining and query processing, i.e., frequent subgraph mining, network motif discovery, and generalized subgraph query processing. These problems find numerous applications in real world, whereas they are extremely challenging.

First, mining frequent subgraphs from a large collection of graph objects is an important problem in several application domains such as bio-informatics, social networks, computer vision, etc. The main challenge in subgraph mining is efficiency, as (i) testing for graph isomorphisms is computationally intensive, and (ii) the cardinality of the graph collection to be mined may be very large. We propose a two-step filter-and-refinement approach that is suitable to massive parallelization within the scalable MapReduce computing model. We partition the collection of graphs among worker nodes, and each worker applies the filter step to determine a set of candidate subgraphs that are locally frequent in its partition. The union of all such graphs is the input to the refinement step, where each candidate is checked against all partitions and only the globally frequent graphs are retained. We devise a statistical threshold mechanism that allows us to predict which subgraphs have a high chance to become globally frequent, and thus reduce the computational overhead in the refinement step. We also propose effective strategies to avoid redundant computation in each round when searching for candidate graphs, as well as a lightweight graph compression mechanism to reduce the communication cost between machines. Extensive experimental evaluation results on several real-world large graph datasets show that the proposed approach clearly outperforms the existing state-of-the-art and provides a practical solution to the problem of frequent subgraph mining for massive collections of graphs.

Second, the identification of network motifs has essential applications in numerous domains, such as pattern detection in biological networks and graph analysis in digital circuits. However, mining network motifs is computationally challenging, as it requires to enumerate subgraphs from a real-life graph, and compute the frequency of each subgraph in a large number of random graphs. In particular, existing solutions often require days
to derive network motifs from biological networks with only a few thousand vertices. To address this problem, this thesis presents a novel study on network motif discovery using Graphical Processing Units (GPUs). The basic idea is to employ GPUs to parallelize a large number of subgraph matching tasks in computing subgraph frequencies from random graphs, so as to reduce the overall computation time of network motif discovery. We explore the design space of GPU-based subgraph matching algorithms, with careful analysis of several crucial factors that affect the performance of GPU programs. Based on our analysis, we develop a GPU-based solution that (i) drastically differs from existing CPU-based methods, and (ii) exploits the strengths of GPUs in terms of parallelism while mitigating their limitations in terms of the computation power per GPU core. With extensive experiments on a variety of biological networks, we show that our solution is up to two orders of magnitude faster than the best CPU-based approach, and is around 20 times more cost-effective than the latter, when taking into account the monetary costs of the CPU and GPUs used.

Finally, we study a new type of graph queries, which injectively maps its edges to paths of the graphs in a given database, where the length of each path is constrained by a given threshold specified by the weight of the corresponding matching edge. We give important applications of the new graph query and identify new challenges of processing such a query. In particular, the new type of graph queries further explodes the already exponential search space compared with conventional graph queries. Besides, existing pruning techniques cannot be directly applied or they are simply not adequate, since our new type of query graphs is different from their indexed features. To address these issues, we devise the cost model of the branch-and-bound algorithm framework for processing the graph query, and propose an efficient algorithm to minimize the cost overhead. We also develop three indexing techniques to efficiently answer the queries online, each of which can be applied into different scenarios. Finally, we verify the efficiency of our proposed indexes with extensive experiments on large real and synthetic datasets.
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Chapter 1

Introduction

Graph is a powerful data model that can naturally represent various entities and their relationships. Graph data is ubiquitous today and being able to efficiently discover useful information from such data is beneficial to many applications. For example, in chemical database, chemical compounds can be naturally modeled as graphs. Identifying the molecules that frequently appear in the database are helpful to drug design and discovery of the common formations among the chemical compounds. Besides, in biological networks, the interactions between proteins form a graph which has the proteins as vertices and the interactions as edges. Biologists are interested in the subgraphs with statistical significance to predict protein interactions and study functional sub-units. Furthermore, social networks have users as vertices and the relationships between them as edges in the graphs. Finding graph patterns in the social network can help identify different groups of users, and help understand the mechanics of social behaviors and interactions. There are two categories of graph data, i.e., the first category has a single large graph, and the second one consists of a large number of small or medium-sized graphs. In the previous examples, the chemical database belongs to the first category, and the biological network and social network are often modeled a single large graph respectively.

Given massive amounts of graph data, people are often interested in a small portion, namely their subgraphs, by the processes of mining and querying. This thesis studies three important problems on subgraph mining and query processing, i.e., frequent subgraph mining, network motif discovery, and generalized subgraph query processing. All these problems find numerous applications in real world, whereas they are extremely challenging. They often require a large number of subgraph isomorphism tests, which are computationally demanding. Besides, the number of subgraphs in a given graph could be extensively large, which renders those problems even costly. On the other hand, the first two problems all aim at mining subgraphs, but differ with each other in the types of subgraphs to be discovered. In addition, the algorithms of frequent subgraph mining can be used in index construction for efficiently answering subgraph queries in Chapter 5.
In this thesis, the network motif discovery problem takes as input a single large graph, and the other problems focus on a collection of graphs. In the future work, we plan to extend the approaches proposed in this thesis to handle all categories of graph data. In what follows, this chapter will briefly introduce these problems and the main contributions of this thesis. More details will be presented in the subsequent chapters respectively.

1.1 Problems and Motivations

Frequent subgraph mining. We first study the problem of frequent subgraph mining, which has tremendous applications from several areas such as bio-informatics, computational chemistry, social networks, the semantic web and computer vision, which make use of large amounts of data encoded as graphs. For instance, in the bio-informatics domain, graphs can naturally model protein structures. By looking at large sample sets of such graphs and determining common formations among them, researchers are able to understand what the role of a certain protein-protein interaction network is. Frequent subgraph patterns in social networks can help identify relationships within different groups, and help understand the mechanics of social behavior and interactions. The necessity to search for patterns within massive amounts of graph data, coupled with the computationally-intensive nature of testing graph isomorphism relationships (the fundamental operation in graph mining) makes the graph mining problem a very challenging one from a performance standpoint.

There are two broad categories of large-scale frequent subgraph mining scenarios: in the first case, there is one single large graph of massive scale, in the order of terabytes of data, and frequent subgraph patterns must be found in different regions of the graph. In the second case, frequent subgraphs must be found within a large-scale collection of moderate-sized graphs. The former case is relevant to the social network domain, whereas the latter finds many applications in the areas of bio-informatics and computational chemistry. Both scenarios share a number of common challenges, such as large data input size, which may exceed the memory resources of a single machine, and vast amounts of CPU time required to compute frequent patterns. Given these characteristics, cloud computing and the widespread MapReduce framework represent a promising direction to solve these challenging problems.

Several solutions have been proposed for the single-graph scenario in either a sequential [42, 46, 57, 58] or parallel computing (MapReduce, MPI) framework [50, 73, 97]. However, our focus is on the equally-important case of mining a large collection of individual, moderate-sized graphs. This problem is also known in literature as subgraph mining in a transaction setting [40]. The objective is to find subgraphs that occur with
support higher than a threshold $\theta$ expressed as a fraction of the collection cardinality, i.e., $0 \leq \theta \leq 1$. The early solutions to this problem were memory-based [41,43,56,64,70,100], and assumed that the entire graph collection fits in memory. However, as data size increases, the assumption no longer holds. To address the limited amount of main memory, some disk-based graph database solutions have been proposed [92]. These approaches do solve the memory limitation, but they incur significant overhead for accessing the data, as the number of disk I/Os is very high. The work in [40] is the only one so far to employ MapReduce for mining a large collection of graphs. That solution takes an incremental approach, similar in concept to the Apriori algorithm [43] for graph mining. Specifically, in the first step, a fraction of the graph collection is mapped to each worker, which determines the local support (on its data partition) for all possible single-edge subgraphs. A subsequent reduction phase determines the global support for each such subgraph, and candidates that do not meet the global support threshold are discarded. The program continues to the next step where all two-edge subgraphs are generated from the set of retained candidates, and so on until all frequent subgraphs are found. Although this method uses MapReduce, the large number of resulting steps still results in significant performance problems, as we will prove experimentally in Section 3.6.

Network motif discovery. The second problem is network motif discovery. Given a graph $G$, a network motif in $G$ is a subgraph $g$ of $G$, such that $g$ appears much more frequently in $G$ than in random graphs whose degree distributions are similar to that of $G$ [68]. The identification of network motifs finds important applications in numerous domains. For example, network motifs are used (i) in system biology to predict protein interactions in biological networks [15] and discover functional sub-units [85], (ii) in electronic engineering to understand the characteristics of circuits [44], and (iii) in brain science to study the functionalities of brain networks [86].

Numerous techniques [32,51,54,61,71,74,76,93,95] have been proposed to identify network motifs from sizable graphs. Roughly speaking, all existing techniques adopt a common two-phase framework as follows:

- **Subgraph Enumeration**: Given a graph $G$ and a parameter $k$, enumerate the subgraphs $g$ of $G$ with $k$ vertices each;

- **Frequency Estimation**: For each subgraph $g$ identified in the subgraph enumeration phase, estimate its expected frequency in a random graph with identical degree distribution to $G$; if $g$’s frequency in $G$ is significantly higher than the expected frequency in a random graph, then return $g$ as a motif.

---

1Given a set $G$ of graphs, the support of $g$ is the fraction of the number of $g$’s super-graphs in $G$.

2The frequency of $g$ in $G$ is defined as the number of subgraphs of $G$ that are isomorphic to $g$. 
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The above framework, albeit conceptually simple, is difficult to implement efficiently due to the significant computation overhead incurred by the frequency estimation phase. Specifically, to estimate the expected frequency of a subgraph \( g \) in a random graph, the standard approach [54] is to generate a sizable number \( r \) of random graphs (e.g., \( r = 1000 \)), and then take the average frequency of \( g \) in those graphs as an estimation. To compute the frequency of \( g \) in a random graph \( G' \), however, we need to derive the number of subgraphs of \( G' \) that are isomorphic to \( g \) – this requires a large number of subgraph isomorphism tests [65], which are known to be computationally expensive. The high costs of subgraph isomorphism tests, coupled with the large number \( r \) of random graphs, render the frequency estimation phase a computational challenge. Existing techniques attempt to resolve this issue by improving the efficiency of subgraph isomorphism test, but only achieve limited success. As shown in Section 4.6, even the state-of-the-art solutions require days to derive network motifs from biological networks with only a few thousand vertices.

Motivated by the deficiency of existing work, we present an in-depth study on efficient solutions for network motif discovery. Instead of focusing on the efficiency of individual subgraph isomorphism tests, we propose to utilize Graphics Processing Units (GPUs) to parallelize a large number of isomorphism tests, in order to reduce the computation time of the frequency estimation phase. This idea is intuitive, and yet, it presents a research challenge since there is no existing algorithm for testing subgraph isomorphisms on GPUs. Furthermore, as shown in Section 4.2, existing CPU-based algorithms for subgraph isomorphism tests cannot be translated into efficient solutions on GPUs, since the characteristics of GPUs make them inherently unsuitable for several key procedures used in CPU-based algorithms.

**Generalized subgraph query processing.** We finally study a new type of graph queries, called generalized subgraph query, which finds a large number of applications. For example, in bio-informatics and chemical informatics, graphs can model compounds and proteins, and graph queries can be used for screening, drug design, motif discovery in protein structures, and protein interaction analysis. In computer vision, graphs represent organization of entities in images and graph queries can be used to identify objects and scenes. In heterogeneous web-based data sources and e-commerce sites, graphs model schemas and graph matching can be applied to solve problems of schema matching and integration. There are also many other applications, such as program flows, software and data engineering, taxonomies, etc., where data is modeled as graphs and it is essential to search and query the graph data.

Existing research focuses on mainly two types of graph datasets, one consisting of a single large graph (e.g., an online social network or the entire citation graph in a certain domain) and the other consisting of a large set of small or medium-sized graphs. We
focus on the later, which is also very popular in real life (e.g., most of the examples we listed earlier belong to this type).

To query a graph database, $\mathcal{G}$, that consists of many small graphs, there are three types of queries commonly studied in the literature. Let $q$ be a query graph. The first one is subgraph query [22,38,80,83,101,104,106], which finds the subset of graphs $\mathcal{A}$ of $\mathcal{G}$ such that $q$ is a subgraph of any graph in $\mathcal{A}$. The second one is supergraph query [20,21,81,105], which finds the subset of graphs $\mathcal{A}$ of $\mathcal{G}$ such that $q$ is a supergraph of any graph in $\mathcal{A}$. The third one is similarity query [79,102,103,107], which finds the subset of graphs $\mathcal{A}$ of $\mathcal{G}$ such that $q$ is a similar graph of any graph in $\mathcal{A}$ according to a given similarity measure.

The three types of queries are useful in different applications. However, both subgraph queries and supergraph queries are too rigid and therefore similarity queries are proposed as an alternative. Existing similarity queries are mostly measured by the edit distance [103,107] or maximum common subgraph [79,102], which is reasonable for some applications but often fails to capture meaningful patterns or targets in applications where critical objects or entities may have to be matched or they may be within a distance from each other that is beyond the specified similarity distance (i.e., the similarity threshold). We show such an application, where both exact queries and similarity queries are not applicable, by the following example.

**Example 1.1:** Consider a drug design system, which supports the inventive process of finding new medications based on the knowledge of the biological target. Figure 1.1 shows some compounds in the database, i.e., $g_1$, $g_2$, and $g_3$. A compound can be naturally modeled as a graph, where atoms are vertices, the chemical name of the atom is the label of the corresponding vertex, and the chemical bonds between any two atoms are modeled as edges in the graph. Among many drug design methods, the pharmacophore model is the most popular one whose goal is to find the substructures that are closely matched to
Table 1.1: A graph query in ALADDIN language.

| POINT N ; POINT H ; POINT O ; POINT C ; |
| DISTANCE (1, 2) 1 3 ; DISTANCE (1, 3) 1 2 ; |
| DISTANCE (1, 4) 1 2 ; DISTANCE (3, 4) 1 1 ; |

the objective. ALADDIN [91] is a computer program for the design and recognition of compounds that meet geometric, steric, and sub-structural criteria. ALADDIN also uses a precise geometric description language to define the properties of a designed molecule.

The query shown in Table 1.1 is written in the ALADDIN language, which is to find a graph pattern where

(i) there are four atoms: N, H, O, and C, whose positions are at 1, 2, 3, and 4, respectively;

(ii) the distance between N and H is 1 to 3, and similarly 1 to 2 between N and O, 1 to 2 between N and C, and exactly 1 between O and C.

Since the distance between all pairs of atoms can be estimated [48], the distance can be further modeled as the number of bonds that connect the atoms. Thus, the query in Table 1.1 can be converted to a graph query which finds all graphs in the database such that

(i) there exist four vertices $u_1$ to $u_4$ in the graph whose labels are N, H, O, and C, respectively;

(ii) let $P = \langle u_i, \ldots, u_j \rangle$ be a path that connects $u_i$ and $u_j$ and $|P|$ be the length of the path:

there exist paths $P_1 = \langle u_1, \ldots, u_2 \rangle$, $P_2 = \langle u_1, \ldots, u_3 \rangle$, $P_3 = \langle u_1, \ldots, u_4 \rangle$, and $P_4 = \langle u_3, \ldots, u_4 \rangle$, respectively, where $1 \leq |P_1| \leq 3$, $1 \leq |P_2| \leq 2$, $1 \leq |P_3| \leq 2$, and $|P_4| = 1$.

Such a query can be naturally represented as the query graph\(^{3}\) $q_1$ shown in Figure 1.1, and the answer to this query is $\{g_3\}$. In such a query, subgraph query cannot be applied, while similarity query is also not suitable when the matching paths are long.

In this thesis, we study this new type of graph queries as described in Example 1.1, which will be formally defined in Section 5.1. But intuitively, the new query is a generalization of the subgraph query, which generalizes exact edge matching to path matching constrained by a path length; that is, instead of matching each edge as in a

\(^3\)We assume that the length of a path cannot be negative.
subgraph query, we find a path with two matching end vertices for each edge in the query graph, where the length of the matching path must be within the specified edge weight. Thus, the new query has a much stronger expressive power than a subgraph query.

Such a query is also useful in many other applications. For example, in querying user online traversal graphs, one may be only interested in whether users have visited certain important sites within a certain number of clicks, while an exact or a quality similar matching may not exist. In searching pictures in an image database, it is often rare to find an exact or even similar matching due to the huge amount of irrelevant information in the background (note that similarity measure by edit distance or maximum common subgraph often counts all such irrelevant information in the matching); in this case, we can specify a few features to be focused in the matching while relaxing the links between the features by some reasonable edge weight.

1.2 Approaches and Contributions

The first two problems are in the domain of subgraph mining. They share the similarity on that they all need to compute the frequency of subgraphs. However, they are different since (i) the former computes the frequent subgraphs but the latter computes the subgraphs that exhibit statistical significance, and (ii) the former studies a large collection of graphs whereas the input of the latter is a large single graph. The last problem is in the domain of subgraph query processing, which can exploit the results of subgraph mining in index construction for efficient query processing. In what follows, we describe our approaches to efficiently address the aforementioned problems.

**Frequent subgraph mining.** In the first problem, we propose a two-step filter-and-refinement approach that uses MapReduce, but considers a completely different computation workflow than the work in [40]. The proposed workflow is more suitable to massive parallelization, and works as follows: first, in the filter step, the collection of graphs is partitioned among worker nodes, and each worker determines a set of local frequent subgraphs on its local partition. As opposed to [40], there is no restriction on the size of such subgraphs. Next, the union of all local candidates is processed in the refinement step, where each candidate is evaluated across all partitions, and only the global frequent subgraphs are retained. The benefit of the two-step approach is that it reduces the amount of communication among worker nodes, and at the same time it allows for a high degree of parallelism within each step.

Recall that, an important source of computational overhead in graph mining is testing for subgraph isomorphism (an NP-hard problem). To improve efficiency, we devise a statistical model that predicts which subgraphs have a high chance to become globally frequent, and thus reduce the overhead of redundant subgraph isomorphism testing in the
refinement step. Furthermore, we propose effective strategies for reusing computation at each worker in the process of isomorphism testing for subgraphs that share edges.

Communication cost is also an important concern, as large amounts of intermediate data may be generated and transferred among workers. Excessive network transmission increases the overall execution time of graph mining, and may also lead to bottlenecks and failures. To reduce the amount of communication, we devise a lightweight graph compression scheme which reduces the amount of information that needs to be transferred between machines, while at the same time keeping the encoding/decoding computational overhead low.

Extensive experimental evaluation results on several real-world large graph datasets show that the proposed approach clearly outperforms the existing state-of-the-art and provides a practical solution to the problem of frequent subgraph mining for massive collections of graphs.

**Network motif discovery.** Then, to address the challenges in the problem of network motif discovery, we propose a novel subgraph matching technique tailored for GPUs. Our technique adopts the filter-refinement paradigm, and is developed with careful considerations of three crucial factors that affect the performance of GPU programs, namely, load balancing on GPU cores, branch divergences in GPU codes, and memory access patterns on the GPU (see Section 4.1.2). Based on those considerations, we make design choices that (i) drastically differ from existing CPU-based methods, but (ii) lead to superior efficiency on GPUs. In addition, our technique incorporates several optimization methods that considerably improve scalability and efficiency. We experimentally evaluate our solution against the state-of-the-art CPU-based methods on a variety of biological networks using two machines, each of which has a 500-dollar CPU, a low-end 300-dollar GPU, and a high-end 2700-dollar GPU. We show that, when running with the high-end (resp. low-end) GPU, our solution outperforms the best CPU-based approach by two orders of magnitude (resp. one order of magnitude) in terms of computation efficiency. Furthermore, the per-dollar performance of our solution is roughly 20 times higher than that of the best CPU-based method. This not only establishes the superiority of our solution, but also demonstrates that, for network motif discovery, GPU-based methods are much more cost-effective than CPU-based ones.

**Generalized subgraph query processing.** In the last problem, processing the new query is significantly more challenging. For both subgraph and supergraph query processing, it involves subgraph isomorphism which is NP-hard. The relaxation in the new query from exact edge matching to approximate path matching essentially further explodes the already exponential search space. Existing pruning techniques cannot be directly applied or they are simply not adequate, since our generalized query graph is different from the
indexed features. Therefore, this thesis proposes new effective pruning techniques and efficient data structures to solve this challenging problem.

To address the above challenges, we devise a fast algorithm for generalized subgraph matching, which is a significantly more complicated matching problem than subgraph isomorphism. And then, we develop three indexes for the efficient processing of generalized subgraph queries, namely, a distance-based index (S-index), a frequent-pattern-based index (FP-index), and a star-structure-based index (S-index). We discuss in details the strengths and limitations of the indexes. Finally, we evaluate the performance of our matching algorithm (for candidate verification) and our indexes (for filtering) using both real and synthetic datasets. In particular, the experimental results verify that our method is efficient in query processing (in both filtering and candidate verification). Although some of the indexes have weaknesses, we show how the weaknesses are addressed by another index; in particular, our results show that S-index achieves both a low index construction cost and a short query response time.

1.3 Thesis Organization

The remainder of this thesis is organized as follows.

Chapter 2 conducts a detailed survey on the above problems respectively. We first introduce the previous work on frequent subgraph mining in transaction setting, which can be classified into two categories based on the ways that they traverse the search space. After that, we review and summarize the existing approaches for network motif discovery, which typically consist of two phases, i.e., subgraph enumeration and frequency computation. Finally, we present the existing techniques for subgraph query processing in the transaction setting, which often exploit the results of frequent subgraph mining in index construction for fast query processing.

Chapter 3 presents the MapReduce algorithms for large-scale frequent subgraph mining. We first introduce the fundamental concepts and definitions. Then, we give an overview of the proposed algorithm, which consists of two steps: filter and refinement. After that, we provide the details of each step, and present the graph compression scheme to reduce the communication cost. Finally, we show an extensive experimental evaluation, followed by a review of related work and summary.

Chapter 4 illustrates our GPU algorithm for network motif discovery. We first formally define the problem of network motif discovery and introduce GPU architecture. Then we show the difficulties in translating the CPU-based approaches on the GPU. After that, we present an overview of our GPU solution, and then illustrate the details step by step. In addition, we describe several optimization techniques that significantly improve the performance of the GPU algorithm. Then, we evaluate the performance of
Chapter 1. Introduction

our GPU algorithm on a variety of biological datasets. Finally, we discuss the related work and summarize this chapter.

Chapter 5 studies the problem of generalized subgraph query processing. After formally defining the problem, we present the algorithm for generalized subgraph matching. Then, we describe three indexes in details that follow the filter-and-verification framework. Finally, we report the experimental results, and present the related work and the summary of this chapter.

Chapter 6 concludes the thesis by summarizing the problems studied in this thesis, and proposes some future work on subgraph mining and query processing.
Chapter 2

Literature Survey

In this chapter, we broadly survey the techniques developed for solving the problems: frequent subgraph mining, network motif discovery, and subgraph query processing. Finally, we summarize this chapter in Section 2.4

2.1 Frequent Subgraph Mining

As explained in Chapter 1, we focus our discussion in this section on frequent subgraph mining in the transaction setting, i.e., the graph database is a large set of individual, moderate-sized graphs.

Given a graph database \( G = \{G_1, G_2, \ldots, G_n\} \) and a graph \( g \), the set of \( g \)'s supergraphs in \( G \) is denoted by \( \mathcal{A}(g) = \{G \in G \mid g \subseteq G\} \) where \( g \subseteq G \) means that \( g \) is a subgraph of \( G \). We define the frequency of \( g \) in \( G \) as \( f(g) = |\mathcal{A}(g)| \), and the support of \( g \) in \( G \) as \( s(g) = f(g)/n \). In the problem of frequent subgraph mining, given \( G \) and a pre-defined threshold \( \theta \in [0, 1] \), we are to find all graphs \( g \) such that \( s(g) \geq \theta \).

A straightforward approach is to enumerate a set \( \mathcal{C} \) of all possible graphs and compute \( s(g) \) for each \( g \in \mathcal{C} \) by subgraph isomorphism tests. All graphs in \( \mathcal{C} \) can be organized in a lattice, where each node denotes a graph in \( \mathcal{C} \), as shown in Figure 2.1. In the graph lattice, we add a dummy root above the single-edge graphs, and each node extends the graph of its parent node(s) by adding a single edge, i.e., a child node is a super-graph of all its parent nodes. However, this straightforward approach is extremely inefficient since (i) the size of \( \mathcal{C} \) is exponentially large, and (ii) the computation of \( s(g) \) is extremely expensive due to that subgraph isomorphism testing is NP-hard [31]. To avoid this deficiency, several techniques [18, 41, 43, 56, 64, 70, 92, 100] have been proposed in the literature. All these techniques can prune the enumeration of most graphs in \( \mathcal{C} \) and reuse the computation to calculate the frequencies of graphs in \( \mathcal{C} \). The pruning strategies are based on the downward closure property:

If \( g \subseteq g' \), we have \( \mathcal{A}(g) \supseteq \mathcal{A}(g') \), i.e., \( f(g) \geq f(g') \).
That is, the frequency of a graph $g$ is not smaller than that of its super-graph $g'$. Therefore, we can compute the frequencies of some graphs in $C$, based on which we are able to prune the rest graphs accordingly. To explain, given that $g \in C$ is not a frequent subgraph of $\mathcal{G}$, i.e., $s(g) < \theta$, we can avoid the computation on all super-graphs $g'$ of $g$ since $s(g') \leq s(g) < \theta$.

As such, the strategy can be applied during the traversal on the graph lattice for pruning the search space. There are two ways for traversing the graph lattice: breadth-first (BFS) traversal [43, 56] and depth-first (DFS) traversal [18, 41, 64, 70, 100], as shown in Figure 2.1.

**BFS-based approaches.** In the BFS-based approaches, the graphs at the same level in the graph lattice are computed at a time. Then, we prune the graphs that are infrequent, and we obtain a set of frequent graphs in that level. Based on the set of frequent graphs, we continue to compute the graphs in the next level in the graph lattice, until the set of frequent graphs in the current level is empty.

*AGM (Apriori Graph Mining)* [43] is the first algorithm in this category. Given the set $\mathcal{F}$ of frequent graphs in a certain level in the graph lattice, AGM generates graph candidates by adding a vertex to each graph in $\mathcal{F}$. Denote the set of graph candidates by $C'$. Duplicates are removed by computing the graph canonical form for each graph in $C'$. Given two graphs $g$ and $g'$, the graph canonical forms of $g$ and $g'$ are identical if and only if $g$ and $g'$ are isomorphic. Therefore, for any two graphs $g$ and $g'$ that share the same graph canonical form, AGM only keeps one of the graphs in $C'$. After that, for each graph $g \in C'$, AGM computes the frequency of $g$ by scanning the graphs in the database.

The drawbacks of AGM are mainly twofold: First, it generates too many candidates for each level due to exponential number of combinations; Second, its frequency computation is highly costly especially when the number of graphs in the database is sufficiently large. To address the deficiencies, Kuramochi et al. [56] propose the FSG technique which

Figure 2.1: Illustration of traversals on graph lattice, in which grey nodes denote visited graphs and white nodes denote unvisited graphs.
utilizes edge-growth mining and computes the frequency of candidates based on the frequent graphs that have been mined already. In particular, given the set \( \mathcal{F}_k \) of \( k \)-edge frequent graphs, \( FSG \) obtains the set \( \mathcal{C}' \) of \((k+1)\)-edge candidate graphs by joining each two graphs \( g \) and \( g' \) in \( \mathcal{F}_k \) if \( g \) and \( g' \) are joinable. We say \( g \) and \( g' \) are joinable if \( g \) and \( g' \) share a \((k-1)\)-edge common subgraph. Then, it computes the frequency of each graph \( g'' \in \mathcal{C}' \) as follows: Let \( g \) and \( g' \) be the two graphs in \( \mathcal{F}_k \) whose join gets \( g'' \). Besides, \( FSG \) maintains a graph ID list \( \mathcal{A}(g) \) for each frequent graph \( g \) such that \( \mathcal{A}(g) \) consists of the graph IDs of \( g \)'s super-graphs in \( \mathcal{G} \). As such, \( FSG \) first intersects \( \mathcal{A}(g) \) and \( \mathcal{A}(g') \) to obtain a superset of \( \mathcal{A}(g'') \) due to the downward closure property. Then, it checks each graph \( G \) in the superset to verify whether \( g'' \) is a subgraph of \( G \), and it finally obtains \( \mathcal{A}(g'') \). In such a way, \( FSG \) computes a smaller set of candidate graphs, which reduces the overhead in frequency computation.

**DFS-based approaches.** Since BFS-based approaches need to keep a large number of graphs in memory, their memory usage becomes the bottleneck for them to handle large datasets or a large number of candidate graphs. To address this issue, the DFS-based approaches are proposed. In the DFS-based approaches, only one graph for each level is kept in memory. That is, we begin with root, and traverse the graph lattice in the DFS manner. Specifically, when visiting a graph \( g \) in the lattice, if \( g \) is a frequent subgraph, we generate one super-graph \( g' \) of \( g \) by adding one edge to \( g \), then we recursively visit \( g' \) in the same manner; otherwise, we avoid the visiting of all super-graphs of \( g \). After visiting \( g' \), we backtrack to the computation on \( g \), and recursively process another one super-graph of \( g \) which is generated by adding one edge to \( g \). The computation on \( g \) terminates when we have processed all \( g \)'s super-graphs.

In an early work [100], Yan et al. develop \textit{gSpan}, which uses a novel graph canonical form to facilitate the pruning of the search space. The graph canonical form used in \textit{gSpan} is called **DFS code**, which permutes the edges in the DFS visiting order of the graph. In particular, \textit{gSpan} computes the maximal DFS code that finds a permutation of edges such that the ordering obtained is a maximal code. Based on that, \textit{gSpan} can extend each frequent graph efficiently by adding one edge, and it only keeps those extensions that are maximal DFS codes. After obtaining the candidate graphs, the frequency computation of each candidate graph is identical to that in \textit{FSG}.

Later on, Huan et al. [41] propose \textit{FFSM}, that targets at large and dense graphs with a small number of labels. \textit{FFSM} adopts another graph canonical form, **CAM code**, that computes a permutation of vertices such that the code produced from the adjacency matrix for that permutation is maximal. Besides, \textit{FFSM} maintains the set of occurrences for each frequent graph, where the occurrences of \( g \) in each graph \( G \in \mathcal{G} \) are the subgraphs of \( G \) that are isomorphic to \( g \). Then, it extends the occurrences of \( g \) accordingly for the frequency computation of \( g \)'s super-graphs. As such, it can avoid explicit subgraph isomorphism tests.
As an improvement, the other work [64, 70] observe that most frequent graphs are trees, and mining trees is much easier than mining general graphs. Based on this observation, they propose GASTON which categorizes the graphs into paths, trees, and cyclic graphs. And they develop techniques for each category to speed up the running time.

**External-memory approaches.** All the solutions discussed so far are in-memory algorithms that load the entire dataset into main memory. Such techniques cannot deal with datasets that are larger than the main memory size. To address this problem, Wang et al. [92] proposed ADI-Mine, an approach to facilitate frequent subgraph mining from a disk-based graph database. Different from ADI-Mine, Nguyen et al. [69] propose a data partition approach, which was earlier introduced for frequent itemset mining [62, 77]. In this approach, the entire dataset is partitioned into several portions in the first scan, and each portion is independently processed to obtain a set of candidates whose frequency is computed in a second scan of the dataset.

**Parallel approaches.** Due to the computation and I/O intensive characteristic of data mining problems, more and more efforts are geared towards solving it with the aid of parallel techniques. Cheung et al. [23] developed an approach for mining association rules in a distributed system. In that approach, several iterations are performed, and each iteration requires a broadcast of locally frequent itemsets to all machines. In a multi-core system, Li et al. [59] proposed a parallelizable FP-Growth [34] method, which partitions the database based on the frequent items. More recently, Li et al. [60] propose to parallelize FP-Growth in MapReduce with the aim of finding the $k$ most frequent itemsets. In the area of parallel frequent sequence mining, Miliaraki et al. [66] describe MG-FSM which is built on MapReduce and follows the ideas of projected database.

Similar to traditional data mining problems (e.g. frequent itemset mining and frequent subsequence mining), the problem of frequent subgraph mining also incurs intensive computation and I/O costs. As such, more and more efforts are contributed to solving it with the aid of parallel techniques. There are two kinds of parallel approaches for frequent subgraph mining: one is the incremental approach [19, 24, 40], the other is the data partition approach [24]. The incremental approach is similar to the BFS-based approach, except that it partitions the computation in each level of the BFS tree among machines and aggregates the outputs of all machines to obtain the (intermediate) results. As such, the incremental approach requires a large number of rounds to terminate, and it incurs significant overhead in communication between machines since each machine can generate an enormous number of subgraphs.

In contrast to the incremental approach, the data partition approach divides the graph database into even-sized subsets such that each subset can fit in the main memory. Then each machine receives a subset of the database, and computes the graphs that are locally frequent in the subset by any existing frequent subgraph mining algorithm.
Combining the locally frequent subgraphs in all machines, we obtain a set of candidate graphs that is a super-set of graphs that are (globally) frequent in the database. Finally, for each candidate graph, we compute its frequency in the database to verify whether it is a globally frequent subgraph. To compute the frequencies for the candidate graphs, most existing approaches perform the subgraph isomorphism tests for each graph in the database, which incurs significant overhead. This is because (i) subgraph isomorphism testing is NP-hard, and (ii) both the number of candidate graphs and the number of graphs in the database would be extremely large.

**Graph mining in MapReduce.** MapReduce [27,88] has established itself as the candidate of choice in big data problems. To address the challenges that arise in large-scale graph mining, several techniques and systems have been proposed. *PEGASUS* [50] is a system based on MapReduce for graph pattern mining and graph analysis tasks in a large graph, e.g., computing the diameter [49] and counting triangles [89]. To count or enumerate the subgraphs in a large graph with MapReduce, Zhao el at. [108] proposed a color coding based approach, while Afrati el at. [13] devised a multi-way join method by decomposing the given graph. Xiang el at. [98] employ MapReduce to mine the maximum cliques from a large graph using a coloring based partitioning method. However, these techniques and systems cannot solve the frequent subgraph mining problem in the transaction setting, which is the focus of our work.

None of the existing work has a satisfactory solution to frequent subgraph mining in the transaction setting with MapReduce. The previous approach from [69] also uses data partitioning, but it is not able to efficiently process a large-scale dataset, as shown in our experiments. In addition, prior approaches are all evaluated on small-scale or synthetic datasets. In contrast, our technique can handle tens of millions of real-world graphs in a moderate-sized cloud environment.

### 2.2 Network Motif Discovery

In the problem of network motif discovery, given a real graph $G$, the frequency of another graph $g$ is the number of $G$’s subgraphs that are isomorphic to $g$, denoted by $f(g,G)$. Then, we estimate the expected frequency of $g$ in a random graph by generating a set $G_r$ of $r$ random graphs that are degree-equivalent to $G$ and compute $f(g,G')$ in each $G' \in G_r$. Denote the expected frequency of $g$ in a random graph by $\tilde{f}(g)$. Meanwhile, we also obtain the sampled standard deviation of $g$’s frequency in the random graphs, denoted by $\hat{\sigma}(g)$. Now, we introduce the problem of network motif discovery as follows: Given $G$, $r > 0$, a user-defined threshold $\theta > 0$ and a number $k$, we are to find all size-$k$ subgraphs $g$ of $G$ such that (i) $\hat{\sigma}(g) > 0$ and (ii) $\frac{f(g,G) - \tilde{f}(g)}{\hat{\sigma}(g)} \geq \theta$, where the size of graph $g$ is defined as the number of vertices of $g$. 
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As mentioned in Chapter 1, previous methods [51, 54, 61, 74, 76, 93, 95] for motif discovery typically run in two steps:

(i) **Subgraph enumeration**: Compute the set $S_k$ of all subgraphs in the input graph $G$, as well as the frequency $f(g, G)$ of each subgraph $g$ in $G$.

(ii) **Frequency estimation**: Generate a set $\mathcal{G}_r$ of $r$ random graphs that are degree-equivalent to $G$. For each subgraph $g \in S_k$ and each random graph $G' \in \mathcal{G}_r$, compute the frequency $f(g, G')$ of $g$ in $G'$, and then determine whether $g$ is a motif of $G$.

Among the above two phases, frequency estimation incurs by far the highest overhead due to the large number of random graphs in $\mathcal{G}_r$ that need to be examined. To alleviate this overhead, existing methods construct indices on the subgraphs in $S_k$ for efficient subgraph search. In what follows, we first clarify the indices utilized by existing methods, and then explain the details of each phase.

**CL-Index and AM-Index.** Consider a random graph $G'$ in $\mathcal{G}_r$. To derive subgraph frequencies in $G'$, we need to identify, for any given subgraph $g'$ in $G'$, whether $g'$ appears in $S_k$. For this purpose, existing methods index the subgraphs in $S_k$ as follows. First, for each subgraph $g$ in $S_k$, they compute the canonical labeling [65] of $g$, which is a sequence of numbers that uniquely identifies a graph, i.e., two graphs have the same canonical labeling if and only if they are isomorphic. A hash index, referred to as the canonical labeling index (CL-index), is built to map each canonical labeling to each subgraph $g \in S_k$. For example, Ribeiro et al. [74] computes the canonical labeling of the graphs in the form of string, which are indexed by a trie [55].

Given the CL-index, we can determine whether a subgraph $g'$ appears in $S_k$, by first computing the canonical labeling of $g'$ and then checking whether the labeling appears in the CL-index. However, deriving the canonical labeling of $g'$ is often computationally expensive. To mitigate this issue, existing methods construct an additional hash index, referred to as the adjacency matrix index (AM-index), that maps adjacency matrices to subgraphs in $S_k$. Specifically, for each subgraph $g$ in $S_k$, the AM-index records the adjacency matrix of at least one graph that is isomorphic to $g$. (Note that two isomorphic graphs may have different adjacency matrices.) As such, when we are to check whether a subgraph $g'$ is in $S_k$, we can first examine whether the adjacency matrix of $g'$ is indexed by AM-index. If it is indexed, then we have $g' \in S_k$; otherwise, we proceed to compute the canonical labeling of $g'$, and check if it appears in the CL-index. This filter-refinement approach leads to higher efficiency, as the adjacency matrix of $g'$ is much easier to compute than its canonical labeling.

**Phase 1: Subgraph Enumeration.** To enumerate all size-$k$ subgraphs in a given graph $G$, a naive approach is to examine all possible combinations of $k$ vertices in $G$. This
approach, however, incurs prohibitive overheads due to the enormous number of vertex combinations that need to be inspected. In fact, most of the vertex combinations do not induce connected graphs, and hence, could have been ignored. (Recall that we require any subgraph to be connected.) Motivated by this, existing methods adopt the following heuristic to avoid inspecting all vertex combinations in subgraph enumeration. For each vertex $v$ in $G$, they first identify a set $nbr(v,k)$ of vertices that are at most $k$ hops to $v$ in $G$ (regardless of the directions of the edges). Observe that if a size-$k$ subgraph contains $v$, then all vertices in the subgraph must appear in $nbr(v,k) \cup \{v\}$. Accordingly, existing methods enumerate all size-$k$ subgraphs containing $v$, by inspecting the combinations of $k$ vertices in $nbr(v,k) \cup \{v\}$; if a vertex combination induces a connected graph $g$ containing $v$, then $g$’s adjacency matrix and canonical labeling are computed and inserted into the AM-index and CL-index, respectively. Once the $k$-hop neighborhood $nbr(v,k)$ of each vertex $v$ is processed, the subgraph enumeration step terminates.

**Phase 2.1: Random Graph Generation.** Existing methods adopt Monte Carlo techniques to generate random graphs that are degree-equivalent to $G$. The most well adopted technique is the *switching algorithm* [67], which runs in an iterative manner. In each iteration, the algorithm randomly selects two directed edges $\langle v_1, v_2 \rangle$ and $\langle v_3, v_4 \rangle$ from $G$, and then replaces them with two new edges $\langle v_1, v_4 \rangle$ and $\langle v_3, v_2 \rangle$, if the replacement does not result in a self-loop or two identical edges in $G$. The algorithm terminates after $\alpha |E|$ iterations, where $\alpha$ is a large pre-defined constant.

**Phase 2.2: Frequency Computation.** To compute the frequency of each subgraph $g \in S_k$ in each random graph $G' \in \mathcal{G}_r$, existing methods enumerate each size-$k$ subgraph $g'$ of $G'$, and then utilize the AM-Index and CL-Index to check if it appears in $S_k$. In addition, if $g'$ appears in the CL-Index but not the AM-Index, then its adjacency matrix $m$ is inserted into the AM-Index, so that any other subgraph with the same adjacency matrix can be efficiently processed without inspecting the CL-Index. Once all size-$k$ subgraphs from all random graphs are examined, the estimated frequency of each subgraph in $S_k$ (with respect to $\mathcal{G}_r$) is computed, based on which the motifs of $G$ are identified.

To make the aforementioned approach scalable on multiple cores, Wang et al. [93] propose a method by first generating subgraphs induced by $v$’s $k$-hop neighbors for each $v$ in $V$, and then computing the network motifs in each subgraph respectively using the aforementioned approach. However, the size of subgraph induced by the $k$-hop neighbors of each vertex $v$ in $V$ would be dramatically different, this method incurs significant overheads in load imbalance. To avoid this issue, Ribeiro et al. [76] devise a master-worker strategy, in which there is a master node that generates workloads and distributes the workloads to worker nodes. As such, most of the cost in subgraph enumeration solely
happens in the master node, and there requires lots of communication cost for all nodes to synchronize the workloads.

There also exists some other approaches that do not follow these two phases. Instead, they [32, 71] first enumerate the set $S_k$ of all possible size-$k$ graphs, and then compute the frequency of each graph $g \in S_k$ in both real graph and random graphs. However, this approach suffers from generating too many size-$k$ graphs that are redundant. Therefore, these approaches cannot scale to handle large $k$, as compared in the work [75].

Besides the aforementioned algorithms, there exist a number of CPU-based algorithms [16, 17, 52, 94] for approximate network motif discovery. The basic idea is to heuristically sample subgraphs from the input graph $G$ and the random graphs in $G_r$, and then identify motifs from those samples. Those algorithms are generally more efficient than conventional methods for network motif discovery, but due to their heuristic nature, they fail to provide any quality guarantees on the results produced.

In addition, there are several recent studies [13, 82, 87] on subgraph listing, i.e., identifying the occurrences of a query graph $g$ in a large graph $G$. Although this problem is closely related to network motif discovery, the techniques in [13, 82, 87] focus on the scenario where $G$ is a sizable graph (with billions of nodes and edges) that does not fit in the main memory of a single machine, and they employ distributed systems (e.g., MapReduce) to address the scalability issues that arise from this particular scenario. In contrast, in network motif discovery, we focus on the case where (i) $G$ is relatively small, but (ii) there exist a large number of random graphs whose subgraphs need to be compared with those in $G$. As a consequence, the techniques in [13, 82, 87] are not suitable for network motif discovery.

Finally, there exist numerous techniques for frequent subgraph mining (see [45] for a survey) and significant subgraph mining [39, 72, 99], but those two problems are considerably different from network motif discovery. In particular, in frequent subgraph mining, we are given a set of graphs $G$, and we aim to identify the subgraphs that appear in a large portion of the graphs in $G$, disregarding the number of occurrences of each subgraph $g$ in each individual graph. Similarly, significant subgraph mining also focuses on the portion of graphs in $G$ where each subgraph $g$ appears, and it quantifies the significance of $g$ based on this portion instead of the frequency of $g$ in each graph in $G$. Therefore, algorithms for frequent subgraph mining and significant subgraph mining are inapplicable for identifying network motifs.

### 2.3 Subgraph Query Processing

This section focuses on the review on subgraph query processing in the transaction setting, as discussed in Chapter 1. Given a set of $n$ graphs $G = \{G_1, G_2, \ldots, G_n\}$, and a
query graph $Q$, we are asked to compute the set of all graphs $G \in \mathcal{G}$ such that $Q$ is a subgraph of $G$. Denote the set of $Q$’s super-graphs by $\mathcal{A}(Q) = \{G \in \mathcal{G} \mid Q \subseteq G\}$.

Obviously, it is costly to perform subgraph isomorphism testing on each graph in $\mathcal{G}$ since (i) subgraph isomorphism testing is NP-hard and (ii) the number of graphs in $\mathcal{G}$ could be substantially large. To address this deficiency, almost all previous work adopt the filter-and-verification framework. That is, given a query graph $Q$, they first filter the graphs in $\mathcal{G}$ and obtain a set of candidate graphs $C$ such that (i) $C$ is a subset of $\mathcal{G}$ but a super-set of $\mathcal{A}(Q)$, and (ii) the size of $C$ is much smaller than that of $\mathcal{G}$. Then, they verify each graph $G$ in $C$ to check whether $Q$ is a subgraph of $G$ by subgraph isomorphism testing algorithms [26,90].

Note that, there exists a previous work [96] that does not follow the filter-and-verification framework. In particular, it decomposes each graph in $\mathcal{G}$ into several subgraphs, which are stored in an index that allows fast retrieval. As such, any subgraph query can be immediately answered with the index. However, given the exponential number of subgraphs stored in the index, which renders the pre-processing phase of this approach extremely costly in terms of both time and space.

To facilitate the filter process in the filter-and-verification framework, existing approaches [22,38,80,83,101,104,106,110] construct index structures in a pre-processing step. The index structures help prune a large number of graphs in $\mathcal{G}$, which saves a huge amount of computation cost. Most existing work use frequent subgraphs (FSG) in index construction, whereas the others do not. Therefore, we classify the existing index structures into two categories according to whether they use FSGs, and explain the approaches in each category as follows.

**FSG-based approaches.** Techniques [22,80,101,104,106] in this category exploit the frequent subgraph mining algorithms to extract a set $\mathcal{F}$ of graphs, such that for each graph $g \in \mathcal{F}$ we have $|\mathcal{A}(g)| \geq s$, where $s \geq 0$ is a pre-defined threshold. Then, the index structures are constructed on $\mathcal{F}$ where the graph canonical forms of graphs $g \in \mathcal{F}$ serve as key and $\mathcal{A}(g)$ the corresponding values. Note that, $\mathcal{A}(g)$ is stored as a set of graph IDs. In the query processing, given a query graph $Q$, these techniques decompose $Q$ into several sub-queries such that (i) each sub-query is a subgraph of $Q$, and (ii) each sub-query exists in the index structure. Then, a set $C$ of candidate graphs can be computed by intersecting $\mathcal{A}(g)$ for all sub-queries $g$ of $Q$. Finally, the answer of $Q$ is obtained by performing subgraph isomorphism tests with $Q$ against the graphs in $C$.

However, the size of $\mathcal{F}$ could be extremely large due to the exponential number of subgraphs in the database. To address this issue, Yan et al. [101] propose $G$-index, which generates all frequent subgraphs of size up to a pre-defined threshold $maxL$, and removes all non-discriminative graphs. Given a pre-defined threshold $\gamma$, a graph $g$ is discriminative with respect to $\mathcal{F}$ if $\frac{|\bigcap_{g' \in \mathcal{F} : g' \subseteq g} \mathcal{A}(g')|}{|\mathcal{A}(g)|} \geq \gamma$. Therefore, given a query graph
Q, G-index processes Q in the same manner as above, except that it decomposes Q into several sub-queries whose sizes are up to maxL.

To further reduce the cost in index construction, several approaches [80, 104, 106] observe that (i) most frequent graphs are trees and (ii) the cost of mining frequent trees are much smaller than that of mining general graphs. Based on the observations, they use frequent trees in index construction, and decompose the query graph into trees for query processing.

In contrast to the above approaches, Cheng et al. [22] propose the FG-index, which is a disk-based approach that alleviates the overhead in memory consumption by keeping a subset of frequent subgraphs in memory. Besides, FG-index generates all frequent subgraphs such that the query Q can be answered immediately if Q is a frequent subgraph.

Non-FSG-based approaches. Unlike the FSG-based approaches, techniques [38, 83, 110] in this category utilize very different features, which renders their indexing and query processing methods different from each other. In the following, we explain each approach respectively.

The first approach is GraphGrep [83], which enumerates all paths of size up to maxL that are utilized in the index construction. Given a query graph Q, GraphGrep divides Q into paths to probe the index structure for computing a set of candidate graphs. Although GraphGrep has much smaller cost in index construction than that of FSG-based approaches, the pruning power of paths is much lower than that of FSG-based approaches, which renders GraphGrep incur more overhead in the query processing.

Then, He et al. [38] develop C-Tree by proposing the concept of graph closure, which is a summarized graph that contains a set of graphs. Based on the concept, C-Tree builds a hierarchical tree where each leaf is a graph in G and each internal node represents a graph closure that summarizes the structures of its child nodes. Such an index structure can be built using the hierarchical clustering algorithm [33]. In the query processing of a query graph Q, C-Tree traverses the hierarchical tree from root. When visiting a node g in the tree, if g is an internal node, C-Tree performs the pseudograph isomorphism testing which can check whether there exists a leaf in the subtree under g that contains Q as a subgraph. If g fails in the pseudograph isomorphism testing, C-Tree does not need to visit the descendants of g in the tree; otherwise, C-Tree continues to check the child nodes of g recursively. On the other hand, if g is a leaf in the tree, C-Tree performs the subgraph isomorphism testing to check whether Q is a subgraph of g. However, C-Tree has severe performance drawbacks as compared in [37], since (i) the pseudograph isomorphism tests are extremely expensive and (ii) the size of graph closures and the number of nodes in the tree could be significantly large, which explodes the limited size of memory.

Finally, Zou et al. [110] devise the technique of gCode which first generates a vertex signature for each vertex of each graph G in G. Based on that, it computes a graph
signature for $G$, which are then indexed in a tree structure. Given a query graph $Q$, gCode computes the vertex signatures and graph signature for $Q$ using the same approach, and then probes the tree structure to obtain a set of candidate graphs for verification. As shown in [37], the pruning power of this technique is low in real sparse graphs, leading to a large number of candidate graphs produced by this approach.

**Generalized subgraph query processing.** Different from the aforementioned problems that adopt traditional subgraph matching, there are some existing studies of graph matching problem by allowing edges to map to paths for graphs [28, 29, 47, 109]. However, their queries are too rigid by fixing the length of all the mapping paths [109], or too relax by allowing node similarity matching [29]. Besides, all these works are tailored to query a single large graph making them unsuitable for querying a large set of small or medium-sized graphs.

On the other hand, various types of graph query processing on a large set of small or medium-sized graphs have been studied in the literature in recent years and we restrict our discussion on the closely related ones, namely subgraph query processing [22, 38, 80, 83, 101, 104, 106], supergraph query processing [20, 21, 81, 105], and similarity graph query processing [79, 102, 103, 107]. All these works proposed some indexing techniques to filter out as many unmatching data graphs as possible. Although many different types of graph indexing techniques have been proposed, none of them is similar to our indexes except FG-index [22], which is similar to FP-index. However, the only similarity lies on the use of frequent patterns to avoid verification and the use of infrequent edges to reduce the candidate set size, while the index structure of FP-index (which builds on B+-trees) is totally different from that of FG-index (which is an unbalanced tree built on the clusters of frequent patterns). Apart from that, both D-index and S-index are entirely different from all existing indexes. In addition, our work is the first to propose indexes for processing generalized subgraph queries.

**2.4 Summary**

In this chapter, we first review the approaches for frequent subgraph mining in transaction setting, which can be classified into two categories depending on how we traverse the graph lattice, i.e., BFS-based approaches and DFS-based approaches. In the BFS-based approaches, we first compute a set $C$ of size-$(k + 1)$ candidate graphs from the set $F_k$ of size-$k$ frequent graphs. Then, we calculate the frequency for each graph in $C$ and obtain the set $F_{k+1}$ of size-$(k + 1)$ frequent graphs. Compared with BFS-based approaches, the DFS-based approaches traverse the graph lattice in the DFS manner. Therefore, the memory consumption of the DFS-based approaches is much smaller than that of the BFS-based approaches. Since the DFS-based approaches generate the size-$(k + 1)$
candidate graph from a single size-$k$ frequent graph, whereas the BFS-based approaches use the whose set of size-$k$ frequent graphs, the BFS-based approaches are more powerful in pruning the search space.

Then, we summarize the previous approaches in network motif discovery, which typically consists of two phases: subgraph enumeration and frequency computation. Both phases rely on the AM-index and CL-index to accelerate the process and reduce the overhead in subgraph isomorphism tests. Since the number of random graphs could be sizable and the computation cost on each random graph is as expensive as on real graph, however, these approaches often cannot terminate within a reasonable time. In this thesis, we propose to utilize GPUs for speeding up the processes on random graphs, as the GPU often contains thousands of cores working simultaneously which makes it highly capable in parallelism. Nevertheless, as will be discussed in Section 4.2, the previous CPU-based approaches cannot be directly translated on GPU due to the specific properties of GPU computing model.

Finally, we present a detail survey on the existing algorithms for subgraph query processing in transaction setting. Almost all of these approaches follow the filter-and-verification framework with the aid of index structures, constructed in a pre-processing step. In this framework, given a query graph $Q$, we first probe the index structures to obtain a set of candidate graphs. The number of candidate graphs should be much smaller than the size of database $G$. Then, we verify each candidate graph by performing subgraph isomorphism testing with $Q$. Depending on whether index construction uses frequent subgraph mining (FSG), we classify these approaches into two categories: FSG-based approaches and non-FSG-based approaches. Compared with non-FSG-based approaches, the FSG-based approaches have relatively higher cost in index construction due to the extensive large number of frequent subgraphs that will be generated. However, the FSG-based approaches are more effective than the non-FSG-based approaches in pruning candidate graphs, since frequent subgraphs preserve more structure information than the features used in non-FSG-based approaches.
Chapter 3

Large-Scale Frequent Subgraph Mining

This chapter presents a novel two-step filter-refinement computation workflow which uses MapReduce for frequent subgraph mining, is highly parallelizable and avoids excessive amounts of data communication. Besides, we devise a statistical model for predicting which locally frequent subgraphs are likely to also be globally frequent. The model increases slightly the amount of computation in the filter step, but has as benefit significant gains in the refinement step. Then, we develop a lightweight technique for graph compression that reduces significantly the amount of data transmission between the worker nodes and the file system, and hence decreases further the overall runtime of the mining algorithm. Finally, through an extensive experimental evaluation on several real-world graph datasets, we show that the proposed approach clearly outperforms the existing state-of-the-art.

The remainder of this chapter is organized as follows: Section 3.1 introduces fundamental concepts and definitions. Section 3.2 gives an overview of the proposed approach, whereas Sections 3.3 and 3.4 provide specific details of the filter and refinement steps, respectively. The graph compression scheme to reduce communication cost is presented in Section 3.5. An extensive experimental evaluation is presented in Section 3.6, followed by the summary in Section 3.7.

3.1 Preliminaries

Section 3.1.1 focuses on mining frequent subgraphs, whereas Section 3.1.2 provides a brief MapReduce primer.
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Figure 3.1: Frequent subgraph computation.

3.1.1 Mining Frequent Subgraphs

Let $\mathcal{G}$ be a set of $n$ graphs where each node and edge is labeled. We denote each graph $G \in \mathcal{G}$ as a quadruple $G = (V, E, L, l)$, where $V$ and $E$ are the set of vertices and edges in $G$, respectively, and $l$ is a labeling function that maps each vertex and edge in $G$ to a label in a finite alphabet $L$. For ease of exposition, we assume that $G$ is undirected and connected; however, our results can be easily extended to the case of directed or disconnected graphs.

Given any graph $G' = (V', E', L', l')$, we say $G'$ is a subgraph of another graph $G = (V, E, L, l)$, if there exists an injective function $\mu : V' \rightarrow V$ such that $\forall (u, v) \in E'$ it holds that

$$(l(u) = l'(\mu(u))) \land (l(v) = l'(\mu(v))) \land (l(u, v) = l'(\mu(u), \mu(v))).$$

In other words, the labels for each edge as well as the labels for the edge’s endpoints are identical. We use $G' \subseteq G$ to denote that $G'$ is a subgraph of $G$, and we refer to $G$ as a super-graph of $G'$.

The frequency of a graph $G'$ in $\mathcal{G}$, denoted as $f(G')$, is defined as the number of graphs in $\mathcal{G}$ that contain $G'$ as a subgraph. That is,

$$f(G') = \left| \{G \mid G \in \mathcal{G} \land G' \subseteq G \} \right|.$$  

Meanwhile, the support of $G'$ in $\mathcal{G}$ is defined as $f(G')/n$, i.e., the fraction of graphs in $\mathcal{G}$ that are super-graphs of $G'$, where $n$ is the number of graphs in $\mathcal{G}$. We say that $G'$
is a frequent subgraph in $G$, if the support of $G'$ is not less than a support threshold $\theta$ ($0 \leq \theta \leq 1$).

**Example 3.1:** Figure 3.1 shows 13 graphs, $g_1, \ldots, g_{10}$, and $G_1, G_2, G_3$, where the label of each vertex is in the domain $[0, 2]$, and the label of each edge is in the domain $[1, 3]$. For each $g_i$ ($1 \leq i \leq 10$), there exists a graph $G_j$ where $1 \leq j \leq 3$ such that $g_i$ is a subgraph of $G_j$. For instance, $g_{10}$ is a subgraph of $G_1$, since we can injectively map all the vertices and edges of $g_{10}$ to the vertices and edges of $G_1$. Consider a graph set $\mathcal{G} = \{G_1, G_2, G_3\}$, the frequency of $g_1$ is $f(g_1) = \left|\{G_1, G_2, G_3\}\right| = 3$, and, similarly, the frequency of $g_{10}$ is $f(g_{10}) = \left|\{G_1\}\right| = 1$. That is, the support of $g_1$ is $s(g_1) = 1$, and the support of $g_{10}$ is $s(g_{10}) = 1/3$.

Given $\theta$ and $\mathcal{G}$, our objective is to identify all frequent subgraphs in $\mathcal{G}$, as well as the frequency of each frequent subgraph in $\mathcal{G}$. We aim to accomplish this task using a MapReduce program on $m$ machines.

### 3.1.2 MapReduce

A MapReduce program, also referred to as a workflow, consists of several rounds, each of which contains three phases: map, shuffle, and reduce, as follows:

(i) **Map.** In this phase, each machine reads data from a distributed file system (DFS), and applies a map function on the data to convert them into a set of pairs. Each pair consists of a key and a value.

(ii) **Shuffle.** In this phase, the key-value pairs are aggregated by keys, and the values in the pairs with the same key are grouped as a list. Each key, along with the corresponding list of values, is then sent to one of the machines.

(iii) **Reduce.** Each machine examines the keys and lists that it receives in the shuffle phase, and then applies a reduce function on each list of values. The function transforms each list into a new key-value pair, which is then stored in the DFS and can be utilized by subsequent rounds of the MapReduce program.

In subsequent sections, we focus on the design of the Map and Reduce functions, as the shuffle phase is automatically handled by the MapReduce infrastructure (e.g., Hadoop [8]).
3.2 Solution Overview

The proposed filter-and-refinement MapReduce solution is illustrated in Figure 3.2 and consists of three rounds of computation:

**Round 1: Filter.** In the map phase of this round, each machine $M_i$ ($i = 1, \ldots, m$) reads a disjoint subset $G_i$ of $G$ and identifies a set of graphs $H_i$, such that (i) each graph $G \in H_i$ is the subgraph of at least one graph in $G_i$, and (ii) $G$ is likely to be a frequent subgraph in $G$. Then, for each graph $G \in H_i$, $M_i$ outputs a key-value pair where the key is $G$ and the value indicates $f_i(G)$, i.e., the number of graphs in $G_i$ that are super-graphs of $G$. Next, in the shuffle phase (not explicitly shown in the diagram), all key-value pairs having $G$ as key are sent to the same machine, say $M_j$. Finally, in the reduce phase, $M_j$ inspects the list of values with key $G$, and computes the sum of all individual frequencies. Based on the sum, $M_j$ evaluates whether $G$ is likely to be a frequent subgraph in $G$. If $G$ cannot be a frequent subgraph, then it is discarded; otherwise, $M_j$ outputs a key-value pair with key $G$ and value equal to the sum of frequencies (as we will discuss in Section 3.3 the value contains some additional information as well).

**Round 2: Sorting.** The set of key-value pairs obtained from the filter round is sorted in ascending order of graph size (defined as number of graph edges) in the key. This is accomplished by invoking a single-round MapReduce sorting algorithm such as TeraSort in Hadoop [8]. The sorted sequence is then stored in the DFS.

**Round 3: Refinement.** In the map phase, each machine $M_i$ reads $G_i$ and the sorted sequence $S$ from the DFS. Then, for each graph $G$ that appears in $S$, $M_i$ determines $f_i(G)$, the frequency of $G$ in $G_i$. Next, $M_i$ outputs a key-value pair $(G, f_i(G))$. Such key-value pairs are re-distributed among the machines in the shuffle phase. Then, for each key $G$, the reduce phase computes the sum of the values corresponding to $G$. (Note that this sum equals $f(G)$, the exact frequency of $G$ in $G$.) If $f(G)/n$ is not less than the
support threshold $\theta$, then a key-value pair $\langle G, f(G) \rangle$ is written to the DFS to indicate that $G$ is a frequent subgraph in $\mathcal{G}$.

Since there is nothing specific to the studied problem within the sorting round, we omit it further from consideration, and focus on the filter and refinement rounds, where the challenges reside. First, in the filter round, given that each machine $M_i$ sees only a subset $\mathcal{G}_i$ of the graphs in $\mathcal{G}$, we focus on how $M_i$ can identify subgraphs that are likely to be frequent in $\mathcal{G}$ (i.e., globally frequent). We refer to such subgraphs as frequent subgraph candidates. This must be done in a manner that ensures both correctness and efficiency of the overall solution (Section 3.3). Second, in the refinement round, when each machine $M_i$ computes the frequency of candidate graphs in $\mathcal{G}_i$, we focus on how to lower the cost of subgraph isomorphism tests required to identify super-graphs of the candidates (Section 3.4). Third, as each machine may generate a relatively large set of candidate subgraphs, we study how to reduce the communication overhead in re-distributing and manipulating the key-value pairs for the candidates (Section 3.5).

3.3 Filter Round

The filter round distributes graphs in $\mathcal{G}$ onto the $m$ machines, and asks each machine to report candidates for frequent subgraphs. To ensure completeness of the result, the set of candidates reported should not incur any false negative, i.e., every frequent subgraph in $\mathcal{G}$ must be reported as a candidate by at least one machine.

3.3.1 A Preliminary Approach

One simple approach to implement the filter round is as follows:

(i) In the map phase, divide $\mathcal{G}$ into $m$ disjoint subsets $\mathcal{G}_1, \mathcal{G}_2, \ldots, \mathcal{G}_m$, and send $\mathcal{G}_i$ ($i = 1, \ldots, m$) to machine $M_i$. Next, each $M_i$ reports a graph $G$ as a candidate whenever $f_i(G)/n_i \geq \theta$.

(ii) In the reduce phase, the union of the sets of candidates produced by the $m$ machines is written to the DFS.

In other words, we report a graph as a candidate whenever it is locally frequent on some machine. This avoids false negatives because if a graph $G'$ is not reported as a candidate by any machine, then the frequency of $G'$ in $\mathcal{G}$ must satisfy the following inequality:

$$f(G') = \sum_{i=1}^{m} f_i(G') < \sum_{i=1}^{m} (\theta \cdot n_i) = \theta \cdot n,$$
i.e., we have \( s(G') = f(G')/n < \theta \), and hence, \( G' \) cannot be a frequent subgraph.

However, this approach is inefficient as it may lead to a large number of false positives, i.e., candidate graphs that are reported even though they are actually infrequent in \( \mathcal{G} \). Consider a graph \( G \) such that \( f(G) < n \cdot \theta \). For \( G \) not to be reported, it must hold that on each of the \( m \) machines

\[
\forall i \in [1, m], f_i(G) < n_i \cdot \theta. \tag{3.1}
\]

For Eq. (3.1) to hold, the graphs in \( \mathcal{G} \) that are super-graphs of \( G \) must be distributed uniformly to the \( m \) machines. However, such an even distribution is difficult to obtain, especially when \( f(G) \) is close to \( n \cdot \theta \), as it requires prior knowledge of the super-graphs of \( G \) in \( \mathcal{G} \), which is not available before the map phase of the filter round.

To reduce the number of false positives, one can utilize the map phase of the filter round. As a naive strategy, assume that in the map phase each machine \( M_i \) outputs the frequency for all subgraphs \( G \) in \( \mathcal{G}_i \) (regardless of whether \( G \) is locally frequent or not). Then, in the reduce phase, we can sum up the frequency of \( G \) on each machine to obtain its global frequency \( f(G) \), based on which we can precisely decide whether \( G \) is globally frequent. As such, we can eliminate all false positives in the candidate graphs, but at the cost of computing local frequencies for an excessive number of graphs. Next, we develop a more advanced approach for candidate graph generation that reduces false positives without incurring the prohibitive cost of frequency computation for all subgraphs.

### 3.3.2 An Improved Approach

The improved approach for the filter round works as follows:

(i) In the map phase, we distribute each graph \( G \in \mathcal{G} \) to a randomly selected machine, i.e., each machine \( M_i \) receives a sample set of \( \mathcal{G}_i \) with a sampling rate \( 1/m \).

(ii) Then, \( M_i \) outputs \( f_i(G) \) of any graph \( G \) that is locally frequent in \( \mathcal{G}_i \) (i.e., \( f_i(G) \geq n_i \cdot \theta \)). In addition, for a selected set of graphs that are locally infrequent in \( \mathcal{G}_i \), \( M_i \) also outputs key-value pairs that record the local frequencies of those graphs.

(iii) In the reduce phase, for each graph \( G \) that is locally frequent on some machine, we derive an upper-bound of \( f(G) \) (i.e., the global frequency of \( G \)). If the upper-bound is at least \( \theta \cdot n \), then we output a key-value pair for \( G \) to indicate that it is a candidate frequent subgraph.
Specifically, the upper-bound of $f(G)$ that we use in the reduce phase is $f^\top(G) = \sum_{i=1}^{m} f^\top_i(G)$, where

$$f^\top_i(G) = \begin{cases} f_i(G), & \text{if } M_i \text{ reports } f_i(G) \text{ in the} \\ \text{map phase} \\ \lceil n_i \cdot \theta \rceil - 1, & \text{otherwise} \end{cases}$$

(3.2)

That is, whenever $f_i(G)$ is unknown, we use $\lceil n_i \cdot \theta \rceil - 1$ as an optimistic estimation of $f_i(G)$. The rationale of using locally infrequent subgraphs is to lower the upper-bound of each candidate’s global frequency for more powerful pruning.

**Selection of locally infrequent graphs.** For the above approach to be efficient, we need to carefully select the set of locally infrequent graphs output by each machine $M_i$ in the map phase. If this set is too large in size, performance will decrease. On the other hand, if it is too small, then the reduce phase may leave a large number of false positives in the candidate graphs, since the frequency upper-bound $f^\top(G)$ for a candidate graph $G$ tends to be loose when the local frequencies of $G$ are not reported by a large portion of the machines. This calls for a method that can *selectively* choose locally infrequent graphs from each machine while maintaining the pruning power of $f^\top(G)$.

To obtain a good trade-off, one needs to determine when will a locally infrequent graph be useful for pruning false positives in the candidate graphs. Consider a graph $G'$ that is locally infrequent on machine $M_i$. Assume that $M_i$ reports the local frequency of $G'$ (i.e., $f_i(G')$) in the map phase. Then, $f_i(G')$ will help eliminate false positives in the reduce phase only if $G'$ is reported as a candidate graph by at least one machine $M_j$, in which case $f_i(G')$ will contribute to the calculation of the upper-bound $f^\top(G')$ that decides whether $G'$ should be pruned. In other words, $M_i$ should report $f_i(G')$ only if $G'$ is locally frequent on some other machine $M_j$. Nevertheless, as $M_i$ only sees its local data $G_i$ in the map phase, it cannot determine whether $G'$ might be locally frequent on other machines. To address this issue, we propose a probabilistic inference method as follows.

First, given that (i) $G_i$ is a random sample set of $G$ and (ii) a $f_i(G')/n_i$ fraction of the graphs in $G_i$ are super-graphs of $G'$, $M_i$ estimates that the frequency of $G'$ in $G$ is roughly $n \cdot f_i(G')/n_i$. Given this estimation, $M_i$ infers that the local frequency of $G'$ on any other machine $M_j$ follows a binomial distribution:

$$Pr \{ f_j(G') = k \} = \binom{n_j}{k} p^k (1 - p)^{n_j - k},$$

where $p = f_i(G')/n_i$. Accordingly, the event that $G'$ is locally frequent on $M_j$ should occur with the following probability:

$$Pr \{ f_j(G') \geq \lceil \theta \cdot n_j \rceil \} = \sum_{k=\lceil \theta \cdot n_j \rceil}^{n_j} \left( \binom{n_j}{k} p^k (1 - p)^{n_j - k} \right).$$
By the union bound, $M_i$ gets the following upper-bound on the probability that $G'$ is locally frequent on at least one machine besides $M_i$:

$$\Pr \{ \exists j \neq i, f_j(G') \geq [\theta \cdot n_j] \} \leq \sum_{j \neq i} \Pr \{ f_j(G') \geq [\theta \cdot n_j] \} = \sum_{j \neq i} n_j \sum_{k=\lceil \theta \cdot n_j \rceil} \binom{n_j}{k} p^k (1-p)^{n_j-k}. \quad (3.3)$$

Note that this upper-bound is easy to compute given the cumulative distribution function of the binomial distribution.

Based on the above upper-bound, $M_i$ can then decide whether the local frequency of $G'$ should be output. In particular, if the upper-bound falls below a threshold $\rho$ which is a system parameter (e.g., $\leq 5\%$), then $M_i$ infers that $G'$ is unlikely to be locally frequent on any other machines, and hence, it would not output any key-value pair pertinent to $G'$. As such, $M_i$ can avoid reporting a large number of key-value pairs that are useless for the pruning procedure in the reduce phase. In Section 3.6 we discuss a methodology for setting the value of $\rho$ in practice.

**Computing graph frequencies.** To compute the set of locally frequent subgraphs, one of several techniques [41, 43, 56, 64, 70, 92, 100] that address subgraph mining in a sequential setting can be used. All such techniques follow a branch-and-bound approach. All subgraphs are organized in a lattice, where each node denotes a subgraph. We add a dummy root node above the single-edge subgraphs (corresponding to an empty subgraph). Each node in the lattice extends the graph of its parent node(s) by adding a single edge, i.e., a child node is a super-graph of all its parent nodes. The lattice is traversed top-down, and the support of each visited node is computed. If a visited graph is frequent, the corresponding graph and its frequency are output, and the traversal continues with the child nodes. Otherwise, all its child nodes and the descendants are pruned. Otherwise, all its child nodes and the descendants are pruned.

**Example 3.2:** Figure 3.3 shows the lattice formed by the graphs $g_1, \cdots, g_{10}$ in Figure 3.1. Each node in the lattice denotes a subgraph. Let $\theta = 0.5$. In the beginning of the mining process, we visit the single-edge subgraphs, i.e., $g_1$ and $g_2$. Then, we compute their supports, as $s(g_1) = 1$ and $s(g_2) = 1/3$. Since $s(g_2) < \theta$, we stop visiting all descendants of $g_2$ in the lattice. As $s(g_1) > \theta$, we output $g_1$, as well as its frequency, and continue the traversal on the branch of $g_1$ by visiting $g_3$ and $g_4$. Next, we compute $s(g_3) = s(g_4) = 1/3$, and the branches of $g_3$ and $g_4$ are pruned. The traversal stops since there are no more nodes to visit.

For illustration purposes, we use white nodes to denote frequent subgraphs, grey nodes to denote visited nodes which are infrequent, and black nodes to denote unvisited
subgraphs. Existing algorithms return only white nodes (i.e., frequent subgraphs). However, to improve the efficiency of the refinement step, we choose to also return some grey nodes, if their probability to be globally frequent is above threshold $\rho$. Note that, even though existing techniques do not output grey nodes, they still have to compute their frequencies, as required by the termination condition of the traversal algorithm. Therefore, our decision to output grey subgraphs as well comes at no additional computational cost in the filter step.

**Efficient computation of upper-bound probabilities.** Each machine $M_i$ may produce a large number of subgraphs, so computing the probability in Eq. (3.3) separately for each subgraph would be costly. Due to the fact that Eq. (3.3) is monotonic in the range $[1, \lceil \theta \cdot n_j \rceil]$, given a user-defined probability upper-bound $\rho$, we can employ binary search to determine an appropriate value for frequency $f_i$ that is equal or close to the frequency of a graph $G$ whose upper-bound probability is $\rho$. Let $\alpha = \lceil \theta \cdot n_j \rceil$. The binary search first considers the range $[1, \alpha]$ and computes the probability for frequency $f_i = \lceil \alpha/2 \rceil$. If the probability is larger than $\rho$, we change the range to $[1, \lceil \alpha/2 \rceil]$, and compute the probability at $\lceil \alpha/4 \rceil$; otherwise, the range of $[\lceil \alpha/2 \rceil + 1, \alpha]$ is considered, and we compute the probability at $\lceil (\lceil \alpha/2 \rceil + 1 + \lceil \alpha \rceil)/2 \rceil$ to determine the next range. The search will stop if the obtained probability value converges close enough to $\rho$. Let $f_p$ denote the frequency value obtained as above. For a given graph $G$, if $f_i(G)$ is smaller than $f_p$, the probability that $G$ is globally infrequent is high, hence we prune $G$ from further computation.

**Implementation Issues.** In the map phase, each key-value pair that is sent out by a machine $M_i$ has a graph $G$ as the key, and the frequency of $G$ as well as the machine id $i$ of $M_i$ as the value. In the key, $G$ is represented in a graph canonical form, which will be compressed as discussed in Section 3.5. The canonical form of each graph $G$ allows us to aggregate the graphs in the shuffle phase so as to obtain the upper-bound of $f(G)$ in the reduce phase. As to the value, the frequency of $G$ in each machine will be calculated
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as a sum in the reduce phase, while the machine ids will be retained as one part of the new value. Note that, the machine id in the value enables us to identify the graphs that are sent out by all machines, i.e., a subset of globally frequent subgraphs. These graphs as well as their frequencies are written to DFS as part of the final result. Furthermore, when the key-value pairs are read by machine $M_i$ in the refinement round, if $M_i$ already appears in the list of machine ids then the frequency of the graph in the key does not need any refinement on behalf of $M_i$, so redundant computation is avoided.

### 3.4 Refinement Round

At the start of the refinement round, each machine $M_i$ receives the sorted sequence $S$ of candidate frequent graphs from the DFS. Machine $M_i$ constructs $S_i$ by removing from $S$ all key-value pairs that contain the machine id of $M_i$ (if a value contains the id of $M_i$, it means that there is no refinement required in the current partition $G_i$ of the data). Each candidate graph $G$ in $S_i$ is locally infrequent in $M_i$, i.e., $f_i(G) < \lceil \theta \cdot n_i \rceil$, and its frequency needs to be determined.

Given a candidate graph $G$, we denote as $A(G)$ the set of super-graphs of $G$ in $G_i$. To compute the frequency $f_i(G) = |A(G)|$, a naive approach is to perform a subgraph isomorphism test between $G$ and each graph in $G_i$. However, due to the computational complexity of subgraph isomorphism testing, such an approach will not scale well. Recall that, inclusion relationships exist among candidate graphs, captured by a lattice structure. A child node $G$ in the lattice is a super-graph of a parent node $G'$, hence $A(G) \subseteq A(G')$. Such dependencies help save redundant computation. We devise two strategies for frequency computation, Top-Down and Bottom-Up, named after the direction in which the strategy is traversing the lattice.
3.4.1 The Top-Down Approach

In the Top-Down approach, we scan $S_i$ once in ascending order of graph size (i.e., from top to bottom of the lattice), and compute $A(G)$ for each candidate graph $G$ as soon as we visit node $G$. Specifically, if there is no candidate graph $G'$ in $S_i$ such that $G'$ is a subgraph of $G$ (i.e., $G$ has no parents), we perform isomorphism testing against every graph in $G_i$ to compute $A(G)$. Otherwise, we first compute an upper-bound of $A(G)$ by intersecting $A(G')$ for all $G' \subseteq G$ and $G' \in S_i$. We denote the upper-bound of $A(G)$ as $ub(G)$, i.e.,

$$\text{ub}(G) = \bigcap_{G' \subseteq G \land G' \in S_i} A(G').$$

Note that, for any graph $G' \in S_i$ which is a subgraph of $G$,

$$|A(G)| \leq |\text{ub}(G)| \leq |A(G')| < [\theta \cdot n_i] \ll n_i,$$

if $\theta$ is sufficiently small. Besides, since we process the candidate graphs in $S_i$ in ascending order of graph size, we have all $A(G')$ before visiting $G$. Therefore, to compute $A(G)$, we perform isomorphism testing only against the graphs in $\text{ub}(G)$, instead of the entire $G_i$.

The computational overhead can be reduced further if we consider only the set of maximum subgraphs of $G$. We say that a graph $G'$ in $S_i$ is a maximum subgraph of $G$ if there does not exist another graph $G^+ \in S_i$ such that $G^+$ is a subgraph of $G$ and also a super-graph of $G'$. To explain that, consider that there exists a graph $G^+ \in S_i$ such that $G^+$ is a subgraph of $G'$, then we have $A(G') \subseteq A(G^+)$. Therefore, $A(G^+)$ is not useful to reduce the size of $\text{ub}(G)$ if we already visited $G'$. In the lattice, the parent nodes of $G$ are the maximum subgraphs of $G$, which are easy to determine.

**Example 3.3:** Continuing Example 3.2, Figure 3.4(a) shows the graph processing order of the Top-Down strategy with dashed arrows. We begin by processing $g_5$, which does not have any parents, so $A(g_5)$ is computed by performing isomorphism testing against every graph in $G_i$. The traversal then continues as shown, with $g_6, \ldots, g_{10}$. In the case of nodes that have parents, it is possible to reuse some of the earlier computation. For instance, when visiting $g_{10}$, we compute $\text{ub}(g_{10}) = A(g_{10}) \cap A(g_8)$, and examine only the graphs in $\text{ub}(g_{10})$ to obtain $A(g_{10})$.

3.4.2 The Bottom-Up Approach

The drawback of the Top-Down approach is that it still performs some redundant computations. Since the super-graphs of $G$ are also the super-graphs of $G$’s subgraphs, the super-graphs of $G$ will be examined for each of $G$’s subgraphs in the Top-Down approach.
To avoid the redundancy, we devise the Bottom-Up approach, which consists of two scans of $S_i$.

The first scan processes the candidate graphs in $S_i$ in ascending order of graph size. Given a candidate graph $G$, if $G$ does not have subgraphs in $S_i$, we compute $\mathcal{A}(G)$ by examining every graph in $S_i$. That is, we obtain a tight upper-bound as $\text{ub}(G) = \mathcal{A}(G)$. Otherwise, if $G$ has subgraphs $G'$ in $S_i$, the upper-bound of $\mathcal{A}(G)$ is then computed by intersecting the upper-bounds of all $\mathcal{A}(G')$, i.e.,

$$\text{ub}(G) = \bigcap_{G' \subseteq G \land G' \in S_i} \text{ub}(G').$$

However, the isomorphism testing against graphs in $\text{ub}(G)$ is not performed right away, instead it is deferred until later on in the algorithm. According to the analysis in Section 3.4.1, $\text{ub}(G')$ is obtained before processing $G$, and $|\text{ub}(G)| < [\theta \cdot n_i]$. In addition, we only need to consider the maximum subgraph of $G$ to compute $\text{ub}(G)$.

The second scan processes the candidate graphs in $S_i$ in descending order of graph size. Given a candidate graph $G$, if $G$ has no super-graphs in $S_i$, we examine every graph in $\text{ub}(G)$, which is computed in the first scan, to obtain $\mathcal{A}(G)$. Otherwise, a lower bound of $\mathcal{A}(G)$ is computed by merging $\mathcal{A}(G')$ for all $G'$’s super-graphs $G' \in S_i$. We denote the lower bound of $\mathcal{A}(G)$ as $\text{lb}(G)$, i.e.,

$$\text{lb}(G) = \bigcup_{G' \subseteq G \land G' \in S_i} \mathcal{A}(G').$$

Since we scan the graphs in descending order of graph size, the frequency of $G'$ has been computed before $G$. Note that, the graphs in $\text{lb}(G)$ are super-graphs of $G$, therefore, to compute the frequency of $G$, we only need to examine the graphs in a subset of $\text{ub}(G)$, i.e.,

$$\text{ub}(G) \setminus \text{lb}(G).$$

To avoid re-computing the frequency of $G$ in the second scan in cases where $\mathcal{A}(G)$ has been computed in the first scan, we mark $G$ in the first scan. Before processing a graph in the second scan, we first check its mark to determine whether we need to compute its frequency or not.

**Example 3.4:** Figure 3.4(b) illustrates the Bottom-Up strategy, which first visits $g_5$, and then visits all the other nodes following the dashed arrows. The upper bounds are constructed in this traversal, but no isomorphism tests are performed (except for nodes without parents). When $g_{10}$ is reached, it is determined that $\text{ub}(g_{10}) = \text{ub}(g_7) \cap \text{ub}(g_8)$, and the actual subgraph isomorphism testing is performed for graphs in $\text{ub}(g_{10})$. Then, the traversal returns following the dotted arrows, towards the first node $g_5$. During the second traversal, when re-visiting some node, only graphs in the difference between the
upper bound and lower bound of the respective node must be included for isomorphism testing. For instance, when re-visiting \( g_8 \), we only examine the graphs in \( \text{ub}(g_8) \setminus \mathcal{A}(g_{10}) \).

Recall that for each graph \( G \), \( \text{ub}(G) \) is already sufficiently small if \( \theta \) is small. Removing the graph in the lower bound from the upper bound further shrinks the total number of graphs for subgraph isomorphism test, especially when \( S_i \) is large. Therefore, a significant amount of computation can be saved with this strategy.

### 3.5 Reducing Communication Overhead

Frequent subgraph mining with MapReduce produces a large set of key-value pairs which must be transferred via network communication. This may incur significant overhead, since keys are canonical labelings of graphs, which are sizable. We propose a lightweight compression technique that is able to represent the canonical labeling of a graph \( G = (V, E, L, l) \) using only \( O(|E| \log_w |L|) \) bits, whereas the computational complexity of encoding/decoding is only \( O(|E|^2 \log_w |L|) \), where \( w \) is the size of a machine word.

#### 3.5.1 Compression of Canonical Labeling

The canonical labeling of a graph corresponds to a unique permutation of its edges or vertices. For example, \( \text{CAM (Canonical Adjacency Matrix)} \) [43] computes a permutation of vertices such that the code produced from the adjacency matrix for that permutation is maximal, whereas the DFS code [100] finds a permutation of edges such that the ordering obtained is a maximal code. We adopt the CAM approach, but our technique can be extended to other canonical labeling methods.

For real-world graph datasets, trees are very common, and most of frequent subgraphs are trees [64, 70]. Therefore, our approach first focuses on spanning trees, and then extends to the case of non-tree edges.

**Encoding Spanning Trees.** Given graph \( G = (V, E, L, l) \), denote its spanning tree by \( T = (V, E', L, l) \), where \( E' \subseteq E \). Let the permutation of vertices be \( V = (v_0, v_1, \cdots, v_{d-1}) \), \( d = |V| \), where \( v_0 \) is the root of \( T \) and each other vertex \( v_i \) is incident to one and only one vertex \( v_j \) for \( j < i \) (i.e., its parent). To store \( T \) in an adjacency list, for each vertex \( v_i \), we record its label \( l(v_i) \) as well as the edge \( \langle v_{e(i)}, l(v_i, v_{e(i)}) \rangle \) that connects \( v_i \) to its parent \( e(i) \). We use a vector to store the column of vertex labels, denoted as \( L_v = (l(v_0), l(v_1), \cdots, l(v_{d-1})) \). Similarly, we denote \( I_v = (e(1), e(2), \cdots, e(d-1)) \) as the set of parent nodes for vertices \( v_i \) (\( i = 1, \cdots, d-1 \)), and \( L_e = (l(v_1, v_{e(1)}), l(v_2, v_{e(2)}), \cdots, l(v_{d-1}, v_{e(d-1)}) \) as the corresponding vertex-parent edges (note that \( e(0) \) is not defined).
Compressing tree $T$ boils down to compressing the vectors $L_v$, $I_v$, and $L_e$. Note that, the elements in those vectors are often from a small domain. For instance, the elements in $L_v$ and $L_e$ are chosen from the set $L$ of distinct labels in the dataset, and the elements of $I_v$ are positive numbers smaller than the number of vertices in $T$. Furthermore, each vector is also small in size, where $|L_v| = d$ and $|L_e| = |I_v| = d - 1$. Based on these observations, we devise a lightweight compressing technique that can represent each vector as an integer. Let $L_e^{\text{max}}$ be the maximum element in $L_e$. Using the numeration base $b = L_e^{\text{max}} + 1$, we represent $L_e$ in an integer

$$
\hat{L}_e = \sum_{i=0}^{d-1} l(v_i, v_{e(i)}) \times b^i. \quad (3.4)
$$

$I_v^{\text{max}}$, $L_v^{\text{max}}$, $\hat{I}_v$ and $\hat{L}_v$ are similarly defined. A labeling of $T$ is uniquely determined by the values:

$$|V|, I_v^{\text{max}}, L_v^{\text{max}}, L_e^{\text{max}}, \hat{I}_v, \hat{L}_v, \hat{L}_e.$$

To decompress $\hat{L}_e$, we use the base conversion algorithm [53] to reconstruct $L_e$. Maintaining a dynamic vector $L$, we divide $\hat{L}_e$ by $b$ with a remainder $r$ and append $r$ to the end of $L$. The process repeats until $\hat{L}_e$ is zero. If $|L_e| = d - 1$, we append $d - 1 - |L|$ zeros to $L$. $L_v$ and $I_v$ are decoded similarly.

**Extension to non-tree edges.** Consider graph $G = (V, E, L, l)$ and one of its spanning trees $T = (V, E', L, l)$. A non-tree edge is denoted as a triple $(i, j, l(v_i, v_j))$, where $(v_i, v_j) \in E \setminus E'$ and $l(v_i, v_j)$ is the label on the edge. We order $v_i$ and $v_j$ in the triple such that $i > j$. Hence, the set of non-tree edges of $G$ can be denoted as

$$\tilde{T} = \{ (i, j, l(v_i, v_j)) \mid (v_i, v_j) \in E \setminus E' \land i > j \}.$$

To compress $\tilde{T}$, we extend the vectors of $T$ to accommodate the non-tree edges. Specifically, we append all vertex labels of each element in $\tilde{T}$ to $I_v$. Similarly, we append each label in $\tilde{T}$ to $L_e$. Denote the newly obtained sets by $\hat{I}_v$ and $\hat{L}_e$, respectively. We have that $|L_e| = |E|$ and $|I_v| = 2|E| - |V| + 1$. Eq. (3.4) still holds, by replacing $I_v$ and $L_e$ with $\hat{I}_v$ and $\hat{L}_e$, respectively. Therefore, the graph $G$ can be represented as

$$\mathcal{C}(G) = \left\{ |V|, |E|, I_v^{\text{max}}, L_v^{\text{max}}, L_e^{\text{max}}, \hat{I}_v, \hat{L}_v, \hat{L}_e \right\}. \quad (3.5)$$

In case that the size of $\hat{I}_v$, $\hat{L}_v$, or $\hat{L}_e$ is larger than the size of a machine word, we can use an array of machine words to store each value, where the size of each array is $[\log_w \hat{I}_v]$, $[\log_w \hat{L}_v]$, and $[\log_w \hat{L}_e]$, respectively.
3.5.2 Theoretical Analysis

Correctness analysis. The correctness condition consists of two parts: (i) the compression result of canonical labeling must be unique, and (ii) the decompressing technique must correctly reconstruct the canonical labeling of a graph. The first part ensures that aggregating graphs in the filter phase is correct, whereas the second part guarantees the correctness in the refinement phase.

Lemma 3.1 Given the canonical labeling of a graph $G$, $C(G)$ in Eq. (3.5) is unique.

Proof: Given the canonical labeling of $G$, it can be equivalently represented by three vectors $I_v$, $L_v$, and $L_e$. Since $C(G)$ is the combination of the compression of $I_v$, $L_v$, and $L_e$, we are to prove that the compression of each vector is unique. Consider the vector $I_v$: we compress $I_v$ as three values $|V|$, $b = I_v^{max} + 1$, and $\hat{I}_v$. By contradiction, assume that there exist two different vectors $I_v = (v_0, v_1, \cdots, v_d)$ and $I_u = (u_0, u_1, \cdots, u_d)$ with the same compressed image, that is, for some $i \in [0, d - 1]$, we have $I_v[i] \neq I_u[i]$. According to Eq. (3.4), $\hat{I}_v \neq \hat{I}_u$, which contradicts the assumption that $I_v$ and $I_u$ have the same compressed image. Therefore, the canonical labeling of a graph $G$ is unique.

Lemma 3.2 Given $C(G)$ of a graph $G$, the decompression of $C(G)$ is the canonical labeling of $G$.

Proof: Given $C(G)$ in Eq. (3.5) after reconstruction, the sizes of $I_v$, $L_v$, and $L_e$ are $|V|$, $2|E| - |V| + 1$, and $|E|$, respectively. Let us prove the case of one vector, the same proof can be applied to the other ones. Consider $I_v$: by contradiction, assume that the constructed vector $I'_v$ is different from $I_v$. Since the base and size of $I'_v$ and $I_v$ are the same, there exists an $i \in [0, d - 1]$ such that $I'_v[i] \neq I_v[i]$. According to Eq. (3.4), $\hat{I}_v \neq \hat{I}_u$, which contradicts that $I'_v$ is reconstructed from $\hat{I}_v$. Consequently, the decompression of $C(G)$ is the canonical labeling of $G$.

Complexity analysis. Assume that each element in $I_v$, $L_v$, and $L_e$ is stored in a machine word. Therefore, the total size of these three vectors is

$$(2|E| - |V| + 1 + |V| + |E|) \times w = (3|E| + 1)w.$$ 

Now, consider the size of the compressed image: according to Eq. (3.4), we have

$$\hat{I}_v \leq (I_v^{max} + 1)^{|V|},$$
$$\hat{L}_v \leq (I_v^{max} + 1)^{2|E| - |V| + 1},$$
and $$\hat{L}_e \leq (L_e^{max} + 1)^{|E|}.$$
Let $b = \max \{ I_v^\max + 1, I_v^\max + 1, L_e^\max + 1 \}$. The labels in $L$ can be mapped to a consecutive range $[0, |L|)$, hence we have $b = O(|L|)$. As such, the total size of the compressed image is at most

$$(|V| + 2|E| - |V| + 1 + |E|) \times \lceil \log_w b \rceil = (3|E| + 1) \lceil \log_w b \rceil = O(|E| \log_w |L|).$$

The compression ratio is at least $w / \lceil \log_w b \rceil$.

As to the computational complexity of compression, let us first consider the computation of $L_e$. Since the size of $\hat{L}_e$ is at most $|E| \log_w |L|$, and there are $|E|$ elements in $L_e$, the complexity of computing $\hat{L}_e$ is $O(|E|^2 \log_w |L|)$. A similar analysis applies to $I_v$ and $L_v$, whose upper-bound is also $(|E|^2 \log_w |L|)$. That is, the complexity of compression is $O(|E|^2 \log_w |L|)$. Similarly, the complexity of decompression is also $O(|E|^2 \log_w |L|)$.

### 3.6 Experimental Evaluation

We evaluate experimentally the proposed algorithm MRFSM (MapReduce Frequent Subgraph Mining) against two baselines on several real-world large graph datasets. In Section 3.6.1 we describe the experimental setup, followed by an analysis of how to tune the value of probability threshold $\rho$ in Section 3.6.2. Section 3.6.3 presents the head-to-head comparison with competitor techniques.

#### 3.6.1 Experimental Setup

We deploy a MRFSM prototype in Amazon EC2 [2] using up to 121 large instances. Each instance has 2 CPUs and 7.5GB RAM and runs Hadoop (version 0.20.203). One instance is set up as the master node and the others as worker nodes. We used the default configuration of Hadoop, i.e., $dfs.replication = 3$ and $fs.block.size = 64MB$.

**Implementation.** We use a public C++ implementation of GASTON [70] to mine the locally frequent subgraphs in the filter round (we emphasize that our framework can be used in conjunction with any other frequent subgraph mining algorithm, not only GASTON). We implement MRFSM using Hadoop Streaming API [9], which places no restrictions on the programming language.

As competitors, we consider the Iterative Frequent Subgraph Mining (IFSM) [40] algorithm, with source code made available by the authors. We also adapt the partitioning-based method from [69] (PGM) to run on MapReduce, whose filter round is identical to the preliminary approach in Section 3.3.1. Note that, since MapReduce is a share-nothing architecture, the sequential data partition method in PGM is performed on a single machine, and the result is fed to the map phase of the filter round.
Table 3.1: Table of datasets.

| dataset      | number of graphs | disk size | \(|E|\) | \(|V|\) |
|--------------|------------------|-----------|--------|--------|
| Pubchem [11] | 46,703,496       | 41.8 GB   | 52.32  | 50.37  |
| Akos [1]     | 15,720,753       | 6.6 GB    | 24.00  | 22.52  |
| ChemDB [4]   | 7,100,106        | 6.7 GB    | 53.23  | 50.77  |
| Ambinter [3] | 6,551,088        | 3.4 GB    | 29.40  | 27.07  |
| Enamine [5]  | 1,378,907        | 0.7 GB    | 27.86  | 25.78  |
| NCI [10]     | 265,242          | 0.2 GB    | 41.76  | 40.47  |

Table 3.2: Experimental parameter values.

<table>
<thead>
<tr>
<th>parameter</th>
<th>values</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\theta)</td>
<td>0.025, 0.05, 0.1, 0.2, 0.4</td>
</tr>
<tr>
<td>(m)</td>
<td>80, 90, <strong>100</strong>, 110, 120</td>
</tr>
<tr>
<td>(\rho)</td>
<td>0, 0.00625, 0.0125, <strong>0.05</strong>, 0.1, 0.2, 0.4, 0.8, 1</td>
</tr>
</tbody>
</table>

**Datasets.** We use seven real-world datasets listed in Table 3.1. We use as default dataset Pubchem, the largest dataset which consists of more than 46 million graphs. The average number of edges and vertices are 52.32 and 50.37, respectively. Note that, none of these datasets (except NCI) can be handled by a single machine with up to 12GB RAM. For each dataset, given the set \(L\) of all its labels, we assign each label \(l \in L\) a value \(i \in [0, |L|]\), such that (i) each label \(l\) is injectively mapped to a value in the range \([0, |L|]\), and (ii) the more frequent label gets the smaller value.

**Methodology.** We perform several types of measurements: first, we record the total running time (wall clock) of each algorithm, i.e., the time elapsed from starting the MapReduce program until the program returns the result. Second, we report the running time of the filter and refinement rounds independently. Third, we report the communication cost of transferring data in MapReduce, as well as the number of candidate graphs generated in the filter round. We run each experiment three times, and report the average reading.

By default, we adopt the Bottom-Up approach in the refinement round. The parameter values used are shown in Table 3.2, with default values in bold.

3.6.2 Tuning Probability Upper-Bound \(\rho\)

Recall from Section 3.3.2 that the probability \(\rho\) has an important role in pruning the search space. We show next how to tune the value of \(\rho\) in practice. Figure 3.5 shows performance results when varying \(\rho\) from 0 to 1. When \(\rho = 0\), each worker outputs all
the subgraphs that are visited in the filter round, whereas when \( \rho = 1 \), \( MRFSM \) only outputs the locally frequent subgraphs.

Figure 3.5(a) shows the total running time of \( MRFSM \). When \( \rho \) grows from 0 to 0.05, the total running time decreases, as the total number of subgraphs that are generated by each worker decreases, and the overhead of the filter round is lower (Figure 3.5(c)). On the other hand, when \( \rho \) increases further towards 1, the total running time increases, because the number of candidates increases (Figure 3.5(b)), and so does the overhead in the refinement round (as shown in Figure 3.5(d)). A clear trade-off can be observed between the costs of the filter and refinement rounds: for smaller \( \rho \), the number of subgraphs that are generated in each worker is larger, but the number of candidates sent to the refinement round is smaller. A good setting for the probability threshold is \( \rho = 0.05 \), when the overhead is minimized. In the rest of the experiments, we set \( \rho = 0.05 \).
3.6.3 Comparison with competitor techniques

We compare MRFSM against PGM and IFSM. First, we vary support threshold $\theta$ from 0.025 to 0.4. Figures 3.6(a)(b) show that IFSM does not terminate within reasonable time (one day) when $\theta \leq 0.05$. Furthermore, PGM does not terminate when $\theta = 0.025$, owing to the significant computational overhead in the refinement round (Figure 3.6(d)). Even though the filter time of MRFSM is slightly higher than that of PGM, due to producing locally infrequent subgraphs, this cost is offset by the significant improvement in the refinement round. MRFSM significantly outperforms the other algorithms in terms of total running time. Due to its poor performance, we no longer consider IFSM in the rest of the section.

Next, we evaluate the impact of number of available workers, and we vary $m$ from 80 to 120. Figure 3.7(a) demonstrates that MRFSM clearly outperforms PGM in terms of total running time for all settings. Furthermore, communication cost increases only slightly as $m$ grows.
We also evaluate the performance of the graph compression technique proposed in Section 3.5. We denote the MRFSM approach that uses compression as MRFSM-C, and the one without compression as MRFSM-NC. Figure 3.8(a) shows that the total running time is improved by compression. Figure 3.8(b) shows the size of data communicated among workers. MRFSM-C has much smaller cost in communication, which demonstrates the effectiveness of our compression technique. As expected, MRFSM-NC has slightly higher communication cost than PGM, since in the filter round, MRFSM-NC also outputs the locally infrequent subgraphs on each machine, while PGM only outputs the locally frequent subgraphs. Figure 3.8(c) shows the breakdown of the filter running time into communication time and CPU time. MRFSM-C has slightly higher CPU cost than MRFSM-NC because of encoding/decoding, but this is offset by the significant gain due to the reduction in communication time. Figure 3.8(d) compares the running time for the refinement round: MRFSM-C is again slightly worse than MRFSM-NC, owing to the overhead of decompression.
Next, we evaluate the Top-Down and Bottom-Up traversal strategies employed in the refinement round. Figure 3.9(a) presents the running time of Top-Down and Bottom-Up with support threshold $\theta$ varying from 0.025 to 0.4. Top-Down is slower than Bottom-Up, since the number of subgraph isomorphism tests is larger, as shown in Figure 3.9(b). However, Bottom-Up needs to maintain all candidates in memory while Top-Down releases the memory once the candidates are no longer useful. As shown in Figure 3.9(c), Bottom-Up is more memory-efficient than Top-Down. Therefore, if there is a sufficiently large amount of memory, Bottom-Up would be more suitable than Top-Down.

Finally, we present the total running time results on all considered real-world datasets in Table 3.3. MRFSM outperforms competitors by more than two times on all datasets (improved ratio compared to closest competitor is shown in the last column). In some cases, the improvement is close to six-fold.
3.7 Summary

We propose a two-step filter-and-refinement MapReduce framework for frequent subgraph mining in the transaction graph setting. Our method scales well for large datasets, and significantly outperforms competitor techniques. The gain in performance is achieved through careful selection of frequent subgraph candidates, effective strategies for avoiding redundant computation in the refinement step, and a lightweight compression scheme that reduces significant communication cost with low computational overhead of encoding/decoding.
Chapter 4

Network Motif Discovery

This chapter presents the first study on GPU-based algorithms for network motif discovery. We analyze the deficiency of the existing CPU-based methods, and pinpoint the reasons that they cannot be translated into efficient algorithms on GPUs. Based on our analysis, we propose a novel solution that exploits the strengths of GPUs in terms of parallelism and mitigates their limitations in terms of the computation power per GPU core. Then, we develop three optimization techniques that improve the scalability of our solution, avoid under-utilization of the GPU, and eliminate redundant computation in network motif discovery. Together, those optimizations reduce the computation cost of our solution by 75%, and enable our solution to handle graphs that are ten times larger than those studied in previous work. Finally, we empirically compare our solution against the state-of-the-art CPU-based methods, using the largest datasets ever tested in the literature of network motif discovery. We show that, even with a low-end GPU, our solution runs 10 times faster than the best CPU-based method, and this performance gap would further widen by 10-fold when a high-end GPU is used. Furthermore, our solution is around 20 times more cost-effective than the best CPU-based method, when taking into account the monetary costs of the CPU and GPUs used.

The subsequent of this chapter is organized as follows. We first define the problem and introduce GPU architecture in Section 4.1. Then we discuss the difficulties in translating the CPU-based approaches on GPU in Section 4.2, which paves the way for introducing the GPU-based approach. We present an overview of the solution in Section 4.3, and then illustrate our GPU algorithm in Section 4.4. We develop several optimization techniques in Section 4.5 that significantly improve the performance of the GPU algorithm. Section 4.6 evaluates the performance of our GPU-based solution. Finally, we summarize this chapter in Section 4.7.
Chapter 4. Network Motif Discovery

Figure 4.1: A real graph $G$, two subgraphs $g_1$ and $g_2$ of $G$, and two random graphs $G_1$ and $G_2$ degree-equivalent to $G$.

4.1 Preliminaries

This section first defines several basic concepts and formalizes the network motif discovery problem, and then introduces the architecture of Graphics Processing Units (GPUs).

4.1.1 Problem Definition

Let $G = (V, E)$ be a directed, unlabelled graph\(^1\) with a set $V$ of vertices and a set $E$ of edges. For any two vertices $u, v$ in $V$, we say that $v$ is an out-neighbor of $u$ if there is a directed edge from $u$ to $v$, i.e., $(u, v) \in E$. Conversely, we refer to $u$ as an in-neighbor of $v$. We define the in-degree (resp. out-degree) of $u$ as the number of in-neighbors (resp. out-neighbors) of $u$. In addition, we define the bi-degree of $u$ as the number of vertices that are both in-neighbors and out-neighbors of $u$, and we refer to those vertices as the bi-neighbors of $u$.

Let $g = (V_g, E_g)$ be a connected graph. We say that $g$ is a subgraph of $G$ (denoted by $g \subseteq G$), if and only if there exists at least one injective function $\zeta : V_g \rightarrow V$, such that (i) for any vertex $v \in V_g$, we have $\zeta(v) \in V$, (ii) for any edge $(u, v) \in E_g$, there is an edge $(\zeta(u), \zeta(v)) \in E$. For each subgraph of $G$ that is isomorphic to $g$, we refer to it as an occurrence of $g$ in $G$. The frequency of $g$ in $G$, denoted by $f(g, G)$, is the total number of occurrences of $g$ in $G$. $g$ is a size-$k$ subgraph, if it contains exactly $k$ vertices.

Example 4.1: Consider the graphs $G$, $g_1$, and $g_2$ in Figures 4.1a, 4.1b, 4.1c, respectively. Observe that $g_1$ is a subgraph of $G$. To explain, consider an injective function $\zeta_1$ that maps each vertex in $g_1$ to a vertex in $G$, such that $\zeta_1(u_1) = v_1$, $\zeta_1(u_2) = v_2$, and $\zeta_1(u_3) = v_3$. Note that for any two vertices $u_a$ and $u_b$ in $g_1$, if $g_1$ contains a directed edge from $u_a$ to $u_b$, then $G$ has a directed edge from $\zeta_1(u_a)$ to $\zeta_1(u_b)$. Therefore, $g_1 \subseteq G$. Furthermore, it

\(^1\)We consider that $G$ is directed and unlabelled, as it is a standard assumption in the literature. Nevertheless, our solution can be easily extended to handle undirected or labelled graphs.
can be verified that there is only one occurrence of \( g \) in \( G \). Hence, \( f(g_1, G) = 1 \), i.e., the frequency of \( g_1 \) in \( G \) equals 1. Similarly, we have \( g_2 \subseteq G \), and \( f(g_2, G) = 5 \).

We say that a graph \( G' = (V', E') \) is degree-equivalent to \( G \), if and only if (i) \( |V'| = |V| \) and \( |E'| = |E| \), and (ii) there exists a bijection \( \psi : V \rightarrow V' \), such that for any node \( v \in V \), \( v \) and \( \psi(v) \) have the same in-degree, out-degree, and bi-degree.

Let \( \mathcal{G} \) denote the set of all graphs that are degree-equivalent to \( G \). For any subgraph \( g \) of \( G \), its expected frequency \( \bar{f}(g) \) is defined as its average frequency in all graphs in \( \mathcal{G} \), i.e.,

\[
\bar{f}(g) = \frac{1}{|\mathcal{G}|} \sum_{G' \in \mathcal{G}} f(g, G').
\]

(4.1)

Note that the exact value of \( \bar{f}(g) \) is difficult to compute due to the enormous size of \( \mathcal{G} \). Following the standard practice in the literature [68], we estimate \( \bar{f}(g) \) using a sample set of \( \mathcal{G} \) with \( r \) graphs, denoted as \( \mathcal{G}_r \). The estimation thus obtained is

\[
\tilde{f}(g) = \frac{1}{r} \sum_{G' \in \mathcal{G}_r} f(g, G'),
\]

(4.2)

and the corresponding sample standard deviation is

\[
\tilde{\sigma}(g) = \sqrt{\frac{1}{r - 1} \sum_{G' \in \mathcal{G}_r} \left( f(g, G') - \tilde{f}(g) \right)^2}.
\]

(4.3)

**Definition 4.1 (Motif)** Let \( \theta > 0 \) be a user-defined threshold. Given \( G \), \( \mathcal{G}_r \), and \( \theta \), a subgraph \( g \) of \( G \) is a motif of \( G \), if and only if \( \tilde{\sigma}(g) > 0 \) and

\[
\frac{f(g, G) - \tilde{f}(g)}{\tilde{\sigma}(g)} \geq \theta.
\]

(4.4)

In other words, a motif of \( G \) is a subgraph of \( G \) that appears more frequently in \( G \) than in random graphs that are degree-equivalent to \( G \). We illustrate Definition 4.1 with an example.

**Example 4.2:** Figures 4.1d and 4.1e illustrate two random graphs that are degree-equivalent to the graph \( G \) in Figure 4.1a. Let \( \mathcal{G}_2 = \{G_1, G_2\} \). For the subgraph \( g_1 \) in Figure 4.1b, we have \( f(g_1, G_1) = 1 \) and \( f(g_1, G_2) = 0 \). Therefore, the estimated frequency of \( g_1 \) (with respect to \( \mathcal{G}_2 \)) is \( \tilde{f}(g_1) = 1/2 \), and the sample standard deviation is \( \tilde{\sigma}(g_1) = \sqrt{2}/2 \).

Assume that \( \theta = 0.1 \). Given that \( f(g_1, G) = 1 \), we have

\[
\frac{f(g_1, G) - \tilde{f}(g_1)}{\tilde{\sigma}(g_1)} = \frac{\sqrt{2}}{2} > 0.1 = \theta.
\]
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Therefore, \( g_1 \) is a motif of \( G \). On the other hand, \( g_2 \) is not a motif of \( G \), since \( f(g_2, G) = f(g_2, G_1) = f(g_2, G_2) = 5 \), which leads to \( \overline{\sigma}(g_2) = 0 \).

**Problem Statement.** Given \( G, r > 0, k > 2, \) and \( \theta > 0 \), the problem of network motif discovery asks for all size-\( k \) motifs of \( G \), with respect to \( \mathcal{G}_r \) (i.e., a sample set of \( G \) with \( r \) random graphs).

### 4.1.2 Graphics Processing Units

GPUs were initially designed for graphical processing, but are now widely used for general-purpose parallel computing, e.g., sorting [84] and data mining [30]. Figure 4.2 shows the general architecture of a GPU. Compared with a CPU (which usually contains only a few cores), a GPU can easily have thousands of computation units. Specifically, a GPU contains several multiprocessors (MPs), each of which has a large number of stream processors (SPs). The SPs in each multiprocessor work in single-instruction multiple-data (SIMD) manner, i.e., they execute the same instructions at the same time on different input data. Each MP has a small but fast memory that is shared by all of its SPs. In addition, all SPs in the GPU share accesses to a large but slower global memory of the GPU. Data can be exchanged between GPU's global memory and the main memory via a high speed I/O bus (e.g., PCI-Express), albeit at a relatively slow rate.

For parallel computing on GPUs, we adopt the Nvidia CUDA programming framework. In the following, we introduce several key concepts in CUDA, so as to facilitate our discussions in the subsequent sections.

**Kernels.** A CUDA program alternates between codes running on the CPU and those on the GPU. The latter are referred to as kernels, and they are invoked only by the CPU. Each kernel starts by transferring input data from the main memory to the GPU’s global memory, and then processes the data on the GPU; after that, it copies the results from the GPU’s global memory back to the main memory, and then terminates.

**Thread Hierarchy.** The GPU executes each kernel with a user-specified number of threads. The threads are divided into a number of blocks, each of which is assigned to one MP (and cannot be re-assigned at runtime). In turn, each MP divides an assigned block of threads into smaller warps, and executes each warp of threads concurrently. Note that threads in the GPU cannot communicate with each other directly, but are allowed to retrieve data from, or write data to, arbitrary locations of the GPU’s global memory.

**Branch Divergences.** Due to the SIMD nature of the GPU’s SPs, all threads on the GPU cannot execute different programs at a given time. As a consequence, if two threads in a warp have different execution paths, then the GPU would execute those paths sequentially. For example, suppose that a piece of GPU code contains a statement “if A
then $B$, else $C$”. For this statement, the GPU first asks each thread in a warp to evaluate condition $A$. Then, if $A$ equals true in some threads, the GPU executes $B$ on those threads; Meanwhile, the remaining threads in the warp remain idle, and they execute $C$ only after all other threads finish performing $B$. Such branch divergence is detrimental to the efficiency of GPU programs and should be avoided whenever possible [35].

Memory Coalescing. Suppose that the threads in a warp request to access data in the GPU’s global memory, and the set of data requested is stored in consecutive memory addresses. In that case, the MP responsible for the warp would retrieve all data with one memory access and then distribute them to each thread, instead of issuing one access for each thread individually. This is referred to as memory coalescing, and it helps reduce memory access overheads. In contrast, if the data to be accessed is stored in $k$ disjoint memory spaces, then $k$ random accesses are required. Therefore, it is important that we carefully arrange data in the GPU’s global memory, so that the data required by each warp resides in consecutive locations.

### 4.2 Difficulties in GPU Translations

Recall that we have reviewed the techniques [51, 54, 61, 74, 76, 93, 95] for network motif discovery in Chapter 2. All of these techniques are CPU-based approaches. However, the CPU-based methods reviewed are difficult to be adopted on GPUs, for three reasons. First, both phases of the existing methods require computing the canonical labelings of numerous subgraphs. The algorithms [43, 65, 100] for computing canonical labelings, however, contain complicated execution paths with a large number of branches. As a consequence, if we are to directly adopt those algorithms on GPUs, the execution of the algorithms would be highly inefficient due to the effects of branch divergences (see Section 4.1.2).

Second, CPU-based methods rely on the CL-Index and AM-Index to check whether a subgraph appears in $S_k$. If we adopt the same approach on a GPU, then we need to store
the CL-Index and AM-Index in the GPU’s global memory, and ask each GPU thread to probe the indices for subgraph matching. In that case, the GPU threads in each warp are likely to access drastically different memory, which prevents the GPU from applying memory coalescing to reduce memory access costs. Furthermore, when $G$ is large, the CL-Index and AM-Index can become so large that they do not even fit in the global memory of the GPU.

Finally, if we are to ask each GPU thread to examine whether a subgraph appears in $S_k$, then it is likely that some threads will incur considerably higher overheads than the others, since the subgraphs in random graphs may have much different structures. Therefore, there can be significant imbalance in the GPU threads’ workload. In that case, all GPU threads in the same warp would need to wait for the slowest thread to finish, before they can be terminated to allow new GPU threads to be created. This leads to severe under-utilization of the GPU’s parallel processing power.

### 4.3 Solution Overview

As with existing CPU-based methods, our solution also consists of a subgraph enumeration phase and a frequency estimation phase. In particular, the subgraph enumeration phase of our solution adopts the CPU-based method in [76], and the frequency estimation phase also utilizes the CPU-based switching algorithm [67] to generate the set $\mathcal{G}_r$ of random graphs that are degree-equivalent to $G$. To compute the average frequency of each subgraph $g \in S_k$ with respect to $\mathcal{G}_r$, however, we employ a GPU-based algorithm that provides much higher efficiency than existing CPU-based methods. The reason that we focus on optimizing the computation of average subgraph frequency is that it incurs significantly higher overheads than the other components of our solution (due to the large number of random graphs to be processed). In the following, we present an overview of our GPU-based algorithm, assuming that $G$, $S_k$, and $\mathcal{G}_r$ are given.

In a nutshell, our algorithm examines each pair of $g$ and $G'$ where $g \in S_k$ and $G' \in \mathcal{G}_r$, and it computes the frequency of $g$ in $G'$ with the $\text{FreqComp}$ method in Algorithm 4.1. The algorithm first arranges the vertices in $g$ in a certain sequence $\langle u_1, u_2, \ldots, u_k \rangle$ (Line 1), such that for any $i \in [2, k]$, $u_1, u_2, \ldots, u_i$ induces a connected subgraph of $g$ (denoted as $g(i)$). We refer to $\langle u_1, u_2, \ldots, u_k \rangle$ as a matching order, and we clarify how it is derived in Section 4.4.2. After that, it identifies all subgraphs of $G'$ that are isomorphic to $g(2)$, and stores them in a set $C_2$ (Lines 2-3).

The subsequent part of the algorithm runs in $k - 2$ iterations (Lines 4-6), such that each iteration utilizes the GPU to transform $C_{i-1}$ ($i \in [3, k]$) into $C_i$, i.e., the set of all subgraphs of $G'$ that are isomorphic to $g(i)$. Once $C_k$ is computed, the algorithm terminates and returns $|C_k|$, which equals the frequency of $g$ in $G'$ (Line 7). We clarify the generation of $C_i$ in Section 4.4.2.
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Algorithm 4.1: FreqComp

\textbf{input}: \( g \in S_k \) and \( G' \in \mathcal{G}_r \)
\textbf{output}: \( f(g,G') \)

1. [CPU]: Choose a matching order of the vertices in \( g \), denoted as \( \langle u_1, u_2, \ldots, u_k \rangle \) (see Section 4.4.2);
2. Let \( g(2) \) be the subgraph of \( g \) induced by \( \{u_1, u_2\} \);
3. [CPU]: Identify the set \( C_2 \) of all subgraphs in \( G' \) that are isomorphic to \( g_2 \);
4. for \( i = 3, \ldots, k \) do
   5. Let \( g(i) \) be the subgraph of \( g \) induced by \( \{u_1, u_2, \ldots, u_i\} \);
   6. [GPU]: Based on \( C_{i-1} \), compute the set \( C_i \) of all subgraphs in \( G \) that are isomorphic to \( g(i) \) (see Algorithm 4.2);
5. return \( |C_k| \);

Compared with the existing CPU-based methods [51, 54, 61, 74, 76, 93, 95], \textit{FreqComp} does not compute any canonical labeling or construct any index on \( S_k \), which helps avoid the branch divergence and memory coalescing issues that render existing methods inefficient on GPUs. Instead, \textit{FreqComp} adopts an incremental approach that first identifies the subgraphs of \( G' \) that can be matched to parts of \( g \) (i.e., \( g(2), g(3), \ldots, g(k - 1) \)), and then utilizes such “partial occurrences” of \( g \) to pinpoint the size-\( k \) subgraphs of \( G' \) that are isomorphic to \( g \). This incremental approach is not as efficient as the CPU-based indexing methods in deciding whether a \textit{single} subgraph of \( G' \) is isomorphic to \( g \), but it is much more amendable to GPU parallelization.

It is noteworthy that \textit{FreqComp} is similar in spirit to existing CPU-based algorithms [36, 80, 90, 100] for \textit{subgraph isomorphism tests}, which incrementally match the vertices in a small graph \( g \) to those in a larger graph \( G' \) to decide whether \( g \) appears in \( G' \). However, \textit{FreqComp} aims to decide the exact number of occurrences of \( g \) in \( G' \), whereas the algorithms in [80, 90, 100] only determine whether \( g \) has at least one occurrence in \( G' \). Furthermore, as the algorithms in [36, 80, 90, 100] are CPU-based, they involve complex execution paths, which render them unsuitable for GPU adaptions, due to the effect of branch divergences. In contrast, \textit{FreqComp} is devised with careful considerations of GPUs’ characteristics and limitations, which lead to design choices that drastically differ from those in [36, 80, 90, 100], as we demonstrate in Section 4.4.

4.4 GPU-Based Subgraph Matching

This section presents the details of the \textit{FreqComp} algorithm. Section 4.4.1 clarifies how we represent each random graph \( G' \) in a GPU’s global memory. Sections 4.4.2 and 4.4.3 elaborate each step of \textit{FreqComp}. Section 4.4.4 proves \textit{FreqComp}’s correctness.
### 4.4.1 Representation of Graphs

We represent each random graph $G' \in G_r$ using six arrays in the GPU’s global memory, namely, $E_{out}$, $E_{in}$, $E_{bi}$, $O_{out}$, $O_{in}$, and $O_{bi}$. Each element in $E_{out}$ (resp. $E_{in}$) is an ordered pair of vertices $(v_a, v_b)$, such that $v_b$ is an out-neighbor (resp. in-neighbor) of $v_a$. Meanwhile, each element in $E_{bi}$ is an ordered pair of vertices that are bi-neighbors of each other. All pairs in $E_{out}$, $E_{in}$, and $E_{bi}$ are sorted by their first vertices, with ties broken based on the second vertices. As a consequence, the pairs with the same first vertices are stored as a block of consecutive elements in $E_{out}$, $E_{in}$, and $E_{bi}$. We refer to $E_{out}$, $E_{in}$, and $E_{bi}$ as the edge arrays.

On the other hand, $O_{out}$ is an array that maps each vertex in $G'$ to its corresponding block in $E_{out}$. Specifically, for the $i$-th vertex $v_i$ in $G'$, if it has at least one out-neighbor, then the $i$-th element in $O_{out}$ records the position of the first element in $E_{out}$ where $v_i$ is the first vertex. If $v_i$ has no out-neighbor, however, then the $i$-th element in $O_{out}$ is identical to the $(i + 1)$-th element. For convenience, we append an extra element to the end of $O_{out}$, and set its value to the total number of elements in $E_{out}$ plus one. We refer to $O_{out}$ as the offset array for $E_{out}$. Accordingly, $O_{in}$ and $O_{bi}$ are the offset arrays for $E_{in}$ and $E_{bi}$, respectively, and are defined in the same manner. As an example, Figure 4.3 illustrates the edge and offset arrays for the random graph $G_1$ in Figure 4.1.

By the way $O_{out}$ is constructed, if we are to identify the out-degree of the $i$-th vertex in $G'$, then we can simply subtract the $i$-th element in $O_{out}$ from the $(i + 1)$-th element. The in-degree (resp. bi-degree) of any vertex can be computed from $O_{in}$ (resp. $O_{bi}$) in the same manner.

### 4.4.2 Construction of $C_i$

As mentioned in Section 4.3, the $FreqComp$ algorithm first determines a matching order $\langle u_1, u_2, \ldots, u_k \rangle$ for the vertices in $g$, and then iteratively identifies the set $C_i$ ($i \in [2, k]$) of subgraphs in $G'$ that are isomorphic to $g(i)$, i.e., the subgraph of $g$ induced by
\{u_1, u_2, \ldots, u_i\}. For ease of exposition, we defer the discussion of the matching order to end of Section 4.4.2. In what follows, we first clarify the construction of \(C_i\), assuming that \(\langle u_1, u_2, \ldots, u_k \rangle\) are given.

**Construction of \(C_2\).** First, consider the case when \(i = 2\). If \(u_1\) and \(u_2\) are bi-neighbors, then \(C_2\) consists of all 2-cycles in \(G'\); otherwise, \(C_2\) contains all forward (resp. backward) edges in \(G'\) if \(u_2\) is an out-neighbor (resp. in-neighbor) of \(u_1\). In any of those three cases, \(C_2\) can be constructed with a linear scan of \(E_{\text{in}}, E_{\text{out}}, \text{or } E_{\text{bi}}\).

For each graph \(c \in C_2\), we record the two vertices of the graph as an ordered pair, where the first and second vertices are mapped to \(u_1\) and \(u_2\), respectively, in the isomorphism of \(c\) and \(g(2)\). In case that there exist multiple isomorphisms (i.e., when \(u_1\) and \(u_2\) are bi-neighbors), we store in \(C_2\) one ordered pair of each mapping. In general, for graph \(c \in C_i\) and each isomorphism of \(c\) and \(g(i)\), we store a sequence of \(i\) vertices in \(C_i\), such that the \(j\)-th (\(j \in [1, i]\)) vertex in the sequence is the vertex in \(c\) mapped to \(u_j\) in the isomorphism. (We discuss in Section 4.4.3 how we may reduce the number of sequences in \(C_i\) without affecting the correctness of our solution.) For convenience, we refer to each sequence \(s\) in \(C_i\) as a size-\(i\) candidate, and we abuse notation by using \(s\) to refer to the graph that it represents.

**Algorithm 4.2: Build\(C_i\)**

**input**: \(g, G',\) and \(C_{i-1}\)

**output**: \(C_i\)

1 \{\(A_o, A_v\)\} = InitArray\((g, C_{i-1})\); // see Algorithm 4.3
2 \{\(I, A'_v\)\} = GenCand\((A_o, A_v, g, G', C_{i-1})\); // see Algorithm 4.4
3 \(C_i\) = CleanCand\((I, A'_v)\); // see Algorithm 4.5
4 return \(C_i\);

**Construction of \(C_3, C_4, \ldots, C_k\).** Next, suppose that we have constructed \(C_{i-1}\) (\(i \in [3, k]\)), based on which we are to compute \(C_i\) by launching a kernel on the GPU. Our basic idea is to invoke a large number of parallel GPU threads, such that each thread (i) examines a size-(\(i-1\)) candidate \(c \in C_{i-1}\) and (ii) tries to transform \(c\) into a size-\(i\) candidate \(c'\) by adding one vertex in \(G'\) into \(c\).

To explain, recall that \(c\) is a size-(\(i-1\)) subgraph of \(G'\) that is isomorphic to \(g(i-1)\). Let \(v_j\) (\(j \in [1, i-1]\)) be the vertex in \(c\) that is mapped to \(u_j\) in \(g(i-1)\). To convert \(c\) into a graph isomorphic to \(g(i)\), a natural approach is to inspect each neighbor \(v\) of each \(v_j\) to see if \(v\) can be mapped to \(u_i\). That is, we check whether the following vertex validity condition holds:

- **Vertex Validity Condition:** For all \(j \in [1, i-1]\), if \(u_j\) is an in-neighbor of \(u_i\) in \(g\), then \(v_j\) is an in-neighbor of \(v_i\); furthermore, if \(u_j\) is an out-neighbor of \(u_i\) in \(g\), then \(v_j\) is an out-neighbor of \(v_i\).
If the above condition holds for \( v \), the subgraph of \( G' \) induced by \( \{v_1, \ldots, v_{i-1}, v\} \) must be isomorphic to \( g(i) \); accordingly, we can record the sequence \( \langle v_1, \ldots, v_{i-1}, v \rangle \) as a size-\( i \) candidate in \( C_i \).

To implement the above approach on a GPU, a straightforward method is to create one GPU thread for each neighbor \( v \) of a vertex in \( c \in C_{i-1} \), to check whether the vertex validity condition holds for \( v \). This method, however, requires different threads in the same warp to access the neighbors of different vertices, which diminishes the chance of memory coalescing since the edges of different vertices are unlikely to reside in consecutive memory addresses (see Figure 4.3). Furthermore, the method also leads to workload unbalance among the threads, because different vertices \( v \) may have drastically different numbers of neighbors.

**Algorithm 4.3: InitArray**

```
input : g and \( C_{i-1} \)
output: \( A_o \) and \( A_v \)

1 create arrays \( A_{deg} \) and \( A_v \), both of size \( |C_{i-1}| \);
2 for each \( x = 1, 2, \ldots, |C_{i-1}| \) in parallel do
3     let \( c_x = \langle v_1, \ldots, v_{i-1} \rangle \) be the \( x \)-th graph in \( C_{i-1} \);
4     identify the vertex \( v_\alpha \) in \( c_x \) with the smallest non-zero relevant degree;
5     \( A_{deg}[x] \leftarrow \) the relevant degree of \( v_\alpha \);
6     \( A_v[x] \leftarrow v_\alpha \);
7 run a parallel prefix sum on \( A_{deg} \); let \( A_o \) be the resulting array;
8 return \( A_v \) and \( A_o \);
```

We address the above deficiencies with a more advanced method as follows. Without loss of generality, assume that \( u_i \) is an out-neighbor of a vertex \( u_\alpha \) (\( \alpha \in [1, i-1] \)) in \( g \). Then, for each vertex \( v \) in \( G' \) that is an out-neighbor of \( v_\alpha \), we create \( |E(v)| \) GPU threads, where \( E(v) \) is the set of all edges incident to \( v \) in \( G' \). (We refer to \( v_\alpha \) as the anchor vertex.) In particular, the \( \ell \)-th thread examines the \( \ell \)-th edge \( e' \in E(v) \), and checks whether the following edge validity conditions hold simultaneously:

(i) \( e' \) connects \( v \) to some \( v_j \) (\( j \in [1, i-1] \)) in \( c \).

(ii) If \( e' \) is an outgoing edge from \( v \), then \( u_j \) is an out-neighbor of \( u \).

(iii) If \( e' \) is an incoming edge to \( v \), then \( u_j \) is an in-neighbor of \( u \).

The thread returns \textbf{true} if all of the above conditions hold, and \textbf{false} otherwise. After all \( |E(v)| \) threads terminate, we count the number of threads that return \textbf{true}. If this number equals the number of edges incident to \( u_i \), then we confirm that \( v \) satisfies the validity condition. In that case, we insert \( \langle v_1, \ldots, v_{i-1}, v \rangle \) into \( C_i \) as a size-\( i \) candidate.

Compared with the straightforward method, the advanced method increases the total workload on GPU, since the latter examines all \( |E(v)| \) edges of each \( v \), whereas the
former only needs to perform \(|E(u_i)|\) binary searches on \(v\)’s edge lists. As a trade-off, however, the advanced approach has a much smaller running time for two reasons. First, it ensures a balanced workload for each GPU thread. Second, it facilitates memory coalescing, because (i) the threads in the same warp are likely to handle the neighbors of the same \(v\), and (ii) the edges of \(v\) are stored in consecutive addresses.

It remains to discuss how we select the anchor vertex \(v_\alpha (\alpha \in [1, i-1])\) to start the exploration of candidate vertices \(v\). For each \(j \in [1, i-1]\), we define \(v_j\)’s relevant neighbor set as:

\[
R(v_j) = \begin{cases} 
  v_j\text{’s out-neighbor set}, & \text{if } u_i \text{ is } u_j\text{’s out-neighbor;} \\
  v_j\text{’s in-neighbor set}, & \text{if } u_i \text{ is } u_j\text{’s in-neighbor;} \\
  v_j\text{’s bi-neighbor set}, & \text{if } u_i \text{ is } u_j\text{’s bi-neighbor;} \\
  \emptyset, & \text{otherwise.}
\end{cases}
\]

We also define \(|R(v_j)|\) as the relevant degree of \(v_j\). Observe that (i) we can set \(v_\alpha = v_j\) only if \(R(v_j) \neq \emptyset\), and (ii) if \(v_\alpha = v_j\), then the advanced method needs to explore \(|R(v_j)|\) of \(v_j\)’s relevant neighbors. To minimize the number of vertices that need to be explored, we set \(v_\alpha\) to the vertex in \(c\) with the smallest non-zero relevant degree.

**Implementation.** Algorithm 4.2 shows the pseudo-code of our method (dubbed BuildCi) for constructing \(C_i\) from \(C_{i-1}\) \((i \in [3, k])\). The algorithm first invokes the InitArray function (Algorithm 4.3) to create two arrays \(A_v\) and \(A_o\), which are utilized in the subsequent step by parallel GPU threads. In particular, \(A_v\) stores \(|C_{i-1}|\) vertices, such that the \(x\)-th vertex is the anchor vertex in the \(x\)-th graph in \(C_{i-1}\). Meanwhile, \(A_o\) records \(|C_{i-1}|\) offset values, such that the \(x\)-th offset equals the sum of the relevant degrees of first \(x\) vertices in \(A_v\). These offsets are used to indicate the memory locations where the GPU threads in the subsequent step should write their outputs to.

**Algorithm 4.4: GenCand**

\[
\begin{align*}
\text{input} & : A_o, A_v, g, G', \text{ and } C_{i-1} \\
\text{output} & : I \text{ and } A'_o \\
1 & \text{let } \theta \text{ be the last element of } A_o; \\
2 & \text{create arrays } A'_{\text{deg}} \text{ and } I, \text{ both of the size } \theta; \\
3 & \text{for each } y = 1, 2, \ldots, \theta \text{ in parallel do} \\
4 & \quad \text{identify the integer } x \text{ such that } A_o[x] \leq y < A_o[x+1]; \\
5 & \quad \text{let } c_x \text{ be the } x\text{-th graph in } C_{i-1}; \\
6 & \quad \text{let } v_\alpha \text{ be the vertex recorded in } A_v[x]; \\
7 & \quad \text{let } z = y - A_o[x]; \\
8 & \quad v \leftarrow \text{the } z\text{-th vertex in } v_\alpha\text{’s relevant neighbor set; } \\
9 & \quad I[y] \leftarrow \langle v_1, \ldots, v_{i-1}, v \rangle; \\
10 & \quad A'_{\text{deg}}[y] \leftarrow \text{the number of edges incident to } v \text{ in } G'; \\
11 & \text{run a parallel prefix sum on } A'_{\text{deg}}; \text{ let } A'_o \text{ be the resulting array}; \\
12 & \text{return } I \text{ and } A'_o;
\end{align*}
\]
Next, BuildCi feeds $A_v$ and $A_o$ as inputs to the GenCand function (Algorithm 4.4). Let $c_x$ denote the $x$-th graph in $C_{i-1}$. GenCand examines each $c_x = \langle v_1, \ldots, v_{i-1} \rangle$, and retrieves from $A_v$ the anchor vertex $v_\alpha$ in $c_x$. For each vertex $v$ in the relevant neighbor set of $v_\alpha$, GenCand regards $\langle v_1, \ldots, v_{i-1}, v \rangle$ as a potential size-$i$ candidate, and uses a GPU thread to write it into an array $I$. In addition, GenCand creates an array $A_\deg'$, where the $j$-th element equals the number of edges incident to the vertex $v$ associated with the $j$-th element in $I$. It then generates an array $A_o'$ of offset values, by computing the prefix sum of $A_\deg'$. Finally, it returns $I$ and $A_o'$.

Finally, BuildCi applies the RefineCand function (Algorithm 4.5) to refine the potential size-$i$ candidates in $I$. In particular, for each $\langle v_1, \ldots, v_{i-1}, v \rangle$ recorded in $I$, RefineCand creates $|E(v)|$ GPU threads, each of which (i) checks whether an edge of $v$ satisfies all of the edge validity conditions, and (ii) writes the result of the check into an array $B$. Then, RefineCand examines $B$ to identify those vertices $v$ that has $E(u_i)$ edges passing the validity check; for each such $v$, it inserts $\langle v_1, \ldots, v_{i-1}, v \rangle$ into $C_i$ as a size-$i$ candidate. After that, the algorithm returns $C_i$ and terminates.

Matching Order. We now discuss how we decide the matching order for the vertices in $g$. First, observe that the matching order significantly affects the number of candidates in $C_i$. For example, consider graphs $g_1$ and $G_1$ in Figure 4.1. Suppose that we are to compute $f(g_1, G_1)$, using a matching order $\langle u_1, u_2, u_3 \rangle$ for $g_1$. In that case, the number of candidates in $C_2$ is 8. However, if we change the matching order to $\langle u_1, u_3, u_2 \rangle$, then the size of $C_2$ becomes 2. In general, we aim to select a matching order that minimizes the sizes of $C_i$ ($i \in [2, k-1]$), so as to reduce computation overheads. That is, we aim to arrange the vertices in $g$ into a sequence $u_1, u_2, \ldots, u_k$, such that each subgraph induced by $u_1, u_2, \ldots, u_j$ ($j \in [2, k]$) has as fewer occurrences in $G'$ as possible. This problem has been studied in the context of subgraph isomorphism tests, and there exist several CPU-based heuristic solutions [36,80,90,100]. In our solution, we adopt the CPU-based technique in [80] for choosing a matching order for $g$. We do not consider GPU-based techniques, since the costs of generating matching orders are insignificant when compared with the overheads of the other parts of our solution.
Algorithm 4.5: RefineCand

_input_ : $I$ and $A'_o$

_output_ : $C_i$

1. let $\gamma$ be the number of edges incident to $u_i$ in $g$;
2. create an array $B$ of size $\gamma \cdot |I|$, with all elements set to 0;
3. let $\theta'$ be the value of the last element of $A'_o$;
4. for each $z = 1, 2, \ldots, \theta'$ in parallel do
   5. identify the integer $y$ such that $A'_o[y] \leq z < A'_o[y + 1]$;
   6. let $\ell = z - A'_o[y]$;
   7. let $(v_1, \ldots, v_{i-1}, v)$ be the $y$-th element of $I$;
   8. let $e'$ be the $\ell$-th edge incident to $v$ in $G'$;
   9. let $v'$ be the node that is connected to $v$ by $e'$;
   10. if there exists $v_j = v'$ ($j \in [1, i-1]$) then
       11. scan the edges of $u$;
       12. if the $\beta$-th edge $e$ connects $u$ to $u_j$ then
           13. if (e starts from $v$ and $e'$ starts from $u$) or (e starts from $v_j$ and $e'$
               starts from $u_j$) then
               14. $B[y \cdot \gamma + \beta] = 1$;
15. create an array $B^*$ of size $|I|$ with all elements set to 0;
16. for each $y = 1, 2, \ldots, |I|$ in parallel do
   17. if $B[y \times \gamma + \ell]$ equals 1 for each $\ell \in [1, \gamma]$ then
   18. $B^*[y] = 1$;
19. run a parallel prefix sum on $B^*$; let $A^*_o$ be the result;
20. let $\theta^*$ be the last element of $A^*_o$;
21. create an array $C_i$ of size $\theta^*$;
22. for each $y = 1, 2, \ldots, |I|$ in parallel do
   23. if $B^*[y]$ equals 1 then
   24. $C_i[A^*_o[y]] \leftarrow I[y]$;
25. return $C_i$;

4.4.3 Avoiding Duplicates

Let $g'_i$ be an occurrence of $g_i$ in $G'$. As mentioned in Section 4.4.2, if there are multiple isomorphisms of $g'_i$ and $g_i$, then we record each isomorphism as a vertex sequence in $C_i$. This could lead to an excessive number of vertex sequences in $C_i$. For example, if $g_i$ is a clique, then there exist $i!$ isomorphisms of $g_i$ and $g'_i$, which result in $i!$ vertex sequences in $C_i$. Previous work [32] addresses this problem with technique that exploits graph automorphism, and we adopt the same technique in our GPU-based solution. To explain, we first introduce the concept of automorphism groups.
Definition 4.2 (Automorphism Groups) An automorphism group of $g$ is a set $A$ of ordered pairs that satisfy the following conditions:

(i) The two elements in each order pair are vertices in $g$.
(ii) In each ordered pair $(u, u')$, the vertex ID of $u$ is smaller than that of $u'$.
(iii) The set of edges in $g$ remains unchanged even if, for each ordered pair $(u, u') \in A$, we exchange $u$ and $u'$ in all edges incident to $u$ or $u'$.

For example, consider the graph $g_3$ in Figure 4.4, assuming that the ID of each node $u_i$ ($i \in [1, 6]$) equals $i$. $A_1 = \{(u_1, u_2)\}$ is an automorphism group of $g_3$ because (i) there are only two edges in $g_3$ that are incident to $u_1$ or $u_2$, namely, $\langle u_1, u_3 \rangle$ and $\langle u_2, u_3 \rangle$, and (ii) even if we exchange $u_1$ and $u_2$ into those two edges, we still have $\langle u_2, u_3 \rangle$ and $\langle u_1, u_3 \rangle$, i.e., the set of edges in $g_3$ remain unchanged. It can be verified that $g_3$ has another two automorphism groups $A_2 = \{(u_1, u_5), (u_2, u_6), (u_3, u_4)\}$ and $A_3 = \{(u_5, u_6)\}$.

Based on $g$'s automorphism groups, we construct a symmetry constraint set (SCS) $Q$ for $g$, which contains exactly one ordered pair from each automorphism group. For example, for the graph $g_3$ in Figure 4.4, $\{(u_1, u_2), (u_3, u_4), (u_5, u_6)\}$ is an SCS, since, as mentioned, (i) $g_3$ has three automorphism groups $A_1$, $A_2$, and $A_3$, and (ii) $(u_1, u_2) \in A_1$, $(u_3, u_4) \in A_2$, and $(u_5, u_6) \in A_3$.

Given an SCS $Q$ for $g$, we impose the following symmetry constraint on each size-$i$ candidate $c = \langle v_1, v_2, \ldots, v_i \rangle$ in $C_i$:

- **Symmetry Constraint:** For any ordered pair $(u_x, u_y) \in Q$ with $1 \leq x < y \leq i$, the vertex $v_x$ in $c$ has a smaller ID than the vertex $v_y$ does.

It is proved in [32] that even if there are multiple isomorphisms of $g$ and a subgraph of $G'$, only one of them satisfies the symmetry constraint given an SCS. Therefore, imposing the symmetry constraint eliminates duplicates\(^2\) in $C_k$, and ensures that the frequency of $g$ in $G'$ can be correctly computed from $C_k$.

In our solution, we compute an SCS $Q$ for $g$ using the CPU-based algorithm in [32], and we impose the symmetry constraint on $C_i$ during its generation in our GPU-based Algorithm 4.4. In particular, after Line 9 of Algorithm 4.4 constructs a potential size-$i$ candidate $c = \langle v_1, v_2, \ldots, v_i \rangle$, we test whether $c$ satisfies the symmetry constraint by

\(^2\)It also reduces the number of duplicates in $C_i$ ($i \in [2, k - 1]$) but does not necessarily eliminate them, since an SCS is computed based on the automorphism groups of $g$ instead of $g(i)$.
inspecting all ordered pairs in $Q$ that contain $u_i$. If $c$ fails the test, then we set $A'_\text{deg}[y] = 0$ in Line 10; this ensures that $c$ will be subsequently eliminated by the $\text{RefineCand}$ function.

### 4.4.4 Correctness

The following lemma shows the the correctness of our solution.

**Lemma 4.1** For any $g$ and $G' \in \mathcal{G}_r$, Algorithm 4.1 correctly computes the frequency of $g$ in $G'$.

**Proof:** [Sketch] To prove the lemma, we show that the set $C_k$ constructed by Algorithm 4.2 contains exactly one vertex sequence for each occurrence of $g$ in $G'$. First, due to the symmetry constraint approach [32] in Section 4.4.3, $C_k$ contains at most one vertex sequence for each occurrence of $g$ in $G'$. Second, by an induction on $i$, we can prove that there is at least one vertex sequence in $C_i$ for each occurrence of $g_i$ in $G'$, since (i) each occurrence of $g_i$ in $G'$ can be obtained by extending an occurrence of $g_{i-1}$ in $G'$ by one vertex, and (ii) Algorithm 4.2 considers all such extensions when constructing $C_i$ from $C_{i-1}$.

### 4.5 Optimizations

This section presents several crucial techniques for optimizing the performance of our GPU-based method. Section 4.5.1 discusses the handling of large intermediate results in the frequency estimation. Section 4.5.2 introduces a method for processing multiple random graphs simultaneously. Section 4.5.3 analyzes how we can avoid redundant computation by carefully arranging the order in which the subgraphs are processed.

#### 4.5.1 Handling Large Candidate Sets

Our GPU-based solution requires generating a few intermediate results, e.g., the size-$i$ candidate sets $C_i$ and the temporary arrays (e.g., $A_{\text{deg}}$, $A_o$, $I$, $B$) utilized in Algorithms 4.3, 4.4, and 4.5. When $G_r$ is sizable, those intermediate results could be too large to fit in the global memory of the GPU. To address this issue, one straightforward approach is to use the machine’s main memory (and harddisk, if necessary) as a secondary storage for the GPU. In particular, if the intermediate results in the conversion from $C_i$ to $C_{i+1}$ ($i \in [2, k - 1]$) exceed the size of the GPU memory, then we may store $C_i$ in the main memory, and divide it into several subsets $C_i^{(1)}, C_i^{(2)}, \ldots, C_i^{(\beta)}$, such that each subset is small enough to be processed by the GPU. After that, we transfer the subsets to the GPU one by one, and ask the GPU to (i) convert each subset $C_i^{(j)}$ into a partial set $C_{i+1}^{(j)}$
of size-$(i + 1)$ candidates and (ii) send each $C^{(j)}_{i+1}$ back to the main memory. Once all $C^{(j)}_{i+1}$ are produced, we take their union to obtain the size-$(i + 1)$ candidate set $C_{i+1}$.

The above approach, however, is inefficient as it requires numerous rounds of data transfers between the main memory and the GPU memory, which are only connected via a (relatively slow) I/O bus. To address this problem, we propose a divide-and-conquer approach that processes all data in the GPU’s global memory, without utilizing the main memory as a secondary storage. To explain, assume that the GPU memory is sufficient to construct $C_2, C_3, \ldots, C_i$, but not $C_{i+1}$. That is, the GPU would first run out of memory when transforming $C_i$ to $C_{i+1}$. We first clarify how our approach works when $i = k - 2$, and then extend our discussion to the general case.

Given $C_{k-2}$, we first invoke Algorithm 4.3 to obtain two arrays $A_v$ and $A_o$. Recall that the $j$-th element of $A_o$ equals the number of potential size-$(k - 1)$ candidates that we need to generate from the $z$-th graphs in $C_{k-2}$ where $z \leq j$. Therefore, based on $A_v$, we can calculate the amount of memory required in processing each graph in $C_{k-2}$. Given this information, we divide $C_{k-2}$ into subsets, such that each subset $C^{(j)}_{k-2}$ can be converted into a set $C^{(j)}_{k-1}$ of size-$(k - 1)$ candidates using a fraction $\lambda$ of the vacant memory on the GPU. (We will discuss the setting of $\lambda$ shortly.) Then, we process each $C^{(j)}_{k-2}$ in turn. Whenever a size-$(k - 1)$ candidate subset $C^{(j)}_{k-1}$ is generated, however, we do not transfer it to the main memory of the machine; instead, we use the remaining $1 - \lambda$ fraction of the vacant GPU memory to convert $C^{(j)}_{k-1}$ into a size-$k$ candidate subset $C^{(j)}_k$.

In case that this conversion requires more memory than available, we further divide $C^{(j)}_{k-1}$ into subsets and process each subset in turn, in the same manner as the processing of $C_{k-2}$. Once a subset of size-$k$ candidates are produced, we record the size of the subset, and then delete the subset from the GPU memory to make room for the processing of other subsets of $C^{(j)}_{k-1}$. In summary, we partition the vacant memory of the GPU into two parts, and use them to pipeline the generation of size-$(k - 1)$ and size-$k$ candidates.

In general, if we have sufficient GPU memory to construct $C_2, \ldots, C_i$ but not $C_{i+1}$, we start pipelining right after $C_i$ is generated. Specifically, we divide the vacant GPU memory into $k - i$ parts, and assign the $j$-th part for the conversion from $C_{i+j-1}$ to $C_{i+j}$. We heuristically set the size of the $j$-th part to be $\lambda$ fraction of the GPU memory that is vacant after the first $j - 1$ parts are assigned, except that the last part utilizes all remaining GPU memory. To choose an appropriate value for $\lambda$, we model the total number of candidate subsets produced in the pipelining process (i.e., the total number of “splits” required on $C_i, \ldots, C_{k-1}$) as a function of $\lambda$, and we derive the $\lambda$ that minimizes the function. The rationale is as follows: each candidate subset needs to be processed with a few GPU kernels, each of which takes a certain amount of time to start up; therefore, if the total number of candidate subsets is large, then the total start-up overhead of the GPU kernels would be significant, which leads to inferior efficiency.
Let $M$ be the amount of vacant GPU memory right after $C_i$ is constructed. Observe that, in the conversion from $C_i$ to $C_{i+1}$, the total size of the intermediate results is $O(|C_i|)$. Given that we assign $\lambda M$ GPU memory for the conversion from $C_i$ to $C_{i+1}$, the number of subsets of $C_i$ generated is roughly proportional to $\frac{|C_i|}{\lambda M}$. By the same reasoning, the number of subsets of $C_j$ ($j > i$) produced is approximately proportional to

$$\begin{cases} \frac{|C_j|}{\lambda \cdot (1 - \lambda)^{j-i} \cdot M}, & \text{if } j \in [i+1, k-2]; \\ \frac{|C_{k-1}|}{(1 - \lambda)^{k-i-1} \cdot M}, & \text{if } j = k-1. \end{cases}$$

Observe that $|C_{j+1}| \leq d \cdot |C_j|$, where $d$ is the maximum vertex degree in $G$. We consider that $|C_{j+1}| = d \cdot |C_j|$, in which case the total number of subsets produced in the pipelining process is roughly proportional to:

$$\left( \sum_{j=i}^{k-2} \frac{d^{j-i} \cdot |C_i|}{\lambda \cdot (1 - \lambda)^{j-i} \cdot M} \right) + \frac{d^{k-i-1} \cdot |C_i|}{(1 - \lambda)^{k-i-1} \cdot M}. \quad (4.5)$$

It can be verified that Equation 4.5 is minimized when $\lambda = \frac{1}{k-i}$. Therefore, we set $\lambda = \frac{1}{k-i}$ in our solution.

### 4.5.2 Handling Multiple Graphs

Our previous discussions have focused on computing subgraph frequencies in one random graph $G' \in \mathcal{G}_r$. When $G'$ contains relatively small numbers of vertices and edges, the frequency computation processes on $G'$ may not engage all GPU cores, which leads to under-utilization of the GPU. We address this issue as follows. First, we divide the random graphs in $\mathcal{G}_r$ into several groups, each of which contains $\mu$ graphs, where $\mu$ is a tunable parameter. After that, for each group $R$ of random graphs, we regard it as a graph $G^*$ consisting of $|R|$ disjoint components, each of which is a graph in $R$. Then, we invoke our GPU-based frequency estimation method on $G^*$, with additional bookkeeping to (i) record the subgraph frequencies in each random graph separately, and (ii) ignore any subgraph of $G^*$ that contains vertices from different graphs in $R$. In other words, we process the random graphs in each group in a batch manner, and thus, we avoid under-utilizing the GPU.

One crucial question remains: How do we decide the number $\mu$ of random graphs in each group? A naive approach is to set $\mu = |\mathcal{G}_r|$, i.e., we process all random graphs in $\mathcal{G}_r$ in one batch. This, however, severely exacerbates the GPU memory issue discussed in Section 4.5.1, and leads to inferior efficiency. To tackle the problem, we choose $\mu$ using a heuristic method, as explained in the following. First, observe that for any subgraph
we perform a depth-first search (DFS) on the matching tree, and we process the graphs in $S$ that the GPU won’t be overloaded in the computation of helps avoid overloading the GPU. Although such a is the maximum vertex degree in $G$. Given $\mu \cdot m$ and $d$, we can derive an upperbound $\tau$ of the amount of GPU memory required in the conversion from $C_2$ to $C_3$, and we set $\mu$ to the maximum integer such that the upperbound $\tau$ no more than $\frac{1}{d/2}$ fraction of the vacant GPU memory. In other words, we ensure that the conversion from $C_2$ to $C_3$ can be performed without invoking the divide-and-conquer method in Section 4.5.1, which helps avoid overloading the GPU. Although such a $\mu$ thus obtained does not guarantee that the GPU won’t be overloaded in the computation of $C_4, C_5, \ldots, C_k$, we find that it leads to satisfactory performance in our experiments.

4.5.3 Matching Tree

Let $g$ and $g'$ be two size-$k$ subgraphs of $G$ (i.e., $g, g' \in S_k$) that differ in only one node. Further assume that the matching orders of $g$ and $g'$ share a common prefix of length $k - 1$, e.g., $g_1 = \langle u_1, \ldots, u_{k-1}, u_k \rangle$ and $g_2 = \langle u_1, \ldots, u_{k-1}, u'_k \rangle$. Then, when we compute the frequency of $g$ in a random graph $G' \in \mathcal{G}_r$ (i.e., $f(g, G')$), the size-$(k - 1)$ candidate set would be the same as in the computation of the frequency of $f(g', G')$. In other words, the computation of $f(g, G')$ overlaps significantly with that of $f(g', G')$.

Generally, if two graphs in $S_k$ share a common prefix in their matching order, then the frequency estimation processes for the two graphs share a common component. A natural question is: How can we avoid redundant computation in the processing of such “similar” graphs? We answer this question with a method that carefully arranges the order in which we process the graphs in $S_k$.

Specifically, we first compute the matching order for every graph in $S_k$. After that, we organize all matching orders into a prefix tree, referred as the matching tree. Then, we perform a depth-first search (DFS) on the matching tree, and we process the graphs in $S_k$ in the order in which they are encountered during the DFS. We refer to such a sequence of graphs induced by the DFS as the DFS order.

For example, Figure 4.5 illustrates 5 graphs in an $S_k$ with $k = 4$, as well as a matching tree for $S_k$. The DFS order corresponding to the matching tree is $g_1, g_2, g_3, g_4, g_5, \ldots$. Given this DFS order, we avoid redundant computation in processing $g_i$ ($i \in [1, 5]$) as follows. First, given any random graph $G' \in \mathcal{G}_r$, we compute $g_i$’s size-2 candidate set $C_2$ and size-3 candidate set $C_3$. Based on $C_3$, we derive the occurrences of $g_i$ in $G'$, as well as those of $g_2$ and $g_3$, i.e., we avoid recomputing $C_3$ for $g_2$ and $g_3$. This is feasible since the matching orders of $g_1$, $g_2$, and $g_3$ share a common prefix $\langle u_1, u_2, u_3 \rangle$. After that, we reuse $C_2$ to the derive the size-3 candidate set $C'_3$ for $g_4$ (as $g_1$ and $g_4$ have a common prefix of length 2), and then utilize $C'_3$ to compute $f(g_4, G')$ and $f(g_5, G')$ in one batch.
4.6 Experimental Evaluation

4.6.1 Experimental Settings

We implement our GPU-based algorithm for network motif discovery (dubbed NemoGPU) in C++ under Nvidia CUDA 5.5, and compare it against four state-of-the-art CPU-based algorithms: Kavosh [51], QuateXeler [54], NetMode [61], and DistributedNM [76]. We adopt the C++ implementations of Kavosh, QuateXeler, and NetMode made available by their respective inventors, and we implement DistributedNM in C++ with multi-core optimizations. All of our experiments are conducted on two machines with identical hardware and software configurations. In particular, each machine runs CentOS 5.0, and has 32GB main memory, an Intel Xeon E5645 CPU, a low-end Nvidia Quadro 2000 (Q2000) GPU, as well as a high-end Nvidia Telsa K20 GPU. Table 4.1 shows the specifications of the CPU and GPUs. We run NetMode, DistributedNM, and the CPU part of NemoGPU with 6 threads (i.e., one thread per CPU core), but Kavosh and QuateXeler with only...
one thread as their implementations do not support parallelism. For the GPU part of NemoGPU, we run it on Q2000 and K20 separately.

We use seven biological networks in our experiments, as shown in Table 4.2. In particular, Yeast (YE) is the transcription network of yeasts; H.sapiens (HS) captures the protein-protein interaction (PPI) in the MINT dataset; YeastPPI (YP), M.musculus (MM), and D.melanogaster (DM) are the PPI networks of the budding yeast, fly genes, and mouse genes, respectively; A.thaliana (AT) describes the shared domains in Arabidopsis proteins; C.elegans (CE) represents the co-expression of worm genes. YE and YP are obtained from [12], while the other datasets are available from [6]. Our datasets are relatively small compared with those (with millions of nodes and edges) used in the literature of graph databases [36,45], but we note that (i) biological networks are typically small, and (ii) identifying network motifs from our data is highly challenging due
to the large number of random graphs that we need to process, and the huge number of subgraph isomorphism tests required. Furthermore, to our knowledge, YP is the largest dataset used in the previous work on network motif discovery [32,51,54,61,71,74,95]. In other words, the datasets that we use are up to one order of magnitude larger than those used in previous work, in terms of the numbers of nodes and edges.

| Name | |V| |E| AVG deg. | MAX out-deg. | MAX in-deg. |
|------|------|------|--------|------------|-------------|------------|
| YE   | 688  | 1,079| 3.14   | 71         | 13          |
| HS   | 1,509| 5,598| 7.42   | 71         | 45          |
| YP   | 2,361| 6,646| 5.63   | 64         | 47          |
| MM   | 4,293| 7,987| 3.72   | 91         | 111         |
| DM   | 6,303| 18,224| 5.78  | 88         | 122         |
| AT   | 9,216| 50,669| 11.00 | 58         | 89          |
| CE   | 17,179| 124,599| 14.51| 67         | 107         |

Following previous work [32,61,74,76], we vary $k$ (i.e., the size of the network motifs to be discovered) from 4 to 8, and set the default value of $r$ (i.e., the number of random graphs) to 1000. However, if an algorithm’s running time exceeds 24 hours in an experiment, then we reduce $r$ to 100 for that particular algorithm in the experiment, and measure its computation time $t_1$ (resp. $t_2$) for the first (resp. second) phase of network motif discovery; after that, we estimate the running time of the algorithm for $r = 1000$ as $t_1 + 10 \cdot t_2$. That said, if the algorithm does not terminate within 24 hours even when $r = 100$, then we omit it from the experiment. We repeat each experiment 3 times and report the average computation cost of each method.

### 4.6.2 Comparisons with CPU-Based Techniques

In the first set of experiments, we evaluate the computation time of all algorithms on all datasets, setting $k = 6$. Figure 4.6 illustrates the results. As shown in Figure 4.6a, our NemoGPU algorithm, when running with the high-end K20 GPU, outperforms all CPU-based methods by two orders of magnitude in terms of computation efficiency, regardless of the dataset used. When running with the low-end Q2000 GPU, NemoGPU is approximately ten times slower than with K20, as Q2000 has a much smaller GPU memory and considerably fewer GPU cores. However, even with Q2000, NemoGPU is still significantly more efficient than all CPU-based solutions. Among the CPU-based methods, NetMode and DistributedNM yield similar performance, with the latter slightly outperforming the former in most cases. Meanwhile, Kavosh and QuateXelero incur noticeably larger overheads than NetMode and DistributedNM do.
(a) Improvements over DistributedNM.  (b) Performance-price ratio.

Figure 4.7: NemoGPU (with Q2000 and K20) vs. DistributedNM.

Figure 4.6b and 4.6c illustrate the running time of each algorithm’s first and second phases, respectively. Observe that, for all algorithms, the computation overhead of the first phase is negligible compared with that of the second phase, which justifies our choice of optimizing only the second phase in our GPU-based solution. The first phase of NemoGPU incurs exactly the same overhead as DistributedNM does, since they adopt the same CPU-based algorithm for the first phase, as mentioned in Section 4.3.

To more clearly illustrate the superiority of our GPU-based solution, we compute the improvement ratio of NemoGPU over DistributedNM (i.e., the most efficient CPU-based method), defined as the running time of the latter divided by that of the former. Figure 4.7a shows the improvement ratio of NemoGPU when \( k = 6 \), on all datasets except CE (as DistributedNM fails to terminate on CE). On the other hand, we also take into account the price differences among the CPU and GPUs, and compute the performance-price ratio of NemoGPU, defined as

\[
\text{Improvement ratio of } NemoGPU \times \frac{\text{Price of the E5625 CPU}}{\text{Price of the GPU}}.
\]

Figure 4.7b plots the performance-price ratio of NemoGPU with Q2000 and K20. The ratio for K20 (resp. Q2000) is up to 33 (resp. 27), and is above 18 (resp. 15) in all cases. This indicates that both K20 and Q2000 yield much higher “performance per dollar” than the E5625 CPU does. In other words, if one is to improve the efficiency of network motif discovery, it is much more economical to invest in GPUs instead of CPUs.

Next, we evaluate the effects of \( k \) on the efficiency of network motif discovery. Figure 4.8 shows the computation time of each algorithm as a function of \( k \), using datasets YE, HS, YP, and MM. We omit DM, AT, and CE from this experiment, as all CPU-based methods incur prohibitive overheads on those datasets. In addition, we omit NetMode when \( k > 6 \), since it is exclusively designed for the cases when \( k \leq 6 \). As shown in
Figure 4.8, our GPU-based solutions still outperform all CPU-based methods by large margins, regardless of the value of $k$. In particular, when running with K20, NemoGPU is more than 250 times faster than DistributedNM for $k \geq 7$.

### 4.6.3 Effects of Optimizations

Finally, we evaluate the effects of the three optimization techniques proposed in Section 4.5: the divide-and-conquer (DC) method for handling large candidate sets, the graph merging (GM) technique for processing multiple random graphs simultaneously, and the matching tree (MT) approach for avoiding redundant computation. We consider three “crippled” versions of NemoGPU on K20: one with all three optimization disabled (denoted as NA), one with only DC enabled (denoted as DC), and one with only DC and GM enabled (denoted as DC-GM). For each crippled version of NemoGPU, we define its
**relative overhead** on a dataset $D$ as its running time on $D$ divided by the running time of $NemoGPU$ with all three optimizations enabled.

Figure 4.9 shows the relative overheads of $DC$-$GM$, $DC$, and $NA$ on each dataset. $DC$-$GM$’s relative overhead is around 2 in all cases, which indicates that the MT optimization reduces the running time of $NemoGPU$ by half. Meanwhile, the relative overhead of $DC$ is roughly two times that of $DC$-$GM$, implying that the GM optimization improves the efficiency of $NemoGPU$ by a factor of 2. On the other hand, $NA$’s relative overhead is slightly lower than that of $DC$ on the two smallest datasets, YE and HS. The reason is that the pipelining approach employed by $DC$ incurred additional costs in terms of the running time of $NemoGPU$. However, $NA$ fails to handle any of the four larger graphs due to its excessive demand on the GPU’s global memory. This shows that, although $DC$ entails additional overheads, it is crucial for the scalability of $NemoGPU$. In summary, the three optimizations in Section 4.5 improve the efficiency of $NemoGPU$ by four-fold, and help scale $NemoGPU$ to large graphs whose candidate sets do not fit in the GPU memory.

## 4.7 Summary

In this chapter, we study the problem of network motif discovery, and propose the first GPU-based solution to the problem. Our solution is drastically different from the existing CPU-based methods, due to the design choices that we make to exploit the strengths of GPUs in terms of parallelism and mitigate their limitations in terms of the computation power per GPU core. In addition, we develop three optimization techniques that considerably improve the scalability and efficiency of our solution. With extensive experiments on a variety of biological networks, we show that our solution is up to two orders of magnitude faster than the best CPU-based approach, and is around 20 times more cost-effective than the latter, when taking into account the monetary costs of the CPU and GPUs used.
Chapter 5

Generalized Subgraph Query Processing

This chapter proposes the problem of generalized subgraph query processing, which is useful in applications where subgraph queries are too restrictive to apply while similarity queries may return low quality answers due to large edit distance arisen from abundant irrelevant information. To address the problem, we devise a fast algorithm for generalized subgraph matching, which is a significantly more complicated matching problem than subgraph isomorphism. Besides, we develop three indexes for the efficient processing of generalized subgraph queries, namely, a distance-based index, a frequent-pattern-based index, and a star-structure-based index. We discuss in details the strengths and limitations of the indexes. Finally, we verify the efficiency of our matching algorithm (for candidate verification) and our indexes (for filtering) using both real and synthetic datasets.

The rest of this chapter is organized as follows. Section 5.1 gives the notations and formally defines the problem. Section 5.2 presents the generalized subgraph matching algorithm. Section 5.3 discusses in details the three indexes. Section 5.4 reports the experimental results. Section 5.5 summarizes this chapter.

5.1 Problem Statement

Let $G$ be a database that contains a set of simple and labeled graphs. We denote each graph $g \in G$ as a triplet $g = (V_g, E_g, L_g, l_g)$, where $V_g$ and $E_g$ are the sets of vertices and edges in $g$, respectively, and $l_g$ is a labelling function that maps each vertex in $g$ to a label in a finite alphabet $L_g$. For ease of exposition, we assume that all edges in $g$ are undirected; our results can be easily extended for directed graphs.

For any vertices $u$ and $v$ in a graph $g \in G$, we define the distance between $u$ and $v$, denoted as $dist_g(u, v)$, as the number edges in the shortest path between $u$ and $v$. For
instance, in the graph $g_3$ in Figure 1.1, we have $\text{dist}_{g_3}(v_1, v_3) = 2$, since the shortest path between $v_1$ and $v_3$ contains two edges $(v_1, v_2)$ and $(v_2, v_3)$.

We aim to support generalized subgraph queries on $\mathcal{G}$. In particular, a generalized subgraph $q$ is a simple, undirected, and labelled graph where each edge carries a positive integer weight. We denote $q$ as a quadruple $(V_q, E_q, l_q, t)$, where $V$ and $E$ are the sets of vertices and edges in $q$, respectively, $l_q$ is the labelling function for $q$, and $t$ is a function that maps each edge in $q$ to its weight. We say that a graph $g \in \mathcal{G}$ matches $q$, if there exists an injective function $f$ from $V_q$ to $V_g$, such that for any edge $(u, v)$ in $q$, (i) the labels of $u$ and $f(u)$ are the same, (ii) the labels of $v$ and $f(v)$ are the same, and (iii) the distance between $f(u)$ and $f(v)$ in $g$ is no more than the weight associated with $(u, v)$.

For example, in Figure 1.1, the graph $g_3$ matches the generalized subgraph $q_1$. To explain this, let us consider an injective function $f$ that maps $u_1$ to $v_3$, $u_2$ to $v_1$, $u_3$ to $v_6$, and $u_4$ to $v_5$. For the edge $(u_1, u_2)$ in $q_1$, we have $f(u_1) = v_3$ and $f(u_2) = v_1$, and the distance $\text{dist}_{g_3}$ between $v_3$ and $v_1$ in $g_3$ equals 2, which is no more than the weight associated with $(u_1, u_2)$. The cases for the other edges in $q_1$ can be verified in a similar manner.

Given a generalized subgraph $q$, a generalized subgraph query on $\mathcal{G}$ returns the graphs in $\mathcal{G}$ that match $q$. For convenience, we refer to $q$ as the query graph, and the graphs in $\mathcal{G}$ as the data graphs. In addition, we say that a data graph $g$ contains $q$ (denoted by $q \subseteq g$), if $g$ matches $q$.

5.2 Generalized Subgraph Matching Algorithm

To enable generalized subgraph queries on $\mathcal{G}$, we need to first address a crucial problem: How do we decide whether a data graph $g \in \mathcal{G}$ matches the query graph $q$? We refer to this problem as the generalized subgraph matching problem. It is not hard to see that this problem is NP-hard; in particular, when the weights of all edges in $q$ equal 1, testing whether a data graph $g$ matches $q$ is equivalent to the subgraph isomorphism problem, which has been shown to be NP-complete [25].

Given that generalized subgraph matching is theoretically intractable, we resort to heuristics and propose a solution that provides practical efficiency. The core of our solution is a cost-based matching approach that significantly extends and improves the existing heuristic algorithms [80,90] for the subgraph isomorphism problem. In what follows, we will first introduce the existing methods for subgraph isomorphism (in Section 5.2.1), and then present the details of our solution (in Section 5.2.2).
5.2.1 Existing Algorithms for Subgraph Isomorphism

The classic solution for the subgraph isomorphism is Ullmann’s algorithm [90], which matches the vertices in the query graph $q$ to the vertices in the data graph $g$ in an iterative manner. Specifically, in each iteration, the algorithm selects an unmatched vertex $u$ in $q$, maps it to an unmatched vertex in $g$ with the same label, and then checks whether the mapping is feasible, i.e., whether any two matched vertices in $q$ that induce an edge in $q$ are mapped to two vertices in $g$ that induce an edge in $g$. If the mapping is feasible, the algorithm will enter the next iteration to match the remaining vertices in $q$. Otherwise, the algorithm will try matching $u$ to another unmatched vertex in $g$. If there is no vertex that $u$ can be matched to, the algorithm backtracks to the last matched vertex $u'$ in $q$, re-maps $u'$ to an unmatched vertex in $g$, and then re-starts the current iteration.

For example, in Figure 1.1, given the query graph $q_2$ and the data graph $g_3$, Ullmann’s algorithm may first map $u_5$ to $v_3$, and then map $u_6$ to $v_5$. In that case, $u_5$ and $u_6$ induce an edge in $q_2$, while $v_3$ and $v_5$ also induce an edge in $g_3$, i.e., the matching is feasible. Assume that, in the next iteration, the algorithm maps $u_7$ to $v_4$. Then, $u_6$ and $u_7$ induce an edge in $q_2$, but the vertices that they are mapped to (i.e., $v_5$ and $v_4$) do not induce any edge in $g_3$. As a consequence, the mapping is infeasible, and hence, the algorithm would proceed to re-map $u_7$ to another unmatched vertex in $g_3$.

Intuitively, the efficiency of Ullmann’s algorithm depends on the order in which the vertices in $q$ are matched. For instance, assume that $q$ contains only two vertices $u_1$ and $u_2$, such that $u_1$ has the same label with only one vertex $v_1$ in the data graph $g$, whereas $u_2$ has the same label with almost all vertices in $g$. If we invoke Ullmann’s algorithm and map $u_1$ to $v_1$ in the first iteration, then in the remaining iterations, we only need to examine whether $u_2$ can be mapped to a vertex adjacent to $v_1$. In contrast, if the first iteration maps $u_2$ (instead of $u_1$) to some vertex $v$ in $g$, then in the remaining iterations, we not only need to try mapping $u_1$ to the neighbors of $v$, but also need to consider other possible mappings that match $u_2$ to other vertices in $g$, i.e., the search space of the algorithm becomes significantly larger.

Despite the importance of vertex mapping order, it is not taken into account in Ullmann’s algorithm. This motivates a more advanced method called QuickSI [80], which improves over Ullmann’s algorithm by heuristically choosing a mapping order that is likely to reduce computation cost. Specifically, QuickSI decides the vertex mapping order based on two sets of statistics pre-computed from the graph database $G$. First, for any vertex $u$ that can possibly appear in a query graph, QuickSI pre-computes its frequency in $G$, i.e., the average number of vertices in each data graph (in $G$) that have the same label with $u$. Second, for any edge $e$ that may appear in a query graph, QuickSI also pre-computes its frequency in $G$, i.e., the average number of edges in each data
graph that have endpoints with labels matching those of the endpoints of $e$. With these
statistics, for any given query graph $q$, QuickSI first generates a spanning tree of $q$, such
that vertices and edges closer to the root of tree tend to have lower frequencies in $G$. After that, QuickSI generates an ordering of the vertices in $q$ following a traversal of the spanning tree that recursively visits the branch with the least frequent edge. The resulting vertex order is then used whenever QuickSI compares a data graph $g$ with $q$. Intuitively, this vertex order improves efficiency, as it tends to ensure that the search space of the matching algorithm would be reduced significantly after each iteration.

### 5.2.2 A Cost-based Approach for Generalized Subgraph Isomorphism

Both Ullmann’s algorithm and QuickSI can be extended for generalized subgraph isomorphism, with a modified feasibility check in each iteration. Specifically, each time after we map a vertex $u$ in the query graph $q$ to a vertex $v$ in the data graph $g$, we would decide whether the mapping is feasible by examining every edge $e$ in $q$ that is induced by $u$ and any vertex $u'$ in $q$ that has been matched. Let $v'$ be the vertex in $g$ that $u'$ is mapped to. If for each $e$, the distance $\text{dist}_g(v, v')$ between $v$ and $v'$ is no more than the weight $w(e)$ of $e$, then the mapping is feasible, and we would proceed to the next iteration. Otherwise, we would re-map $u$ to other unmatched vertex in $g$; if there does not exist any feasible mapping for $u$, we would backtrack to the last matched vertex in $q$ and re-map it (as with the case of subgraph isomorphism).

The aforementioned extensions of Ullmann’s algorithm and QuickSI, however, leave much room for improvements. In particular, Ullmann’s algorithm does not exploit the order of vertex mapping for efficiency; QuickSI heuristically tunes the vertex mapping order, but its tuning method is rather ad hoc and is without a formal model that justifies mapping a vertex ahead of any other. To remedy this, we propose a novel algorithm for generalized subgraph isomorphism that incorporates a cost model for selecting a preferable order of vertex mapping. In the following, we will first present the rationale behind our method, and then provide the details about our cost model and algorithm.

Assume that the query graph $q$ and the data graph $g$ contain $m$ and $n$ vertices, respectively. Totally, there exist $P(n, m) = n!/(n - m)!$ different ways to map the vertices in $q$ to distinct vertices in $g$, and these $P(n, m)$ possible matchings constitute the search space for the generalized subgraph isomorphism algorithm. ($P(n, m)$ denotes the number of $m$-permutations of $n$.) To efficiently decide whether $g$ matches $q$, it is essential that the algorithm should traverse the search space in a judicious order that enables it to pinpoint a solution (if any) as quickly as possible. This motivates us to match vertices in $q$ in an order based on how likely they can reduce the search space that we need to explore. Note that we use the same node mapping order for all data graphs.
(as in QuickSI), so as to avoid the overhead of re-computing the node order for each data graph.

Specifically, to pick the first vertex in \( q \) to be matched, we would inspect each edge \( e \) in \( q \), and examine the frequency of \( e \) (denoted as \( c(e) \)) in the data graphs in \( G \). The frequency of \( (u', u^*) \) in \( q \) is defined as the average number of vertex pairs \( (v', v^*) \) in each data graph in \( G \), such that (i) the labels of \( u' \) and \( v' \) are the same, (ii) the labels of \( u^* \) and \( v^* \) are the same, and (iii) the distance between \( v' \) and \( v^* \) is no more than the weight of \( (u', u^*) \). (To facilitate this step of the algorithm, we pre-compute the frequency of any edge that may appear in the query graph by scanning the graphs in \( G \) in a pre-processing step.)

For each \( e \), we intuitively estimate that it can be matched to \( c(e) \) vertex pairs in the data graph. Given this estimation, if a vertex \( u \) is an endpoint of \( e \) and we choose to match \( u \) first, then the search space size induced by mapping \( u \) can be estimated as \( c(e) \cdot P(n - 1, m - 1) \), where \( n \) denotes the average number of vertices in the data graphs. The rationale here is that \( u \) is expected to be mapped to around \( c(e) \) vertices in a data graph, and the other unmatched \( m - 1 \) vertices in \( q \) are expected to be matched to around \( n - 1 \) vertices in \( g \) in \( P(n - 1, m - 1) \) different ways; therefore, the number of possible matchings that remain to be explored can be estimated as \( c(e) \cdot P(n - 1, m - 1) \).

Accordingly, we pick a vertex \( u \) incident to the edge \( e \) with the smallest \( c(e) \), and set \( u \) as the first vertex to be matched. The term \( P(n - 1, m - 1) \) is ignored since its value is the same for all vertices in \( q \). (This helps us avoid the pathological case when \( n < m \), in which case \( P(n - 1, m - 1) \) is undefined.) Given that the edge \( e \) with the smallest \( c(e) \) has two endpoints, we choose the endpoint \( u \) with the smaller frequency \( c(u) \).

The order of the remaining vertices is decided in a similar manner. Assume that we have picked a set \( S \) of \( k \) vertices and we are about to choose the next vertex to be matched. Let \( u' \) be any vertex that has not been selected. If \( u' \) is not connected to any vertex in \( S \) by an edge in \( q \), then we estimate the search space size induced by mapping \( u' \) as

\[
\min_{\text{any edge } e \text{ adjacent to } u'} c(e) \cdot N(S) \cdot P(n - k - 1, m - k - 1),
\]  

(5.1)

where \( N(S) \) denotes the number of ways to match the first \( k \) vertices, and \( P(n - k - 1, m - k - 1) \) is the number of ways to match the remaining \( m - k - 1 \) vertices except \( u' \). As will be shown shortly, we do not need to compute the values of \( N(S) \) and \( P(n - k - 1, m - k - 1) \).

On the other hand, if \( u' \) has some edges that are incident to the vertices in \( S \), then our estimation of the search space size would take those edges into account. Let \( E \) be the set of edges in \( q \) that connect \( u' \) to the vertices in \( S \). For each \( e \) in \( E \) that connects \( u' \) to a vertex \( u^* \), we examine the frequency of \( u^* \) (denoted as \( c(u^*) \)) in \( G \), as well as the frequency of \( e \) (denoted as \( c(e) \)). Given \( c(u^*) \) and \( c(e) \), we intuitively estimate that the
vertex $u^*$ is connected to around $c(e)/c(u^*)$ vertices that have the same label with $u'$. Therefore, the search space size induced by mapping $u'$ is estimated as

$$c(e)/c(u^*) \cdot N(S) \cdot P(\bar{n} - k - 1, m - k - 1),$$

(5.2)

where $N(S)$ and $P(\bar{n} - k - 1, m - k - 1)$ are as explained in Equation 5.1. We refer to $c(e)/c(u^*)$ as the matching rate of $u'$ implied by $e$, and we denote it as $r(u', e)$.

Observe that each edge $e \in E$ may imply a different matching rate of $u'$, leading to different estimations of the search space size. We combine all estimations by taking the smallest one, i.e., the size of the search space is estimated as

$$\min_{e \in E} r(u', e) \cdot N(S) \cdot P(\bar{n} - k - 1, m - k - 1).$$

(5.3)

For convenience, we let $r(u') = \min_{e \in E} r(u', e)$ if $u'$ is connected to the vertices in $S$ by at least one edge in the query graph, otherwise we let $r(u')$ be the minimum frequency of an edge in $q$ that is adjacent to $u'$. Given Equations 5.1 and 5.3, we choose the next vertex $u'$ to be matched as the one that minimizes the estimated search space size, i.e.,

$$u' = \arg \min_{u} \{ r(u) \}.$$

(5.4)

Note that Equation 5.4 does not involve the terms $N(S)$ and $P(\bar{n} - k - 1, m - k - 1)$ (which appear in both Equations 5.1 and 5.3). This is because their values are the same for all possible $u'$, and hence, they have no effect on the selection of $u'$.

In summary, our algorithm optimizes the vertex matching order by a qualitative prediction of how each vertex may help reduce the search space size. As will be shown in Section 5.4, our experimental results demonstrate the superiority of our algorithm over both Ullmann's algorithm and QuickSI on both standard and generalized subgraph isomorphism tests.

### 5.3 Indexing Techniques

Although in Section 5.2 we proposed a reasonably fast algorithm for generalized subgraph matching, it is still impractical to answer a query by sequentially scanning the input database and matching the query graph with each data graph, especially if the database is large. We apply the filter-and-verification strategy to reduce the matching cost, that is, we first filter out as many unmatching data graphs as possible and then verify the remaining candidate data graphs by matching them with the query graph one by one. To do this, it is important to design an effective indexing technique to filter out the unmatching data graphs.
In this section, we propose three indexing techniques: **D-Index**, **FP-Index** and **S-Index**. First, in Section 5.3.1 we present D-Index, which can be easily constructed but its pruning power is relatively weak. Then, we propose FP-Index in Section 5.3.2, which has an expensive construction cost but is partially verification-free. Lastly, in Section 5.3.3 we propose S-Index, which explores the star structures to achieve effective pruning as well as a low construction cost.

### 5.3.1 Distance Index

We first present D-index, which is constructed based on the distance among pairs of vertices in each data graph. Given a data graph $g = (V_g, E_g, L_g, l_g) \in \mathcal{G}$, we obtain the distance set ($\mathcal{D}S$) of all triplets of every two vertices consisting of their ordered labels and the correspond distance in $g$ as follows.

$$\mathcal{D}S(g) = \{(l_g(u), l_g(v), dist_g(u,v)) : u, v \in V_g, l_g(u) \leq l_g(v)\}$$

A distance triplet $(l_1, l_2, d) \in \mathcal{D}S(g)$ is subsumed by another distance triplet $(l_1, l_2, d') \in \mathcal{D}S(g)$ if $d > d'$. We say that a subset $\mathcal{D}S_{\text{min}}(g) \subseteq \mathcal{D}S(g)$ is minimal if each distance triplet in $\mathcal{D}S_{\text{min}}(g)$ is not subsumed by any other distance triplet, that is, for each $(l_1, l_2, d) \in \mathcal{D}S_{\text{min}}(g)$, there does not exist $(l_1, l_2, d') \in \mathcal{D}S_{\text{min}}(g)$ such that $d' < d$.

**Example 5.1:** Assume that vertex labels are ordered lexicographically, i.e., $0 < N < H < C$. Consider the data graph $g_3$ in Figure 1.1, the distance set of $g_3$ is $\mathcal{D}S(g_3) = \{(C, C, 1), (C, C, 3), (H, C, 1), (H, C, 3), (N, C, 1), (N, C, 2), (O, C, 1), (O, C, 2), (O, C, 3), (O, C, 4), (N, H, 2), (O, H, 3), (O, H, 4), (O, N, 1), (O, N, 2), (0, 0, 1)\}$, and $\mathcal{D}S_{\text{min}}(g_3) = \{(C, C, 1), (H, C, 1), (N, C, 1), (O, C, 1), (N, H, 2), (O, H, 3), (O, N, 1), (0, 0, 1)\}$. Note that $|\mathcal{D}S(g_3)| = 18$ while $|\mathcal{D}S_{\text{min}}(g_3)| = 8$.

The minimal set of distinct distance triplets in the database is then given by

$$\mathcal{D}S = \bigcup_{g \in \mathcal{G}} \mathcal{D}S_{\text{min}}(g).$$

For each distance triplet $(l_1, l_2, d) \in \mathcal{D}S$, the set of data graphs that contain $(l_1, l_2, d)$ is given by

$$\mathcal{A}(l_1, l_2, d) = \{g : (l_1, l_2, d) \in \mathcal{D}S_{\text{min}}(g)\}.$$

The **Distance Index (D-index)** is constructed on $\mathcal{D}S$ and $\mathcal{A}(l_1, l_2, d)$ for each $(l_1, l_2, d) \in \mathcal{D}S$, which is to be detailed as follows.
Algorithm 5.1: Build-DIndex($\mathcal{G}$)

input: the graph database, $\mathcal{G}$
output: the D-index, $LPI$

1 for $g \in \mathcal{G}$ do
2   Compute $\mathcal{DS}_{\min}(g)$;
3   for $(l_1, l_2, d) \in \mathcal{DS}_{\min}(g)$ do
4       $LPI \leftarrow (l_1, l_2)$;
5       $LPI(l_1, l_2).DV \leftarrow d$;
6       $LPI(l_1, l_2).DV(d) \leftarrow g$;
7 return $LPI$

5.3.1.1 Index Construction

The structure of D-index consists of the following parts:

- A B+-tree index, called the Label Pair Index ($LPI$), stores all pairs of labels of the triplets in $\mathcal{DS}$.

- A sorted list of distance values for each label pair $(l_1, l_2) \in LPI$, denoted by $LPI(l_1, l_2).DV$, that is, $LPI(l_1, l_2).DV = \{d : (l_1, l_2, d) \in \mathcal{DS}\}$.

- Each distance value $d \in LPI(l_1, l_2).DV$ for any $(l_1, l_2) \in LPI$ is associated with a set of data graphs $\mathcal{A}(l_1, l_2, d)$, we further denote it as $LPI(l_1, l_2).DV(d) = \mathcal{A}(l_1, l_2, d)$.

The algorithm for D-index construction, Build-DIndex, is shown in Algorithm 5.1. For each data graph $g \in \mathcal{G}$, we first compute its minimal distance set $\mathcal{DS}_{\min}(g)$ (Line 2). Then, for each distance triplet $(l_1, l_2, d) \in \mathcal{DS}_{\min}(g)$, we assign $(l_1, l_2)$ to $LPI$ and put the distance value $d$ to the sorted list $LPI(l_1, l_2).DV$ (Line 4-5). Finally, $g$ is included in $LPI(l_1, l_2).DV(d)$ (Line 6).

5.3.1.2 Query Processing

Given a query graph $q = (V_q, E_q, l_q, t)$, we first obtain its minimal distance set $\mathcal{DS}_{\min}(q)$ by all pairs shortest path algorithm. For each distance triplet $(l_1, l_2, d) \in \mathcal{DS}_{\min}(q)$, the correspond candidate set $\mathcal{C}(l_1, l_2, d)$ can be obtained by merging all the graph sets associated with $LPI(l_1, l_2).DV(k)$ for $1 \leq k \leq d$. The final candidate set $\mathcal{C}(q)$ for verification is the intersection of all the candidate sets of each distance triplet $(l_1, l_2, d) \in \mathcal{DS}_{\min}(q)$, that is

$$\mathcal{C}(q) = \cap_{(l_1, l_2, d) \in \mathcal{DS}_{\min}(q)} \mathcal{C}(l_1, l_2, d).$$
Algorithm 5.2: Query-DIndex\(_{(q,LPI,G)}\)

**input**: the query graph, \(q=(V_q,E_q,l_q,t)\)
- D-Index, \(LPI\)
- the graph database, \(G\)

**output**: the candidate set of \(q\), \(\mathcal{C}(q)\)

1. \(\mathcal{C}(q) \leftarrow \mathcal{G} ;\)
2. **for** \((l_1,l_2,d) \in \mathcal{DS}_{\text{min}}(q)\) **do**
3. \(\mathcal{C}(l_1,l_2,d) \leftarrow \emptyset ;\)
4. **for** \(k \in LPI(l_1,l_2).DV\) **and** \(k \leq d\) **do**
5. \(\mathcal{C}(l_1,l_2,d) \leftarrow \mathcal{C}(l_1,l_2,d) \cup LPI(l_1,l_2).DV(k) ;\)
6. \(\mathcal{C}(q) \leftarrow \mathcal{C}(q) \cap \mathcal{C}(l_1,l_2,d) ;\)
7. **return** \(\mathcal{C}(q)\)

As shown in Algorithm 5.2, processing the query graph \(q\) by D-index obtains the candidate set for each distance triplet \((l_1,l_2,d) \in \mathcal{DS}_{\text{min}}(q)\) (Lines 3-5), and then intersects them to output the candidate set of \(q\) (Line 6).

**Lemma 5.1** Given a query graph \(q=(V_q,E_q,l_q,t)\), its answer set \(\mathcal{A}(q)\) is a subset of \(\text{Build-DIndex}(q,LPI,G)\).

**Proof:** Consider a data graph \(g=(V_g,E_g,L_g,l_g) \in \mathcal{G}\) that matches \(q\). For each edge \((v,u) \in E_q\), we can map it to a path \(P = (f(v),\ldots,f(u))\) such that \(|P| \leq t(v,u)\). Without the loss of generality, we assume that \(l_g(f(v)) \leq l_g(f(u))\). Consider the distance triplet \((l_g(f(v)),l_g(f(u)),d) \in \mathcal{DS}_{\text{min}}(g)\), we have \(d \leq |P|\), that is \(d \leq t(v,u)\), which completes the proof. ■

**5.3.1.3 Complexity Analysis**

Assume that \(\alpha\) is the average number of vertices and \(\beta\) is the average number of edges for the graphs in \(\mathcal{G}\), the space complexity of D-index is \(O(\alpha^2|\mathcal{G}|)\). Since the construction time for each \(\mathcal{DS}_{\text{min}}(g)\) is \(O(\alpha \beta)\) by starting a BFS from each vertex in \(g\), the time complexity of constructing D-index is \(O(\alpha \beta |\mathcal{G}|)\).

The generation of minimal distance set of query graph \(q\) can be done in \(O(|V_q|^3)\) time. For each distance triplet in \(\mathcal{DS}_{\text{min}}(q)\), the response time of D-index is \(O(\log(md))\) where \(m\) is the number of distinct labels in \(\mathcal{G}\) and \(d\) is the largest distance. Thus, the index response time for the graph pattern is \(O(|V_q|^3 + k^2 \log(md))\), where \(k\) is the number of distinct labels in \(q\). Note that, in practice, both \(|V_q|\) and \(k\) are very small.
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5.3.2 Frequent Pattern Index

The shortcoming of D-index is that it loses the structural information of data graphs. As a result, the filtering is not effective enough, leading to a lot of unmatched candidate graphs. Although there are graph indexing approaches that retain structural information of data graphs [22,38,83,101,106], they cannot be directly applied to answer generalized subgraph queries.

In order to employ structural information for answering generalized subgraph queries, we propose the concept of frequent generalized subgraph (FGG) patterns and apply FGGs to design a structural index called Frequent Pattern Index (FP-index). The challenges, however, are 1) how to efficiently mine the FGGs, 2) how to apply and index FGGs for filtering. We address the two challenges as follows.

The first challenge can be addressed by the pattern-growth approach [14]. The difference is that in an FGG, edges are weighted. To obtain weighted edges for FGGs, we grow the frequent patterns from weighted edges. We initialize the set of weighted edges by taking the set of distinct distance triplets \( E = \bigcup_{g \in G} DS(g) \) introduced in Section 5.3.1, where each distance triplet \( (l_1, l_2, d) \in E \) is considered as an edge \( (l_1, l_2) \) with weight \( d \), while \( |C(l_1, l_2, d)| \) is the frequency of the edge.

A subgraph pattern \( f \) is frequent if its frequency is greater than a pre-defined threshold \( \sigma \). Since the number of FGGs can be too large and indexing a large number of FGGs will increase the index size and hence the search time, we apply a maximum pattern size threshold, \( \gamma \), and a maximum edge weight threshold, \( \rho \), to obtain only FGGs with size at most \( \gamma \) and any edge weight at most \( \rho \). In our experiments, we set these thresholds as the best possible values such that the FGGs can fit in the machine memory.

5.3.2.1 Index Construction

The FP-index consists of two parts: frequent pattern graph index (FPG-index) and edge index (E-index). FPG-index stores the FGGs in a B+-tree, with the key as an FGG and the data value as the set of data graphs containing the FGG. To answer queries that may contain infrequent edges, we also construct E-index that builds a B+-tree on the set of infrequent edges and frequent large-weight edges whose weights are larger than \( \rho \), with the key as an edge and the data value as the set of data graphs containing the edge.

5.3.2.2 Query Processing

Given a query graph \( q \), we process the query with FP-index as follows:

- Case 1: \( q \) is an FGG indexed by FPG-index. In this case, we obtain \( q \)'s answer set from the index directly without verification.
• Case 2: $q$ is not an FGG indexed by FPG-index. If $q$ contains infrequent edges, then the candidate set of $q$ is relatively small (at most $\sigma|G|$), which can be retrieved from E-index. Otherwise, we reduce the weight of some edges in $q$ to obtain an FGG $q'$, then we have a partial answer, $A(q')$, of $q$, without verification. And then, we obtain the rest of the answer, i.e., $A(q) \setminus A(q')$, as follows. We decompose $q$ into several FGGs in FPG-index and frequent large-weight edges in E-index, as $f_1, f_2, \ldots, f_k$, and compute the candidate set by intersecting the answer sets of these frequent patterns: $\cap_{1 \leq i \leq k} A(f_i)$.

5.3.2.3 Complexity Analysis

Similar to other structural graph indexes such as FG-index [22], the construction cost of FP-index is dominated by the cost of mining FGGs and the index size is dominated by the overall size of FGGs. Likewise, the query processing complexity also heavily depends on the number of FGGs indexed as well as the value of $\sigma|G|$. However, the complexity of mining FGGs, as well as the size and number of FGGs, may vary significantly from database to database and we are not aware of any formal analysis for these factors in the literature.

5.3.3 Star Index

Since the number of FGGs can be large, FP-index can only be used to process queries of small size efficiently. Moreover, mining FGGs may also be too expensive. Thus, we propose another index, called Star Index ($S$-index), which uses only star structures (instead of subgraph structures) to reduce both the index construction and storage overhead, while still capturing much of the structural information for effective filtering in query processing.

For a vertex $v$ in a data graph $g = (V_g, E_g, L_g, l_g) \in G$, we define the star structure of $v$ as $s_g(v) = (V_g, E^v_g, l_g, w)$, where (1) $v$ is the center of the star structure; (2) $E^v_g$ consists of the edges from $v$ to other vertices in $V_g$, that is $E^v_g = \{v\} \times (V_g \setminus \{v\})$; (3) $w$ is a function that assigns the distance $\text{dist}_g(v, u)$ to each edge $(v, u) \in E^v_g$, i.e., $w(v, u) = \text{dist}_g(v, u)$. For example, Figure 5.1 shows the star structures of $v_1$ and $v_3$ of the graph $g_3$ in Figure 1.1.

We group the weights of the edges in a star structure by the label of the non-center end vertex. Let $L = \{l_g(u) : u \in V_g \setminus \{v\}\}$. We obtain a multiset of weights (called weight multiset) for each label as follows

$$W_g(v, l) = \{w(u, v) : l_g(u) = l, l \in L, \text{ and } u \in V_g \setminus \{v\}\}.$$
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Figure 5.1: Two star structures: $s_{g_3}(v_1)$ and $s_{g_3}(v_3)$.

Table 5.1: Weight multisets of $g_3$.

<table>
<thead>
<tr>
<th>Vertex $v$</th>
<th>$l_{g_3}(v)$</th>
<th>N</th>
<th>C</th>
<th>O</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_1$</td>
<td>H</td>
<td>2</td>
<td>1,2,3</td>
<td>3,4</td>
<td></td>
</tr>
<tr>
<td>$v_2$</td>
<td>C</td>
<td>1</td>
<td>1,2</td>
<td>2,3,1</td>
<td></td>
</tr>
<tr>
<td>$v_3$</td>
<td>N</td>
<td>1,1,2,1,2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_4$</td>
<td>O</td>
<td>1</td>
<td>2,2,3</td>
<td>1,3</td>
<td></td>
</tr>
<tr>
<td>$v_5$</td>
<td>C</td>
<td>1</td>
<td>2,3</td>
<td>1,2,3</td>
<td></td>
</tr>
<tr>
<td>$v_6$</td>
<td>O</td>
<td>2</td>
<td>1,3,4</td>
<td>1,4</td>
<td></td>
</tr>
<tr>
<td>$v_7$</td>
<td>C</td>
<td>2</td>
<td>1,3,3,4,2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The weight values in the weight multiset are sorted in ascending order. Table 5.1 lists all the weight multisets for each label and each star structure of $g_3$. For example, for the star structure $s_{g_3}(v_1)$, $W_{g_3}(v_1, C) = \{1, 2, 3\}$, $W_{g_3}(v_1, O) = \{3, 4\}$, and $W_{g_3}(v_1, H) = \{2\}$.

Given two weight multisets $W_1 = \{w_1, \ldots, w_k\}$ and $W_2 = \{w'_1, \ldots, w'_t\}$, where $k \leq t$. We define the merge of $W_1$ and $W_2$ as follows.

$$W_1 \cap W_2 = \{\min(w_1, w'_1), \ldots, \min(w_k, w'_k), w'_{k+1}, \ldots, w'_t\}.$$  

For some vertices in a graph, they may share the same label. So, we further compress the weight multisets as follows.

$$W_g(l_1, l_2) = \cap_{v \in V_g} W_{g_3}(v, l_2).$$

Table 5.2 lists the compressed weight multisets. For example, $v_2$ and $v_5$ share the same label $C$, so $W_{g_3}(v_2, C) = \{1\}$ and $W_{g_3}(v_5, H) = \{3\}$ are merged into one $W_{g_3}(C, H) = \{\min(1, 3)\} = \{1\}$.

The set of distinct compressed weight multisets of each label pair $(l_1, l_2)$ in the database $G$ can be obtained as follows.

$$W(l_1, l_2) = \cup_{g \in G} W_g(l_1, l_2).$$
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Table 5.2: Compressed weight multisets of $g_3$.

<table>
<thead>
<tr>
<th>Label</th>
<th>N</th>
<th>C</th>
<th>O</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>1,1,2</td>
<td>1,2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>1,2</td>
<td>1,2</td>
<td>1</td>
</tr>
<tr>
<td>O</td>
<td>1</td>
<td>1,2,3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>H</td>
<td>2</td>
<td>1,2,3</td>
<td>3,4</td>
<td></td>
</tr>
</tbody>
</table>

Algorithm 5.3: Build-SIndex($G$)

```plaintext
input : the graph database, $G$
output: the S-index, $SI$

1. for $g \in G$ do
2.    Let $L(g) = \{(l_g(u), l_g(v)) : u, v \in V_g$ and $u \neq v\}$;
3.    for $(l_1, l_2) \in L(g)$ do
4.        Compute $w = W_g(l_1, l_2)$;
5.        Add $w$ to the record in $SI$ with key $(l_1, l_2)$;
6.        Add $g$ to the record in $SI(l_1, l_2)$ with key $w$;
7. return $SI$
```

For each compressed weight multiset $w \in W(l_1, l_2)$, the set of data graphs whose corresponding compressed weight multiset is $w$ is defined as follows.

$$\mathcal{A}(w) = \{g : W_g(l_1, l_2) = w \text{ and } g \in G\}.$$  

5.3.3.1 Index Structure

S-index is constructed based on $W(l_1, l_2)$ for each distinct label pair $(l_1, l_2)$ and $\mathcal{A}(w)$ for each $w \in W(l_1, l_2)$. The index structure of S-index consists of the following parts:

- A B+-tree on the set of distinct label pairs with each pair $(l_1, l_2)$ as the key and $W(l_1, l_2)$ as the data value. We name this B+-tree as $SI$.
- A nested B+-tree on the set of distinct compressed weight multisets $W(l_1, l_2)$ for each pair $(l_1, l_2)$, where each compressed weight multiset $w \in W(l_1, l_2)$ is the key and $\mathcal{A}(w)$ is the data value. We name this nested B+-tree as $SI(l_1, l_2)$.

Algorithm 5.3 outlines the construction of S-index. For each data graph $g \in G$, for each distinct label pair $(l_1, l_2)$ in $g$, we obtain the compressed weight multiset $W_g(l_1, l_2)$, and store it in the record with the key $(l_1, l_2)$ in $SI$. Then, we access the record with the key $W_g(l_1, l_2)$ in the nested B+-tree $SI(l_1, l_2)$ and add $g$ to the corresponding record.
For each distinct label pair \((l_1, l_2)\) obtained by intersecting \(\mathcal{I}\). Thus, the proof is complete.

5.3.3.2 Query Processing

We now discuss query processing by S-index. Given two compressed weight multisets \(W_1 = \{w_1, \ldots, w_k\}\) and \(W_2 = \{w'_1, \ldots, w'_t\}\), we say that \(W_1 \leq W_2\) if and only if 1) \(k \geq t\) and 2) \(w_r \leq w'_r\) for \(1 \leq r \leq t\).

Lemma 5.2 Let \(s_g(u)\) and \(s_q(v)\) be two star structures, such that \(u\) and \(v\) are vertices in graphs \(g = (V_g, E_g, l_g)\) and \(q = (V_q, E_q, l_q, t)\), respectively. If \(s_g(u)\) matches \(s_q(v)\), then we have \(W_q(l_1, l_2) \leq W_q(l_1, l_2)\) for all distinct label pairs \((l_1, l_2)\) of \(q\).

Proof: Consider a label pair \((l_1, l_2)\) of \(q\), \(l_1\) is the label of the center vertex of a star structure of \(q\) and \(l_2\) is the label of a non-center vertex. Since \(g\) matches \(q\), the number of vertices in \(V_g\) with label \(l_2\) is no smaller than the number of vertices in \(V_q\) with the same label. Therefore, we have \(|W_q(l_1, l_2)| \geq |W_q(l_1, l_2)|\). Moreover, for each vertex \(v' \in V_q\) of label \(l_2\), there exists a vertex \(u' \in V_g\) such that \(u'\) maps to \(v'\) and \(dist_g(u, u') \leq dist_q(v, v')\). Thus, the proof is complete.

According to Lemma 5.2, we process a query by S-index as shown in Algorithm 5.4. For each distinct label pair \((l_1, l_2)\) of \(q\), we merge all the candidate sets associated with \((l_1, l_2)\) that are smaller than \(W_q(l_1, l_2)\), which gives \(C(l_1, l_2)\). The candidate set of \(q\) is then obtained by intersecting \(C(l_1, l_2)\) for all distinct pairs \((l_1, l_2)\) of \(q\).

5.3.3.3 Complexity Analysis

Let \(m\) be the average number of distinct labels in a data graph. Thus, the number of distinct label pairs is \(O(m^2)\), and the number of compressed weight multisets in the
database $G$ is $O(m^2|G|)$. Assume that the average number of vertices in a data graph is $\alpha$, then the average size of a compressed weight multiset is $\alpha/m$. Thus, the space complexity of S-index is $O(\alpha m|G|)$.

Assume that the number of distinct labels in a query graph $q$ is $t$. The index response time is the summation of the time for searching the compressed weight multisets of $q$, thus the running time complexity is $O(t^2 \log(m^2|G|))$. Note that, in real life queries, the number of distinct labels is often small.

5.4 Experimental Evaluation

This section experimentally evaluates our indices and algorithms for generalized subgraph matching. Section 5.4.1 describes the experimental settings. Section 5.4.2 evaluates our algorithms for the generalized subgraph isomorphism problem, and Section 5.4.3 tunes the parameters for the proposed FP-Index. After that, Sections 5.4.4 and 5.4.5 demonstrate the efficiency of our indexing methods on real and synthetic datasets, respectively.

5.4.1 Experimental Settings

Datasets. We use two benchmark datasets commonly adopted in the literature [37,101]. Both datasets contain graphs that represent chemical molecules. The first one is the AIDS Antiviral Screen Dataset [101], which consists of 10,000 graphs and 51 distinct vertex labels. Each molecule has 25.4 vertices and 27.4 edges on average. The second dataset is referred to as PubChem [101], and it contains 100,000 graphs, each of which has 24.0 vertices and 25.8 edges on average. The number of distinct vertex labels in PubChem is 81. We use PubChem.$mK$ to denote a sample set of PubChem with $m$ thousands of graphs. In addition, we use synthetic datasets produced from GraphGen [7], a publicly available synthetic graph generator.

Query sets. For the AIDS dataset, we adopt the query sets from [101], but we ignore the label on each edge and add a weight on the edge uniformly at random with the average weight varying from 1 to 1.5 (since we target at query graphs where the edges are unlabelled and weighted). For the other datasets, we generate the query sets by first extracting generalized subgraphs from the graphs in the datasets, such that the number of data graphs matching each extracted generalized subgraph is at most 10% of the total number of data graphs. In other words, we avoid generating generalized subgraph matching queries that would return excessive numbers of results, which can be easily computed using the frequent subgraph based indices. (Note that, queries with considerably small answers, e.g., empty answer sets, can be efficiently handled by either infrequent edge indices or the pruning techniques in the filtering phase.)

All of our experiments are conducted on a machine with a Intel Xeon 2.4GHz CPU with 48GB RAM.
5.4.2 Generalized Subgraph Isomorphism

Our first set of experiments compares three algorithms for generalized subgraph isomorphism: our cost-based approach (denoted as CBA), as well as the extensions of Ullmann’s algorithm and QuickSI. Figure 5.2 illustrates the average running time required by each algorithm to match each query graph in query set \( Q_i \) to all data graphs in the AIDS dataset. In particular, each query set \( Q_i \) contains 1000 query graphs, and each query graph in \( Q_i \) contains \( i \) vertices. Figure 5.2a shows the results when the edges in the query graph have average weight 1.5. Observe that CBA considerably outperforms the extension of QuickSI, which in turn is superior than the extension of Ullman’s algorithm. Figure 5.2b shows the results when the average edge weight in the query graph equals 1, i.e., when the generalized subgraph isomorphism problem degenerates to the standard subgraph isomorphism problem. Even in this degenerated case, CBA still consistently outperforms QuickSI and Ullmann’s algorithm. This demonstrates the superiority of our cost-based method for optimizing vertex matching order. Note that, the running time of both QuickSI and CBA increase when the query set varies from \( Q_4 \) to \( Q_8 \), since (i) \( Q_4 \) and \( Q_8 \) have a large number of query answers and (ii) the increase of the size of query graphs results in higher cost in subgraph matching; and their running time decreases when varying from \( Q_8 \) to \( Q_{24} \), due to that (i) the number of answers to \( Q_i \) for \( i \in (8, 24] \) become less and less and (ii) the subgraph matching algorithm terminates early thanks to the pruning techniques applied. We have conducted a similar set of experiments on the PubChem datasets, and we found that the results are qualitative similar; we omit those results for the interests of space.
Section 5.3.2) on a set of 40 thousands data graphs sampled from the PubChem dataset. Figure 5.3a illustrates the number of Frequent Generalized subGraphs (FGG) that need to be stored in the FP-index, varying the maximum edge weight $\rho$ in the graph patterns from 1 to 4, with the frequency threshold set to $\sigma = 0.05$ and the maximum number of vertices in the FGGs set to $\gamma = 4$. Note that the number of FGGs increases exponentially with maximum edge weight $\rho$. Figure 5.3b shows the time required to mine the FGGs, which also exhibits an exponential growth with the increase of $\rho$. These results indicate that maximum edge weight adopted in the construction in the FP-index has to be carefully selected and has to be reasonably small.

Figures 5.3c and 5.3d illustrate the number of FGGs and pre-computation time required by FP-index, respectively, varying the frequency threshold $\sigma$ from 0.01 to 0.05, with the maximum edge weight set to $\rho = 3$ and the maximum number of vertices in the

5.4.3 Tuning the FP-index

The second set of our experiments evaluates the space and pre-computation costs of the FP-index on a set of 40 thousands data graphs sampled from the PubChem dataset. Figure 5.3a illustrates the number of Frequent Generalized subGraphs (FGG) that need to be stored in the FP-index, varying the maximum edge weight $\rho$ in the graph patterns from 1 to 4, with the frequency threshold set to $\sigma = 0.05$ and the maximum number of vertices in the FGGs set to $\gamma = 4$. Note that the number of FGGs increases exponentially with maximum edge weight $\rho$. Figure 5.3b shows the time required to mine the FGGs, which also exhibits an exponential growth with the increase of $\rho$. These results indicate that maximum edge weight adopted in the construction in the FP-index has to be carefully selected and has to be reasonably small.

Figures 5.3c and 5.3d illustrate the number of FGGs and pre-computation time required by FP-index, respectively, varying the frequency threshold $\sigma$ from 0.01 to 0.05, with the maximum edge weight set to $\rho = 3$ and the maximum number of vertices in the
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FGGs set to $\gamma = 4$. Observe that both the number of FGGs and the pre-computation time decrease exponentially when the frequency threshold $\sigma$ increases. Hence, we may use a large $\sigma$ to reduce the space and pre-computation cost of the FP-index. One may be tempted to set $\sigma$ to be even larger than 0.05, which, however, may significantly reduce the effectiveness of FP-index, as an excessively large $\sigma$ would make it difficult for FP-index to answer a query without invoking the verification process.

Based on the results in Figure 5.3, we set $\rho = 3$, $\sigma = 0.05$, and $\gamma = 4$ for the FP-index in all following experiments.

### 5.4.4 Performance of Indices

Our next set of experiments compares the performance of the three proposed indices (i.e., D-index, S-index, and FP-index) in terms of query processing performance, space overhead, and construction time. For these experiments, we use sample sets of PubChem dataset.

---

Figure 5.4: Index performance v.s. dataset size on PubChem dataset.
dataset with sizes varying from 10K to 100K. We do not use the AIDS dataset as it contains only a small number of data graphs.

Figure 5.4a illustrates the average query processing time of each index for a query set with 1000 graphs, such that on average each graph has 5 vertices and 7 edges, and the average edge weight equals 2.5. Both the S-index and the FP-index significantly outperform the D-index, and the FP-index is slightly better than the S-index. This is consistent with the results in Figure 5.4b, which shows the average size of the candidate set induced by each index during query processing. As shown in Figures 5.4c and 5.4d, however, the space and construction overheads of FP-index are significantly higher than those of the S-index, which in turn are higher than those of the D-index.

Figure 5.5a shows the average query time of each index for query sets $V_iE_j$ on the dataset with 40K data graphs, such that each query set $V_iE_j$ contains 1000 query graphs, each of which has $i$ vertices and $j$ edges, and the average weight of the edges equals 2.5. The FP-index achieves the smallest query time when the numbers of vertices and edges in the query graphs are small, but it is outperformed by the S-index on large query graphs. This is because of the large overheads incurred in the decomposition of large query graphs in the query processing of FP-index. In addition, the D-index is consistently slower than both the FP-index and the S-index.

Figure 5.5b illustrates the average query time of each index for query set $V_5E_7$, with the average edge weight varying from 1 to 5. The FP-index performs the best when the average edge weight is no more than 3, which is the maximum edge weight handled in its preprocessing step. When the average edge weight is larger than 3, however, the performance of the FP-index degrades, and the S-index becomes the most efficient one.
5.4.5 Performance on Synthetic Dataset

The experiments use synthetic datasets to evaluate the performance of our indices with respect to a parameter that has not been investigated in the previous experiments, i.e., the densities of the data graphs. In particular, the density of a data graph with \( n \) vertices and \( m \) edges equals \( \frac{m}{\binom{n}{2}} \). We generate synthetic graphs with densities varying from 0.3 to 0.7, and we use them to construct datasets, such that each dataset contains 10K data graphs, each of which has 30 edges and a fixed density. The query graphs for each dataset is constructed in a manner similar to previous experiments, such that each query graph on average has 5 vertices, 7 edges, with an average edge weight 2.5.

Figure 5.6 illustrates the performance of each index as a function of the data graph density. As with our previous experiments, the FP-index achieves the best query performance, but it incurs the highest space and pre-computation overheads. The D-index requires the smallest space and preprocessing time, but its query time is the largest. The S-index consistently lands on the middle ground between the FP-index and the D-index.
Summary. Our experiments show that the FP-index offers superior query performance at the cost of space and pre-computation time. Therefore, it is suitable for the applications where (i) efficient query processing is crucial, and (ii) space and pre-computation overheads are not a major concern. In contrast, the D-index entails relatively high query cost, but it incurs minimal space and preprocessing overhead. This renders it preferable in the scenarios with stringent requirements on space consumption or pre-computation time. Finally, the S-index’s space and pre-computation costs are only slightly higher than that of the D-index, but its query efficiency is almost comparable to that of the FP-index. Hence, it offers user a choice to strike a good balance between query processing and space (preprocessing) overheads.

5.5 Summary

We study a new type of graph queries, generalized subgraph queries. We propose a succinct and effective cost model to minimize the cost of generalized subgraph isomorphism. We also develop three indexes that can effectively filter out unmatching data graphs, which significantly reduces the total query response time. We evaluate our algorithms with experiments on both real datasets and synthetic datasets. The results show that our matching algorithm is efficient in candidate verification as it considerably outperforms the direct extension of existing graph matching algorithms, while our indexes are also effective in filtering. Thus, the results verify that our method is efficient in query processing (in both filtering and candidate verification). Although some of the indexes have weaknesses, we show how the weaknesses are addressed by another index; in particular, our results show that S-index achieves both a low index construction cost and a short query response time.
Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this thesis, we study three problems on subgraph mining and query processing, each of which finds enormous real-world applications.

First, we study the problem of frequent subgraph mining in a large set of graphs. Previous approaches cannot handle large datasets in an efficient way due to a significant number of subgraphs that will be generated. To address this problem, we propose a two-step filter-and-refinement MapReduce framework, which is highly suitable to massive parallelization. In order to reduce the overhead in communication cost, we devise a statistical model for carefully selecting frequent subgraph candidates, as well as a lightweight technique for graph compression that significantly reduces the amount of data transmission between the worker nodes. In addition, we propose an efficient strategy for reusing computation in the expensive process of isomorphism testing for graphs that share edges. Through extensive experiments on several large real-world datasets, we demonstrate that the proposed MapReduce algorithm for frequent subgraph mining scales well for large datasets and significantly outperforms previous approaches.

Then, we investigate the problem of network motif discovery, and propose a fast GPU-based solution to the problem. To the best of our knowledge, we are the first to devise efficient algorithms for network motif discovery on GPU. Compared with existing CPU-based approaches, our solution is drastically different due to the design choices that we make to exploit the strengths of GPUs in terms of parallelism, and mitigate their limitations in terms of the computation power per GPU core. Besides, we develop three optimization techniques that improve the scalability of our solution, effectively avoid under-utilization of the GPU, and eliminate redundant computation in network motif discovery. These techniques considerably improve the scalability and efficiency of our solution. With extensive evaluations on a variety of biological networks, we show that our solution is much more efficient than the CPU-based solutions by several orders
of magnitude, and is more cost-effective than the latter, when taking into account the monetary costs of the CPU and GPUs used.

Finally, we study a new type of graph queries, namely generalized subgraph queries. To minimize the cost of generalized subgraph isomorphism testing, we propose a succinct and effective cost model for careful selection of vertex matching order. With the filter-and-verification framework, we develop three indexes that can effectively filter out unmatching data graphs, which significantly reduces the total query response time. These indexes have different strengths that make them applicable to different scenarios and also complementary to each other. We evaluate our algorithms with experiments on both real datasets and synthetic datasets. The results verify the efficiency of our matching algorithm and the effectiveness of our indexes.

6.2 Future Work

We now list some potential problems for future work, as follows.

6.2.1 Frequent subgraph mining in single-large-graph scenario

In contrast to the frequent subgraph mining problem in transaction setting, the one in single-large-graph scenario would be drastically different.

First, the definition of subgraph frequency leaves a huge discussion room, as illustrated in the work [78], depending on whether we allow edge/vertex overlaps between occurrences that are isomorphic to the subgraph. If edge/vertex overlaps are allowed, the downward closure property (see Section 2.1) no longer holds which renders most existing algorithms in the transaction setting unable to solve this problem.

Second, given a large graph $G$ as the database and a small graph $g$, to calculate $g$’s frequency in $G$, we need to compute $g$’s occurrences in $G$. However, there might exist too many duplicates due to graph isomorphism and graph symmetry. Besides, the number of $g$’s occurrences would be extensively large, which make them impossible to compute efficiently in memory.

Third, when deploying the algorithms in single-large-graph scenario in distributed parallel computing environment, it would be necessary to partition the graph among machines. However, partitioning a large graph is difficult since (i) it might easily lead to workload unbalance among machines, and (ii) it might incur significant communication overhead between machines due to data transmission.
6.2.2 Dense subgraph discovery on GPU

Given a graph, we say that it is dense if its density is above a pre-defined threshold. The problem of dense subgraph discovery is to find all subgraphs of a given large graph $G$ such that each subgraph is dense. This is different from network motif discovery, which finds all subgraphs in $G$ whose statistical values are above a user-defined threshold. Dense subgraph discovery has tremendous applications, such as social network analysis and community detection. However, designing efficient algorithms for dense subgraph discovery is highly challenging, due to the extensive number of subgraphs and the large size of input graph. And it is even more challenging when the algorithms are to run efficiently on GPUs, but it is a great chance for us to improve the algorithms in a cost-efficient way since the GPU is highly capable in parallelism.

To design efficient algorithms for dense subgraph discovery on the GPU, several critical issues should be addressed. First, since a dense subgraph (e.g., clique) might be enumerated several times from different parts of the graph, the redundant computation should be avoided in an efficient way. Second, as the number of dense subgraphs would be substantially large, whereas the size of GPU’s memory are often small, the scalability solutions are required to handle the intermediate results that cannot fit in GPU’s memory. Finally, since the running time of the GPU program depends on the slowest GPU threads, it is critical to achieve workload balance and memory coalescing, and avoid branch divergences, as discussed in Section 4.1.2.

6.2.3 Subgraph query processing in single-large-graph scenario

The problem of subgraph query processing in single-large-graph scenario is significantly different from the one in transaction setting, since (i) the former is often to ask for the set of occurrences of the query graph in a large graph, and (ii) the filter-and-verification framework is no longer effective in this scenario. Most existing work [36, 90] are the backtracking approaches that traverse the search space in the DFS manner. However, these approaches are difficult to be parallelized. Some other work [63, 82, 87] adopt the join approaches that compute the occurrences of the query graph $Q$ by joining the occurrences of $Q$’s subgraphs. Due to the uneven distribution of subgraphs and the large number of edges that are cut in the query graph decomposition, these approaches often suffer from issues in workload unbalance and significant overhead in communication between machines. As such, there still exists much room for improvement. Besides, it is interesting to investigate the problem of generalized subgraph matching in the single-large-graph scenario, which finds numerous applications but is highly challenging.
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