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Summary

It has been widely accepted that cognitive radio can substantially improve the spectrum utilization compared with traditional spectrum allocation strategies. Cognitive radio technology enables secondary users to coexist with primary users opportunistically or concurrently. In the latter scenario, the primary user allows the secondary user to access its licensed spectrum, as long as the quality of service (QoS) of the primary transmission is guaranteed. Beamforming is a practical way to achieve this goal by utilizing multiple antennas to limit the interference at the primary receiver (PR) to a tolerable level. With transmit beamforming and receive beamforming, a multi-antenna secondary transmitter (ST) with the knowledge of cross channel state information (CSI) can project signals to appropriate directions such that no harmful interference is received at PR, while the secondary receiver (SR) can separate and recover the intended signals reliably. Perfect or imperfect knowledge of cross CSI at ST results in different interference conditions as well as different transmit strategies. The interference received at PR in the perfect cross CSI case is controllable, and hence ST can precisely determine the transmit beamforming directions to gain the maximum benefit under the primary interference constraint. However, such a strategy is not always suitable in the imperfect cross CSI case, due to the uncertainty of CSI error directions and amplitudes. In this case, ST needs to ensure that the interference constraint would not be violated even with the worst CSI error.

In this thesis, we first study cognitive beamforming subject to the secon-
dary power constraint and the primary interference power constraint. With bounded error model for the cross CSI, we rewrite the error boundary expressions as a set of linear matrix equalities, and then convert the whole problem into a convex optimization problem to calculate the optimal solution. When no cross CSI is available at ST, we aim at maximizing the secondary sum throughput subject to the interference expectation constraint and interference outage probability constraint at PR, respectively. We prove that under the former constraint, the beamforming problem can be formulated as a conventional MIMO transmission problem, which can be easily solved via the water-filling method. Under the latter constraint, we find that the interference power is related to the eigenvalues of the covariance matrix of the secondary signals, and thus it can be expressed as a linear combination of multiple chi-square distributed variables. By exploiting the impact of the eigenvalues on the interference outage probability and establishing the relationship between the vibrations of secondary covariance matrix and its eigenvalues, we design an algorithm for this beamforming problem.

In the second part of this thesis, we focus on beamforming in a multi-antenna cognitive radio system with transmission of multiple secondary data streams subject to the individual signal-to-noise ratio constraint per secondary data stream and the primary interference power constraint. The objective is to minimize the secondary transmit power consumption. Both perfect and imperfect cross CSI cases are considered and in both cases, the beamforming feasibility is tested. By exploiting the individual SNR constraints, we formulate the cognitive beamforming problem as an optimization problem on the Stiefel manifold. For zero forcing beamforming, we derive a closed form beamforming solution. For nonzero forcing beamforming, we prove that the strong duality holds for the nonconvex primal problem and thus the optimal solution can be easily obtained by solving the dual problem. In the case of imperfect cross CSI, we apply the S-procedure method to reformulate
the problem and provide an algorithm to obtain the beamforming solution. Finally, we raise some interesting open problems for the future work.
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Conventions and List of Symbols

1. N, R and C denote the set of all integers, real numbers and complex numbers, respectively. \( \mathbb{R}^{m \times n} \) and \( \mathbb{C}^{m \times n} \) denote the set of all \( m \times n \) matrices whose entries belong to \( \mathbb{R} \) and \( \mathbb{C} \), respectively.

2. Scalar is denoted by a lower-case letter, while vector is denoted by bold-face lower-case letter and matrix is denoted by bold-face upper-case letter.

3. Superscript \( H, T, C \) denote the Hermitian transpose, transpose and conjugate of a matrix, e.g., \( A^H \), \( A^T \), and \( A^C \).

4. Superscript \( -1 \) denotes the inverse of a full rank square matrix, e.g., \( A^{-1} \).

2. List of Symbols

- \( \text{Re} \) the real part of a complex number, vector or matrix.
- \( \text{det}(.) \) determinant of matrix
- \( \text{vec}(.) \) vectorization of matrix
- \( a_i \) the \( i \)-th element of vector \( a \)
- \( A_{ij} \) the entry of matrix \( A \) located at the \( i \)-th row and \( j \)-th column
\( A_{(i)} \) the \( i \)-th column of matrix \( A \)

\( RS_{m \times n}(x) \) reshape from a vector \( x \in \mathbb{C}^{mn \times 1} \) to a matrix \( X \in \mathbb{C}^{m \times n} \), where \( X_{ij} = x_{(j-1)m+i} \). It is the inverse operation of vec(.)

\( \triangleq \) equal by definition

\( \text{tr}(.) \) trace of a square matrix

- element-wise product. \( A \bullet B = \text{tr}(A^T B) \), \( A \in \mathbb{C}^{m \times n} \), \( B \in \mathbb{C}^{m \times n} \)

\( I \) identify matrix

\( I_m \) \( m \times m \) identify matrix

\( O(.) \) big O notation

\( \otimes \) Kronecker product

\( <.,.> \) inner product

\( \text{E}(.) \) expectation

\( St(m, n) \) Stiefel manifold, the set \( St(m,n) = \{X \in \mathbb{C}^{m \times n} : X^H X = I \} \)

\( \pi(X) \) projection of \( X \) onto the Stiefel manifold. The operation \( \pi : \mathbb{C}^{m \times n} \to St(m,n) \) is defined to be \( \pi(X) = \arg \min_{Q \in St(m,n)} ||X - Q||^2 \)

\( A \succ B \) \( A - B \) is positive definite

\( A \succeq B \) \( A - B \) is positive semi-definite

\( \mathcal{CN}(\mu, \sigma^2) \) complex Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \)
Chapter 1

Introduction

1.1 Motivation

Cognitive radio (CR) has received considerable attention over the past few years because of its potential to ease the current overcrowded frequency spectrum. Based on the current spectrum allocation policy, most frequency bands are allocated exclusively to specified services. However, such policy results in underutilization of precious spectrum resources. In a report released by the Federal Communications Commission (FCC), it is stated that the usage of allocated spectrum varies from 15% to 85% [1]. In the meantime, the demand of extra spectrum is increasing with the rapid growth of wireless applications. As a result, it is worth considering the idea of allowing other users to use the allocated spectrum while guaranteeing the priority of authorized users.

In a CR network, the spectrum can be shared by the unauthorized users, which are called the secondary users (SUs), provided that they do not cause harmful interference to the authorized users, which are called the primary users (PUs) [2, 3]. SUs may transmit when they detect a spectrum hole in either time or frequency domain [4]-[10]. Such schemes work only when the spectrum is severely underutilized, otherwise SUs would not have sufficient
opportunities to gain channel access. Therefore, the secondary throughput would be significantly constrained and the secondary system would suffer from a long latency.

Multiple-input multiple-output (MIMO) technology provides extra spatial dimensions for transmissions. Multiple antennas can be used to reduce the interference at the primary receivers (PRs) and satisfy the demand for high data rate in the secondary wireless application by carefully designing the transmit and receive beamforming matrices [5]-[7]. Even if PUs are also using the spectrum at the same time, SUs may share the spectrum with PUs without causing harmful interference, and thus the secondary throughput can be greatly increased. As the cost, channel state information (CSI) is required to design the beamforming matrix. In some scenarios, since SUs can obtain CSI from PUs, the spectrum sharing scheme of CR communication can be performed to improve spectrum utilization.

In spite of the wide recognition of the advantages of spectrum sharing scheme, most existing results concentrate on the scenarios of single data stream per secondary receivers (SRs). As the mobile communication technology evolves toward 4G and 5G, user equipments will be equipped with more than one antenna and thus can receive multiple data streams in parallel [11, 12]. Many multiple data streams scenarios in cognitive radio, which can help increase the secondary throughput, are still unsolved due to the mathematical complexity [13]. The potentials of MIMO have been utilized at secondary transmitters (STs) but not SRs. It is very interesting to have an insight into problems of supporting multiple data streams per SR and exploit the performance potential of multiple data streams communication.

Both the areas of interference alignment and conventional MIMO communications consider the support of multiple data streams for one receiver. However, existing results of these areas cannot be directly applied to cognitive radio or are not optimal for cognitive radio due to the following reasons:
1. Interference alignment: First, in conventional interference alignment, all transmitters are assumed to share the spectrum with the same priority. They cooperatively design transmit beamforming matrices/vectors to eliminate interference at receivers. As PUs have no obligation to help SUs, SUs should fulfill all the calculation to guarantee QoS of PUs and maximize secondary performance.

Second, interference alignment aims at perfect alignment and interference cancellation. As a result, it has good performance in the high SNR regime where slight interference does not provide significant performance improvement. On the contrary, since it does not concern how much interference at PR can be accepted and how to utilize the interference limit, the performance in low and medium SNR regimes will be poor. This makes interference alignment not suitable for spectrum sharing as usually secondary devices operates in low and medium SNR regimes.

2. conventional MIMO communications: Similar to the first problem of interference alignment, transmitters in MIMO communications have the same priority to access channel, and they can share CSI information to jointly design optimal beamforming matrices. This is not possible in cognitive radio. SUs must estimate all the necessary information by themselves, which makes the behaviors of cognitive radio different from MIMO communications.

Moreover, in order to support multiple data streams for SRs, optimal algorithm designs for secondary QoS requirements and CSI conditions are very important but have not been well studied due to the high complexity of theoretical derivation. In this thesis, we will provide insights as well as solutions of multiple data streams transmission in cognitive radio under different scenarios.
1.2 Objective

The main objective of this thesis is to solve the mathematical problems of multiple secondary data streams communication and accordingly design feasible methods to make use of the potentials provided by this technology. To this end, we discuss two fundamental and important issues. Firstly, how the CSI knowledge errors would affect the secondary performance. Secondly, with different transmission targets, i.e., maximizing throughput and satisfying the individual signal-to-noise ratio (SNR) requirements, what the differences of the ST behaviors will be. Specifically, our goals to be achieved are listed as follows:

1. Guaranteeing that the given requirements and constraints, i.e., individual SNR requirements, interference constraint, transmit power constraint, can be satisfied in a CR network.

2. Finding out the differences in system designs and derivations under different transmission schemes, and providing the global or local optimal conditions to help determining whether an analytical or numerical solution can achieve a good performance.

3. Proposing feasible methods to exploit the advantages and potentials provided by multiple data streams transmission.

1.3 Major Contribution of the Thesis

In this thesis, we discuss some schemes for point-to-point transmission in a CR network where secondary transceivers are equipped with multiple antennas. We evaluate the performance boundaries for some aspects such as transmit power, interference power and access probability, and design practical methods to approach the optimal or suboptimal results. Here are the contributions of this thesis:
1. For the scenario where partial ST-PR CSI knowledge with element-wise bounded errors is available at ST and secondary throughput is to be maximized, we equivalently reformulate the problem based on the S-procedure technology. In the new problem, the channel errors have been removed, which means that it is unnecessary to compute the worst case channel error for the maximum possible interference power, and hence the computational complexity would be reduced. Besides, we show that the new problem is convex. Therefore, we can efficiently obtain the global optimal solution via convex optimization algorithm. Optimality conditions are provided for the analysis of physical meanings in the single carrier case and multiple carriers case, respectively.

2. For the scenario where ST-PR CSI knowledge is unavailable at ST and secondary throughput is to be maximized, we consider two types of primary interference constraints: one is on the expectation of interference at PR, referred to as interference expectation constraint, and the other is on the interference outage probability (i.e., the probability of interference at PR exceeding a predetermined threshold), referred to as interference outage constraint. We find that there is an analytical solution for beamforming subject to interference expectation constraint, while for beamforming subject to interference outage constraint, we find that the interference power is related to the eigenvalues of the secondary covariance matrix and can be expressed as a linear combination of multiple chi-square distributed variables. By exploiting the impact of the eigenvalues on the interference outage probability and establishing the relationship between the vibrations of secondary covariance matrix and its eigenvalues, we design an algorithm for this beamforming problem.

3. For the transmit power minimization problem subject to individual
secondary SNR requirements with perfect CSI knowledge, we use zero forcing beamforming (ZFBF) to represent the case when no interference is allowed at PU. If a positive interference limit is allowed, we call this case nonzero forcing beamforming (NZFBF) since the interference power constraint is positive. First, we formulate the secondary power minimization problem. After that, we formulate the problem as a minimization problem on Stiefel manifold [14]-[16]. For the ZFBF case, we derive a closed form solution for the optimal result. For the NZFBF case, we analyze the dual problem, and prove that global optimum can always be achieved by solving the dual problem using an efficient algorithm, although the primal problem is nonconvex.

4. For the transmit power minimization problem with individual secondary SNR requirements and imperfect CSI knowledge where the CSI errors are bounded by an ellipse expression, we propose an algorithm to test whether the current channel condition is feasible to support the worst interference power constraint. Then we apply logarithmic barrier function to rewrite the problem as an unconstrained problem and use gradient descent algorithm to get a local optimal solution after passing the feasibility test. Since the variable domain lies on the Stiefel manifold, which is only a subset of the complex domain, we project the descent direction to the tangent space of the Stiefel manifold, derive the optimality condition and stop criterion of the algorithm based on projected descent direction.

1.4 Organization of the Thesis

In Chapter 2, we offer some background knowledge on cognitive radio and MIMO communications. Some preliminary mathematical results are also included in this Chapter. Chapter 3 is devoted to the study of the partial
CSI scenario where element-wise bounded channel errors are considered. In Chapter 4, after briefly introducing the existing results for multiple data streams communication in a CR network, we focus on the scenario where ST has no instantaneous CSI knowledge of ST-PR channel. Both Chapter 3 and Chapter 4 are for the throughput maximization problem. In Chapter 5 and Chapter 6, we move to the power minimization problem with individual SNR requirements. In Chapter 5, perfect CSI knowledge is assumed. The results for the imperfect CSI knowledge scenario is provided in Chapter 6. The conclusion is given in Chapter 7, along with some possible future works related to transmission with multiple data streams in a CR network.
Chapter 2

Background and Preliminaries

2.1 Background

Wireless technologies have advanced rapidly over the last two decades and more and more spectrum resources are required to satisfy the demands from various wireless applications. However, according to present spectrum management strategy, frequency bands are exclusively allocated to specific applications and hence unlicensed applications have no access to them. This strategy results in the shortage of unauthorized spectrum and very low spectrum utilization as well [1]. Such a spectrum authorization policy leads to the following contradictions. On one hand, the amount of unallocated spectrum is becoming less and less, and the price of applying for licensed frequency bandwidth is getting more and more. On the other hand, current spectrum utilization situation varies in different time, regions and frequency [2]. Roughly speaking, most allocated spectrum resources are under-utilized. As a result, the low spectrum efficiency implies a great potential in tackling the emerging demands on spectrum resources.

Cognitive radio, which allows other applications to use authorized spectrums without causing harmful interference to PUs, is a promising solution
to tackling these problems and has attracted many attentions in recent years [2]. Cognitive radio communication is conducted by SUs in the presence of PUs. Among these two types of users, PUs have higher priority in using spectrum resources and their performance should not be harmed even if SUs are also using spectrum at the same time [2]-[3].

It is estimated that the aggregate data rate or area capacity will increase by about 1000-fold from 4G to 5G for 2020 and beyond [11], [17]-[19]. To meet this requirement and support mobile communications for both indoors and outdoors, a heterogeneous networks architecture is necessary and multi-tier will be present. As cognitive radio is able to flexibly share spectrum among different tiers of networks and control interference to increase spectrum efficiency, it will be one of the candidate technologies in 5G [11], [12], [20], [21].

SUs can access the spectrum while PUs are idle, or share spectrum without causing unacceptable interference. In the former case, SUs should keep sensing till the spectrum is idle, and return the right of using spectrum to PUs as long as a new primary communication is detected [4]-[7], [22]-[24]. Such schemes work only when the spectrum is severely underutilized, otherwise SUs would not have sufficient opportunities to gain channel access. Therefore, the secondary throughput would be significantly constrained and the secondary system would suffer from a long latency. In the later case, SUs may work simultaneously with PUs but has to limit the performance downgrade experienced by PRs. ST should be able to detect the signals from primary transmitter (PT) or cooperate with PUs because ST requires channel state information to compute the exact or possible interference at PRs [25]-[30].

There are two main technologies in spectrum sharing for cognitive radio: one is overlay and the other is underlay [8]. In overlay schemes, SU allocates part of its power to help transmit the primary signal in order to compensate
for the additional interference from the secondary transmission [8], [34]-[37]. However, the problem is how ST can get *a priori* primary message in advance.

On the other hand, underlay allows parallel transmission of both primary and secondary messages, provided that the interference experienced at the PR is not harmful [8], [28]-[30], [35, 38, 40]. If there is a single antenna at ST, one can choose to do power control to handle the interference power. But if there are multiple antennas at ST, it is possible to make use of the spatial diversities and hence dynamically change the direction and power for each data stream, so as to control the overall additional interference at PR under given threshold and maximize the secondary benefit [39]-[46].

Both the overlay and underlay schemes in spectrum sharing require CSI knowledge to design beamforming matrices. When the primary communication system are operating in the time-division-duplex (TDD) mode, by exploiting the channel reciprocity, ST can periodically sense the channel and detect the ACK or pilot signal sent by PRs to estimate CSI knowledge before transmitting. In the scenario where the ST-PR channel changes slowly, this instantaneous CSI knowledge can be considered with high accuracy [47]-[51]. In a fading environment, it is very difficult for ST to estimate the instantaneous information perfectly, and thus ST will have partial CSI with different types of error, e.g., estimation error and delayed error [26]-[27], [30]-[33]. Therefore, results derived from perfect instantaneous CSI scenarios can be considered as upper bounds for fading channel scenarios.

It is widely accepted that in 5G, massive MIMO will be one of the key technologies, and multiple antennas will be installed at user equipments. It means that both the overlay and underlay schemes may be considered in 5G. In this case, multiple data streams at one SR can be supported to increase secondary capacity. However, most existing results for cognitive radio consider the scenarios where SRs have a single antenna each, and thus at most one data stream can be received by a SR. As a result, it is desirable
to exploit the spatial diversities provided by multiple antennas to improve performance at the receiver end.

If the number of ST antennas is larger than that of PR antennas, cognitive beamforming at ST is able to eliminate interference at PR via projecting the data streams to a suitable signal space and computing the respective power for each data stream with perfect CSI. At the same time, the SR may adopt the receive beamforming technology to separate each data stream and then recover them. When the CSI knowledge is imperfect, although the interference at PR cannot be precisely controlled, we can still limit the interference power within an acceptable region via signal subspace projection. For example, if the channel errors are upper bounded, the worst case interference power can be calculated to ensure that the interference constraint would not be violated; if the channel errors are unbounded with statistical information available, the interference expectation or the violation probability of interference constraint can be restricted below the harmful level. Thus MIMO technology has great advantages in cognitive radio communication.

Throughput maximization and power minimization are two important issues in the research of MIMO transmission. Throughput maximization problems in which each SR receives one data stream have been widely studied. In many scenarios with multiple ST-SR pairs, semi-definite programming (SDP) relaxation would be used to convert the original problem to a convex optimization problem by dropping the rank constraint and generate a local optimum [52]-[59]. It is shown in [58] that under certain conditions, some techniques can be used to generate a new solution from the one obtained by SDP relaxation without ruining the constraints or changing the objective function, and hence the solution is optimal. However, in general scenarios, the obtained local optimum may not be feasible for the original problem because usually its rank does not meet the requirement. As a result, approximation approaches such as the randomization procedure are used to
generate a feasible solution [59]-[60]. As to the cases of multiple data streams transmitted by one ST, the current results are mainly on the downlink or relay transmission with multiple single-antenna SRs in the presence of single-antenna or multi-antenna PRs [16],[61]-[65]. There is not too much work on the transmission to multi-antenna SRs because of the high complexity caused by the additional interference constraints comparing to the conventional MIMO communications.

When MIMO technology is adopted in CR communications, the expressions of transmit power and SNR usually results in quadratically constrained quadratic programming (QCQP) problems, which cannot be directly solved via convex optimization tools [51]-[68]. The feasibility of SDP relaxation technology relies on the objective and constraints of a particular problem, and it is not always applicable for all kinds of MIMO communications in a CR network. It is shown in [16] that the secondary transmit beamforming problem can be converted to an optimization problem with unitary constraint and an algorithm is proposed therein to compute the beamforming matrix that maximizes the secondary throughput. In this thesis, we are to apply this technology to solve the problem of power minimization with individual secondary SNR constraint.

Given perfect CSI knowledge, there exists a closed form solution for the zero interference constraint problem and a numerical solution for the nonzero interference constraint problem to obtain the system capacity [28]. From a practical point of view, the transmitter usually does not have perfect CSI. The transmitter may get CSI feedback with quantization error from the receiver in block fading channel because of limited feedback channel capacity. Quantization error is often considered to be upper bounded and the upper bound is determined by the method that the receiver uses to quantize CSI. Besides, it is possible that the received CSI is a delayed version because of fading. When an underlay cognitive radio communication system with multiple
antennas faces the upper bounded cross CSI error, ST needs to ensure that its transmit beamforming matrix does not violate the interference power constraint over all possible values of the actual CSI [69]-[72]. A bounded channel error model is introduced in [31]-[33], which is described by the expression of ellipsoids. This model is not only suitable for block fading channel, but also applicable to channels that vary slowly within a block. The expressions of ellipsoids describing the channel error determine the uncertainty region and the extent to which SU can protect PU. The single secondary data stream scenario is discussed in [69, 31]. For the schemes of multiple secondary data streams, an algorithm is proposed to calculate the system capacity given an ellipsoid cross CSI error model [33]. We will focus on the multiple secondary data streams communications and extend the existing results to different schemes in this thesis.

2.2 Convex Optimization

Consider the following optimization problem

\[
\begin{align*}
\min_x & \quad f(x), \\
\text{s.t.} & \quad g_i(x) \leq 0, i = 1, \cdots, m
\end{align*}
\]

where \(f(x)\) and \(g_i(x)\) are assumed convex. The Lagrangian associated with the original problem, or call primal problem, is given by

\[
L(x, \lambda) = f(x) + \sum_{i=1}^{m} \lambda_i g_i(x) \tag{2.1}
\]

where \(\lambda_i \geq 0\) is referred to as the Lagrange multiplier associated with the \(i\)-th inequality constraint \(g_i(x) \leq 0\). The optimization problem

\[
\min_x \max_{\lambda} L(x, \lambda), \forall \lambda_i \geq 0 \tag{2.2}
\]

is equivalent to the primal problem. That is because with all the constraints satisfied, both problems share the same optimal result; if any constraint is
unsatisfied, then the corresponding Lagrange multiplier can be chosen $+\infty$, which makes the optimization problem invalid.

The dual problem of (2.2) is defined as

$$
\max_{\lambda} \min_x L(x, \lambda), \forall \lambda_i \geq 0.
$$

The difference between the primal optimal solution and dual optimal solution is called duality gap. Obviously, the dual optimal solution serves as the lower bound of the primal optimal solution, so usually the duality gap is nonzero. In some particular scenarios, e.g., the primal problem is convex, the duality gap may be zero, then we can obtain the primal optimal solution via solving the dual problem instead of the primal one. In many cases, the dual problem is easier to solve and requires less computations. However, when the duality gap is nonzero, it is infeasible to solve the dual problem for the primal optimal solution.

### 2.3 Logarithmic Barrier Function

The logarithmic barrier function method is used to solve the optimization problem with inequality constraints [73]:

$$
\text{(P2.1)} \quad \min_x f_0(x)
\text{ s.t. } f_i(x) \leq 0, i = 1, \ldots, m
$$

where $f_0, \cdots, f_m : \mathbb{C}^n \to \mathbb{R}$ are convex and twice continuously differentiable, and the problem is solvable, i.e., an optimal $x^\ast$ exists. If we can construct a barrier function $I_- : \mathbb{C}^n \to \mathbb{R}$ such that

$$
I_-(u) = \begin{cases} 
0 & u \leq 0 \\
\infty & u > 0
\end{cases},
$$

then (P2.1) can be rewritten as

$$
\min_x f_0(x) + \sum_{k=1}^{m} I_-(f_k(x)).
$$
Figure 2.1: Approximation accuracy of the logarithmic barrier function with respect to $t$

In this problem $x$ must be chosen to make $f_k(x) \leq 0$ for all $k$, otherwise the objective function value becomes positive infinity. Note that the barrier function is not differentiable so we cannot apply Newton’s method or similar algorithms [73]-[74] to solve it.

A logarithmic barrier function is a barrier function constructed by using the log function to approximate $I(u)$. Letting

$$
\hat{I}_\tau(u) = -\frac{1}{t} \log(-u),
$$

we can see that $\hat{I}_\tau \to \infty$ as $u \to 0$. Furthermore, with the increase of $t$, the approximation becomes more accurate as shown in Fig. 2.1. Therefore we may reformulate the original problem with logarithmic barrier function $\hat{I}_\tau$:

$$
\min_x f_0(x) + \left(-\frac{1}{t}\right) \sum_{k=1}^{m} \log(-f_k(x)).
$$
2.4 Inner Product on the Tangent Space of Stiefel Manifold

Suppose $X \in St(m,n)$, then the tangent space of $X$ is defined by

$$T_x = \{ D \in \mathbb{C}^{m \times n} : D = XA + X \bot B \}$$

where $A \in \mathbb{C}^{n \times n}$ is a Hermitian matrix, $X \bot \in St(m,m-n)$ is orthogonal to $X$, and $B \in \mathbb{C}^{(m-n) \times n}$ is arbitrary \[14]-[15].

For any matrix $X \in St(m,n)$ and $D \in \mathbb{C}^{m \times n}$, we can find a matrix $Z \in T_x$ such that $\lim_{t \to 0} \pi(X + tD) = \lim_{t \to 0} \pi(X + tZ) + O(t^2)$.

For any function $f : St(m,n) \to \mathbb{R}$, we denote by $D_x f$ the derivative of $f(X)$. The descent direction $Z_x$ in Newton’s method \[73] should belong to the tangent space of $X$ and can be calculated with the following formula:

$$Z_x = XD_x^H X - D_x.$$  \hspace{1cm} (2.8)

The inner product $< D_x, D_x >$ is given by \[14]-[15]

$$< D_x, D_x > \triangleq \text{tr}(D_x^H (I - \frac{1}{2}XX^H)D_x).$$  \hspace{1cm} (2.9)

2.5 Matrix Computation

1. The eigenvalue decomposition (EVD) of a Hermitian matrix $M \in \mathbb{C}^{n \times n}$ is defined as

$$M = U^H A U$$  \hspace{1cm} (2.10)

where $U \in \mathbb{C}^{n \times n}$ is a unitary matrix, $A \in \mathbb{C}^{n \times n}$ is a diagonal matrix whose diagonal entries are the eigenvalues of $M$. Without loss of generality, we assume $A_{11} \geq A_{22} \geq \cdots \geq A_{nn}$. $M^{1/2} \in \mathbb{C}^{n \times n}$ denotes the square root of the Hermitian matrix $M$ with $\text{rank}(M) = r \leq n$, i.e., $(M^{1/2})^H M^{1/2} = M$, which is obtained from the following decomposition of $M$: If $M$ is written as $M = U^H A U$, where $U^H \in St(n,r)$,
A ∈ C^{r×r} is a diagonal matrix, then $M^{1/2} = UH A U$. Likewise, $M^{-1/2}$ is found as $M^{-1/2} = UH A^{-1/2} U$.

2. The derivative of vector function $y(x) : C^{m×1} → C^{n×1}$ is defined as

$$\frac{∂y}{∂x} = \begin{bmatrix}
\frac{∂y_1}{∂x_1} & \frac{∂y_1}{∂x_2} & \cdots & \frac{∂y_1}{∂x_n} \\
\frac{∂y_2}{∂x_1} & \frac{∂y_2}{∂x_2} & \cdots & \frac{∂y_2}{∂x_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{∂y_m}{∂x_1} & \frac{∂y_m}{∂x_2} & \cdots & \frac{∂y_m}{∂x_n}
\end{bmatrix}^H. \quad (2.11)$$

3. Chain rule: suppose $z$ is a function of $y$, which is also a function of $x$, then

$$\frac{∂z}{∂x} = \frac{∂y}{∂x} \frac{∂z}{∂y}. \quad (3.1)$$

This thesis chooses to express the first-order Taylor series approximation of an arbitrary function $f : C^{m×n} → \mathbb{R}$ in the form of

$$f(X + tZ) = f(X) + t\text{Re}\{\text{tr}(D^HZ)\} + O(t^2) \quad (2.12)$$

where $D = \frac{∂f}{∂X} ∈ C^{m×n}$ denotes the derivative of $f$ evaluated at $X$.

4. The differential of some particular functions are given as follows:

$$d\det(X) = \text{Re}\{\text{tr}((\det(X)X^{-1})^T dX)\} \quad (2.13)$$

$$dX^{-1} = -X^{-1}dXX^{-1} \quad (2.14)$$

$$\text{vec}(A dX B) = (B^T ⊗ A)\text{vec}(dX) \quad (2.15)$$

5. Let $M$ be a square matrix and $A$ be its Adjugate matrix. Then we have the following result [75]:

$$\det(M + dM) = \text{tr}(AdM) \quad (2.16)$$
2.6 S-procedure

We briefly introduce S-procedure [73] in this section. Let $V \in \mathbb{C}^{n \times 1}$ be a subset of vector space $\mathbb{C}^{n \times 1}$ and $\sigma_k : V \rightarrow \mathbb{R}, k = 0, 1, \cdots, N$ be the functions defined on $V$. Consider these two statements:

(a) $\forall v \in V$, if $\sigma_k(v) \geq 0$, $k = 1, 2, \cdots, N$, then $\sigma_0(v) \geq 0$.

(b) There exist $\tau_k \geq 0$, $k = 1, \cdots, N$ such that

$$\sigma_0(v) - \tau_k \sum_{k=1}^{N} \sigma_k(v) \geq 0, \forall v \in V.$$

Obviously, (b) is a sufficient condition of (a) since $\tau_k \geq 0$. The S-procedure is a method of using (b) to verify if (a) holds. In fact, it is a Lagrange relaxation technique [76] and the solution is lossless provided that $N \leq 2$ [77]. Particularly, if $\sigma_k(v)$ is expressed as

$$\sigma_k(v) = v^H Q_k v + \text{Re}\{\text{tr}(s_k^H v)\} + r_k, \quad (2.17)$$

where $Q_k \in \mathbb{C}^{n \times n}$ is a positive semi-definite Hermitian matrix, $s_k \in \mathbb{C}^{n \times 1}$ and $r_k \in \mathbb{R}$, then (b) holds if and only if there exist $\tau_k \geq 0$, $k = 1, 2, \cdots, N$ such that

$$\begin{bmatrix} Q_0 & s_0 \\ s_0^H & r_0 \end{bmatrix} - \sum_{k=1}^{N} \tau_k \begin{bmatrix} Q_k & s_k \\ s_k^H & r_k \end{bmatrix} \succeq 0. \quad (2.18)$$

Interested readers can refer to [73] for detailed proof.
Chapter 3

Throughput Maximization: Partial CSI

It is widely known that in a CR network, beamforming technology can dynamically adjust the transmitted secondary signals, so as to limit the primary interference power and maximize the secondary throughput. One of the key requirements on beamforming is the CSI knowledge. When the obtained CSI perfectly matches the instantaneous actual CSI, we call it perfect or full CSI; when the obtained CSI is not completely the same as the actual CSI, we call it partial CSI. The more precise the CSI knowledge is, the better primary interference control and the higher secondary throughput can be achieved. In the scenarios where primary users can help ST get perfect or partial CSI knowledge between the primary system and secondary system, ST can figure out the possible region of interference power given a particular transmit beamforming matrix, and design the optimal one to limit the interference power while maximizing its throughput. In recent years, the point-to-point multiple data streams throughput maximization problem in a CR network have attracted some researchers’ interests. Before starting to discuss the problems considered in this thesis, we will first briefly introduce the existing
results on point-to-point cognitive transmission with multiple data streams at one SR with perfect CSI and partial CSI with errors bounded by an ellipsoid model, and then propose an element-wise channel errors model to describe the channel errors and derive the optimal solution. The reason we propose an element-wise channel errors model is that the ellipsoid model implies the dependence of channel errors. When the channel errors are independent of each other, the ellipsoid channel errors model cannot describe the independence and will result in performance loss.

3.1 Review of Existing Results

Researchers mainly focus on two types of scenarios on this topic. The first one is with perfect CSI knowledge, and the second one is with partial CSI knowledge bounded by a particular ellipsoid region. We take two fundamental scenarios as examples here. Interested readers may refer to papers like [32, 78] for the details of extensions to different scenarios.

3.1.1 Perfect CSI Knowledge

The system model considered in [28] is with a ST-SR pair and K PRs. The number of antennas equipped at ST, SR and PR are denoted by m, n, and q, respectively. The ST-SR channel is denoted by $H \in \mathbb{C}^{n \times m}$. The secondary transmission is given by

$$y = Hx + n$$

where $x$ is the secondary transmitted signal symbols, $n$ is additive complex Gaussian noise and assumed that $n \sim \mathcal{CN}(0, I)$. Suppose that the covariance of transmit beamforming matrix is $Q \in \mathbb{C}^{m \times m}$. Because $Q$ is calculated as $Q = \operatorname{E}(xx^H)$, where $x$ usually contains several data streams precoded by a transmit beamforming matrix, $Q$ must be a positive semi-definite matrix.
and its rank is determined by the number of data streams. Since the channel
capacity is to be derived, it is assumed that Gaussian code-book with infinite
number of codeword symbols is used.

Supposing that the number of antennas equipped at the $k$-th PR is de-
noted by $q_k$, $k = 1, \cdots, K$, the ST-PR channels are denoted by $G_k \in \mathbb{C}^{q \times m}$,
$k = 1, \cdots, K$. There is a sum interference power constraint for each PR.
The interference power constraint is given by
\[ \text{tr}(G_k Q G_k^H) \leq \xi_k, \forall k = 1, \cdots, K. \] (3.1)

Besides, the transmit power of the beamforming matrix should be re-
stricted by the ST power constraint $P$, i.e.,
\[ \text{tr}(Q) \leq P. \]

The problem is formulated as
\[
\begin{align*}
\max_{Q \succeq 0} & \quad \log \det(I + HQH^H) \\
\text{s.t.} & \quad \text{tr}(Q) \leq P \\
& \quad \text{tr}(G_k Q G_k^H) \leq \xi_k, \forall k = 1, \cdots, K.
\end{align*}
\]

Note that the function $\log \det(\cdot)$ is convex, so are the constraints and the
feasible domain of $Q$. Therefore, this problem can be solved by the standard
convex optimization algorithms, such as the interior point algorithm [73].

Particularly, if each PR has only one antenna, or has multiple antennas
but per antenna interference power constraint is considered, we can replace
$G_k$ by the vector $g_{k,l} \in \mathbb{C}^{1 \times m}$, where $g_{k,l}$ represents the $l$-th antenna of
the $k$-PR. The interference power constraint can be accordingly changed as
follows:
\[ g_{k,l} Q g_{k,l}^H \leq \xi_k, \forall k = 1, \cdots, K, l = 1, \cdots, q_k. \] (3.2)

Such a change does not affect the convexity of the interference constraint
functions, so in this system model, the global optimum can be achieved
regardless of the number of antennas at all the transceivers.
3.1.2 Partial CSI Knowledge

The system model in [33] is similar to the previous scenario, except that the ST-PR channel is not completely available at ST. For simplicity, we introduce the single carrier case here. The actual channel coefficient matrix between ST and the \( k \)-th PR is given by

\[
G_k = \hat{G}_k + E_k
\]  

(3.3)

where \( \hat{G}_k \) is the estimate of \( G_k \) and \( E_k \) is the corresponding estimation error matrix. It is supposed that the uncertainty is restricted by the following region:

\[
U_k = \left\{ G_k \left| \begin{array}{l}
G_k = \hat{G}_k + E_k, \\
\text{tr}(E_k R_k E_k^H) \leq \epsilon_k
\end{array} \right. \right\}, k = 1, \cdots, K
\]  

(3.4)

where \( R_k \in \mathbb{C}^{m \times m} \) is a Hermitian positive definite matrix, \( \epsilon_k \in \mathbb{R} \) is a nonnegative real number. Particularly, \( \epsilon_k = 0 \) means that the error matrix \( E_k = 0 \), i.e., the CSI knowledge is perfect. For example, if \( E_k \) is a row vector, then this shape is an ellipse. The directions of the region is determined by the eigenvectors of \( R_k \), while the size of each direction is determined by the corresponding eigenvalue. A larger eigenvalue of \( R_k \) results in a smaller uncertainty region at the corresponding direction.

The problem considered in [33] is formulated as

\[
\begin{align*}
\max_{Q \succeq 0} & \quad \log \det(I + HQH^H) \\
\text{s.t.} & \quad \text{tr}(Q) \leq P, \\
& \quad \text{tr}(G_k Q G_k^H) \leq \xi_k, \forall G_k \in U_k, k = 1, \cdots, K.
\end{align*}
\]

The main advantage of this channel model is that S-procedure can be directly used to obtain the solution. By applying S-procedure to the interference power constraint, this optimization problem can be equivalent trans-
formed to the following problem

$$\max_{Q, S_k, \mu_k} \log \det (I + HQH^H)$$

s.t. $\text{tr}(Q) \leq P,$

$$\text{tr}(G_kQG_k^H) + \text{tr}(G_kS_kG_k^H) + \mu_k \epsilon_k \leq \xi_k, k = 1, \cdots, K,$$

$$\begin{bmatrix} S_k & Q \\ Q & \mu_k R_k - Q \end{bmatrix} \succeq 0,$$

$$\mu_k \geq 0, k = 1, \cdots, K,$$

$$Q \succeq 0.$$ 

The above problem is convex, and hence it can be efficiently solved via convex optimization algorithms.

### 3.2 System Model

In this chapter, we consider another partial channel error model different from the ellipsoid one. The ellipsoid model implies that every channel error may depend on all the rest. It is not only related to the sum power gain of the channel errors, but also to the product of two instantaneous channel errors when the off-diagonal entries of $R_k$ are not all zero. For an arbitrary bounded channel error model, we can find an ellipsoid model to cover the whole possible region. It is desirable if the channel errors region perfectly match an ellipsoid one. If the actual channel errors region is not entirely of the same shape, e.g., the errors are independent of each other, the ellipsoid model can be regarded as defining a loose bound to contain the actual region. Therefore, while the ellipsoid models bring the convenience of obtaining a feasible solution, it may cause a performance loss due to the channel error model mismatch.

By applying the ellipsoid model, we do not have to know the distribution type of channel errors and the corresponding parameters. Instead, what we
need is the boundary of errors. Therefore, the ellipsoid model enables us to calculate the upper bound of the worst case interference power even without accurate information of channel errors distribution. On the other hand, it is impossible to calculate the expectation and variance of interference power with the ellipsoid model because relevant information is missing.

We consider a cognitive radio network which has a multi-antenna secondary user pair (ST-SR) and $q$ single-antenna PRs. Suppose that the number of antennas at ST and SR are denoted by $m$ and $n$, respectively. All the channel coefficient matrices are assumed constant during one symbol period and different from one period to another. The channel from ST to SR is $H \in \mathbb{C}^{n \times m}$, which is perfectly known at ST. Suppose that ST has partial CSI knowledge of all the ST-PR channels, which is given by

$$g_i = \bar{g}_i + e_i \tag{3.5}$$

where $g_i \in \mathbb{C}^{1 \times m}$ represents the actual value of the channel from ST to the $i$-th PR, $\bar{g}_i \in \mathbb{C}^{1 \times m}$ is the estimate of $g_i$ at ST, $e_i = [e_{i,1}, \ldots, e_{i,m}] \in \mathbb{C}^{1 \times m}$ is the channel error. We assume that $e_i$ is bounded and falls in the following uncertainty set:

$$V_i = \{e_i ||e_{i,k}| \leq \gamma_k, \forall k = 1, \ldots, m\} \tag{3.6}$$

The channel error model (3.6) means that every entry of $e_i$ is restricted by a given individual bound, and may not be related to the other entries. It is practical since usually the entries of a wireless channel matrix and the channel errors are considered to be independent variables [79]-[83]. We call this error model element-wise channel error model.

Let $x \in \mathbb{C}^{m \times 1}$ denote the secondary signals and $Q \in \mathbb{C}^{m \times m}$ denote their covariance matrix, i.e., $Q = E(xx^H)$. It is required that for each PR, the primary interference threshold $\xi_i$ should not be violated even with the worst $e_i$. As a result, the interference constraint is given by

$$\text{tr}(\bar{g}_i + e_i)Q(\bar{g}_i + e_i)^H) \leq \xi_i, \forall e_i \in V_i, i = 1, \ldots, q.$$
The transmit power in each block is restricted by the maximum power of ST represented as $P$, i.e., it holds that $\text{tr}(Q) \leq P$. The secondary throughput maximization problem is formulated as

$$
(P3.1) \max_{Q \succeq 0} \log \det(I + HQH^H),
$$

\[ (3.7a) \]

subject to

$$
\text{tr}(Q) \leq P,
$$

\[ (3.7b) \]

$$
\text{tr}((\bar{g}_i + e_i)Q(\bar{g}_i + e_i)^H) \leq \xi_i,
$$

\forall e_i \in V_i, i = 1, \cdots, q.

\[ (3.7c) \]

This problem can also be considered as a scenario where each PR has multiple antennas with individual antenna interference constraints, so it is applicable regardless of the actual antenna number at PRs.

### 3.3 One Single-Antenna PR

First, we consider the case where there is only one single-antenna PR, i.e., $q = 1$. We can simplify (P3.1) to the following problem

$$
(P3.2) \max_{Q \succeq 0} \log \det(I + HQH^H)
$$

\[ (3.8a) \]

subject to

$$
\text{tr}(Q) \leq P,
$$

\[ (3.8b) \]

$$
(\bar{g}_i + e_i)Q(\bar{g}_i + e_i)^H \leq \xi_i,
$$

\forall e_i \in V_i.

\[ (3.8c) \]

Since for particular $\bar{g}_i$ and $Q$, the constraint (3.8c) must be satisfied for all $e_i \in V_1$. Therefore, (P3.2) is actually a semi-infinite optimization problem, i.e., with finite number of variables and infinite number of constraints. One method for such semi-infinite optimization problems is to use the S-procedure technique, which transforms the original infinite constraints to finite constraints and remains other constraints and objective function unchanged. The original constraint set is a subset of the new one, so the solution of the new problem can satisfy the original constraints. This solution
is feasible but usually suboptimal. In this problem, since only the ST-PR
channel is imperfect, the channel error uncertainty will just have impact on
the interference power, and the objective function will not be affected. We
will also use S-procedure to solve this problem.

3.3.1 Interference Constraint Transformation and Solution

Let \( \Upsilon_i \) denote a matrix in which all the entries are zero except the one located
at the \( i \)-th row and \( i \)-th column. The domain \( \mathbf{V}_1 \) can be expressed as

\[
|e_{1,k}| \leq \gamma_{1,k} \\
\Leftrightarrow e_{1,k}e_{1,k}^H \leq \gamma_{1,k}^2 \\
\Leftrightarrow \mathbf{Y}_k \cdot (e_{1}^H e_{1}) \leq \gamma_{1,k}^2 \\
\Leftrightarrow e_{1} \mathbf{Y}_k e_{1}^H \leq \gamma_{1,k}^2, \forall k = 1, \cdots, m. \quad (3.9)
\]

The \( \mathbf{Y}_k \) in (3.9) is used to select the entry of \( e_{1}^H e_{1} \) at the \( k \)-th row and
the \( k \)-th column. Since \( e_{1} \) is a vector, the entry of \( e_{1}^H e_{1} \) at the \( k \)-th row
and the \( k \)-th column is \( |e_{1,k}|^2 \), then we can use the element-wise product to
select this value with \( \mathbf{Y}_k \). Inequality (3.10) holds because \( \mathbf{Y}_k \cdot (e_{1}^H e_{1}) = \text{tr}(\mathbf{Y}_k^T (e_{1}^H e_{1})) = e_{1} \mathbf{Y}_k e_{1}^H. \) Note that this transformation is not applicable for
sum interference power calculation with multiple receive antennas, because
for an arbitrary matrix \( \mathbf{Z} \), the \( k \)-th diagonal entry of \( \mathbf{Z} \mathbf{Z}^H \) is determined by
all the entries at the \( k \)-th row of \( \mathbf{Z} \) instead of any single entry.

Now the element-wise constraints of channel error have been represented
with respect to the whole vector \( e_{1} \) instead of its elements \( e_{1,k} \). Assuming
that \( (\bar{\mathbf{g}} + e_{1}) \mathbf{Q}(\bar{\mathbf{g}} + e_{1})^H \leq \xi_{1} \) is satisfied given \( e_{1} \in \mathbf{V}_1 \), there must exist
\[ \tau_k \geq 0, \ k = 1, \cdots, m, \text{ such that } \]

\[
S(Q, \tau, e_1) = \xi_1 - (\bar{g}_1 + e_1)Q(\bar{g}_1 + e_1)^H - \sum_{k=1}^{m} \tau_k(\gamma_{1,k}^2 - e_1 \Upsilon_k e_1^H) \geq 0, \forall e_1 \in V_1. \quad (3.11)
\]

Therefore, we can set \( \tau_k \) as an arbitrary nonnegative number if \( e_1 \Upsilon_k e_1^H = \gamma_{1,k}^2 \), and set \( \tau_k = 0 \) if \( e_1 \Upsilon_k e_1^H < \gamma_{1,k}^2 \). Actually \( \tau_k \) is the Lagrange multiplier associated with the constraint \( e_1 \Upsilon_k e_1^H \leq \gamma_{1,k}^2 \).

This inequality can be expressed in the form of matrix computation:

\[
\begin{bmatrix} 1 & e_1 \end{bmatrix} \begin{bmatrix} \xi_1 - \sum_{k=1}^{m} \tau_k \gamma_{1,k}^2 & -\bar{g}_1Q \sum_{k=1}^{m} \tau_k \Upsilon_k - Q \\ -\bar{g}_1Q \sum_{k=1}^{m} \tau_k \Upsilon_k - Q & \sum_{k=1}^{m} \tau_k \Upsilon_k - Q \end{bmatrix} \begin{bmatrix} 1 \\ e_1^H \end{bmatrix} \geq 0,
\forall e_1 \in V_1.
\quad (3.12)
\]

Since the channel uncertainty is defined in a convex set and the interference power expression is convex, it has been proved in [84] that (3.12) can be equivalently transformed to the following inequality:

\[
\begin{bmatrix} \xi_1 - \sum_{k=1}^{m} \tau_k \gamma_{1,k}^2 & -\bar{g}_1Q \sum_{k=1}^{m} \tau_k \Upsilon_k - Q \\ -\bar{g}_1Q \sum_{k=1}^{m} \tau_k \Upsilon_k - Q & \sum_{k=1}^{m} \tau_k \Upsilon_k - Q \end{bmatrix} \succeq 0, \exists \tau_k \geq 0, \forall k = 1, \cdots, m.
\quad (3.13)
\]

Therefore, the problem can be formulated as

\[
\begin{align*}
\max_{Q \succeq 0} & \quad \log \det(I + HQH^H) \\
\text{s.t.} & \quad \text{tr}(Q) \leq P, \\
& \quad \begin{bmatrix} \xi_1 - \sum_{k=1}^{m} \tau_k \gamma_{1,k}^2 & -\bar{g}_1Q \sum_{k=1}^{m} \tau_k \Upsilon_k - Q \\ -\bar{g}_1Q \sum_{k=1}^{m} \tau_k \Upsilon_k - Q & \sum_{k=1}^{m} \tau_k \Upsilon_k - Q \end{bmatrix} \succeq 0, \\
& \quad \exists \tau_k \geq 0, \forall k = 1, \cdots, m.
\end{align*}
\quad (3.14)
\]

It is a convex problem, and hence standard convex optimization algorithms can be adopted to solve the solution.
3.3.2 Optimality Conditions

Although we can obtain the optimal numerical solution, the optimality conditions and the physical meanings behind are not clear yet.

There are two constraints in (P3.2), one is transmit power constraint (3.8b), the other is worst case interference power constraint (3.8c). The worst case constraint (3.8c) is equivalent to (3.13), and can be decomposed as two inequalities according to the Schur complement formula:

\[ \sum_{k=1}^{m} \tau_k \Upsilon_k - Q \geq 0, \]
\[ (\xi_1 - \sum_{k=1}^{m} \tau_k \gamma^2_k - \bar{g}_1 \bar{Q}_1g_1^H) - \bar{g}_1 Q \left( \sum_{k=1}^{m} \tau_k \Upsilon_k - Q \right)^{-1} Qg_1^H \geq 0. \]

If the interference power constraint is active, then equality holds at least in one of the above inequalities. Note that in this case, the maximum possible interference power is exactly equal to \( \xi_1 \), and \( \xi_1 \) only exists in the second inequality. Obviously, the second inequality must be zero, otherwise we can just reduce the value of \( \xi_1 \) without changing other parameters, and the interference constraint is not ruined. In another word, we can achieve the same throughput with a smaller \( \xi_1 \), which contradicts to the assumption that the worst case interference constraint is active at \( Q = Q^* \), where \( Q^* \) denotes the optimal \( Q \). Therefore, \( (\xi_1 - \sum_{k=1}^{m} \tau_k \gamma^2_k - \bar{g}_1 \bar{Q}_1g_1^H) - \bar{g}_1 Q \left( \sum_{k=1}^{m} \tau_k \Upsilon_k - Q \right)^{-1} Qg_1^H = 0 \) always holds whenever (3.13) is active at \( Q = Q^* \), where \( \tau^*_k \) means the corresponding Lagrangian multiplier.

Now we will discuss in which optimality condition \( \sum_{k=1}^{m} \tau_k \bar{E}_k - Q \) would be a positive semi-definite matrix but not a positive definite matrix. Supposing that the worse case \( e_1 \) at \( Q^* \) is denoted by \( e^*_1 \). This value can be obtained by calculating the derivative of (3.11) with respect to \( e_1 \) and setting it to zero:

\[ \frac{\partial S(Q^*, \tau^*, e^*_1)}{\partial e^*_1} = -2(\bar{g}_1 + e^*_1)Q^* + 2e^*_1 \left( \sum_{k=1}^{m} \tau^*_k \Upsilon_k \right) = 0 \]
\[ \Leftrightarrow \left( \sum_{k=1}^{m} \tau^*_k \Upsilon_k - Q^* \right)e^*_1 = \bar{g}_1 Q^*. \]
If $\sum_{k=1}^{m} \tau_k^* \Upsilon_k - Q^* \succ 0$, we have $e_1^* = \bar{g}_1 Q^*(\sum_{k=1}^{m} \tau_k^* \Upsilon_k - Q^*)^{-1}$, which means that the worst $e_1^*$ is unique. Otherwise, since $\sum_{k=1}^{m} \tau_k^* \Upsilon_k - Q^*$ is not of full rank, there are multiple $e_1^*$ satisfying (3.15), and thus there are multiple $e_1^*$ leading to the worst interference power at $Q = Q^*$.

If $P$ is so small that only (3.8b) is active, then actually ST transmits as if the PR is absent, so the waterfilling algorithm can provide the analytical solution. If $P$ is so large that the transmit power constraint can be ignored, the problem will be limited to the channel conditions and the error range, then $P$ will have no impact on the throughput.

### 3.4 Multiple Single-Antenna PRs

The solution of the throughput maximization problem with multiple single-antenna PRs are similar to the one PR case, although the formulation and the optimality conditions are more complicated. By applying S-procedure, the problem (P3.1) can be reformulated as

\[
(P3.3) \quad \max_{Q \succeq 0} \quad \log \det (I + HQH^H),
\]

s.t.

\[
\begin{align*}
\text{tr}(Q) & \leq P, \\
\left[ \begin{array}{cc}
-\bar{g}_i^H Q - \bar{g}_i^H (\sum_{k=1}^{m} \tau_{i,k}^* \Upsilon_k - Q) \\
\sum_{k=1}^{m} \tau_{i,k}^* \Upsilon_k - Q
\end{array} \right] & \succeq 0, \\
\exists \tau_{i,k} \geq 0, \forall k = 1, \cdots, m, \forall i = 1, \cdots, q.
\end{align*}
\]  

(3.16c)

At the optimal $Q$, not all the constraints in (3.16c) are active, therefore only the active interference constraints satisfy the optimality conditions discussed in Section 3.3.2.
3.5 Simulation Results

This section provides some simulation results of the proposed algorithm for performance evaluation. There is one single-antenna PR in the cognitive network. Both ST and SR are equipped with 2 antennas. All entries of $H$ and $\tilde{g}_i$ are i.i.d random variables following the distribution $\mathcal{CN}(0,1)$. For simplicity, all the entries of $e_1$ have the same channel error bounds, i.e., $|e_{1,1}| = |e_{1,2}| = \gamma$.

Fig. 3.1 plots the secondary throughput against the maximum transmit power $P$. It shows that there is almost no difference among the throughput corresponding to different values of $\gamma^2$ at $P = -5$ dB. This is because under the given $\gamma^2$ values, the interference constraint is hardly active and the channel uncertainty has little impact during the optimization of $Q$ due to the small $P$. As $P$ increases from $-5$ dB to $-1$ dB, the performance gaps
between the system of $\gamma^2 = 2$ and the other two systems become larger and larger, while the systems of $\gamma^2 = 0.5$ and $\gamma^2 = 1$ still almost share the same throughput. At the region $P > -1$ dB, we can see an obvious gap between the performance of $\gamma^2 = 1$ and $\gamma^2 = 0.5$, and the gap grows with the increase of $P$. The performance difference mainly comes from the channel uncertainty. The element-wise channel error model defines a rectangle region centered at $\bar{g}_1$. A higher $\gamma^2$ means a larger uncertainty region and the interference constraint must be satisfied at every point inside, so larger performance loss will be caused. When $P$ is large enough corresponding to a particular nonzero value of $\gamma^2$, the interference constraint will be dominant to the optimization of $Q$, then the increase of $P$ will nearly not affect the system performance.

Note that when the antenna number of ST is larger than the sum of antenna number at PRs, as $P$ approaches $\infty$, there is not an upper bound for the system throughput with perfect knowledge of $g_1$ at ST. That is because by using zero forcing beamforming, the secondary signals can be projected to the null space to eliminate interference at PRs, then the transmit power can be infinite to achieve arbitrary large throughput. As a result, a more precise channel estimation leads to a higher throughput. But if the antenna number of ST is equal to or less than the sum of antenna number at PRs, the interference is unavoidable, therefore the throughput will be bounded at large $P$.

The secondary throughput versus $\xi$ is demonstrated in Fig. 3.2. Both the perfect CSI and partial CSI cases are listed for comparison. For the partial CSI case, we set $\gamma^2 = 1$. Given a $P$, the throughput will increase with the increase of $\xi$, and finally reach upper limit when the interference constraint can be ignored with a sufficiently large $\xi$. The bound can be calculated by the conventional MIMO transmission with power constraint only. As $\xi$ approaches 0, the throughput in the perfect CSI scenario is nonzero because zero forcing can be used to cancel the interference power, but the throughput
in the partial CSI scenario would reduce to zero due to the existence of channel uncertainty. It is shown that at $\xi = 0.5$, the curves of $P = 15$ dB and $P = 10$ dB in the partial CSI case become very close. The reason is that ST has to restrict its transmit to satisfy the interference constraint in the low $\xi$ region, and thus the benefit of a higher transmit power is limited.

### 3.6 Summary

In this chapter, we studied the element-wise channel error model in cognitive transmission with multiple data streams, where all PRs are equipped with single antenna and the secondary throughput is to be maximized. We proved that the channel uncertainty region can be equivalently transformed to a new formulation with finite number of constraints. Since the new problem is
convex, the global optimal solution can be obtained with existing algorithms. The optimality conditions were discussed as well. Finally, we provided the simulation results to demonstrate the impacts of different variables on the system performance.
Chapter 4

Throughput Maximization: No Instantaneous CSI

As discussed in Chapter 3, CSI knowledge is critical for cognitive beamforming. However, not all kinds of existing primary systems are designed to provide opportunities for SUs to obtain the CSI knowledge. As a result, if a secondary system is to be deployed in an area where there are such PUs sharing the same frequency spectrum, it is a must to estimate the potential interference to the PUs by the owner of the secondary system. For example, we may assume that the statistical CSI information of the PUs can be collected by the secondary system owner’s investigation before the deployment, so we do not know the instantaneous CSI but know the statistical CSI.

In this chapter, we consider a spectrum sharing scenario where secondary CSI (ST-SR channel) is available but the instantaneous cross CSI (ST-PR channel) is unavailable at ST. This assumption is practical since most current primary devices are not designed to help ST estimate or obtain cross CSI from PUs. When only statistical cross CSI is available, authors of [85] consider the estimation of CSI knowledge in a blind manner, and design the pre- and post-coding matrices based on interference alignment for SUs to access
the spectrum. However, the interference alignment based channel estimation and beamforming design are not optimal in cognitive radio. The reasons are listed as below:

1. In conventional interference alignment, all transmitters are assumed to share the spectrum with the same priority. They cooperatively design transmit beamforming matrices/vectors to eliminate interference at receivers.

In cognitive radio, PUs have no obligation to cooperate with SUs. Instead, since PUs have paid for the spectrum license, they just transmit without considering the existence of SUs and their QoS must be guaranteed. SUs should carefully design their transmit policies to control the interference power at PRs below a certain threshold while maximizing secondary performance. It means that the requirements of transmit beamforming design of cognitive radio will be different from conventional interference alignment.

2. Interference alignment seeks perfect alignment and interference cancellation. Zero forcing beamforming is an important technique to achieve this goal. The optimality of this approach can be guaranteed in the high SNR regime, but the performance loss is significant in the regime of low or medium SNR.

Spectrum sharing in cognitive radio does not try to totally eliminate interference. In contrast, SUs prefer causing slight interference at PR to gain significant performance improvement. Consequently, SUs usually do not consider the simple zero forcing beamforming method, but wish to apply some more complicated methods to fully utilize spectrum access opportunities. To this end, power control will be very important in spectrum sharing.

3. Because interference alignment is optimal in the high SNR regime,
while secondary systems usually operate in the low or medium SNR regime, using interference alignment will not be an optimal option in cognitive radio.

Comparing with interference alignment and conventional MIMO communications, the novelty of this chapter is that when multiple data streams are received by one SR, we theoretically derive the expression of primary interference power, and thus design algorithms to fully exploiting the primary interference constraint to maximize secondary throughput. In the area of interference alignment, interference is to be canceled after pre- and post-coding, therefore the primary interference threshold $\xi$ is not consider and the existing results do not offer any idea of utilizing the primary interference constraint. In the area of conventional MIMO communications, the transmitter is required to transmit without instantaneous CSI between the receiver. The transmitter analyzes the statistical CSI to maximize transmission performance over this channel. However, in cognitive radio, the ST-SR channel is usually assumed available while the ST-PR channel is not easy to obtain. As a result, the uncertainties of the ST-PR channel and the primary interference power serve as constraints, and ST needs to maintain the interference within a certain region rather than maximizing or minimizing it. Since the channel uncertainties in MIMO communications and cognitive communications play different roles, problem formulation and theoretical derivation are different.

In this chapter, we study cognitive beamforming for secondary throughout maximization by exploiting the primary interference constraints. Two types of primary interference constraints are considered: one is on the expectation of interference at PR, referred to as interference expectation constraint, and the other is on the interference outage probability (i.e., the probability of interference at PR exceeding a predetermined threshold), referred to as interference outage constraint. We find that there is a closed-form solution for beamforming subject to interference expectation constraint, while
for beamforming subject to interference outage constraint, the interference power is related to the eigenvalues of the secondary covariance matrix and can be expressed as a linear combination of multiple chi-square distributed variables. By exploiting the impact of the eigenvalues on the interference outage probability and establishing the relationship between the vibrations of secondary covariance matrix and its eigenvalues, we design an algorithm for this beamforming problem. Numerical results are provided to demonstrate the performance of the proposed beamforming solutions subject to both interference expectation and interference outage constraints.

4.1 System Model

We consider a cognitive radio network which consists of a primary user pair (PT-PR) and a secondary user pair (ST-SR). The signals received at PR and SR are respectively given by

\[ y_p = \Xi x_p + G x_s + n_p \]
\[ y_s = H x_s + n_s \]

where \( x_p \in \mathbb{C}^{p \times 1} \) and \( x_s \in \mathbb{C}^{m \times 1} \) denote the primary and secondary transmitted signal, respectively; \( n_p \) and \( n_s \) are the additive complex Gaussian noise with zero mean and unit variance at PR and SR, respectively. Let \( \Xi \in \mathbb{C}^{q \times p} \) denote the PT-PR channel and \( G \in \mathbb{C}^{q \times m} \) denote the ST-PR channel. All the channel coefficient matrices \( \Xi, G, \) and \( H \) are assumed constant during one symbol period and different from one period to another. Suppose that the channel coefficient matrices are normalized, and thus all the entries of \( \Xi, H \) and \( G \) are independent and identically distributed (i.i.d.) and follow complex normal Gaussian distribution, i.e., \( \Xi_{ij}, H_{ij}, G_{ij} \sim \mathcal{CN}(0, 1) \). We assume that the secondary CSI (\( H \)) is known at ST, while the cross CSI (\( G \)) is unknown at ST except its second-order statistics.
Suppose that there are \( d \) secondary data streams, with \( d \leq \min(m, n) \) where \( m \) and \( n \) represent the number of antennas at ST and SR, respectively. Letting \( s_s \in \mathbb{C}^{d \times 1} \) denote the secondary information to be transmitted with \( \mathbb{E}(s_s s_s^H) = I \), and \( T \in \mathbb{C}^{m \times d} \) denote the secondary transmit beamforming matrix, \( x_s \) can be expressed as \( x_s = Ts_s \). The covariance matrix of the secondary transmitted signals \( Q \) follows that \( Q = TT^H \).

To protect primary transmission, ST should not cause harmful interference to PR. As mentioned earlier, we consider two types of interference constraints in this chapter. The interference expectation constraint is given by

\[
\mathbb{E}_G \{ \text{tr}(GQG^H) \} \leq \xi \tag{4.1}
\]

where \( \xi \) is the interference threshold at PR. The interference outage constraint is given by

\[
\mathcal{P}(\text{tr}(GQG^H) \geq \xi) \leq \mathcal{P}_0 \tag{4.2}
\]

where \( \mathcal{P}_0 \) is the maximum allowable interference outage probability at PR. Note that since \( G \) is unknown at ST and unbounded, \( Q \) can only be set to \( 0 \) for any \( \xi \geq 0 \) if \( \mathcal{P}_0 = 0 \).

The objective of this chapter is to find the optimal secondary covariance matrix maximizing the secondary throughput.

Subject to the interference expectation constraint, our problem is formulated as

\[
(P4.1) \quad \max_{\substack{Q \succeq 0 \\ \ \text{s.t.} \ \ \ \ \text{tr}(Q) \leq P}} \log \det(I + HQH^H) \\
\quad \mathbb{E}_G(\text{tr}(GQG^H)) \leq \xi.
\]

where \( P \) is the secondary power constraint and \( Q \succeq 0 \) denotes that \( Q \) is a positive semi-definite matrix.

Subject to the interference outage constraint, the problem is formulated
as

\[
(P4.2) \quad \max_{Q \succeq 0} \quad \log \det(I + HQH^H) \\
\text{s.t.} \quad \text{tr}(Q) \leq P \\
\mathcal{P}(\text{tr}(GQG^H) \geq \xi) \leq \mathcal{P}_0.
\]

### 4.2 Interference Expectation Constraint

The interference expectation constraint in (4.1) can be interpreted as a long term interference constraint. Since the channel $G$ is unavailable at ST, the interference at PR can be rewritten as

\[
\text{tr}(GQG^H)
= \text{tr}(U_Q A_Q \hat{U}_Q^H \hat{G} \hat{G}^H)
= \text{tr}(A_Q \hat{G}^H \hat{G})
\triangleq \text{tr}(A_Q M_1)
\]  

(4.3)

where $Q = U_Q A_Q U_Q^H$ represents the eigenvalue decomposition of $Q$, and $U_Q \in \mathbb{C}^{m \times d}$, $U_Q^H U_Q = I$, $A_Q \in \mathbb{C}^{d \times d}$ is diagonal, $\hat{G} \triangleq G U_Q$. As a result, entries of $\hat{G}$ are i.i.d. and follow complex normal Gaussian distribution. Then $M_1$ is a matrix following Wishart distribution. The diagonal entries of $M_1$ are chi-square distributed with $2q$ degrees of freedom. Since $\text{tr}(A_Q M_1)$ is only related to the diagonal entries of $M_1$, (4.3) can be rewritten as

\[
\text{tr}(A_Q M_1) = \sum_{k=1}^{d} a_k w_k, \quad 2w_k \in \mathcal{X}^{2}(2q), \forall k = 1, \cdots, d
\]  

(4.4)

where $a_k$ and $w_k$ denote the $k$-th diagonal entries of $A_Q$ and $M_1$, respectively. This reflects that when the instantaneous ST-PR channel is unknown, the interference at PR is equivalent to a linear combination of chi-square distributed variables.
By substituting (4.4) into (4.1), we have
\[ E_G(\text{tr}(GQG^H)) \]
\[ = E_wk(\sum_{k=1}^{d} a_kw_k) \]
\[ = \sum_{k=1}^{d} a_kE(w_k) = q \sum_{k=1}^{d} a_k (a) = q\text{tr}(Q) \leq \xi \]
where \((a)\) is because the trace of a matrix is equal to the sum of its eigenvalues. As a result, (P4.1) can be reformulated as
\[
\max_{Q \succeq 0} \log \det(I + HQH^H) \\
\text{s.t. } \text{tr}(Q) \leq \min(\frac{\xi}{q}, P).
\]
Obviously, (P4.1) has been reduced to a conventional MIMO throughput maximization problem, which can be easily solved via the water-filling method. Note that there exists a critical point at \(P = \xi/q\). If \(P < \xi/q\), the throughput is determined by \(P\) only, otherwise it is determined by \(\xi\) only.

4.3 Interference Outage Constraint

4.3.1 Problem Reformulation

We consider the case of \(m > n\) first. Let \(V_{\perp}\) denote a \(m \times (m - n)\) complex matrix such that \(V_{\perp}^H H = 0\) and \(V_{\perp}^H V_{\perp} = I\). Let \(V_{\parallel} \in \mathbb{C}^{m \times n}\) and \([V_{\perp} V_{\parallel}] [V_{\perp} V_{\parallel}]^H = I\). Note that such \(V_{\perp}\) and \(V_{\parallel}\) are not unique and any matrices satisfying these conditions will work. Let us decompose the transmit beamforming matrix \(T\) as
\[ T = T_{\parallel} + T_{\perp} \quad (4.5) \]
where \(V_{\perp}^H T_{\perp} = 0\) and \(V_{\parallel}^H T_{\parallel} = 0\). It means that \(T\) is decomposed as two parts, in which \(T_{\parallel}\) lies in the same signal subspace as \(H\) while \(T_{\perp}\) lies in
the null signal subspace of $H$. Therefore, we have $T_{\perp}^H T_{\perp} = 0$ and
\[
Q = TT^H \\
= T_{\parallel} T_{\parallel}^H + (T_{\parallel} T_{\perp}^H + T_{\perp} T_{\parallel}^H + T_{\perp} T_{\perp}^H). 
\tag{4.6}
\]
We define $Q_1 \triangleq T_{\parallel} T_{\parallel}^H$ and $Q_2 \triangleq T_{\parallel} T_{\perp}^H + T_{\perp} T_{\parallel}^H + T_{\perp} T_{\perp}^H$. Clearly, $Q_1$ is a positive semi-definite matrix but $Q_2$ may not be. It is easy to derive that
\[
\log \det(I + HQH^H) = \log \det(I + HQ_1 H^H) \tag{4.7}
\]
and thus $Q_1$ determines the system throughput while $Q_2$ makes no difference to it.

**Theorem 4.1.** For any solution $Q$, we have
\[
\text{tr}(Q) \geq \text{tr}(Q_1) \tag{4.8a}
\]
\[
\mathcal{P}(\text{tr}(GQG^H) \geq \xi) \geq \mathcal{P}(\text{tr}(GQ_1 G^H) \geq \xi). \tag{4.8b}
\]
The equalities hold if and only if $Q_2 = 0$.

**Proof.** See Appendix A.

**Remarks:** Theorem 4.1 suggests that a nonzero $Q_2$ not only consumes more transmit power but also causes a higher outage probability as compared to the zero $Q_2$. Only $Q_1$ contributes to the optimal solution and $Q_2$ can be neglected when solving the problem. Note that this conclusion only establishes when $G$ is completely unavailable. For a particular realization of $G$, regardless of whether it is perfectly or partially known at ST, usually the optimal beamforming matrix $T$ contains a nonzero part in the signal subspace orthogonal to $H$.

For optimal beamforming, we see that equalities in (4.8) hold, then $T$ can be rewritten as $T = V_{\parallel} P$ and $Q$ is given by
\[
Q = V_{\parallel} XV_{\parallel}^H \tag{4.9}
\]
where \( \mathbf{X} = \mathbf{P}\mathbf{P}^H \) is a positive semi-definite Hermitian matrix. The eigenvalues of \( \mathbf{X} \) are exactly equal to those of \( \mathbf{Q} \), and the transmit power tr(\( \mathbf{Q} \)) = tr(\( \mathbf{X} \)) = \( \sum_{k=1}^{d} \lambda_k(\mathbf{X}) \). By substituting (4.9) into (P4.2) and defining \( \mathbf{M}_2 \triangleq \mathbf{V}_H^H \mathbf{H}^H \mathbf{H} \mathbf{V}_H^H \), (P4.2) is reformulated as

\[
\begin{align*}
\text{(P4.3)} & \quad \max_{\mathbf{X} \succeq 0} \quad \log \det(\mathbf{I} + \mathbf{M}_2 \mathbf{X}) \\
\text{s.t.} & \quad \text{tr}(\mathbf{X}) \leq P \\
& \quad \mathcal{P}\left(\sum_{k=1}^{d} \lambda_k(\mathbf{X}) w_k \geq \xi\right) \leq \mathcal{P}_0.
\end{align*}
\] (4.10a) (4.10b) (4.10c)

Note that since \( \mathbf{H} \) is random, it is reasonable to assume that \( \mathbf{M}_2 \) is of full rank in (P4.3). For the case of \( m \leq n \), \( \mathbf{V}_\perp \) does not exist, then we simply let \( \mathbf{M}_3 \triangleq \mathbf{H}^H \mathbf{H} \in \mathbb{C}^{m \times m}, \) which is also a full-rank matrix. Therefore, (P4.3) is applicable regardless of the exact values of \( m \) and \( n \).

### 4.3.2 Algorithm for the Local Optimum

The constraint (4.10c) represents a linear combination of chi-square distributed variables. For a particular \( \mathbf{X} \), we need the cumulative distribution function (CDF) or probability density function (PDF) of \( \sum_{k=1}^{d} \lambda_k(\mathbf{X}) w_k \) to check if the given \( \mathbf{X} \) is feasible. The CDF of such expression has been provided in [86] for the case of \( d = 2, 3 \) and in [87] and [88] for \( d = 4, 5 \). For example, when \( d = 2 \), the CDF is given by

\[
\mathcal{P}(b_1 w_1 + b_2 w_2 \leq \xi) = \frac{2}{\sqrt{\frac{1}{b_1} + \frac{1}{b_2}}} \int_0^{\frac{\xi}{b_1 + b_2}} e^{-x} I_0\left(\frac{b_2 - b_1}{b_2 + b_1} x\right) dx
\] (4.11)

where \( b_1 \leq b_2 \) and \( b_1 + b_2 = 1 \), \( I_0(\cdot) \) is the Bessel function of the first kind with order zero. For the case \( b_1 + b_2 \neq 1 \), the corresponding CDF expression can be easily obtained from (4.11). To the best of our knowledge, there is no simple expression for the PDF or CDF of \( \sum_{k=1}^{d} \lambda_k(\mathbf{X}) w_k \) for all \( d \geq 0 \), and the CDF is very complicated to derive for \( d \geq 6 \).
Generally speaking, it is unlikely to have a closed-form optimal solution for (P4.3). Although having not been mathematically proved, intuitively (4.10c) is not a convex/concave function of $X$. Therefore it is unsuitable to solve the Lagrangian dual problem to obtain the global optimum [73]. In this chapter, we propose an algorithm to obtain the local optimum for the problem.

We can see that the objective function (4.10a) and constraint (4.10b) are related to $X$ but the constraint (4.10c) are only related to its eigenvalues. Before developing the algorithm, let us show how the change of $X$ affects its eigenvalues first. Let $X = U_x A_x U_x^H$ denote the eigenvalue decomposition of $X$. Assuming that there is a vibration direct $\Delta X$ ($\Delta X$ is Hermitian) over $X$, the corresponding change directions of the $U_x$ and $A_x$ are denoted by $\Delta U_x$ and $\Delta A_x$, respectively. For a sufficiently small $t$, we have

$$X + t\Delta X = (U_x + t\Delta U_x)(A_x + t\Delta A_x)(U_x + t\Delta U_x)^H + O(t^2).$$

From [15], we know that $\Delta U_x$ is in the form of $\Delta U_x = U_x C$ where $C$ is a skew-Hermitian matrix ($C^H = -C$). The difference of eigenvalues is given by

$$t\Delta A_x = (U_x + t\Delta U_x)^H (X + t\Delta X)(U_x + t\Delta U_x)$$
$$- (U_x + t\Delta U_x)^H X(U_x + t\Delta U_x) + O(t^2)$$
$$= t(C^H U_x^H X U_x + U_x^H X U_x C) + t(U_x^H DX U_x)$$
$$+ O(t^2).$$

Clearly, $t\Delta A_x$ is a real diagonal matrix. Since $C$ is skew-Hermitian and $U_x^H X U_x$ is Hermitian, it can be shown that the real parts of the diagonal entries of $C^H U_x^H X U_x + U_x^H X U_x C$ are all zeros, which means the vibration direction of eigenvalues is determined by the diagonal entries of $U_x^H \Delta X U_x$.

In the following, we show how to choose an appropriate $\Delta X$. 53
Problem (P4.3) can be rewritten as an unconstrained problem by using the logarithmic barrier function method. This method combines objective and constraint functions together to generate a new expression, in which logarithm operation is applied to ensure all the original constraints being satisfied. Then we can use the gradient or subgradient algorithms to obtain a local optimal solution. This unconstrained problem is given by

\[
\text{(P4.4)} \quad \max_{X \succeq 0} f(X) \triangleq \log \det(I + MX) + \mu \left[ \log(P - \text{tr}(X)) + \log(P_0 - \mathcal{P}(\sum_{k=1}^{m} \lambda_i(X)w_k \geq \xi)) \right]
\]

where \(\mu \geq 0\) is a parameter that controls the approximation accuracy. It should be sufficiently small when the algorithm terminates.

The algorithm requires descent direction \(D\) and step size \(\gamma\) in each iteration to gradually approach the local optimum. For the case of \(m \leq 5\), we can set \(D = \partial f/\partial X\), the derivative of \(f\) with respect to \(X\), as the descent direction. When \(m > 6\), we should select a subgradient instead of gradient as the descent direction because the expression of gradient becomes unlikely to obtain. The step size can be chosen according to the Armijo rule [74], i.e.,

\[
\begin{align*}
\frac{f(X + \gamma D) - f(X)}{\gamma} &\geq \frac{1}{2} \text{tr}(D^H D) \\
\frac{f(X + 2\gamma D) - f(X)}{\gamma} &\leq \text{tr}(D^H D).
\end{align*}
\]

We provide an algorithm below that uses the logarithmic barrier function to obtain the local optimal solution.

**Algorithm 4.1**

1. Set initial \(X := I, \mu := 1\).
2. If \(\mu\) is sufficiently small, stop. Otherwise go to Step 3.
3. Compute descent direction $\mathbf{D}$. If $\text{tr}(\mathbf{D}^H\mathbf{D})$ is sufficiently small, set $\mu := \mu / 2$ and go to Step 2. Otherwise go to Step 4.

4. Compute step size $\gamma$ according to the Armijo rule.

5. Update $\mathbf{X} := \mathbf{X} + \gamma \mathbf{D}$. Go to Step 3 to repeat.

4.4 Simulation Results

In this section, we present some numerical results to evaluate the performance of our proposed algorithm. We consider a CR system where ST is equipped with 3 antennas while SR and PR are equipped with 2 antennas, i.e., $m = 3$, $n = 2$ and $q = 2$.

Firstly we consider the interference expectation constraint. Fig. 4.1 illustrates the average secondary throughput versus secondary power constraint $P$ and interference constraint $\xi$. We observe that at the low secondary power region, the secondary throughput grows as the secondary power increase, and the considered 3 different $\xi$ values give exactly the same performance, because in this case, it depends on the secondary power only. When the secondary transmit power becomes larger than the critical point ($P = \xi / q$), the throughput is determined by $\xi$ only and keeps constant as long as $P \geq \xi / q$. In this case, the critical point is larger with a larger $\xi$, and thus leading to a higher corresponding throughput as shown in the figure.

Fig. 4.2 compares the throughput subject to the interference outage constraint under the same $\xi$ values. The secondary power constraint is varied from 0 dB to 20 dB while the interference outage constraint $P_0$ is chosen to be 5%. It is shown that the throughput increases with the increase of secondary power constraint and finally reaches a limit when the transmit power is sufficiently large. Basically, Fig. 4.2 shows a similar behavior as that in
Figure 4.1: Secondary throughput subject to interference expectation constraint.

Fig. 4.1. The difference is that in Fig. 4.1, the throughput performance depends on either $P$ or $\xi$ only (there is a sharp edge on the curve due to the critical point), while in Fig. 4.2, we are able to observe the joint effect of them (the curve is smooth because of no critical point): at small $P$ values, $P$ is dominant; when $P$ increases, we see that $P$ and $\xi$ jointly affect the achievable throughput; when $P$ further increases, $\xi$ becomes dominant. The main reason of the difference is that the interference expectation constraint consider expectation only, while the interference outage constraint is more related to the distribution of the cross channel, and it enables ST to use the cross channel statistics to adjust $T$ and reduce the interference outage probability.
4.5 Summary

In this chapter, we studied cognitive beamforming when the ST-SR channel is known but the ST-PR channel is unknown at ST. Two interference constraints at PR, namely interference expectation constraint and interference outage constraint are considered. To ensure the interference expectation to be below the interference threshold at PR, we transformed the problem to a new one that can be easily and optimally solved via the water-filling algorithm, and showed that there exists a critical point related to the secondary transmit power and the primary interference threshold. When the secondary transmit power is less than the critical point, the secondary throughput is determined by its transmit power only, otherwise it is determined by the primary interference threshold only. For the interference outage constraint, we proved that the optimal beamforming is parallel to the signal subspace.

Figure 4.2: Secondary throughput subject to interference outage constraint.
of the ST-SR channel, and that the interference is only related to the eigenvalues of the secondary covariance matrix. We proposed an algorithm to obtain the local optimal beamforming solution by exploiting the relationship between the secondary covariance matrix and its eigenvalues. Numerical results demonstrated the performance of the proposed cognitive beamforming solutions subject to both constraints.
Chapter 5

Power Minimization: Full CSI

When a cognitive beamforming optimization problem does not impose any constraint on the data streams, e.g., the number and SNR requirements, we can first derive the optimal covariance $Q$ of ST beamforming matrix, and then decompose $Q$ to obtain the optimal beamforming solution. The problem with variable $Q$ is a relaxed problem, and this problem shares the same optimal results with the original one if the original problem is convex. Usually, the relaxation cannot lead to the global optimal solution of ST beamforming matrix for a nonconvex original problem. When the result of the relaxed convex optimization problem cannot satisfied all the nonconvex constraints, a randomization technology is required to generate a feasible solution. The randomized solution will approach to the global optimum when the number of randomization samples are sufficiently large. This is a widely used method for beamforming optimization problems. In this chapter and the next chapter, we will consider the case when each data stream has an individual SNR constraint, and design another method to obtain the global or local optimum of the problems.

The individual SNR constraint of each data stream is useful for multiple data streams transmission. In a practical MIMO communication system, a data stream can only be transmitted with finite transmission mode. Speci-
fications like data rate and error rate of each mode are determined, which means that each mode has its minimum SNR requirement to support required transmission quality. According to the current channel conditions, one may dynamically select transmission modes for all the data streams to maximize throughput. When the transmission modes combination have been determined, the transmitter can minimize transmit power without violating QoS requirements, especially if power consumption is important for the communication system.

Under individual SNR constraints, the downlink transmission where each user has a single data stream is studied in [61]. In [62], the study is extended to multiple data streams. However, there exists interference between any two data streams even if they are for the same user. In [63], the authors studied the transmit power minimization problem with individual SNR requirements and used joint decoding to remove the interference. An iterative algorithm is proposed therein to solve the problem, but it is not clear whether the iterative algorithm can converge to the global/local optimum. The cognitive transmission with multiple antennas equipped at ST and SR is studied in [16], where the secondary throughput is maximized subject to the secondary power constraint and primary interference power constraint. It is shown therein that the secondary transmit beamforming problem can be converted to an optimization problem with unitary constraint, and then an algorithm is proposed to compute the beamforming matrix such that a local optimum can be obtained.

For the case of nonzero interference power constraint, the expressions of the secondary SNR and the interference power received at PU usually result in QCQP problems and these problems may not be directly solved by convex tools, especially when there is a rank constraint. SDP relaxation can be used to convert such a problem to a convex optimization problem by dropping the rank constraint and generate a local optimum [57]. It is shown in [59]
that under certain conditions, a new solution can be generated from the one obtained by SDP relaxation without ruining the constraints or changing the objective function, and hence the solution is optimal. However, in general scenarios, the obtained local optimum may not be feasible for the original problem because usually its rank does not meet the requirement. As a result, approximation approaches such as the randomization procedure are used to generate a feasible solution [58, 60].

In this chapter, we study the power minimization problem of multiple data streams transmission per SR with full cross CSI available at ST. Individual SNR requirement of each secondary data stream is considered so that our work is more practical to implement than existing results on cognitive beamforming with multiple data streams. On the other hand, we provide a pre- and post-coding method to help receiver decode signals without performance loss caused by interference between secondary data streams. With individual SNR requirements, although the power minimization problem becomes nonconvex, we prove that strong duality holds, and thus global optimal solution can be obtained by solving the dual problem.

5.1 System Model and Problem Formulation

5.1.1 System Model

We consider a multi-antenna CR system where an ST-SR pair and a PT-PR pair coexist and share the same spectrum in an underlay approach. Multiple data streams will be supported in the secondary system. In particular, both the interference caused by secondary transmission experienced at PR and the interference caused by primary transmission experienced at SR are considered in this chapter. Like Chapters 3 and 4, we consider the scenario where multiple antennas are equipped at the PT, PR, ST and SR. Let $G_x \in \mathbb{C}^{n \times p}$ and $H_x \in \mathbb{C}^{q \times m}$ denote the channel matrices of the PT-SR link and ST-
PR link, respectively. It is assumed that the ST-SR link $\mathbf{H} \in \mathbb{C}^{n \times m}$ and ST-PR link $\mathbf{H}_x \in \mathbb{C}^{q \times m}$ are known at ST, and the PT-SR link $\mathbf{G}_x \in \mathbb{C}^{n \times p}$ is known at SR. Under this assumption, subject to its own SNR constraint at each data stream, ST is able to adjust its beamforming matrix based on the channel knowledge so as to optimally balance between minimizing its own transmit power and avoiding interferences at PR. In practice, the channel from the ST (PT) to PR (SR) can be estimated at ST (SR) by, e.g., periodically sensing the pilot signal from PR (PT) provided that time-division-duplexing (TDD) is employed by the primary transmission. In a fading environment, there are cases where it is difficult for ST/SR to perfectly estimate instantaneous channels. In such cases, the results obtained in this chapter provide a performance upper-bound for the considered secondary transmit beamforming problem in a CR network.

We assume frequency flat block fading, where the channel matrices remain constant during one transmission block and vary independently from one block to another. Letting $\mathbf{x}_p \in \mathbb{C}^{p \times 1}$ denote the transmitted primary signal with zero mean and variance $P_p$, the received signal at SR can be written as

$$\mathbf{y} = \mathbf{H}\mathbf{x}_s + \mathbf{G}_x\mathbf{x}_p + \mathbf{n}_s \quad (5.1)$$

The second term on the right-hand side of (5.1) represents the interference from the primary transmission. Therefore, the interference-plus-noise covariance matrix at SR is given by

$$\mathbf{W} = \mathbb{E}[(\mathbf{G}_x\mathbf{x}_p + \mathbf{n}_s)(\mathbf{G}_x\mathbf{x}_p + \mathbf{n}_s)^H] = P_p \mathbf{G}_x \mathbf{G}_x^H + \mathbf{I}_n.$$

The transmitted secondary signal can be represented as

$$\mathbf{x}_s = \mathbf{T}\mathbf{s}_s$$

where $\mathbf{s}_s \in \mathbb{C}^{d \times 1}$ denotes the secondary data, modeled as a random vector with $d \leq \min(m, n)$ denoting the number of secondary data streams and $\mathbb{E}[\mathbf{s}_s^H \mathbf{s}_s] = \mathbf{I}_d$. 
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It can be easily shown that the eigenvalues of $T^H H^H W^{-1} H^T$ represent the SNR values of secondary data streams at SR, after proper receive beamforming that maximizes the SNR of each data stream, as shown in Appendix B. Letting $M \triangleq H^H W^{-1} H$, we can use EVD to decompose $T^H M T$ as $T^H M T = U^H \Sigma U$, where the diagonal entries of $\Sigma$ now represent the SNR of each secondary data stream. We can always choose a unitary matrix and post-multiply it to $T$ to get a new $T$ such that $T^H M T$ is diagonal with the same eigenvalues, i.e.

$$T^H M T = \Sigma.$$ (5.2)

In order to protect the primary communication, the interference power experienced at PR should not exceed a certain threshold. The peak interference power constraint can then be written as

$$\text{tr}(T^H H_x^H H_x T) \leq \xi.$$ 

As $\xi$ increases, ST has higher flexibility to design the transmit beamforming matrix. If $\xi$ is sufficiently large, ST can communicate to SR as if PR is absent. For a certain $\xi$, it is possible that the underlying channel conditions fail to support the secondary quality of service (QoS) requirement with a certain $d$. In this case, ST may have to reduce $d$ or relax its QoS requirement to be able to transmit. Given the secondary QoS requirement and primary interference power constraint, we can test if there is a feasible secondary beamforming solution.

Clearly, the number of secondary data streams $d$ should not be greater than $\min(m, n)$. If the number of ST antennas, $m$, is strictly larger than the number of PR antennas, $q$, then there are $m - q$ available degrees of freedom or spatial dimensions for secondary transmission without causing any interference at PR, which can be realized by placing $T$ in the null space of $H_x$. On the other hand, if the PR can tolerate a nonzero interference (i.e., $\xi > 0$), the number of supported secondary data streams can be greater than $m - q$. 
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depending on the value of $\xi$ and the underlying channel condition. Therefore, the secondary system can support at least $m - q$ secondary data streams. In this chapter, we consider individual SNR requirements for all the secondary data streams. Let $\rho_i$ denote the $i$-th data stream’s SNR requirement, where $i = 1, \cdots, d$. Without loss of generality, we assume $\rho_1 \geq \cdots \geq \rho_d$.

### 5.1.2 Problem Formulation

Our objective is to minimize the secondary sum transmit power while satisfying both the secondary SNR constraint and the primary interference power constraint. Such problem is formulated as

\[
\begin{align*}
(P5.1) & \quad \min_T \text{tr}(T^H T) \\
\text{s.t.} \quad & \text{tr}(T^H H_x^H H_x T) \leq \xi \\
& \Sigma \succeq \text{diag}(\rho_1, \rho_2, \cdots, \rho_d).
\end{align*}
\]

**Lemma 5.1.** Any $T$ satisfying (5.2) can be expressed as

\[
T = M^{-1/2}V\Sigma^{1/2}
\]

where $V \in St(m, d)$.

**Proof.** Please refer to Appendix C.

**Lemma 5.2.** The inequality constraint in (5.3c) can be replaced with its equality constraint, i.e., $\Sigma = \text{diag}(\rho_1, \cdots, \rho_d)$.

**Proof.** With (5.4), the objective function in (5.3a) and the constraint in (5.3b) can be respectively rewritten as

\[
\begin{align*}
\text{tr}(T^H T) &= \text{tr}((\Sigma^{1/2})^H V^H (M^{-1/2})^H M^{-1/2} V \Sigma^{1/2}) \\
&= \text{tr}(\Sigma V^H M^{-1} V)
\end{align*}
\]
and
\[ \text{tr}(T^H H_x^H H_x T) = \text{tr}(\Sigma V^H M_x V) \leq \xi \] (5.6)
where \( M_x \triangleq M^{-1/2} H_x^H H_x M^{-1/2} \).

Since it always holds that
\[
\begin{align*}
\text{tr}(\Sigma V^H M^{-1} V) & \geq \text{tr}(\text{diag}(\rho_1, \cdots, \rho_d) V^H M^{-1} V) \\
\text{tr}(\Sigma V^H M_x V) & \geq (\text{tr}(\text{diag}(\rho_1, \cdots, \rho_d) V^H M_x V)
\end{align*}
\]
we can set \( \Sigma = \text{diag}(\rho_1, \cdots, \rho_d) \) without affecting the optimal solution of (P5.1).

With (5.5), (5.6), and Lemma 5.2, the original problem (P5.1) can be reformulated as

\begin{align*}
\text{(P5.2)} \quad & \min_{V \in \text{St}(m,d)} \text{tr}(\Sigma V^H M^{-1} V) \quad (5.7a) \\
\text{s.t.} \quad & \text{tr}(\Sigma V^H M_x V) \leq \xi \quad (5.7b)
\end{align*}

5.1.3 Access Feasibility

Before solving (P5.2), we need to perform a feasibility test. Note that by expressing \( T \) in the form of (5.4), we have already met the secondary SNR requirement. However, for a given primary interference power constraint (\( \xi \)) and underlying channel condition (\( M_x \)), (5.7b) is not always satisfied. If no \( V \in \text{St}(m,d) \) satisfies the interference constraint (5.7b), we say that the secondary transmission is not feasible.

We define
\[ \xi_0 \triangleq \min_{V \in \text{St}(m,d)} \text{tr}(\Sigma V^H M_x V). \] (5.8)
If the actual interference power constraint \( \xi \geq \xi_0 \), we can find a feasible \( V \) to generate the secondary transmit beamforming matrix to satisfy both...
the secondary SNR and primary interference power constraint, otherwise ST should keep silent.

In order to find $\xi_0$, we provide the following lemma first.

**Lemma 5.3.** Given a diagonal matrix $\Delta = \text{diag}(\delta_1, \cdots, \delta_u) \in \mathbb{C}^{u \times u}$ ($\delta_1 \geq \cdots \geq \delta_u$) and a Hermitian matrix $\Omega \in \mathbb{C}^{v \times v}$ ($v \geq u$) with $\omega_i, i = 1, \cdots, v$, being its eigenvalues ($\omega_1 \geq \cdots \geq \omega_v$) and $\varphi_i$ being its eigenvector corresponding to $\omega_i$, for a matrix $\Theta \in St(v, u)$, we have the following inequality:

$$
\text{tr}(\Delta \Theta^H \Omega \Theta) \geq \sum_{i=1}^{u} \delta_i \omega_{v-i+1} \tag{5.9}
$$

where the equality holds if $\Theta$ is constructed as $\Theta = [\varphi_v, \cdots, \varphi_{v-u+1}]$.

**Proof.** Please see Appendix D. \qed

With Lemma 5.3, we can show that $\xi_0$ is given by

$$
\xi_0 = \sum_{i=1}^{d} \rho_i x_{m-i+1} \tag{5.10}
$$

where $x_i$ denotes the $i$-th eigenvalue of $M_x$ and $x_1 \geq \cdots \geq x_m$. Since $\text{rank}(M_x) = q$, we have

$$
\begin{cases}
x_i > 0, & i \leq q \\
x_i = 0, & i > q.
\end{cases} \tag{5.11}
$$

It is clear from (5.10) and (5.11) that when $m-q \geq d$, $\xi_0 = 0$ and therefore secondary access (via ZFB or NFB) is always possible; when $m-q < d$, $\xi_0$ will always be greater than zero and therefore only NFB is possible.

In Fig. 5.1, we illustrate the secondary access probability, i.e., the probability of $\xi_0 \leq \xi$, with different number of secondary data streams, where identical SNR requirements are considered for multiple-stream cases. It is assumed that all the channels involved are i.i.d. block fading Rayleigh channels with channel variance of one. With $m = n = 5$ and $p = q = 2$, Fig. 5.1
Figure 5.1: Secondary access probability, i.e., the probability of $\xi_0 \leq \xi$. $m = n = 5$, $p = q = 2$ and $\rho = \rho_1 = \ldots = \rho_d$.

shows that the cases of $d = 1, 2$ and $3$ lead to 100% access probability since $m - q \geq d$ in these cases. On the other hand, when $d > 3$, the access probability, increasing with a lower secondary SNR requirement, heavily depends on the number of secondary streams and the primary interference constraint $\xi$. It is obvious that in this case more data streams or lower primary interference constraint results in a lower secondary access probability.

5.2 The Case of Single Data Stream

In this section, we show that SDP relaxation can be used to find the optimal secondary beamforming solution for the single data stream case.
By defining \( X \triangleq T T^H \) and dropping the rank constraint \( \text{rank}(X) = \text{rank}(T) = d \), (P5.1) can be reformulated as a relaxed problem

\[
(P5.3) \quad \begin{aligned}
\min_{X \succeq 0} & \quad \text{tr}(X) \\
\text{s.t.} & \quad \text{tr}(H_x^H H_x X) \leq \xi \\
& \quad \det(XM - \rho_i I_n) = 0, \forall i = 1, \cdots, d
\end{aligned}
\]  

(5.12a) \hspace{2cm} (5.12b) \hspace{2cm} (5.12c)

The secondary SNR requirement is reflected in (5.12c), since \( XM \) shares the same eigenvalues with \( T^H M T \) and these eigenvalues denote the required secondary SNR values.

When there is a single data stream, the constraint (5.12c) can be equivalently rewritten as \( \text{tr}(XM) = \rho_1 \). It turns out that all the constraints together with the objective function are convex and thus we can apply any convex optimization algorithm to solve the problem. Let \( X^* \) denote the solution for (P5.3). Since the problem is relaxed, \( X^* \) leads to the optimal transmit beamforming vector if \( \text{rank}(X^*) = 1 \) or another rank-one Hermitian matrix can be generated from \( X^* \) with all the optimization objective function and constraints unchanged [58]. Otherwise there will be a nonzero gap between the solutions of the relaxed problem (P5.3) and the original problem (P5.1).

**Theorem 5.1.** When \( d = 1 \), there exists a rank-one solution of the relaxed problem that is optimal.

**Proof.** The dual of the relaxed single data stream problem is given by

\[
\min_{\mu_1, \mu_2 \in \mathbb{R}} \mu_1 \xi + \mu_2 \rho_1 \\
\text{s.t.} \quad (I + \mu_1 H_x^H H_x + \mu_2 M) \succeq 0 \\
\mu_1 \geq 0
\]  

(5.13a) \hspace{2cm} (5.13b) \hspace{2cm} (5.13c)

where \( \mu_1 \) and \( \mu_2 \) are the Lagrange multipliers associated with (5.12b) and \( \text{tr}(XM) = \rho_1 \), respectively. Since the relaxed problem is convex, strong
duality holds, i.e., the original and dual problems lead to the same solution. As a result, the following complementary conditions are established

\[ \text{tr}(X^*(I + \mu_1^* H_x^H H_x + \mu_2^* M)) = 0 \] (5.14a)
\[ \mu_1^*(\text{tr}(X^* H_x^H H_x) - \xi) = 0 \] (5.14b)
\[ \mu_2^*(\text{tr}(X^* M) - \rho_1) = 0 \] (5.14c)

where \( X^* \) and \( (\mu_1^*, \mu_2^*) \) are the primal and dual optimal solutions, respectively [73].

If \( \text{rank}(X^*) = 1 \), then \( X^* \) can be decomposed as \( X^* = tt^H \), and hence \( t \) is the optimal transmit beamforming vector.

If \( \text{rank}(X^*) = R > 1 \), we can find a vector \( t \in \mathbb{C}^{m \times 1} \) such that the following equations

\[ \text{tr}(tt^H) = \text{tr}(X^*) \] (5.15a)
\[ \text{tr}(tt^H H_x^H H_x) = \text{tr}(X^* H_x^H H_x) \] (5.15b)
\[ \text{tr}(tt^H M) = \text{tr}(X^* M) \] (5.15c)

hold simultaneously [59, 89].

It can be directly concluded from (5.15b) and (5.15c) that

\[ \mu_1^*(\text{tr}(tt^H H_x^H H_x) - \xi) = 0, \]
\[ \mu_2^*(\text{tr}(tt^H M) - \rho_1) = 0. \]

Because

\[ \text{tr}(tt^H(I + \mu_1^* H_x^H H_x + \mu_2^* M)) = \text{tr}(tt^H) + \mu_1^* \text{tr}(tt^H H_x^H H_x) + \mu_2^* \text{tr}(tt^H M) = \text{tr}(X^*) + \mu_1^* \text{tr}(X^* H_x^H H_x) + \mu_2^* \text{tr}(X^* M) = \text{tr}(X^*(I + \mu_1^* H_x^H H_x + \mu_2^* M)) = 0, \]

matrix \( tt^H \) satisfies condition (5.14a). Therefore, \( tt^H \) satisfies all the complementary conditions of (5.14), and it is the optimal rank-one solution of
(P5.3), and $t$ is the optimal secondary transmit beamforming vector resulting in zero duality gap.

For the multiple data streams case, since constraint (5.12c) is nonconvex, to the best of our knowledge, no applicable reformulation or relaxation on this constraint set can be found. As a result, the SDP relaxation might not be feasible for the considered multiple data streams case. In the next section, we reformulate the cognitive beamforming problem for multiple secondary data streams to a new problem on the Stiefel manifold and solve it effectively.

5.3 The Case of Multiple Data Streams

5.3.1 Zero Forcing Beamforming

In the ZFB scenario, no interference is allowed at PR. According to (5.10) and (5.11), this scenario is possible only when $m - q \geq d$. Therefore, the primary interference constraint (5.7b) is rewritten as

$$H_x T = 0. \quad (5.16)$$

The ZFB constraint (5.16) requires that the transmit beamforming matrix $T$ should be projected to the null space of $H_x$. By substituting (5.4) and the singular value decomposition (SVD) of $H_x = U_1 A_1 V_1$ into (5.16), where $U_1$ is a $q \times q$ unitary matrix, $A_1$ is a positive definite diagonal matrix, and $V_1^H \in St(m, q)$, we have

$$H_x T = U_1 A_1 V_1 M^{-1/2} V \Sigma^{1/2} = 0. \quad (5.17)$$

It is clear in (5.17) that matrices $U_1$ and $A_1$ are all full-rank square matrices. We remove them by left multiplying the corresponding inverse matrices and drop the SNR requirement matrix $\Sigma$. It thus follows that

$$V_1 M^{-1/2} V = 0. \quad (5.18)$$
Now we denote the SVD of $V_1M^{-1/2}$ as $V_1M^{-1/2} = U_2A_2V_2$, where $U_2$ is a $q \times q$ unitary matrix, $A_2$ is a positive definite diagonal matrix, and $V_2^H \in St(m,q)$. Similarly, (5.18) establishes when

$$V_2V = 0. \quad (5.19)$$

The $m$-dimensional space where $V_2$ and $V$ lie in can be separated into two subspaces via the projected-channel SVD [15]: one is perpendicular to $V_2$ (by multiplying $(I_m - V_2^HV_2)$) and the other is parallel to $V_2$ (by multiplying $V_2^HV_2$). Because $\text{rank}(V_2^HV_2) = \text{rank}(V_2) = q$ and $V_2(I_m - V_2^HV_2) = 0$, we have $\text{rank}(I_m - V_2^HV_2) = m - q$. By applying the subspace separation on $V$, i.e.,

$$V = (I_m - V_2^HV_2 + V_2^HV_2)V$$

$$= (I_m - V_2^HV_2)V \quad (5.20)$$

we can rewrite the ZFB problem as

\begin{align*}
(P5.4) \quad \min_{V \in St(m,q)} \quad & \text{tr}(\Sigma V^HM^{-1}V) \quad (5.21a) \\
\text{subject to} \quad & V = (I_m - V_2^HV_2)V. \quad (5.21b)
\end{align*}

The problem is now reduced to finding a Stiefel manifold matrix $V$ with a signal subspace constraint.

Since $V$ lies in the null space of $V_2$, we define the portion of $M^{-1}$ that is also in the null space of $V_2$ as

$$R \triangleq (I_m - V_2^HV_2)^HM^{-1}(I_m - V_2^HV_2). \quad (5.22)$$

By substituting the constraint in (5.21b) into the objective function in (5.21a), we have

$$\text{tr}(\Sigma V^HM^{-1}V)$$

$$= \text{tr}(\Sigma V^H(I_m - V_2^HV_2)^HM^{-1}(I_m - V_2^HV_2)V)$$

$$= \text{tr}(\Sigma V^HRV). \quad (5.23)$$
It can be easily shown that \( \text{rank}(R) = \text{rank}(I_m - V_2^H V_2) = m - q \), and hence \( R \) can be decomposed as

\[
R = V_R \Lambda_R V_R^H
\]

where \( V_R \in St(m, m - q) \), \( \Lambda_R \) is an \((m - q) \times (m - q)\) diagonal positive definite matrix with entries in non-decreasing order. Since \( V_2 R = 0 \), we have \( V_2 V_R = 0 \). With \( V_R \), the optimal Stiefel manifold matrix \( V \) is given in the following theorem.

**Theorem 5.2.** For the ZFB problem (P5.4), the solution is given by

\[
V^* = V_R \begin{bmatrix} I_d \\ 0 \end{bmatrix}_{(m-q) \times d}.
\]

**Proof of Theorem 5.2**

We first consider the case of \( d = m - q \). In this case, \( V \) is an \( m \times (m - q) \) matrix on the Stiefel manifold. Since \( V \) and \( V_R \) are of the same size and perpendicular to \( V_2 \), \( V \) and \( V_R \) are in the same signal subspace and there exists a unitary matrix \( Q \) that satisfies

\[
V = V_R Q.
\]

By substituting (5.25) into (5.4), the transmit beamforming matrix is given by

\[
T = M^{-1/2} V_R Q \Sigma^{1/2}.
\]

Therefore finding the optimal \( T \) is equivalent to finding the optimal \( Q \). By substituting (5.23) and (5.25) into (P5.4), the problem can be reformulated as

\[
\min_{Q \in St(m-q, m-q)} \text{tr}(\Sigma Q^H \Lambda_R Q).
\]
By applying Lemma 5.3 and considering the structure of $\Lambda_R$, the optimal $Q$ can be easily constructed as $Q^* = I_{m-q}$.

If $d < m - q$, we can treat this case as if there are still $m - q$ secondary data streams, among which $m - q - d$ data streams have zero-valued SNR requirements. In other words, the SNR constraint matrix is still an $(m - q) \times (m - q)$ diagonal matrix, but given by $\text{diag}(\rho_1, \cdots, \rho_d, 0, \cdots, 0)$. The corresponding $V$ is still an $m \times (m - q)$ matrix on the Stiefel manifold. As a result, the result for the case of $d = m - q$ can be directly applied and the optimal transmit beamforming matrix can be shown to be

$$
T^* = M^{-1/2} V_R I_{m-q} \text{diag}(\rho_1^{1/2}, \cdots, \rho_d^{1/2}, 0, \cdots, 0) \\
= M^{-1/2} V_R \begin{bmatrix} I_d \\ 0 \end{bmatrix}_{(m-q) \times d} \Sigma^{1/2}.
$$

(5.28)

This completes the proof for Theorem 5.2.

Remarks: In (5.28), $\Sigma^{1/2}$ is used to allocate power to the secondary data streams, $V_R$ projects the data streams to suitable signal subspaces in order to avoid interference at PR, $Q^* = [I_d \ 0]^T$ is used to select the optimal dimension among the possible ones, and $M^{-1/2}$ is used to handle the interference together with noise at SR.

Other Choices of $Q^*$

When the number of distinct SNR requirements is less than $d$, there exist multiple data streams that have identical SNR requirement, and therefore there will be multiple possible forms of $Q^*$ as well as $V^*$. Suppose $\Sigma$ has $K$ distinct SNR values with

$$
\Sigma = \text{diag}(\rho'_1, \cdots, \rho'_1, \rho'_2, \cdots, \rho'_2, \cdots, \rho'_K, \cdots, \rho'_K)
$$
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where $\sum_{k=1}^{K} n_k = d$ and $\rho'_1 > \rho'_2 \cdots > \rho'_{n_K}$. It turns out that the optimal $Q$ is a block diagonal matrix in the form of

$$Q^* = \begin{bmatrix} \text{diag}(Q^*_1, \cdots, Q^*_K) \\ 0 \end{bmatrix} \in St(m - q, d)$$

(5.29)

where $Q^*_k$, $k = 1, \ldots, K$, can be any $n_k \times n_k$ unitary matrix. For example, if $d = m - q = 4$ and $\Sigma = \text{diag}(a, a, b, b)$ ($a > b > 0$), the optimal $Q^*$ is given by

$$Q^* = \begin{bmatrix} Q^*_1 & 0 \\ 0 & Q^*_2 \end{bmatrix}$$

where $Q^*_1$ and $Q^*_2$ can be any $2 \times 2$ unitary matrices. Specifically, if all $\rho_i$’s are distinct, $Q^*$ must be a diagonal matrix with entries of 1 or $e^{j\theta}$; if all $\rho_i$’s are identical, $Q^*$ can be an arbitrary unitary matrix.

### 5.3.2 Nonzero Forcing Beamforming

In the following, we focus on the NFB problem (P5.2) with $\xi > 0$ and solve it by examining its Lagrangian dual. Although problem (P5.2) is nonconvex, we provide a sufficient condition for the strong duality to hold, and therefore general convex optimization algorithms can be applied to solve the problem.

**Dual Problem**

As compared to ZFB, NFB relaxes the interference constraint at the PR by allowing a nonzero $\xi$, therefore it is possible for the secondary system to use fewer secondary transmit antennas or transmit more secondary data streams. Moreover, it provides more opportunities for the secondary system to access the channel.

The Lagrangian of (P5.2) is defined as

$$L(V, y) \triangleq \text{tr}(\Sigma V^H M^{-1} V) + y(\text{tr}(\Sigma V^H M x V) - \xi)$$

$$= \text{tr}(\Sigma V^H (M^{-1} + yM x) V) - y\xi$$

(5.30)
where $y \geq 0$ is the Lagrange multiplier. Define the dual objective $g(\lambda)$ as an unconstrained minimization of the Lagrangian

$$g(y) = \min_{V \in St(m,d)} L(V, y).$$

(5.31)

Let $\lambda_i$, $i = 1, ..., m$, denote the $i$-th eigenvalue of $M^{-1} + yM_x$ with $\lambda_1 \leq \cdots \leq \lambda_m$. Given a $y$, we can derive from Lemma 5.3 that $L(V, y)$ is minimized when $V$ is constructed as

$$V_y = [v_1, \cdots, v_d]$$

(5.32)

where $v_i$, $i = 1, ..., d$, denotes the eigenvector of $M^{-1} + yM_x$ corresponding to $\lambda_i$. Therefore, the matrix $V_y$, as well as the corresponding sum transmit power $\text{tr}(\Sigma V_y^H M^{-1} V_y)$ and interference power $\text{tr}(\Sigma V_y^H M_x V_y)$, are functions of $y$. The Lagrange dual problem associated with (P5.2) is given by

(P5.5) \hspace{1cm} \begin{align*}
\max & \quad g(y) \\
\text{s.t.} & \quad y \geq 0.
\end{align*}

(5.33a, 5.33b)

Note that the original problem (P5.2) is nonconvex because the domain of $V$ is nonconvex. Therefore, we cannot directly tell if the strong duality holds or not. The following theorem provides a sufficient condition for strong duality between the primal problem (P5.2) and the dual problem (P5.5).

**Theorem 5.3.** The strong duality between (P5.2) and (P5.5) holds if the feasibility test is passed, i.e., $\xi \geq \xi_0$.

**Remarks:** The feasible domain is nonempty if and only if $\xi \geq \xi_0$. As a result, as long as the ST can access the channel, we can always solve the dual problem to obtain the optimal beamforming solution, which is of zero duality gap.
Proof of Theorem 5.3

To the best of our knowledge, although there are a number of constraint qualifications under which strong duality holds even if the primal problem is nonconvex [73, 90, 91], none of them can be directly applied to decide if the strong duality holds in our case.

For an arbitrary $y$, the difference between $g(y)$ and the corresponding primal objective function value $\text{tr}(\Sigma V_y^H M^{-1} V_y)$ is

$$G(y) = y(\text{tr}(\Sigma V_y^H M_x V_y) - \xi).$$

(5.34)

If there exists a $y$ such that $G(y) = 0$, then the result of the dual problem (P5.5) becomes $\text{tr}(\Sigma V_y^H M^{-1} V_y)$, which is exactly equal to the corresponding primal objective function value. In this case, $y$ and $V_y$ are the optimal solution of the dual problem (P5.5) and the primal problem (P5.2), respectively, and zero duality gap holds. Otherwise the optimal primal solution $V$ is not related to any $y$, which means that the zero duality gap does not hold and we cannot obtain the optimal $V$ by solving the dual problem (P5.5).

It is known that the dual function $g(y)$ yields a lower bound of (P5.2) for all $y \geq 0$, and usually it is easier to solve the dual problem (P5.5). If there exists a $y$ such that $G(y) = 0$, then the result of (P5.5) becomes $\text{tr}(\Sigma V_y^H M^{-1} V_y)$, which is exactly equal to the corresponding primal objective function value, and it serves as the infimum of (P5.2). Since $V_y$ is determined by $y$, it is a subset of $V$. If no $y$ and the corresponding $V_y$ satisfy $G(y) = 0$, we cannot obtain the optimal $V$ by solving the dual problem (P5.5). As a result, $G(y)$ is a loose lower bound of (P5.2) for all $y \geq 0$, and the strong duality does not hold.

We will need the following lemma to prove Theorem 5.3.

Lemma 5.4. The transmit power $\text{tr}(\Sigma V_y^H M^{-1} V_y)$ is a monotonically increasing function of $y$ and the interference power $\text{tr}(\Sigma V_y^H M_x V_y)$ is a monotonically decreasing function of $y$. 76
Proof. Please see Appendix E.

Lemma 5.4 suggests that the minimum interference power is achieved at $y = \infty$. If the secondary transmission is feasible, i.e., $\xi \geq \xi_0$, it is easy to show that either of the following two conditions is satisfied:

$$\begin{cases} 
\text{tr}(\Sigma V_y^H M_x V_y) = \xi, \exists y > 0 \\
\text{tr}(\Sigma V_y^H M_x V_y) \leq \xi, y = 0.
\end{cases}$$

Therefore, $g(\text{tr}(\Sigma V_y^H M_x V_y) - \xi) = 0$ is always satisfied, i.e., the strong duality holds. That is to say, passing the feasibility test is the sufficient condition for zero duality gap in our problem. Furthermore, the $V_y$ corresponding to the minimum feasible $y$ of the dual problem is the optimal solution that minimizes the sum transmit power. General convex optimization algorithms can be applied to find the optimal $y$ and consequently the optimal transmit beamforming matrix.

5.4 Simulation Results

Numerical results are provided in this section to illustrate the performance of the proposed beamforming solutions under various channel conditions and system requirements. We assume that each entry of channel matrices $G_x$, $H_x$, and $H$ is an i.i.d. random variable, distributed as $CN(0,1)$. The primary transmit power $P_p$ is assumed to be 0 dB, unless otherwise specified. Throughout this section, we set $p = q = 2$ and $m = n = 5$, and $d$ is selected to satisfy $m - q \geq d$ such that secondary access is possible. In the case of multiple secondary data streams (i.e., $d > 1$), equal SNR requirements are considered in all the figures except Fig. 8.

Firstly, we consider the case of single secondary data stream in Fig. 5.2 and Fig. 5.3. Fig. 5.2 shows the minimum required average secondary transmit power based on the derived optimal beamforming matrix for ZFB. As a
comparison, the required secondary transmit power averaged over all feasible beamforming matrices is also shown in Fig. 5.2. Here, the feasible beamforming matrix refers to any beamforming matrix that satisfies the interference constraint in (3b) and SNR requirement in (3c). From (5), it is clear that the required secondary transmit power linearly increases with the secondary SNR requirement, as shown in Fig. 5.2. In Fig. 5.2, we observe that the optimal beamforming matrix brings significant power saving over the feasible beamforming matrix and that this power saving increases with the primary transmit power.

In Fig. 5.3 we compare the SDP relaxation approach in Section III and the Stiefel manifold transformation approach in Section IV for both ZFB and NFB cases. One secondary data stream is to be transmitted. Fig. 5.3 verifies
that the SDP relaxation approach and the Stiefel manifold transformation approach achieve the same optimal performance, as expected.

Next, we consider the case of multiple secondary data streams. For simplicity, only the optimal beamforming solutions are presented in the rest of this section. The impact of interference power constraint $\xi$ and secondary SNR requirement $\rho$ on the minimum required secondary transmit power is shown in Figs. 5.4 and 5.5, where $d = 2$ secondary data streams are considered. From Fig. 5.4, it is observed that for a fixed $\rho$, the required transmit power decreases significantly when $\xi$ is slightly increased over the zero value (the beamforming is changed from ZFB to NFB) while the required power decreases slowly when the positive $\xi$ further increases. This is not unexpected since ZFB significantly restricts the available beamforming dimensions as compared to NFB. In this case, there are only three dimensions available.

Figure 5.3: The impact of secondary SNR requirement. $d = 1$. 

\begin{figure}[h]
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\caption{The impact of secondary SNR requirement. $d = 1$.}
\end{figure}
for ZFB and the other two dimensions are not permitted to use due to the nature of ZFB, while NFB can use all the five dimensions for beamforming. On the other hand, for both ZFB and NFB (i.e., zero and nonzero $\xi$ values), a lower secondary SNR requirement always brings a significant reduction in the required secondary transmit power. The lower bound of the secondary transmit power when $\xi \to \infty$ (it can be easily obtained by dropping constraint (3b) in (P5.1)) is also plotted in Fig. 5.4, where we observe that $\rho$ is more dominant than $\xi$ in determining the required secondary power. The similar finding can be observed in Fig. 5.5, as well as the relatively small difference among the nonzero $\xi$ values. In particular, we observe that at small $\rho$ values, there is almost no difference between the nonzero $\xi$ values in Fig. 5.5. This is because when the secondary SNR requirement is small,
the required secondary power is small and thus the interference caused to the primary receiver is also small and always below the underlying primary interference constraint $\xi$. When $\rho$ increases, the required secondary transmit power needs to increase and therefore the caused interference may no longer be lower than $\xi$. For a more strict interference constraint (i.e., a lower $\xi$), the available secondary beamforming directions are subject to more restrictions and therefore more secondary transmit power is needed to satisfy this primary interference constraint as well as the secondary SNR constraint at the same time.

The minimum required secondary power per data stream is investigated in Fig. 5.6, where the SNR requirement of each secondary data stream is assumed to be equal to each other, denoted as $\rho$. Together with Fig. 5.3, it is
seen that when $d$ is increased from 1 to 3, more power needs to be allocated to each data stream on average. When $d$ is small, ST can choose channels with good conditions to transmit data streams and therefore the required power per data stream can be relatively small. As $d$ increases, while satisfying the primary interference power constraint as a higher priority, ST may have to use channels with poor conditions and hence more power is required to transmit data streams with the same secondary SNR requirement per data stream. Based on Figs. 5.3 and 5.6, the total minimum required transmit power with different number of secondary data streams is shown in Fig. 5.7.

Fig. 5.8 illustrates the impact of distinct and identical secondary SNR requirements for both ZFB and NFB (zero and nonzero $\xi$ values) with $d = 2$ data streams. Here, the SNR requirements have been chosen such that the achievable sum-rate is the same in both distinct and identical SNR require-
Figure 5.7: Minimum required transmit power with different number of secondary data streams.

ments cases. Fig. 5.8 shows that the case of distinct SNR requirements costs less power than the identical SNR requirements case. The reason is given as follows. MIMO provides parallel channels for the transmission of multiple data streams but the underlying conditions of different channels may not be the same. From the secondary system point of view, with distinct individual SNR requirements, we can place the secondary data stream with a higher SNR requirement to the channel with better condition to save the transmit power. This is why the case of distinct SNR requirements outperforms the case of identical SNR requirements in terms of lower secondary transmit power.
5.5 Summary

Secondary transmit beamforming with multiple secondary data streams was considered in this chapter. The optimal beamforming strategy was designed to minimize the secondary sum transmit power, subject to the individual secondary SNR requirements and primary interference power constraint. By exploiting the Stiefel manifold, we derived the closed form solution for zero forcing beamforming, while for nonzero forcing beamforming, we proved that the strong duality holds for the nonconvex primal problem and thus the optimal solution can be easily obtained by solving the dual problem. Numerical results were presented to demonstrate the performance of the proposed cognitive beamforming solutions. In the single data stream case, our beamforming
solution achieves the same result as the SDP relaxation as expected. For both single and multiple secondary data streams, our solution significantly outperforms the non-optimized beamforming solutions.
Chapter 6

Power Minimization: Partial CSI

In this chapter, we will extend the results on secondary power minimization with individual SNR constraints to the partial cross CSI scenario. Because SUs may not always be able to precise current CSI information due to reasons like delay and estimation errors, there will be errors between the available CSI and the current values. As a result, the uncertainties of channel errors must be considered to guarantee the QoS of primary communications. The employed CSI uncertainties will be formulated as an ellipsoidal uncertainty set. Such channel uncertainty models have been applied to solve problems with different kinds of objectives. In [33], throughput maximization problems have been discussed for the single carrier and multiple carriers CR communications. An overall mean-square error (MSE) minimization problem is considered in [32], where the channel errors are modeled as a ball set which is a special case of the ellipsoidal set. A secondary multicast system in which all the SRs and PRs are equipped with a single antenna is proposed in [69], where the channel uncertainties of both the ST-SR channels and ST-PR channels fall in ellipsoidal uncertainty sets, and the minimum secondary SNR
is to be maximized.

The above problems are either convex problems, or nonconvex problems solved by using the SDR and randomization techniques. As mentioned in Chapter 5, the individual SNR requirements involve the eigenvalues of the product of matrix variables. To the best of authors’ knowledge, it is impossible to generate a solution satisfying constraints on eigenvalues from the randomization technique. Therefore, we will continue to use the matrix decomposition technique to derive solutions and analyze the performance. Because of the channel uncertainties, the problem becomes more complicated. We provide a local optimal solution and a suboptimal solution with less computational complexity. Performance will be evaluated in the simulation section.

6.1 System Model

The system model structure considered in this chapter is nearly the same as that used in Chapter 5 except PR is equipped with single antenna and the ST-PR channel is denoted by \( \mathbf{h}_x \in \mathbb{C}^{m \times 1} \). The interference received at PR is expressed as \( \mathbf{h}_x^H \mathbf{T}_s \mathbf{x}_s \). Assume that ST and SR know the ST-SR channel state information perfectly, while ST only has imperfect knowledge about the ST-PR channel state information. The actual ST-PR channel is given by

\[
\mathbf{h}_x = \hat{\mathbf{h}}_x + \mathbf{e}_x
\]

(6.1)

where \( \hat{\mathbf{h}}_x \) is the erroneous estimate known by ST, and \( \mathbf{e}_x \) is the channel estimation error. Like [31], we assume that the possible values of \( \mathbf{e}_x \) are bounded by the following ellipsoid expression

\[
\mathbf{e}_x^H \mathbf{W}_x \mathbf{e}_x \leq 1
\]

(6.2)

where \( \mathbf{W}_x \succ \mathbf{0} \) determines the shape and amplitude of the channel error.
As mentioned in Section 3.1, the secondary transmit beamforming matrix can be expressed as $T_s = M^{-1/2}V_s \Sigma^{1/2}$. Then the interference power at PR is

$$E_x(h_x^H T_s x x^H T_s^H h_x) = h_x^H T_s T_s^H h_x$$

$$= (\hat{h}_x + e_x)^H M^{-1/2} V_s \Sigma V_s^H M^{-1/2} (\hat{h}_x + e_x)$$

$$\triangleq (\hat{h}_x + e_x)^H F(V_s)(\hat{h}_x + e_x). \quad (6.3)$$

Notice that $F(V_s)$ has contained the SNR requirements and information of other channels except $h_x$.

If ST hopes to use a $V_s$ to form the transmit beamforming matrix and send data to SR, it should guarantee that the peak primary interference power constraint, $\xi$, is not violated over all $e_x$. Let $I(V_s)$ denote the maximum possible interference power, which can be formulated as

$$I(V_s) = \max_{e_x} (\hat{h}_x + e_x)^H F(V_s)(\hat{h}_x + e_x). \quad (6.4)$$

In the following, we use $I$ to replace $I(V_s)$ for the sake of simplicity. ST is allowed to access the channel with $V_s$ only when $I \leq \xi$. Due to the uncertainty of channel error, given SNR requirement together with the interference power constraint, the condition $I \leq \xi$ may not be always satisfied. For example, when ST-SR channel is under deep fading, $\xi$ is small and possible channel errors along all space directions are large, ST must use low transmit power to keep interference acceptable but at the same time the power does not suffice to compensate the fading to achieve required SNR. Then ST should keep silent till channel condition becomes good enough.

There is no way to entirely avoid the occurrence of such situation unless $\hat{h}_x = h_x$ or $\xi = \infty$. We call the probability that $I \leq \xi$ secondary access probability. Intuitively, the increase of minimum eigenvalue of $W_x$ (implying $\hat{h}_x$ getting more close to $h_x$) or the increase of $\xi$ would increase secondary access probability. Besides, different $V_s$ may lead to different secondary access pro-
bability. Higher secondary access probability means higher throughput for SUs, so a method for achieving high secondary access probability is required.

6.2 Maximization of Secondary Access Probability

Let us define $I_{\text{min}}$ as

$$I_{\text{min}} = \min_{V_s} I.$$  \hspace{1cm} (6.5)

Obviously, ST gains the maximum probability for using channel if $I = I_{\text{min}}$. Thus the problem of maximizing secondary access probability is converted to minimizing $I$, i.e.,

$$(P6.1) \quad \min_{V_s,I} I$$  \hspace{1cm} (6.6a)

s.t.  $$(\hat{h}_x + e_x)^H F(V_s)(\hat{h}_x + e_x) \leq I$$  \hspace{1cm} (6.6b)

$$e_x^H W_x e_x \leq 1$$  \hspace{1cm} (6.6c)

$$V_s \in St(m,d).$$  \hspace{1cm} (6.6d)

Because $e_x$ has infinite possible values, $(P6.1)$ is a semi-infinite min-max problem (SMMP) \cite{74}. General algorithms for solving a SMMP problem usually require exhaustive computation \cite{74} and are not suitable for a wireless device without extremely powerful computational ability.

6.2.1 S-procedure Transformation

Referring to Section 2.4, $e_x$ in $(P6.1)$ acts as $v$ in (2.14) and constraints (6.6b) and (6.6c) are in quadratic forms. Viewing (6.6b) as function $\sigma_0$ while (6.6c) as function $\sigma_1$, by applying S-procedure, these two constraints can be
converted to

\[
\begin{bmatrix}
I - \hat{h}_x^H F(V_s)\hat{h}_x - \tau & -\hat{h}_x^H F(V_s) \\
-F(V_s)\hat{h}_x & -F(V_s) + \tau W_x
\end{bmatrix} \succeq 0
\]  

(6.7)

where \( \tau \) is a positive number depending on \( I \) and \( V_s \).

Without affecting the performance, we can replace the sign \( \leq \) in (6.6b) by \( < \), i.e.,

\[
(\hat{h}_x + e_x)^H F(V_s)(\hat{h}_x + e_x) < I,\]

(6.8)

then the matrix in (6.7) is strictly larger than 0. From the strict Schur complement formula, the constraints (6.6c) and (6.8) are equal to the following two expressions

\[
-F(V_s) + \tau W_x > 0 \quad (6.9)
\]

\[
(I - \hat{h}_x^H F(V_s)\hat{h}_x - \tau) - \hat{h}_x^H F(V_s)(-F(V_s) + \tau W_x)^{-1}F(V_s)\hat{h}_x > 0. \quad (6.10)
\]

As a result, (P6.1) can be rewritten as

(P6.2) \( \min_{V_s, I, \tau} I \)

s.t. (I - \( \hat{h}_x^H F(V_s)\hat{h}_x - \tau \) -

\[
\hat{h}_x^H F(V_s)(\tau W_x - F(V_s))^{-1}F(V_s)\hat{h}_x > 0 \quad (6.11b)
\]

\[
\tau W_x - F(V_s) > 0 \quad (6.11c)
\]

\[
V_s \in St(m, d), \tau > 0. \quad (6.11d)
\]

To the best of our knowledge, there is no closed-form solution to express the relationship between \( I \) and \( V_s \). We need to develop an algorithm to obtain \( I_{\text{min}} \). To minimize the objective function with constraint inequalities, we may use the logarithmic barrier function method to combine both the objective function and constraint functions to generate the result via a Newton’s method based algorithm. However, this method requires that all the values of constraint functions are scalar, while the left hand size of (6.11c) is a matrix. The logarithmic barrier function method cannot be directly applied in
our problem. Notice that the feasible domains of variables, \( V_s \) and \( \tau \), are continuous. After we find a suitable \( I, V_s \) and \( \tau \) as initial parameters which satisfy (6.11b) and (6.11c), then during the implementation of the algorithm, 
\[
\det(-F(V_s) + \tau W_x) > 0
\]
is almost surely equivalent to (6.11c). Here we use almost surely because the eigenvalues of \(-F(V_s) + \tau W_x\) are all positive when (6.11c) satisfied, but there are only a few and finite gradient directions \( Z \) that may lead to even number of eigenvalues of \(-F(\pi(V_s) + \gamma Z) + \tau W_x\) converting from positive to negative at the same time with appropriate step size \( \gamma \). It is almost impossible that the descent direction exactly coincides with any one of them. According to our simulation test, such situation did not happen. So we believe it is reasonable to ignore this problem.

Given a \( V_s \), we set \( \tau_0 \) to be the largest number that makes \( \tau W_x - F(V_s) \) a singular matrix, i.e., 
\[
\det(\tau_0 W_x - F(V_s)) = 0 \quad \text{and} \quad \det(\tau W_x - F(V_s)) > 0, \forall \tau > \tau_0.
\]
\( \tau_0 \) always exists because when \( \tau \to \infty \), \( \tau W_x - F \approx \tau W_x \) and \( W_x \succ 0 \). It is easy to search the value of \( \tau_0 \), e.g., by using bisection method or some other algorithms.

By applying the logarithmic barrier function method, we obtain (P6.3) from (P6.2):

\[
\begin{align*}
\text{(P6.3)} & \quad \min_{V_s, I, \tau} \quad I - \frac{1}{t} \log((I - \hat{h}_x^H F(V_s) \hat{h}_x - \tau) - \hat{h}_x^H F(V_s)(\tau W_x - F(V_s))^{-1} F(V_s) \hat{h}_x) - \frac{1}{t} \log(\det(\tau W_x - F(V_s))) \\
\text{s.t.} & \quad V_s \in St(m, d), \tau \geq \tau_0, I > 0.
\end{align*}
\]

Let \( \beta(V_s, \tau) \triangleq \hat{h}_x^H F(V_s) \hat{h}_x + \tau + \hat{h}_x^H F(V_s)(\tau W_x - F(V_s))^{-1} F(V_s) \hat{h}_x \).
Calculating the derivative of (6.12a) with respect to \( I \) and setting the result equal to 0, the \( I \) that minimizes (6.12a) is 
\[
I = \frac{1}{t} + \beta(V_s, \tau).
\]
The logarithmic barrier function method requires \( t \) to increase to a sufficiently larger number so as to accurately approximate the barrier function (2.4). As \( t \) approaches
the infinity, we have

\[ I = \beta(V_s, \tau). \]  

(6.13)

Therefore, we need to consider \( \beta(V_s, \tau) \) only and ignore other terms in (6.12a).

### 6.2.2 Suboptimal Method

Notice the case \( \hat{\mathbf{h}}_x^H \mathbf{F}(V_s) = 0 \), i.e., \( \hat{\mathbf{h}}_x^H \mathbf{M}^{-1/2}V_s = 0 \). \( \beta(V_s, \tau) \) is minimized when \( \tau = \tau_0 \) and \( \beta(V_s, \tau) = \tau_0 \) since other terms of \( \beta(V_s, \tau) \) are zero. In the suboptimal algorithm, we only consider the case when \( V_s \) lies in the null space of \( \hat{\mathbf{h}}_x^H \mathbf{M}^{-1/2} \). Let \( V_\perp \in \mathbb{C}^{m \times (m-1)} \) denote a matrix satisfying \( \hat{\mathbf{h}}_x^H \mathbf{M}^{-1/2}V_\perp = 0 \), then any \( V_s \) that lies in the null space of \( \hat{\mathbf{h}}_x^H \mathbf{M}^{-1/2} \) satisfies \( V_s = V_\perp \mathbf{T} \) where \( \mathbf{T} \in \text{St}(m-1, d) \). Since different \( V_s \) has different related \( \tau_0 \), our target is to find a \( V_s \) which minimizes \( \tau_0 \). Abbreviate \( \mathbf{F}(V_s) \) as \( \mathbf{F} \) for the sake of simplicity, the problem is formulated as:

\[
\begin{align*}
\text{(P6.4)} & \quad \min_{\mathbf{T}} \tau_0 \\
\text{s.t.} & \quad \hat{\mathbf{h}}_x^H \mathbf{F} = 0 \\
& \quad \tau_0 \mathbf{W}_x - \mathbf{F} \succeq 0 \\
& \quad \mathbf{T} \in \text{St}(m-1, d).
\end{align*}
\]  


Let \( \mathbf{B}_1 \triangleq \tau_0 \mathbf{W}_x - \mathbf{F} \). It is reasonable to assume that \( \text{rank}(\mathbf{B}_1) = m - 1 \). Then its adjugate matrix is

\[ \mathbf{Q}_1 = \prod_{k=1}^{m_1} \lambda_k \mathbf{u}_1 \mathbf{u}_1^H \]  

(6.15)

where \( \lambda_k \) denotes the \( k \)-th non-zero eigenvalue of \( \mathbf{B}_1 \) and \( \mathbf{u}_1 \) denotes the eigenvector belonging to the eigenvalue 0. As mentioned in Chapter 2,
\[
\det(B_1 + dB_1) = \text{tr}(Q_1 dB_1),
\]
then we have
\[
0 = \det(B_1 + dB_1) - \det(B_1) = \text{tr}(Q_1 dB_1) = \text{tr}(Q_1 (d\tau_0 W_x - dF)) = d\tau_0 \text{tr}(Q_1 W_x) - \text{tr}(Q_1 dF). \quad (6.16)
\]
Therefore,
\[
d\tau_0 = \frac{\text{tr}(Q_1 dF)}{\text{tr}(Q_1 W_x)} = \frac{\text{vec}(Q_1^T)}{\text{tr}(Q_1 W_x)} \text{vec}(dF) \quad (6.17)
\]
where \(dF\) and the derivative of \(\tau_0\) with respect to \(T\), denoted by \(D_T\), can be calculated as provided in Appendix F. The descent direction is given by \(Z_T = TD_T^H T - D_T\). Step size \(\gamma\) can be determined by Armijo step size rule. We may use gradient descent method to achieve the minimum \(\tau_0\). We take the square root of inner product of \(Z_T\) as the stopping criterion. If the inner product is sufficiently small, the algorithm can be considered converged.

Different from the definition of inner product of common vector, the inner product of derivative on Stiefel manifold is defined as (2.6). The algorithm is designed as follows:

\begin{algorithm}
\caption{Algorithm for computing suboptimal \(\tau_0\)}
\begin{algorithmic}
\State Step 0. Choose \(V_\perp\) and \(T \in St(m - 1, d)\), compute \(\tau_0\).
\State Step 1. Compute the descent direction \(Z_T\) and the inner product \(S = \langle Z_T, Z_T \rangle\). If \(\sqrt{S}\) is sufficiently small, then stop. Else go to Step 2.
\State Step 2. Determine step size \(\gamma\) according to Armijo step size rule. Set \(T := \pi(T + \gamma D_T)\).
\end{algorithmic}
\end{algorithm}
Step 3. Compute the new $\tau_0$. Go to Step 1.

6.2.3 Optimal Method

From (P6.3) and (6.13), we rewrite the problem of minimizing $I$, i.e., $\beta(V_s, \tau)$, as

\[
\begin{align*}
\text{(P6.5)} \quad & \min_{V_s, \tau} \beta(V_s, \tau) \\
\text{s.t.} \quad & V_s \in \text{St}(m, d), \tau \geq \tau_0
\end{align*}
\]

(6.18a) \hspace{1cm} (6.18b)

Note that $I_{\text{min}}$ is equal to the minimum value of $\beta(V_s, \tau)$ and the $\tau_0$ generated by Algorithm 4.1 serves as an upper bound of $I_{\text{min}}$. Below we use $\tau_u$ to represent it.

$\beta(V_s, \tau)$ consists of two terms in addition of $\hat{h}_x F(V_s) \hat{h}_x$: one is $\tau$, a monotonically increasing function of $\tau$; the other is $\hat{h}_x^H F(V_s)(\tau W_x - F(V_s))^{-1} F(V_s) \hat{h}_x$, a monotonically decreasing function of $\tau$ provided that $\tau > \tau_0$ and $\hat{h}_x^H F(V_s) \neq 0$. Since $\tau_u$ is an upper bound of $I_{\text{min}}$ and $\beta(V_s, \tau) \geq \tau$, then $I_{\text{min}}$ can be achieved only when $\tau < \tau_u$. Note that for any $\tau < \tau_u$, there is no $V_s$ satisfying $\tau W_x - F(V_s) \succeq 0$ and $\hat{h}_x^H F(V_s) = 0$ at the same time, so $\beta(V_s, \tau)$ achieves its minimum value at the point $\frac{\partial \beta}{\partial \tau} = 0$, i.e.,

\[
\hat{h}_x^H F(V_s)(\tau W_x - F(V_s))^{-1} W_x (\tau W_x - F(V_s))^{-1} F(V_s) \hat{h}_x = 1. \quad (6.19)
\]

As $\tau$ is obtained by calculating (6.19), we cannot write an explicit expression for the derivative of $I$ with respect to $V_s$ without $\tau$. The minimum interference value should be computed via an iterative algorithm. We may fix a $\tau$ to compute the optimal $V_s$, and then use this $V_s$ to find the corresponding optimal $\tau$, and then fix $\tau$ to compute $V_s$ again, and so on and so
forth, till both $\tau$ and $V_s$ converge. This is the main technique we are to apply. However, if we choose a random $V_s$ as a starting point to implement iterative algorithm, it is likely to converge to a local optimum that $F(V_s)\hat{h}_x = 0$ and $\min_{V_s} \beta(V_s, \tau) = \tau_0$.

In order to avoid the occurrence of this situation, we first need to find out the minimum $\tau$ satisfying (6.11c) and the related $V_s$, represented as $\tau_l$ and $V_{s,l}$, respectively. $\tau_l$ serves as a lower bound of $I_{\min}$ because any $\tau < \tau_l$ violates $\tau W_x - F(V_s) \succeq 0$ and $I = \beta(V_s, \tau) \geq \tau \geq \tau_l, \forall V_s \in St(m, d)$. And then we search for a $\tau$ from $\tau_l$ to $\tau_u$ such that when the iterative algorithm starts, the updated $\tau$ is still smaller than $\tau_u$. A $\tau$ satisfying the above requirement does not always exist, depending on the channel condition and $W_x$. If there is no such $\tau$, then $\tau_u$ is the minimum achievable interference. If it exists, then after getting this $\tau$ and the corresponding $V_{s,l}$, we can start the iterative algorithm with fixed $V_{s,l}$.

The problem of finding $\tau_l$ is how to get the minimum $\tau$ such that there exists a $V_s$ making $\tau W_x - F(V_s) \succeq 0$, which can be formulated as

$$\min_{V_s, \tau_0} \tau_0 \tag{6.20a}$$

s.t. $\tau_0 W_x - F(V_s) \succeq 0 \tag{6.20b}$

$V_s \in St(m, d), \tau_0 \geq 0. \tag{6.20c}$

As mentioned before, given $V_s$, we can find a $\tau_0$ such that $\tau_0 W_x - F(V_s) \succeq 0$ and $\det(\tau_0 W_x - F(V_s)) = 0$. Similar to Algorithm 4.1, let $B_2 \triangleq \tau_0 W_x - F(V_s)$. The adjugate matrix of $B_2$ is

$$Q_2 = \prod_{k=1}^{m_1} \lambda_k u_2 u_2^H \tag{6.21}$$

where $\lambda_k$ denotes the $k$-th non-zero eigenvalue of $B_2$ and $u_2$ denotes the
eigenvector belonging to the eigenvalue 0. We have

\[ 0 = \det(B_2 + dB_2) - \det(B_2) = \text{tr}(Q_2dB_2) = \text{tr}(Q_2(d\tau_0 W_x - dF)) = d\tau_0 \text{tr}(Q_2 W_x) - \text{tr}(Q_2 dF). \]  

Thus

\[ d\tau_0 = \frac{\text{tr}(Q_2 dF)}{\text{tr}(Q_2 W_x)} = \frac{\text{vec}^T(Q_2^T)}{\text{tr}(Q_2 W_x)} \text{vec}(dF) \]  

(6.23)

The detailed derivation of the derivative of \( \tau_0 \) with respect to \( V_s \), denoted by \( D_\tau \), is provided in Appendix F. Then the descent direction is \( Z_{\tau} = V_s D^H_{\tau} V_s - D_\tau \). Step size \( \gamma \) can be determined by Armijo step size rule. We may use gradient descent method to achieve the minimum \( \tau_0 \).

After that we need to find out if there is a \( \tau \in (\tau_l, \tau_u) \) and a \( V_s \) resulting in \( \beta(V_s, \tau) < \tau_u \). Assuming such \( \tau \) exists, the interference minimization problem can be written as:

\[
(P6.6) \quad \min_{V_s, \tau} \beta(V_s, \tau) \quad \text{s.t.} \quad \tau W_x - F(V_s) \succeq 0 \quad \text{and} \quad V_s \in St(m, d), \tau \in (\tau_l, \tau_u). \]

(6.24a, 6.24b, 6.24c)

Temporarily dropping the constraint \( \tau \in (\tau_l, \tau_u) \), then \( D_{\xi} \), the derivative of \( \beta(V_s, \tau) \) with respect to \( V_s \), can be obtained as in Appendix C. The descent direction is \( Z_{\xi} = V_s D^H_{\xi} V_s - D_{\xi} \). The step size can be chosen from Armijo step size rule. The iterative algorithm can be developed as follows:
Algorithm 6.2 Generate $\tau$ and $V_s$ for computing $I_{min}$ with an initial $\tau < \tau_u$ and the related $V_s$

Step 0. Choose $V_s = V_{s,l}$ and $\tau \in (\tau_l, \tau_u)$.

Step 1. Compute the descent direction $Z_\xi$ and the inner product $S = < Z_\xi, Z_\xi >$. If $\sqrt{S}$ is sufficiently small, then stop. Else go to Step 2.

Step 2. Determine step size $\gamma$ according to Armijo step size rule. Set $V_s := \pi(V_s + \gamma V_s)$.

Step 3. Compute the new $\tau$ using (6.19). Go to Step 1.

The Step 0 of Algorithm 4.2 requires a predetermined $\tau$ to start the algorithm. However, not all $\tau \in (\tau_l, \tau_u)$ are feasible to be selected as an initial $\tau$. Sometimes given an initial $\tau \in (\tau_l, \tau_u)$, after the updated operation in the Step 3 of Algorithm 4.2, $\tau$ will become larger than $\tau_u$. According to our test, if Algorithm 4.2 obtains a $\tau$ larger than $\tau_u$ during the implementation, then it can no longer obtain a $\tau$ small than $\tau_u$ and hence the result will converge to $\tau_u$ finally. We find that as long as $\tau \in (\tau_l, \tau_u)$ after the Step 3 of Algorithm 4.2 is carried out for the first time, the constraint $\tau \in (\tau_l, \tau_u)$ will not be ruined till the algorithm stops. Thus we only need to implement Algorithm 4.2 for one round to check the feasibility of an initial $\tau$. If there exists feasible $\tau$, then at least every $\tau$ in a continuous region within $(\tau_l, \tau_u)$ is feasible. So we do not have to exhaustively search every $\tau \in (\tau_l, \tau_u)$. Instead, we may separate $(\tau_l, \tau_u)$ into small pieces and pick up an arbitrary $\tau$ from each piece to check the feasibility. If a feasible region is found, we randomly choose a $\tau$ in the feasible region to implement Algorithm 4.2. The value of $I_{min}$ is either $\tau_u$ or the result of Algorithm 4.2.
The complete algorithm is presented as follows:

**Algorithm 6.3** Complete algorithm for generating $I_{min}$

----

**Step 0.** Choose a random $V_s$, $N = 2$

**Step 1.** Implement Algorithm 4.1 and set $\tau_u := \tau_0$. If $\tau_u < \xi$, stop. Else go to Step 2.

**Step 2.** Implement Algorithm 4.2 and set $\tau_l := \tau_0$.

**Step 3.** Choose interval $\theta := (\tau_u - \tau_l)/N$, $k := 1$.

**Step 4.** Set $\tau := \tau_l + k\theta$. Fix $\tau$, compute gradient descent direction $Z_\xi$ and step size $\gamma$ according to Armijo step size rule till $\sqrt{\langle Z_\xi, Z_\xi \rangle}$ is sufficiently small.

**Step 5.** Compute $\tau$ from (6.19). If $\tau < \tau_u$, then go to Step 6. Else if $k < N - 1$, set $k := k + 2$ and go to Step 4; otherwise set $N := 2N$. If $N$ is sufficiently large, set $\xi = \xi_u$ and stop; else go to Step 3.

**Step 6.** Compute $\tau$ such that $\hat{h}_x^H F(V_s) \hat{h}_x + \tau + \hat{h}_x F(V_s)(\tau W_x - F(V_s))^{-1} F(V_s) \hat{h}_x$ is minimized.

**Step 7.** Fix $\tau$, compute the descent direction $Z_\xi$ and inner product $S_\xi := \langle Z_\xi, Z_\xi \rangle$. If $\sqrt{S_\xi}$ is sufficiently small, stop. Else go to Step 8.

**Step 8.** Determine step size $\gamma$ according to Armijo step size rule.

**Step 9.** Set $V_s := \pi(V_s + \gamma Z_\xi)$. Go to Step 6.
6.3 Transmit Power Minimization

After confirming the feasibility, we have obtained a $V_s$ which does not violate all the constraints. With permission to access channel, ST may prefer to transmit with the least power. Then the next thing to do is to derive the optimal $V_s$ such that transmit power is minimized. The problem can be formulated as

\[
\begin{align*}
\text{(P6.7)} & \quad \min_{V_s, \tau} \text{tr}(\Sigma V_s^H M^{-1} V_s) \\
\text{s.t.} & \quad (\hat{h}_x + e_x)^H F(V_s) (\hat{h}_x + e_x) \leq \xi \quad (6.25b) \\
& \quad e_x^H W_x e_x \leq 1 \quad (6.25c) \\
& \quad V_s \in St(m, d), \tau \geq 0. \quad (6.25d)
\end{align*}
\]

By applying S-procedure, (P6.7) can be rewritten as

\[
\begin{align*}
\text{(P6.8)} & \quad \min_{V_s} \text{tr}(\Sigma V_s^H M^{-1} V_s) \quad (6.26a) \\
\text{s.t.} & \quad (\xi - \hat{h}_x^H F(V_s) \hat{h}_x - \tau) - \hat{h}_x^H F(V_s) (-F(V_s) + \tau W_x) \geq 0 \quad (6.26b) \\
& \quad -F(V_s) + \tau W_x \succeq 0 \quad (6.26c) \\
& \quad V_s \in St(m, d), \tau \geq 0. \quad (6.26d)
\end{align*}
\]

We perform the logarithmic barrier function method to combine the objective function and constraint functions of (P6.8) to get (P6.9):
\begin{align*}
(P6.9) \quad \min_{V_s, \tau} f(V_s, \tau) & \triangleq \\
& \text{tr}(\Sigma V_s^H M^{-1} V_s) + \\
& \left( -\frac{1}{\ell} \right) \log(\xi - \hat{h}_x^H F(V_s) \hat{h}_x - \tau) - \hat{h}_x^H F(V_s)(-F(V_s) + \\
& \tau W_x)^{-1} F(V_s) \hat{h}_x) + \left( -\frac{1}{\ell} \right) \log \det(-F(V_s) + \tau W_x) \\
\text{s.t. } V_s & \in S(m, d), \tau \geq 0.
\end{align*}

In (P6.9), if $V_s$ is given, then there exists a $\tau$ that minimizes (6.27). Therefore, $\tau$ can be viewed as an implicit function with respect to $V_s$. However, to the best of our knowledge, we cannot exactly write an expression to replace $\tau$ using $V_s$ in (6.27). In the following, we use an iterative algorithm to compute the optimal $V_s$ and $\tau$. We firstly fix $\tau$ and generate the optimal $V_s$ with gradient descent method. Next we obtain the optimal $\tau$ with the generated $V_s$ and then substitute the new $\tau$ into the first step to compute the corresponding optimal $V_s$. Both step run iteratively till $V_s$ and $\tau$ converge.

The derivative of (6.26b) with respect to $\tau$ is equal to $\hat{h}_x^H F(V_s)(\tau W_x - F(V_s))^{-1} W_x(\tau W_x - F(V_s))^{-1} F(V_s) \hat{h}_x - 1$. We let it be equal to zero and thus it is the same as (6.19). We solve (6.19) and update $\tau$ by choosing the largest number among the solutions. Because $\hat{h}_x^H F(V_s)(\tau W_x - F(V_s))^{-1} W_x(\tau W_x - F(V_s))^{-1} F(V_s) \hat{h}_x$ is equal to the positive infinity for $\tau = \tau_0$ and equal to 0 for $\tau = \infty$, there exists a solution between $\tau_0$ and $\infty$ such that (6.19) and the constraint (6.26c) are satisfied.

To perform gradient descent method, we need to compute the derivative of $f(V_s, \tau)$ with respect to $V_s$ with fixed $\tau$, defined as $D_{V_s}$. The expression of $D_{V_s}$ is given by:

$$D_{V_s} = (2\Sigma V_s M^{-1})^H + (R S_{d \times m}^H (A_s D_1)) + (R S_{d \times m}^H ((A_s D_2)^C)) \quad (6.27)$$
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where
\[
A_{\nu} = \left( \frac{1}{t} \right) \left( \frac{1}{(\xi - \hat{h}_x^H F(V_s) \hat{h}_x - \tau) - \hat{h}_x^H F(V_s)(-F(V_s) + \tau W_x)^{-1} F(V_s) \hat{h}_x} \right)
\]
\[
\hat{h}_x^T \hat{h}_x + \left[ (-F(V_s) + \tau W_x)^{-1} F(V_s) \hat{h}_x \right] \hat{h}_x +
\]
\[
\left[ (-F(V_s) + \tau W_x)^{-1} F(V_s) \hat{h}_x \right] \otimes \left[ (-F(V_s) + \tau W_x)^{-1} \right] +
\]
\[
h_x \otimes \left[ -\hat{h}_x^H F(V_s)(-F(V_s) + \tau W_x)^{-1} \right] +
\]
\[
I \otimes (-F(V_s) + \tau W_x)^{-1},
\]
\[
D_1 = (\Sigma V_s^H M^{-1/2})^T \otimes M^{-1/2},
\]
and
\[
D_2 = [(M^{-1/2})^T \otimes (M^{-1/2} V_s \Sigma)] P^H.
\]
P is a permutation matrix only depending on \(m\) and \(d\) such that
\[
\text{vec}(X^H) = P \text{vec}(X^C), \forall X \in \mathbb{C}^{m \times d}.
\]

Please refer to Appendix H for the detailed derivation of \(D_{\nu}\). The descent direction is expressed as \(Z_{\nu} = V_s D_{\nu}^H V_s - D_{\nu}\). As to the step size \(\gamma\), we choose Armijo step size rule to decide its value. The whole algorithm is listed as follows:

**Algorithm 6.4** Power minimization algorithm

Step 0. Choose \(V_s \in St(m,d)\) and \(\tau \geq 0\) obtained from the Algorithm 4.3. Set \(t := 1\).

Step 1. Fix \(\tau\), compute the descent direction \(Z_{\nu}\). Determine step size \(\gamma\) according to Armijo step size rule. Set \(V_s := \pi(V_s + \gamma Z_{\nu})\).

Step 2. Compute inner product \(S = \langle Z_{\nu}, Z_{\nu} \rangle\). If \(\sqrt{S}\) is sufficiently small, then go to Step 3. Else go to Step 1.
Step 3. Fix $\mathbf{V}_s$, compute the optimal $\tau^\star$. If $|\tau^\star - \tau|$ is sufficiently small, then go to Step 4. Else set $\tau := \tau^\star$ and go to Step 1.

Step 4. If $t$ is sufficiently large, then exit. Else set $t := 2t$ and go to Step 1.

6.4 Simulation Results

In this section, we evaluate the performance of the proposed algorithms. The simulation parameters are set as follows each entry of channel coefficient matrices $\mathbf{G}$, $\mathbf{H}$, $\mathbf{G}_x$ and vector $\mathbf{h}_x$ are i.i.d. and follows the distribution $\mathcal{CN}(0, 1)$. The additive white Gaussian noise is of zero mean and unit variance. We set $m = n = 3$, $p = q = 2$, and $d = 2$. The secondary SNR requirements are 7dB and 3dB. The transmit power $P_p$ of PT is 10dB. $\mathbf{W}_x$ is set to be $\sigma_w^2 \mathbf{I}$ where various value of $\sigma_w^2$ will be evaluated.

Fig. 6.1 displays the secondary access probability versus the interference power constraint $\xi$ with $\sigma_w^2 = 1, 5, 10$. As observed from Fig. 6.1, the outage probability decreases and approaches 0 as $\xi$ increases. The value of $\sigma_w^2$ affects performance significantly. Larger $\sigma_w^2$ means higher accuracy of $\mathbf{h}_x$, and hence the secondary access probability would increase more rapidly. That is to say, there is a higher probability to gain secondary spectrum access even with a relatively small $\xi$.

It is also shown that the $\mathbf{I}$ computed by Algorithm 4.1 is generally very close to $I_{\min}$. We find that usually $I_{\min}$ is the same as the value obtained by Algorithm 4.1. That is because we either fail to find a $\tau < \tau_u$ in Steps 3-5 of Algorithm 4.3, or we obtain a $\tau < \tau_u$ but actually it converges to $\tau_u$. Only when there exists a convergence region within $(\tau_l, \tau_u)$ can we have $I_{\min} < \tau_u$.

In Fig. 6.2, the average transmit power is obtained by calculating the mean of transmit power when the current channel condition can support both
the secondary SNR requirements and primary interference power constraint, i.e., the cases when the channel cannot support satisfactory transmission will not be calculated. This figure shows that as $\xi$ increases, the average transmit power increases first, and then gradually falls to a floor. The reason why the required transmit power increases at the beginning is that, a small $\xi$ restricts the upper bound of the transmit power, and ST must wait till ST-SR channel is good enough to achieve SNR requirement using very low power. Actually the low transmit power does not mean excellent performance. In this case ST has little opportunity to use the channel and must keep silent almost all the time. Since larger $\sigma_w^2$ implies better ability of ST to control the possible interference at PR, ST has more chances to transmit and hence the transmit power is higher. As $\xi$ grows large enough, ST gains enough opportunities to
transmit, then the curves reflects the relationship between $\sigma_w^2$ and transmit power. ST with smaller $\sigma_w^2$ should be more careful to select the beamforming direction such that $I$ would not exceed $\xi$ over all possible $h_x$, so it is not able to allocate more power to some directions which may be more helpful to reduce sum transmit power but also may have higher interference increase rate. The ability of handling the impact of CSI error determines how well ST can reduce its transmit power. So ST with higher $\sigma_w^2$ can consume less power with a moderate $\xi$. When $\xi$ is very large, the average transmit power gap between different values of $\sigma_w^2$ reduces with the increase of $\xi$, as shown in Fig. 6.2.

As $\xi$ becomes larger (provided that there exists a feasible solution under the current channel conditions), the interference power constraint is relaxed, which means that the feasible domain of variable $V_s$ is enlarged. There-

Figure 6.2: Average transmit power versus $\xi$ under spectrum access.
Therefore, it is possible to find a new solution with smaller transmit power, and the average transmit power decreases. When $\xi$ approaches infinity, ST can transmit without concerning about the interference power constraint. All the transmit power is used to satisfy the SINR requirements, that is why the graphs gradually fall to a floor when $\xi$ increases, and this floor is unrelated to $\sigma_w^2$.

6.5 Summary

In this chapter, the secondary power minimization problem with ellipsoid cross channel errors was studied. We decomposed the covariance of beamforming matrix to match the individual SNR requirements, then designed the optimal and suboptimal algorithms to calculate the minimum interference threshold value which can be achieved given the knowledge of a channel group realization ($H, \hat{h}_x$). We proposed an algorithm to obtain the suboptimal solution for the power minimization problem if the actual interference threshold is achievable. System performance including channel access probability and transmit power were presented in the simulations. Although we focused on the one single-antenna PR scenario, actually the proposed method can be extended to the multiple single-antenna PRs scenario by modifying the interference constraints as well as the algorithms to adapt to the new environment.
Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this thesis, we studied the point-to-point communication in CR network with multiple data streams. We evaluated the performance boundaries and designed algorithms to increase spectrum efficiency and reduce resources cost in different communication scenarios, particularly with different extents of CSI knowledge. Throughput maximization and power minimization are the main targets in our consideration for the system design.

We first considered the throughput maximization problem. For the system model with partial CSI knowledge where the channel errors are element-wise bounded, we equivalently reformulated the channel error model and removed the uncertainties in the new formulation. And then we showed that the new problems were convex, therefore the optimal solution can be obtained via existing algorithms. The optimality conditions for both the single PR and multiple PRs cases were discussed. For the system model with no instantaneous CSI knowledge, by taking the interference power expectation and interference outage probability as the metrics to consider the interference constraint, we proposed different solutions to these problems ac-
cordingly. We equivalently rewrote the interference power in another form from the probability perspective. Then for the IE constraint problem, we showed that the problem can be formulated as a conventional point-to-point MIMO communication problem, which has an analytical solution; for the IO constraint problem, supposing that the channel errors follow complex Gaussian distribution, we provided the expression to calculate the cumulative density function (CDF) of interference power, and derived the algorithms corresponding to different CDFs to approach the local optimal solution. The proposed methods offer the opportunity to evaluate the potential impact on primary communications when a CR network is to be deployed in a primary communication environment that instantaneous CSI knowledge is unavailable.

Then we moved to the power minimization problem with individual SNR constraint for each secondary data stream. Similarly, we also considered the perfect CSI scenario and partial CSI scenario. For the perfect CSI scenario, we first decomposed the transmit beamforming matrix to three parts, then found out that among these parts, the diagonal matrix contributes to the received SNR values and the matrix on the Stiefel manifold affects the minimum transmit power. After that, we adjusted the diagonal matrix to make all the individual SNR constraints satisfied at SR, thus the problem became an optimization problem on the Stiefel manifold. Different from the throughput maximization problem, here the interference constraint and the individual SNR constraint may not be always satisfied at the same time. We proposed an efficient method to test the existence of a feasible solution. After passing the feasibility test, we derived the closed form solution for the zero interference constraint problem. For the nonzero interference constraint problem, although it is not convex due the nonconvexity of the variable domain, we found that global optimum can be obtained with a high-efficiency algorithm by analyzing the dual problem. The optimality holds for arbitrary
number of antennas at transceivers and arbitrary values of individual SNR requirements, as long as there is only one active PR in this CR network.

For the partial CSI problem, the channel error is bounded by an ellipsoid expression. Because the individual SNR requirements are nonconvex, this problem cannot be solved by convex optimization as the existing results on throughput maximization. We decomposed the transmit beamforming matrix like the perfect CSI scenario. In order to check whether the secondary transmission can be conducted in the current CSI condition, we used logarithmic barrier function to formulate the problem of minimizing interference power threshold and simplified the calculation by applying the optimal conditions. Besides, a more efficient solution is proposed for the suboptimal interference power threshold. Once the actual interference threshold is no smaller than the required value, i.e., the secondary transmission can be conducted, we proposed an algorithm to calculate the local optimal solution to minimize the secondary transmit power.

7.2 Future Work

In this thesis, we have considered cognitive beamforming for secondary spectrum access. With our results on throughput maximization, we may extend the work to cognitive broadcast and multicast transmission under various CSI conditions and different objectives. For example, with perfect or partial CSI knowledge, we can assume that in a multi-carrier communication scenario, there exists an ST transmitting to multiple SRs and each carrier is allocated to only one SR. Subject to the sum transmit power constraint, one may wish to maximize the minimum throughput in a broadcast scenario, and maximize the weighted sum throughput in a multicast scenario. These problems usually are not convex due to the exclusive carriers allocation. They are interesting open problems in transmissions with multiple data streams.
in CR networks. Different types of CSI errors may lead to different interference constraints, as well as the methods to obtain solutions to achieve the required goals, especially in the case when only partial CSI is available. In this thesis, the element-wise bounded CSI error resulted from channel estimation is considered, but other types of CSI errors, e.g., unbounded error resulted from the feedback channel limit or feedback delay, are not discussed yet. Some statistical information of the CSI errors, e.g., expectation, covariance, distribution, is also not considered. Given these channel error models and statistical information, it is possible to exploit more features about the interference power. Moreover, we can consider other constraints about the statistical behaviours of the interference power.

In all the discussed schemes, we concentrated on the block fading channel model where the channel remains constant during one symbol block. Other types of channel fading are not considered yet. If the ST-SR channel experiences fast fading, the obtained capacity/throughput should be ergodic or robust to the imperfect channel information; if the ST-PR channel is fast fading, the interference power should be restricted within an acceptable region in the aspect of probability or maximum allowed interference. Besides, the multipath effect may be made use of to increase the performance. Under different channel conditions, as well as different number of antennas at receivers, it is possible to propose solutions to get the global optimal or local optimal results to match the transmission requirements.

Per transmit antenna power constraint is a practical subject for the transmit beamforming matrix design. Using OFDM to relieve the fast fading effect may impose strong requirement on the transmit power supply. Besides, beamforming causes unbalanced power assignment to each antenna. Therefore, with a RF chain limited multi-antenna ST, the sum power constraint and the per antenna power constraint are essential for designing a suitable transmit beamforming matrix. The per transmit antenna power constraint
itself is convex, so problems can be easily solved if it is convex without this constraint. However, when we are about to solve a problem consisting of a nonconvex objective function or other nonconvex constraints, the problem transformation and relaxation will be more complicated due to the additional per antenna power constraint. This is also one of the open problems we are interested to work on in the future for multiple data streams transmissions in CR networks.
Appendix A

Proof of Theorem 4.1

Firstly, we prove (4.8a). The transmit power can be decomposed as

\[ \text{tr}(Q) = \text{tr}(Q_1) + \text{tr}(Q_2) \]

\[ \begin{align*}
\text{(a)} & \quad = \text{tr}(Q_1) + \text{tr}(T\perp T_H^\perp) \\
\text{(b)} & \quad \geq \text{tr}(Q_1) 
\end{align*} \quad (A.1) \]

where \((a)\) is due to \(\text{tr}(Q_2) = 2\text{Re}\{\text{tr}(T// T_H^\perp)\} + \text{tr}(T\perp T_H^\perp)\) and \(\text{tr}(T// T_H^\perp) = \text{tr}(T_H^\perp T//) = 0\). As \(T\perp T_H^\perp\) is positive semi-definite, equality in \((b)\) holds if and only if \(T\perp = 0\). As a result, a nonzero \(Q_2\) requires a higher secondary transmit power.

Next, we show that \(Q_2 \neq 0\) leads to a higher interference outage probability. Before proving it, let us introduce the following lemma first.

Lemma A.1. Let \(\lambda_k(Z)\) denote the \(k\)-th eigenvalue of Hermitian matrix \(Z\). Suppose that \(A\) are \(B\) are \(a \times a\) matrices, and \(\lambda_1(B) \geq \cdots \geq \lambda_a(B) \geq 0\), \(\lambda_1(A) \geq \cdots \geq \lambda_a(A)\). It follows that:

\[ \lambda_k(A + B) \geq \lambda_k(A) + \lambda_a(B) \geq \lambda_k(A). \quad (A.2) \]

Proof. The first inequality is obtained from the Weyl’s inequality, and the second one holds because \(\lambda_a(B) \geq 0\). \(\square\)
Now we prove (4.8b). Because $\mathbf{T}_\perp \mathbf{T}_\perp^H$ is positive semi-definite, with Lemma A.1, we have

$$
\lambda_k(\mathbf{Q}) = \lambda_k(\mathbf{T}\mathbf{T}^H)
$$

(c) $$\lambda_k(\mathbf{T}^H \mathbf{T})$$

(d) $$= \lambda_k(\mathbf{Q}_1) + \lambda_k(\mathbf{T}_\perp \mathbf{T}_\perp) \geq \lambda_k(\mathbf{Q}_1)$$ (A.3)

where (c) is because for arbitrary $a \times b$ matrices $\mathbf{A}$ and $\mathbf{B}$, the eigenvalues of $\mathbf{A}^H \mathbf{B}$ are the same as $\mathbf{B} \mathbf{A}^H$; (d) is because $\mathbf{T}_\perp \mathbf{T}^H = \mathbf{T}^H \mathbf{T}_\perp = \mathbf{0}$, then only $\mathbf{Q}_1$ and $\mathbf{T}_\perp^H \mathbf{T}_\perp$ are left. The equality in (A.3) holds if and only if $\mathbf{T}_\perp = \mathbf{0}$.

As a result, the interference outage probability can be shown as

$$\mathcal{P}(\text{tr}(\mathbf{G}\mathbf{Q}\mathbf{G}^H) \geq \xi)$$

$$\mathcal{P} \left( \sum_{k=1}^{m} \lambda_k(\mathbf{Q}) w_k \geq \xi \right)$$

$$= \mathcal{P} \left( \sum_{k=1}^{m} \lambda_k(\mathbf{Q}_1 + \mathbf{T}_\perp \mathbf{T}_\perp) w_k \geq \xi \right)$$

$$\geq \mathcal{P} \left( \sum_{k=1}^{m} \lambda_k(\mathbf{Q}_1) w_k \geq \xi \right)$$

$$= \mathcal{P}(\text{tr}(\mathbf{G}\mathbf{Q}_1 \mathbf{G}^H) \geq \xi).$$ (A.4)

Therefore, a nonzero $\mathbf{T}_\perp$ always leads to a higher interference outage probability. This completes the proof.
Appendix B

Proof of SNR Expression

Letting $T = [t_1, \cdots, t_d]$ and denoting $r_i$ ($i = 1, ..., d$) as the receive beam-forming vector for the $i$th data stream, the SNR for the $i$th data stream is given by

$$\hat{\rho}_i = \frac{r_i H_t i^H H r_i^H}{r_i (\sum_{k \neq i} H_t k^H H^H + W) r_i^H} = \frac{r_i M_i r_i^H}{r_i M_2 r_i^H}.$$  \hfill (B.1)

Equation (B.1) is a generalized Rayleigh quotient and the $r_i$ that maximizes $\hat{\rho}_i$ is the dominant eigenvector of $(M_2^{-1/2})^H M_1 M_2^{-1/2}$ [93]. It thus follows that the maximum $\hat{\rho}_i$ is equal to the $i$-th eigenvalue of $T^H H^H W^{-1} HT$. 

Appendix C

Proof of Lemma 5.1

For any $T$ that satisfies (5.2), we define $P \triangleq M^{1/2}T \in \mathbb{C}^{m \times d}$ and let $p_i$ denote the $i$th column of $P$. Since $\Sigma$ is a diagonal matrix, it follows from (5.2) that all $p_i$’s are orthogonal to each other and the norm of $p_i$ is equal to $\Sigma^{1/2}_{ii}$. We normalize each $p_i$ to form a matrix $V = [p_1/||p_1||, \cdots, p_d/||p_d||] = P\Sigma^{-1/2} \in \text{St}(m,d)$. This directly yields $T = M^{-1/2}P = M^{-1/2}V\Sigma^{1/2}$. 
Appendix D

Proof of Lemma 5.3

It is shown in [92] that for any $w \times w$ Hermitian matrices $A$ and $B$,

$$\sum_{i=1}^{w} \lambda_i(A)\lambda_{w-i+1}(B) \leq \text{tr}(AB) \quad \text{(D.1)}$$

where $\lambda_i(X)$ denotes the $i$-th eigenvalue of matrix $X \in \mathbb{C}^{w \times w}$ and $\lambda_1(X) \geq \ldots \geq \lambda_w(X)$.

Let $\Delta' \triangleq \text{diag}(\Delta, 0) \in \mathbb{C}^{v \times v}$ and $\Theta' \triangleq [\Theta \Theta_\perp] \in \mathbb{C}^{v \times v}$ where rank($\Theta_\perp$) = $v - u$ and $\Theta^H\Theta = 0$. Notice that $\lambda_{u+1}(\Delta') = \ldots = \lambda_v(\Delta') = 0$ and the eigenvalues of $\Theta'^H\Theta\Theta'$ are equal to those of $\Theta$. By using (D.1), we have

$$\sum_{i=1}^{v} \delta_i\omega_{v-i+1} = \sum_{i=1}^{v} \lambda_i(\Delta')\lambda_{v-i+1}(\Theta) \leq \text{tr}(\Delta'^H\Theta^H\Theta\Theta') = \text{tr}(\Delta\Theta^H\Theta\Theta').$$

The equality holds when $\Theta'^H\Theta\Theta' = \text{diag}(\omega_v, \ldots, \omega_1)$, i.e., $\Theta' = [\varphi_v, \ldots, \varphi_1]$. It thus follows that $\Theta = [\varphi_v, \ldots, \varphi_{v-u+1}]$. This completes the proof.
Appendix E

Proof of Lemma 5.4

Let $\Sigma' = \text{diag}(\Sigma, 0) \in \mathbb{R}^{m \times m}$, and $V' = [V_y V_{y\perp}]$ where $V_{y\perp} \in \mathbb{C}^{m \times (m-d)}$ and its $i$-th ($i = 1, \ldots, m-d$) column is the eigenvector of $M^{-1} + yM_x$ corresponding to $\lambda_{d+i}$. The dual problem (P5.5) can be equivalently rewritten as

$$\max_{y \geq 0} \min_{V' \in St(m,m)} \text{tr}(\Sigma' V'H (M^{-1} + yM_x)V' - y\xi). \quad (E.1)$$

Let $\pi : \mathbb{C}^{m \times m} \to St(m,m)$ be a projection operator mapping an $m \times m$ complex matrix to the closest point on the Stiefel manifold [15]. Suppose that $Z$ is the derivative of the $V'$ with respect to $y$. It means that given a sufficiently small increment $\Delta y$, the $V'$ related to $M^{-1} + (y + \Delta y)M_x$, denoted by $V''$, can be approximated as

$$V'' \approx \pi(V' + \Delta yZ) = V' + \Delta yZ + O(\Delta y^2)$$

where $Z$ can be written as $Z = V'C$ and $C \in \mathbb{C}^{m \times m}$ is a skew-Hermitian matrix ($C^H + C = 0$) [15] to be determined. Let us define $\Lambda \triangleq \text{diag}(\lambda_1, \ldots, \lambda_m)$ and $F \triangleq V''H M_x V'$. Since the columns of $V''$ are the eigenvectors of $M^{-1} + (y + \Delta y)M_x$, the expression $V''H (M^{-1} + (y + \Delta y)M_x)V''$ is a diagonal matrix consisting of the eigenvalues of $M^{-1} + (y + \Delta y)M_x$. As $V''H (M^{-1} + (y + \Delta y)M_x)V''$
\( \Delta y \) can be decomposed as

\[
V'^H (M^{-1} + (y + \Delta y)M_x) V'' \\
\approx \pi (V' + \Delta y Z)^H (M^{-1} + (y + \Delta y)M_x) \pi (V' + \Delta y Z) \\
= V'^H (M^{-1} + yM_x) V' + \Delta y (Z^H (M^{-1} + yM_x) V' \\
+ V'^H (M^{-1} + yM_x) Z + V''^H M_x V') + O(\Delta y^2) \\
= \Lambda + \Delta y (-C\Lambda + \Lambda C + F) + O(\Delta y^2),
\]

(E.2)

the matrix \((-C\Lambda + \Lambda C + F)\) must be diagonal. By computing the expressions of the entries of \(-C\Lambda + \Lambda C + F\) and setting the off-diagonal entries to be zero, it turns out that

\[
(\lambda_i - \lambda_j)C_{ij} = -F_{ij}, i \neq j.
\]

(E.3)

Now let us consider the impact of positive \(\Delta y\) on the interference power. Let \(C^{(d)}\) and \(C^{(od)}\) denote the matrices that only contain the diagonal and off-diagonal entries of \(C\), respectively. The difference of interference power
at a sufficiently small increment $\Delta y > 0$ is given by

$$\text{tr}(\Sigma'\pi(V' + \Delta y Z)^H M x \pi(V'H + \Delta y Z)) - \text{tr}(\Sigma' V'H M x V')$$

$$\approx 2\Delta y \text{Re}\{\text{tr}(\Sigma' V'H M x Z)\}$$

$$= 2\Delta y \text{Re}\{\text{tr}(\Sigma' F(C^{(d)} + C^{(od)}))\}$$

$$(a) = 2\Delta y \text{Re}\{\text{tr}(\Sigma' F C^{(od)})\}$$

$$= 2\Delta y \sum_{i=1}^{d} \rho_i (\sum_{j \neq i} F_{ij} C^{(od)}_{ji})$$

$$(b) = 2\Delta y \sum_{i=1}^{d} \rho_i (\sum_{j \neq i} (\lambda_i - \lambda_j)|C^{(od)}_{ij}|^2)$$

$$= 2\Delta y \left(\sum_{i=1}^{d-1} \sum_{j=i+1}^{d} (\rho_i - \rho_j)(\lambda_i - \lambda_j)|C^{(od)}_{ij}|^2 \right.$$

$$\left. + \sum_{i=1}^{d} \sum_{j=d+1}^{m} \rho_i (\lambda_i - \lambda_j)|C^{(od)}_{ij}|^2\right)$$

$$(c) \leq 0. \quad (E.4)$$

In (E.4), $(a)$ holds because $\text{Re}\{\text{tr}(\Sigma' V'H M x V')\} = \text{Re}\{\text{tr}((C^{(d)} \Sigma')(V'H M x V'))\} = 0$, where $C^{(d)} \Sigma'$ is skew-Hermitian and $V'H M x V'$ is Hermitian. $(b)$ is obtained by substituting (E.3). $(c)$ is because $\rho_i \geq \rho_j$ and $\lambda_i \leq \lambda_j$ for $i < j$, and the equality holds if and only if $\rho_i = \rho_j$, $\lambda_i = \lambda_j$, $\forall i \neq j$. Considering the random nature of the channel conditions, it is nearly impossible for the equality under $(c)$ to hold. Therefore, we conclude that the interference power in the form of $\text{tr}(\Sigma' V'H M x V')$ is a monotonically decreasing function of $y$.

Now let us see how the value of $y$ affects the required transmit power. Equation (5.30) can be rewritten as

$$L(V', y) = (1 + y)(\text{tr}(\Sigma' V'H (\alpha M^{-1} + (1 - \alpha) M x) V')) - y \xi \quad (E.5)$$
where $\alpha = 1/(1 + y) \in [0, \infty)$. We see that the selected $V'$ in the dual problem is determined by the weighted sum of $M^{-1}$ and $M_x$. A larger $y$ increases the weight of $M_x$ and at the same time decreases the weight of $M^{-1}$. Let $\Delta \alpha$ be the change of $\alpha$ as $y$ becomes $y + \Delta y$ and $E \triangleq V''H M^{-1}V'$.

Similar to (E.2), it can be derived that

$$V''H((\alpha + \Delta \alpha)M^{-1} + (1 - \alpha - \Delta \alpha)M_x)V''$$

$$= \alpha \Lambda - \frac{\Delta \alpha}{\alpha}[( - \mathbf{C}\Lambda + \Lambda \mathbf{C}) - \alpha(\mathbf{E} - \mathbf{F})] + O(\Delta \alpha^2)$$

$$= \alpha \Lambda - \frac{\Delta \alpha}{\alpha}[-\mathbf{C} \Lambda + \Lambda \mathbf{C} + \mathbf{F} + (1 - \alpha)(-\mathbf{C} + \Lambda \mathbf{C})$$

$$- \frac{\alpha}{1 - \alpha} \mathbf{E})] + O(\Delta \alpha^2)$$

where the matrix $-\mathbf{C} \Lambda + \Lambda \mathbf{C} - \frac{\alpha}{1 - \alpha} \mathbf{E}$ should be diagonal. As a result, we have

$$(\lambda_i - \lambda_j)C_{ij} = \frac{\alpha}{1 - \alpha} E_{ij} = \frac{1}{y} E_{ij}. \tag{E.6}$$

With (E.6), the difference of the required transmit power at $\Delta y > 0$ can be shown as

$$\text{tr}(\Sigma'\pi(V' + t\mathbf{Z})^H M^{-1} \pi(V'' + t\mathbf{Z})) - \text{tr}(\Sigma'V''H M^{-1}V')$$

$$\approx -\frac{2\Delta y}{y} \left( \sum_{i=1}^{d-1} \sum_{j=i+1}^{d} (\rho_i - \rho_j)(\lambda_i - \lambda_j)|C_{ij}^{(\text{odd})}|^2 \right.$$  

$$+ \sum_{i=1}^{d} \sum_{j=d+1}^{m} \rho_i(\lambda_i - \lambda_j)|C_{ij}^{(\text{odd})}|^2 \bigg)$$

$$\geq 0. \tag{E.7}$$

With a similar argument used for (E.4), we conclude that the required transmit power in terms of $\text{tr}(\Sigma'V''H M^{-1}V')$ is a monotonically increasing function of $y$. The monotonicity of functions $\text{tr}(\Sigma'V''H M_x V')$ and $\text{tr}(\Sigma'V''H M^{-1}V')$ will not change if $\Sigma'$ and $V'$ are replaced by $\Sigma$ and $V_y$, respectively. This completes the proof.
Appendix F

Derivation of $D_T$ and $D_T^-$

Let $dF$ denote $F(V_s + tZ) - F(V_s) - O(t^2)$ where $t$ is sufficiently small. Note that

$$F(V_s + tZ) = M^{-1/2}(V_s + tZ)\Sigma(V_s + tZ)^H M^{-1/2}$$

$$= F(V_s) + M^{-1/2}(tZ)\Sigma V_s^HM^{-1/2} + M^{-1/2}V_s\Sigma(tZ^HM^{-1/2} + O(t^2)).$$

Therefore,

$$dF = M^{-1/2}(tZ)\Sigma V_s^HM^{-1/2} + M^{-1/2}V_s\Sigma(tZ^HM^{-1/2}$$

$$= M^{-1/2}(tZ\Sigma V_s^H + V_s,\Sigma tZ^HM^{-1/2})$$

$$= [\Sigma V_s^H M^{-1/2}t] \otimes M^{-1/2} \text{vec}(tZ) +$$

$$[M^{-1/2}t \otimes (M^{-1/2}V_s\Sigma)] \text{vec}(tZ^H).$$

There exists a permutation matrix $P$, which only depends on the size of $Z$, such that

$$P \text{vec}(tZ^H) = \text{vec}^C(tZ).$$
Consequently, (F.2) can be rewritten as

\[
\begin{align*}
\text{vec}(dF) &= [(\Sigma V_s^H M^{-1/2})^T \otimes M^{-1/2}] \text{vec}(tZ) + [(M^{-1/2})^T \otimes (M^{-1/2} V_s \Sigma)] \times \\
&\quad \text{vec}^C(tZ) \\
&\triangleq D_1 \text{vec}(tZ) + D_2 \text{vec}^C(tZ). 
\end{align*}
\]  

(F.3)

When \( Z = V \perp T \) as shown in Section 4.2.2, we obtain that

\[
\text{vec}(dF) = D_1 \text{vec}(tV \perp T) + D_2 \text{vec}^C(tV \perp T). 
\]  

(F.4)

By substituting (F.4) into (6.17), we have

\[
d\tau_0 = \frac{1}{\text{tr}(Q_1 W_x)} \text{vec}^T(Q_1^T) \text{vec}(dF) \\
= \frac{1}{\text{tr}(Q_1 W_x)} \text{Re}\{\text{vec}^T(Q_1^T) D_1 + (\text{vec}^T(Q_1^T) D_2)^C} \text{vec}(dV_s)\} \\
= \frac{1}{\text{tr}(Q_1 W_x)} \text{Re}\{(\text{vec}^T(Q_1^T) D_1 + (\text{vec}^T(Q_1^T) D_2)^C) I \otimes V_\perp \text{vec}(dT)\}. 
\]  

(F.5)

The derivative of \( \tau_0 \) with respect to \( T \) is given by

\[
D_T = \frac{1}{\text{tr}(Q_1 W_x)} RS_{d \times m}^H (\text{vec}(Q_1^T)^T D_1 + (\text{vec}(Q_1^T)^T D_2)^C) I \otimes V_\perp. 
\]  

(F.6)

Similarly, when calculating \( \tau_l \), we substituting (F.4) into (6.23) and have

\[
D_T = \frac{1}{\text{tr}(Q_2 W_x)} RS_{d \times m}^H (\text{vec}(Q_2^T)^T D_1 + (\text{vec}(Q_2^T)^T D_2)^C). 
\]  

(F.7)
Appendix G

Derivation of $D'_{\beta}$

Let $dF$ denote $F(V_s + tZ) - F(V_s) - O(t^2)$ where $t$ is sufficiently small. With a fixed $\tau$, the differential of $\beta$ is given by

$$d\beta = h_x^T \otimes \hat{h}_x + [(-F(V_s) + \tau W_x)^{-1}F(V_s)\hat{h}_x]^T \otimes \hat{h}_x +$$

$$[(-F(V_s) + \tau W_x)^{-1}F(V_s)\hat{h}_x]^T \otimes [(-F(V_s) + \tau W_x)^{-1}] +$$

$$\hat{h}_x^T \otimes [-h_x^H F(V_s)(-F(V_s) + \tau W_x)^{-1}]vec(dF)$$

$$\triangleq D'_{\beta}vec(dF). \quad (G.1)$$

As described in Appendix B, $vec(dF)$ can be rewritten as

$$vec(dF) = [(\Sigma V_s^H M^{-1/2})^T \otimes M^{-1/2}]vec(tZ) + [(M^{-1/2})^T \otimes (M^{-1/2}V_s \Sigma)]P^H vec^C(tZ)$$

$$\triangleq D_1 vec(tZ) + D_2 vec^C(tZ). \quad (G.2)$$

Thus

$$d\beta = Re\{tr((D'_{\beta}D_1) + (D'_{\beta}D_2)^C)vec(tZ))\} \quad (G.3)$$

and the derivative of $\beta$ with respect to $V_s$ is given by

$$D_{\beta} = RS_{d\times m}^H((D'_{\beta}D_1) + (D'_{\beta}D_2)^C). \quad (G.4)$$
Appendix H

Derivation of $D_V$

Let $dF$ denote $F(V_s + tZ) - F(V_s) - O(t^2)$ where $t$ is sufficiently small. We have

$$f(V_s + tZ) - f(V_s) = 2\text{Re}\{\text{tr}(\Sigma V_s M^{-1} tZ)\} + \frac{1}{t} \left( \frac{1}{2} \left( \xi - \hat{h}_x^H F(V_s) \hat{h}_x - \tau \right) - \hat{h}_x^H F(V_s) (-F(V_s) + \tau W_x)^{-1} F(V_s) \hat{h}_x \right)$$

$$\text{Re}\{-\hat{h}_x^H (dF) \hat{h}_x + \left[ -\hat{h}_x^H (dF) (-F(V_s) + \tau W_x)^{-1} F(V_s) \hat{h}_x \right] + \left[ -\hat{h}_x^H F(V_s) ((-F(V_s) + \tau W_x)^{-1} (dF) (-F(V_s) + \tau W_x)^{-1}) F(V_s) \hat{h}_x \right] + \left[ -\hat{h}_x^H F(V_s) (-F(V_s) + \tau W_x)^{-1} (dF) \hat{h}_x \right] \} + \frac{1}{t} \text{Re}\{\text{tr}((-F(V_s) + \tau W_x)^{-1} (dF))\} + O(t^2). \quad (H.1)$$

As described in Appendix B, $\text{vec}(dF)$ can be rewritten as

$$\text{vec}(dF) = \left[ (\Sigma V_s^H M^{-1/2})^T \otimes M^{-1/2} \right] \text{vec}(tZ) + \left[ (M^{-1/2})^T \otimes (M^{-1/2} V_s \Sigma) \right] P^H \text{vec}^C(tZ) \triangleq D_1 \text{vec}(tZ) + D_2 \text{vec}^C(tZ). \quad (H.2)$$

Examining terms in (H.1), they are either in the form of $\text{Re}\{v_1^H dF v_2\}$ or $\text{Re}\{\text{tr}(Q dF)\}$, where $v_1$ and $v_2$ are known vectors and $Q$ is a known matrix.
For the former case, we can transform it as

\[
\text{Re}\{v_1^H dFv_2\} = \text{Re}\{(v_2^T \otimes v_1^H)\text{vec}(dF)\} \\
= \text{Re}\{(v_2^T \otimes v_1^H)[D_1\text{vec}(tZ) + D_2\text{vec}^C(tZ)]\} \\
= \text{Re}\{[(v_2^T \otimes v_1^H)D_1 + ((v_2^T \otimes v_1^H)D_2)^C]\text{vec}(tZ)\}. \quad (H.3)
\]

For the latter case,

\[
\text{Re}\{\text{tr}(Q(dF))\} = \text{Re}\{\text{vec}^T(Q^T)\text{vec}(dF)\} \\
= \text{Re}\{\text{vec}^T(Q^T)D_1\text{vec}(tZ) + D_2\text{vec}^C(tZ)\} \\
= \text{Re}\{[\text{vec}^T(Q^T)D_1 + (\text{vec}^T(Q^T)D_2)^C]\text{vec}(tZ)\}. \quad (H.4)
\]

Since \(\text{Re}\{\text{tr}(D_v^H tZ)\} = \text{Re}\{\text{vec}^T(D_v^C)\text{vec}(tZ)\}\), according to (H.3) and (H.4), (H.1) can be represented in the form of

\[
f(V_s + tZ) - f(V_s) = \text{Re}\{v^T\text{vec}(tZ)\} + O(t^2)
\]

where \(v\) is a vector. Obviously, \(v\) is exactly equal to the vectorization of the conjugate of derivative \(D_v\). From (H.1), (H.2), (H.3) and (H.4), we obtain

\[
D_v = (2\Sigma V_s M^{-1})^H + RS_{d \times m}^H((A_v D_1)) + RS_{d \times m}^H((A_v D_2)^C) \quad (H.5)
\]

where

\[
A_v = \left(\frac{1}{t}\right) \frac{1}{(\xi - \hat{h}_x^H F(V_s)\hat{h}_x - \tau - \hat{h}_x^H F(V_s)(-F(V_s) + \tau W_x)^{-1}F(V_s)\hat{h}_x} \\
\{\hat{h}_x^T \otimes \hat{h}_x\} \\
[(-F(V_s) + \tau W_x)^{-1}F(V_s)\hat{h}_x]^T \otimes \hat{h}_x + \\
\hat{h}_x^T \otimes [-\hat{h}_x^H F(V_s)(-F(V_s) + \tau W_x)^{-1} + \\
I \otimes (-F(V_s) + \tau W_x)^{-1}] \quad (H.6)
\]
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