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Summary

Explosive Internet traffic growth over the past decades has enabled the rapid development and wide deployment of wavelength division multiplexing (WDM)-based networking technologies. At the same time, as IP/MPLS technology continues to gain popularity, it is widely believed that next-generation optical networks will adopt an IP/MPLS over WDM architecture with wavelength-routed WDM networks serving as the backbone. Since the capacity provided by a single wavelength channel in WDM networks is typically on the order of Gigabits per second (Gbps), while the bandwidth requirement of a request is typically much smaller than that, efficient schemes are desired to improve wavelength capacity utilization in WDM networks. This dissertation investigates several dynamic traffic provisioning problems with unicast and multicast traffic requests in the context of next-generation optical Internet. The main objective is to devise efficient mechanisms to optimize the overall network blocking performance.

We first study the dynamic label switched path routing problem in an overlay IP/MPLS over WDM network. In such a network, the limited information exchanges between the two layers of the network, if not properly devised, will seriously degrade the network performance. We propose to learn from the historical data of lightpath setup costs maintained by the IP/MPLS layer integrated service provider (ISP) when making routing decisions. A novel historical data-learning scheme, called Existing Link First, is proposed. Simulation results demonstrate that the proposed method significantly improves the network performance.

Next, we investigate the dynamic multicast traffic grooming problem in wavelength routed WDM networks. We conduct comprehensive comparisons between
the performances of two classes of existing schemes, namely the lightpath-based methods and light-tree-based methods. Our comparison results show that the lightpath-based schemes typically achieve better blocking performances than the light-tree-based schemes. We study the results carefully and explain the underlying cause of our findings. Inspired by such observations, we then proceed to propose a new lightpath based algorithm called the lightpath fragmentation (LPF) method. Simulation results show that the LPF method consistently outperforms all existing methods under different traffic loads.

By combining a data-learning scheme on the IP/MPLS layer to facilitate efficient routing and a lightpath fragmentation approach on the WDM layer to improve resource sharing, we propose in the third part of our work an overlay multicast provisioning (OMP) mechanism for dynamic multicast traffic grooming in overlay IP/MPLS over WDM networks. We show that OMP achieves much better blocking performances than all of the existing schemes. Further studies are carried out to determine the contributions of the data-learning scheme and lightpath fragmentation method, respectively, in various cases.

Finally, we consider the problem of protecting subwavelength level multicast requests through dynamic traffic grooming in WDM networks. A new mechanism called lightpath fragmentation-based segment shared protection (LF-SSP) is proposed for protecting multicast requests at the connection level. By improving the efficiency of resource sharing in multicast traffic grooming and its corresponding protection process, LF-SSP manages to outperform all of the existing methods by achieving better blocking performance when supporting both sub-wavelength- and wavelength-level dynamic multicast requests with shared protection.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATM</td>
<td>Asynchronous Transfer Mode</td>
</tr>
<tr>
<td>BBR</td>
<td>Bandwidth Blocking Ratio</td>
</tr>
<tr>
<td>BGP</td>
<td>Border Gateway Protocol</td>
</tr>
<tr>
<td>CL-SSP</td>
<td>connection-level segment shared protection</td>
</tr>
<tr>
<td>ELF</td>
<td>Existing Link First</td>
</tr>
<tr>
<td>Gbps</td>
<td>Gigabytes per second</td>
</tr>
<tr>
<td>GC-OXC</td>
<td>Grooming-Capable OXC</td>
</tr>
<tr>
<td>GMPLS</td>
<td>Generalized Multi-Protocol Label Switching</td>
</tr>
<tr>
<td>HDTV</td>
<td>High-Definition Television</td>
</tr>
<tr>
<td>IETF</td>
<td>Internet Engineering Task Force</td>
</tr>
<tr>
<td>ILP</td>
<td>Integer Linear Programming</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>ISP</td>
<td>Integrated Service Provider</td>
</tr>
<tr>
<td>KSP</td>
<td>K-loopless Shortest Path</td>
</tr>
<tr>
<td>LF-SSP</td>
<td>Lightpath-Fragmentation based Segment Shared Protection</td>
</tr>
<tr>
<td>LPF</td>
<td>LightPath Fragmentation</td>
</tr>
<tr>
<td>LSR</td>
<td>Label Switched Router</td>
</tr>
<tr>
<td>Mbps</td>
<td>Megabits per second</td>
</tr>
<tr>
<td>MC-OGSW</td>
<td>Multicast Capable Optical Grooming Switch</td>
</tr>
<tr>
<td>MC-OXC</td>
<td>Multicast Capable Optical Cross-Connect</td>
</tr>
<tr>
<td>MPH</td>
<td>Minimum-cost Path Heuristic</td>
</tr>
<tr>
<td>MPLS</td>
<td>Multi-Protocol Label Switching</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>MST</td>
<td>Minimum Spanning Tree</td>
</tr>
<tr>
<td>MTH</td>
<td>Multiple Tree Heuristic</td>
</tr>
<tr>
<td>NNI</td>
<td>Network-Network-Interface</td>
</tr>
<tr>
<td>NPF</td>
<td>Nearest Participant First</td>
</tr>
<tr>
<td>OADM</td>
<td>Optical Add/Drop Multiplexier</td>
</tr>
<tr>
<td>OBS</td>
<td>Optical Burst Switching</td>
</tr>
<tr>
<td>OCS</td>
<td>Optical Circuit Switching</td>
</tr>
<tr>
<td>OEO</td>
<td>Optical-Electrical-Optical Conversion</td>
</tr>
<tr>
<td>OIF</td>
<td>Optical Internetworking Forum</td>
</tr>
<tr>
<td>OMP</td>
<td>Overlay Multicast Provisioning</td>
</tr>
<tr>
<td>OPS</td>
<td>Optical Packet Switching</td>
</tr>
<tr>
<td>OSPF</td>
<td>Open Shortest Path First</td>
</tr>
<tr>
<td>OTN</td>
<td>optical transport network</td>
</tr>
<tr>
<td>OXC</td>
<td>Optical-cross-connect</td>
</tr>
<tr>
<td>PPH</td>
<td>Pruned Prim’s Heuristic</td>
</tr>
<tr>
<td>PXC</td>
<td>Photonic-Cross-Connect</td>
</tr>
<tr>
<td>RWA</td>
<td>Routing and Wavelength Assignment</td>
</tr>
<tr>
<td>SMTG</td>
<td>Survivable Multicast Traffic Grooming</td>
</tr>
<tr>
<td>SONET</td>
<td>Synchronous Optical Networking</td>
</tr>
<tr>
<td>SSP</td>
<td>Segment Shared Protection</td>
</tr>
<tr>
<td>Tbps</td>
<td>Tera bit per second</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>UNI</td>
<td>User to Network Interface</td>
</tr>
<tr>
<td>WC-OXC</td>
<td>Wavelength-Convertible Optical Cross-Connect</td>
</tr>
<tr>
<td>WCC</td>
<td>Wavelength Continuity Constraint</td>
</tr>
<tr>
<td>WDM</td>
<td>Wavelength Division Multiplexing</td>
</tr>
<tr>
<td>WGXC</td>
<td>Wavelength-Grooming Cross-Connect</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Background and Motivations

Over the past decades, the computer industry and telecommunications industry have experienced phenomenal growth, driven mainly by the strong market demand for computing power and network connectivity. Since late 1990's, the increase in the number of Internet hosts and users caused global network traffic to grow exponentially, which can be seen clearly from the worldwide Internet traffic growth shown in Figure 1.1 [1]. Statistics in [2] show that the Internet traffic almost double each year since 1997, and this growth is expected to continue into the foreseeable future.

In more recent years, with the inception of some new bandwidth-intensive network applications, such as on-line gaming, live-video-distribution and Internet TV, etc. as shown in Figure 1.2 [3], the Internet traffic growth is being further fuelled. Such tremendous growth in both worldwide Internet traffic and the various types of network services is exerting pressure on network operators to expand the capacity of their backbone networks rapidly to meet the demands.
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Figure 1.1: Worldwide Internet traffic growth in the past decades.

Figure 1.2: Internet traffic growth of various bandwidth intensive applications in recent years.

In order to meet the exponentially growing Internet traffic, both Internet service providers and transport service providers urgently in need of a scalable networking technology to provide the desired capacity. Fortunately, as research in optical networking technology matures, the deployment of optical networking technologies comes into rescue [4, 5]. Among all the newly introduced optical technologies, wavelength division multiplexing (WDM) [6] based technology has been successfully deployed to cope with the traffic growth. With the WDM technology, the
achievable bandwidth of a single optical fiber could reach 1.6 Terabit/s (Tbps) in commercial networks [4]; while in the laboratory, recent research activity in designing 100 Tbps multicast-capable optical packet switching (OPS) router [7] as well as the 255 Tbps spatial division multiplexing based multicore fiber [8] further demonstrates the potential of WDM technology in meeting the ever-growing bandwidth demand in the future.

The initial deployment of WDM is limited to point-to-point transmission to increase the link capacity. Such is also known as first generation optical networking. With the rapid advancement and evolution of optical network technologies, optical networking has moved forward from point-to-point WDM transmission to all-optical reconfigurable backbone networks to take full advantage of the available bandwidth. Such reconfigurable WDM networks are known as the second-generation optical networks [9]. Through utilizing the Optical-cross-connects (OXC)s as well as the control plane technologies, such as Multi-Protocol Label Switching (MPLS) [10] and Generalized MPLS (GMPLS) [11, 12], this second generation optical networks support both format and protocol transparency in the control plane while simplifying hardware requirements in the data plane. It is also believed that the second generation WDM networks will be adopted by both integrated service providers (ISPs) and transport network service providers [13]. As research and development of new enabling technologies continue, some new networking paradigms with much finer granularities, such as optical packet switching (OPS) [14, 15] or optical burst switching (OBS) [16, 17], are predicted to be the key features of third generation optical networks.

Today’s core network architecture consists of four layers: Internet Protocol (IP) and other content-bearing traffic, over Asynchronous Transfer Mode (ATM) network for traffic-engineering, over Synchronous Optical Networking (SONET) for transport, and over WDM for bandwidth capacity; hence, there are some functional overlap among these layers, and any bottleneck in a particular layer will
render the network unscalable to meet the ever-growing data traffic. In recent years, while IP has emerged as the primary network layer technology, advances in optical component technology, such as optical amplifiers, OXCs and Optical Add/Drop Multiplexiers (OADMs), are now transforming the optical layer from a static transmission facility into a dynamically reconfigurable network. The phenomenal growth in Internet traffic coupled with the enormous capacity that can be provided by WDM technology has bred the idea of an optical Internet [18], and a simplified, two-layered architecture that can leverage on the advantages of both IP and WDM networks is widely viewed as the right solution [18–20].

In this simplified two-layered optical Internet, the unnecessary intermediate layers are eliminated with “data directly over optics”. The WDM layer optical transport network (OTN) consists of multiple OXCs interconnected via WDM links in a mesh topology, while the IP layer networks consist of IP/MPLS label switched routers (LSRs) interconnected by virtual logical links, which are dynamically supported by the WDM layer wavelength switched optical channels that could span multiple OXCs. IP-based MPLS and GMPLS have been proposed as the control plane technology for IP and optical layer networks.

As for the interconnection models between the two layers’ control planes, several industrial organizations, including Internet Engineering Task Force (IETF) and the Optical Internetworking Forum (OIF), have already proposed some alternative architectural options [20, 21]. Detailed explanations of such architectures will be presented in the next Chapter. Among these proposed models, the simplest one is to treat the optical layer and the IP layer independently from each other. In such “overlay” network model, the optical layer only provides point-to-point lightpath [22] connection services to the IP layer networks, while the IP layer client routers can only make bandwidth connection requests to the optical network via a well defined signaling and routing interface, which is referred to as User to Network Interface (UNI) [23]. The two layers are controlled and managed independently,
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and the only information exchanged between them is for service signaling and responses. Due to its simplicity, the overlay model is accepted as the most practical network architecture for near term implementation.

A critical issue for realizing an overlay IP over WDM interconnection model for next generation Internet is how to accommodate the dynamic incoming requests with efficient use of both IP and WDM layer network resources. Current research focuses on the use of MPLS switching scheme as a framework to provide real-time provisioning service and treat the two layers’ resources separately, which thus makes inefficient resource utilizations of the WDM networks. To make efficient use of the networks resources with only limited information exchanges between the two layers is extremely important for overlay IP over WDM networks to be widely deployed.

In optical Internet, although each wavelength channel can provide up to 100 giga-bytes per second (Gbps) data transmission rate with the current optical networking technology [24], bandwidth demand of a single network application typically ranges from several to tens of megabits per second (Mbps). For the purpose of more efficient wavelength channel capacity utilization, a number of low bit-rate user requests are usually groomed together onto the high-speed wavelength channels for transmission. Such traffic bundling process is referred to as traffic grooming [25–27]. Traffic grooming not only improves wavelength utilizations, but also improves the utilizations of some other network resources, such as the transceivers and multiplexers in the network.

Many variations of the traffic grooming problem have been extensively investigated, and a number of provisioning mechanisms have been reported in the past years [25, 27]. Typically, such traffic grooming problems can be classified into two categories: the static ones and the dynamic ones. For the static problem, traffic demands are often given in advance or known to be static over time, and therefore,
the main objective of traffic grooming is to support all the traffic demands with minimum network cost. While for the dynamic traffic grooming problem, traffic demands usually arrive and leave the network dynamically without any information about the future arrivals. In such a case, traffic grooming then becomes a policy designing problem, and the main objective is usually to minimize the overall request blocking probability, or maximize the overall network throughput.

In recent years, with the wide deployment of more and more agile optical components and emerging networking technologies in modern optical networks, the traffic demands are now showing their dynamic nature, and it is expected that future optical networks should be able to respond dynamically to the traffic demands. Therefore, to efficiently utilize the network capacity, scalable and efficient online algorithms have to be devised. Furthermore, as network architectures move forward from ring based to mesh based, the future optical networks will be much more flexible in its configuration, and would be able to support both unicast and multicast traffic. In view of these important issues, we are motivated to investigate the dynamic traffic provisioning problem in future optical networks so that the unicast traffic, or multicast traffic, or both can be supported efficiently.

Optical networks are also prone to network node or fiber cut failures [28, 29]. In modern optical networks, since each wavelength channel can support up to 100G-bits per second of data, a single network failure can interrupt extensive number of on-going applications, and thereby, causes a huge amount of data and revenue losses to both network end-users and network operators. Therefore, network survivability becomes a critical issue in modern optical network design and operation process. Various restoration and protection based fault-recovery mechanisms have been proposed in literature [30, 31]. The initial work on network survivability is mainly focused on either wavelength/sub-wavelength granularity unicast request protection [32, 33] or wavelength level granularity multicast request protection [34–36]. In recent years, with the increasing popularity of some sub-wavelength
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As discussed, the future optical networks will definitely support either unicast traffic, multicast traffic, or both. Specifically, since the network traffic is dynamic in nature while the optical networking technologies are becoming more and more sophisticated, it is widely believed that future optical networks will be able to respond to the user requests rapidly and allocate the required resource upon request dynamically. In a dynamic network environment, the request provisioning algorithms have an important impact on the network performances, and typically the main objective of the algorithm design is to minimize the network blocking performances. This dissertation aims to study the dynamic traffic routing/grooming problem in future optical networks. The main objectives are as follows:

1) To investigate the dynamic unicast request provisioning problem and devise novel schemes to improve network blocking performances for overlay IP/MPLS over WDM networks - Overlay IP/MPLS over WDM network is widely accepted to be the most practical network architecture for near-term deployment. In such a network, the main problem that limits its performance is the limited information exchanged between its two layers. Even though a number of
algorithms have been proposed for it, few methods have addressed such information exchange problem, and thus efforts are still needed to better understand such challenge. We will study such a problem in this dissertation, and propose novel provisioning mechanisms for the dynamic request, and also improve the network blocking performances.

2) To compare the performance of lightpath and light-tree schemes in supporting sub-wavelength granularity multicast requests in WDM optical networks, and further improve its performance for supporting dynamic multicast traffic - Multicasting has become an essential capability of modern optical networks, and various lightpath and light-tree based schemes have been proposed for it. For sub-wavelength granularity multicast requests, however, no results have shown which scheme is a better choice in their dynamic grooming process. In order to facilitate multicast traffic provisioning while improving the network resource utilizations, we will investigate which scheme is a better choice for such a problem, and then propose new ways to further improve the network blocking performances.

3) To study dynamic multicast request provisioning problem in overlay IP/MPLS over WDM network and to devise algorithms to improve the network performances - Dynamic multicast request provisioning problem in overlay IP/MPLS over WDM networks is important but challenging for the limited information exchange issue that exists for the overlay networks, and it has not received much attention in the past years. Compared to the one to one unicast scenario, multicasting is more complex and deserves further study. Following our preliminary study on the unicasting problem, we extend our focus to the multicasting case, and also evaluate other problems that are related to such multicasting problems. We study the problem of how to improve resource sharing in the traffic grooming process.
To study sub-wavelength granularity multicast requests survivability problem and propose new schemes to protect multicast requests against any single link failure in the dynamic traffic grooming process - A single network failure may cause tremendous data loss to both network users and network operators, and it is especially true for networks supporting sub-wavelength granularity multicast requests. Since link failure is the most common problem in modern networks, it is worthwhile to protect multicast requests in the provisioning process. To the best of our knowledge, few mechanisms have been proposed addressing such a problem. Hence, we investigate how to protect sub-wavelength granularity multicast requests against any single link failure in the traffic grooming process; we also try to improve network resource sharing in both traffic grooming and request protection process so that the total resources allocated for a request protection are minimized.

1.3 Original Contributions

The main contributions of this thesis can be summarized as follows:

1) We compared various existing dynamic LSP routing schemes for overlay IP/MPLS over WDM networks, and proposed a novel historical data learning based routing and resource allocation scheme to the facilitate IP/MPLS layer unicast request routing process - We conducted comprehensive literature review on dynamic LSP routing algorithms in overlay IP/MPLS over WDM networks, and found that all existing algorithms have ignored the fact that the IP/MPLS layer network may keep a record of the lightpath services that had been supported by the WDM layer network. Such records can help facilitate request provisioning in their routing process. To efficiently utilize such record,
we proposed to utilize the historical data record for logical link cost estimation. Through utilizing a novel historical data learning scheme, a dynamic LSP routing method, named Existing Link First (ELF) algorithm, is proposed. Extensive simulations are performed to compare the ELF algorithm with the other existing algorithms. Results show that the ELF algorithm significantly outperforms the existing ones under different traffic loads, with either limited or unlimited numbers of optical ports. We have also studied the influences of the number of candidate routes, add/drop ratio and the amount of historical data on network performances (Chapter 3).

2) We compared the blocking performances of various lightpath and light-tree based methods for dynamic multicast traffic grooming and propose a new lightpath fragmentation (LPF) based method to further improve the network blocking performance - Although both lightpath and light-tree schemes have been proposed for dynamic multicast traffic grooming, no previous work has compared their performances in minimizing network blocking probability. We compare these two schemes systematically, and find that the lightpath scheme has outperformed the light-tree scheme. Inspired by such comparison results, we propose a LightPath Fragmentation (LPF) based algorithm for dynamic multicast traffic grooming. We carry out extensive simulations to compare LPF to the other methods, and results show that LPF steadily outperforms all the other existing schemes with moderate cost of longer delay (Chapter 4).

3) We study the dynamic sub-wavelength granularity multicast traffic grooming problem in overlay IP/MPLS over WDM networks and propose an efficient overlay multicast provisioning (OMP) mechanism for such a problem - To facilitate request provisioning, the OMP mechanism jointly utilizes a historical data learning (DL) scheme at the IP/MPLS layer for logical link cost estimation, and a lightpath fragmentation (LPF) based scheme at the WDM layer for improving resource sharing in traffic grooming process. We conduct extensive
simulations to compare OMP to some existing algorithms in different cases; we also evaluate the respective influence of the DL and the LPF schemes on OMP performances through comparing OMP to some other mechanisms utilizing either the DL or the LPF scheme. The influences of different service cost definitions and different WDM layer routing strategies on OMP performances are also evaluated (Chapter 5).

4) We investigate the dynamic survivable multicast traffic grooming (SMTG) problem in meshed WDM optical networks and propose efficient algorithms to protect the sub-wavelength granularity multicast requests at the connection level in their dynamic multicast requests in traffic grooming process - Dynamic SMTG problem has not received much research attention in the past years, and few algorithms have been proposed. We study this problem in this dissertation and propose some efficient mechanisms. We first propose the connection-level segment shared protection (CL-SSP) method for such problem, and later improve it by incorporating a lightpath-fragmentation (LF) method to request protection process. We term this improved method as LF-SSP. LF-SSP tries to improve resource sharing in both traffic grooming and protection process while minimizing the total amount of resources allocated for a lightpath protection. We compare LF-SSP to some other existing methods either for subwavelength-level request protection or for wavelength-level protection in different cases, and evaluate the influences of some other factors on network performances (Chapter 6).

1.4 Thesis Organization

The remainder of this dissertation is organized as follows:
Chapter 2 briefly reviews some previous work that is related to this dissertation. We first introduce some emerging optical networking technologies for next-generation optical Internet and then introduce the traffic grooming problem, with a specific focus on dynamic traffic grooming; finally, we present the relevant work on multicast request protection problem.

Chapter 3 presents a historical data learning based dynamic LSP routing algorithm named existing link first (ELF) for overlay IP/MPLS over WDM networks. Simulation results with two different network topologies are also presented to study the performances of the ELF algorithm.

Chapter 4 systematically compares the blocking performances of lightpath and light-tree schemes in supporting dynamic multicast traffic grooming. A novel lightpath fragmentation (LPF) based dynamic multicast traffic grooming algorithm is also proposed to improve the network blocking performances. Extensive simulations are conducted to compare the LPF method to the other algorithms in different cases.

Chapter 5 proposes an overlay multicast provisioning (OMP) mechanism for dynamic multicast traffic grooming algorithm in overlay IP/MPLS over WDM networks. Influences of the IP/MPLS layer data learning (DL) scheme, and the WDM layer lightpath-fragmentation (LPF) methods on OMP performance, as well as the WDM layer routing strategy are evaluated via extensive simulations.

Chapter 6 presents an algorithm, namely LF-SSP, for dynamic survivable multicast traffic grooming (SMTG). Performance of such method is compared to that of an existing method, namely, CL-SSP, for subwavelength-level multicast request protection in different cases via simulations. We also compare LF-SSP to some existing algorithms for wavelength-level multicast request protection in different cases. Influences of some other factors are also evaluated.
Chapter 7 summarizes the whole dissertation and discusses some possible future research directions.
Chapter 2

Literature Review

2.1 Introduction

This chapter gives a literature survey on recent advances in some areas that are related to this dissertation. It consists of four parts. The first part presents some emerging technologies for next-generation optical Internet, with a specific focus on the technologies that are largely related to research reported in the next few chapters of this dissertation. The second part describes the traffic grooming problem. We first introduce what the traffic grooming problem is about, and present some previous work on both static and dynamic traffic grooming problems. We explain why we focus on dynamic traffic grooming; and then summarize the previous efforts on dynamic LSP routing in overlay IP/MPLS network and dynamic multicast traffic grooming in WDM networks, respectively. The third part is on multicast request protection. We describe some existing algorithms on wavelength-level granulated multicast request protection, and then present two existing algorithms for sub-wavelength granulated multicast request protection. We also point out the problem with the assumption made in these two algorithms’ using an example. The last section summaries the chapter.
2.2 Emerging Technologies for Next-Generation Optical Internet

2.2.1 Wavelength Routed WDM Networks

With the explosive increase in Internet traffic loads over the past few decades, wavelength routed WDM networks have emerged to be the dominant technology for backbone networks [9, 37]. A wavelength routed WDM network is comprised of a number of optical cross-connects (OXC) that are interconnected by some optical fiber links in a meshed topology; an optical link in the network is usually composed of two fibers in opposite directions with each carrying a number of wavelengths. Figure 2.1 illustrates a typical wavelength routed WDM network. In such a network, the transmission channels, referred to as lightpaths [22], are set up and torn down dynamically to provide the desired connectivity services to its client sub-networks. As can be seen in Figure 2.1, two lightpaths utilizing wavelengths $\lambda_1$ and $\lambda_2$ are set up. OXC in the WDM network are utilized as wavelength routers to provide the wavelength level data routing and connection between different client sub-networks; the operations of the OXC are controlled and managed by the OXC control units of the WDM network.

![Figure 2.1: A typical wavelength routed WDM network architecture](image-url)
A typical OXC architecture with $N$ fiber links with each carrying $W$ wavelengths is shown in Figure 2.2. As can be seen, the wavelengths within an optical fiber link are de-multiplexed first, and then sent to the corresponding switch fabrics; finally, they are switched to the desired output port and multiplexed again into a fiber link. For an OXC, it is equipped with some add and drop ports, which are utilized to transmit or terminate the traffic from the higher layer clients. Normally an add port comprise an electronic-to-optical converter, which is the transmitter or source of a wavelength channel while a drop port consists of an optical-to-electronic converter, which is the receiver or sink of a wavelength channel. An OXC could also be equipped with some wavelength converters so that it can switch the optical signal on an incoming wavelength of an input fiber to some other wavelengths on the output fiber. An OXC with wavelength converter is also known as wavelength-convertible optical cross-connect (WC-OXC). Wavelength converters are usually quite costly as they need to be implemented using expensive lasers and other optical devices.

**Figure 2.2:** A typical $N \times N$ optical-cross-connect structure.
In the network as shown in Figure 2.1, the client sub-networks are connected to each other via wavelength channels; in the IP/MPLS client sub-networks, the edge routers that are directly connected to the OXCs usually act as sources or destinations of the wavelength channels, and they implement the User-to-Network Interface (UNI) [23] for the WDM network and the client sub-networks. In the network shown in Figure 2.1, the wavelength channels may initiate or terminate at the edge routers, but the communication paths within the IP/MPLS sub-networks may continue in the electrical domain. The electrical domain communication channels are controlled and managed by the IP/MPLS protocol. With the convergence of IP-centric data network and the WDM optical transport network, it is widely believed that the IP/MPLS protocol will be the dominant protocol for the next-generation optical Internet.

### 2.2.2 IP/MPLS over WDM Convergence

The explosive growth of Internet traffic as well as the rapid advances in WDM networking technologies have made optical Internet desirable and possible [2, 18]. In addition, since multi-protocol label switching (MPLS) [10] and generalized MPLS (GMPLS) [11, 12] are converging as the new forwarding technology, a simplified two layered network architecture with IP/MPLS directly over WDM network is widely accepted as the most promising solution for next generation optical networks [19, 20]. In this two-layered architecture, the high-speed electronic routers equipped with MPLS functions are named label switched routers (LSRs) while those end-to-end paths that interconnect a pair of LSRs are called label switched paths (LSPs). An LSP may traverse more than one lightpaths; all LSPs together with the LSRs constitute the IP/MPLS layer logical topology of the IP/MPLS over WDM networks while the WDM layer of an IP/MPLS over WDM network consists of the OXCs interconnected by optical fiber links, each of which carries a number of wavelengths in a mesh topology.
As research in WDM networks and optical components advances, the development of IP/MPLS over WDM networking can be broadly classified into three generations [38]:

**First generation IP/MPLS over point-to-point WDM networks**: In such first generation networks, the WDM network at the physical layer is mainly utilized to provide point-to-point high-speed transmission connections between two adjacent routers. The Synchronous Optical Network (SONET) is typically used for framing and transport of the header information on WDM transmission channels, and IP packets are packed into SONET frames via the packet-over-SONET strategy. This model belongs to the IP over SONET over WDM three layered network architecture, and in such network, the IP routers are connected one another directly via multi-wavelength optical fiber links. Network topology under this architecture is fixed, network configuration is static and interaction between the IP and WDM layers are limited.

**Second generation IP/MPLS over reconfigurable WDM networks**: In the second generation IP/MPLS over WDM networks, the wavelength-level transmission channels are set up and torn down in the wavelength-routed WDM networks using the OXCs. Due to the configurability of the optical layer networks, protection and restoration can be implemented directly in the WDM layer network, hence, the SONET layer can be eliminated and a two-layered IP/MPLS over WDM architecture is achieved. In this network architecture, IP routers are connected to the OXCs ports through router interfaces, and the OXCs are connected to each other in a mesh topology via WDM fiber links. Through configuring OXCs appropriately, a router interface can be connected to any interface of another router. For the connections between the control planes of the IP layer and the WDM layer networks, several interconnection architectures have been proposed, namely overlay model, augmented model and peer model [21], which will be explained in detail later.
Third generation IP/MPLS over OPS/OBS Switched WDM Networks:

In this third generation network, data traffic is transported and switched in much finer granularity, e.g., optical packet switching (OPS) [14, 15] or optical burst switching (OBS) [16, 17] instead of optical circuit switching (OCS) [39], in optical switches in the WDM layer networks. Without the huge amount of OEO conversions, much faster data processing speed as well as much more efficient network resource utilization can be achieved. However, since there is no cost effective optical buffering solution as well as difficulties in implementing optical logical gates, this architecture is too futuristic and not realizable in the near future.

In our work, we focus on the IP/MPLS over reconfigurable WDM network, which seems to be most practical and realizable in the near future [38]. Specifically, for such networks, the IP/MPLS layer and the WDM layer network control planes can be combined in different fashions, namely overlay model, augmented model and peer model [20, 21]:

**The Overlay Model:** A typical overlay IP/MPLS over WDM network is a hierarchical interconnection model consisting of two layers, with the IP/MPLS layer residing over the WDM layer in a client-server fashion. In such networks, the IP/MPLS layer and the WDM layer networks are independent of each other, with IP/MPLS layer being the integrated service provider (ISP) and WDM layer being the bandwidth provider. The IP network has no knowledge of the optical network topology and resources.

With the overlay interconnection model, while the IP/MPLS layer network can only request lightpath services from the WDM layer, the optical network is responsible for setting up lightpaths between each IP/MPLS layer router pair. The only information exchanges between the two layers are the signaling messages for creating, modifying and deleting a switched lightpath through the UNI. Figure 2.3 shows a sample overlay IP/MPLS-over-WDM network architecture.
In overlay IP/MPLS over WDM networks, each network node is a photonic-cross-connect (PXC)\textsuperscript{1} interconnected with zero, one or more LSRs through the UNI. When there is no LSR connected to it, a PXC is only responsible for switching the bypass traffic, from its input ports to its output ports transparently at the wavelength granularity [40, 41]. When a PXC is connected with one or more LSRs, it has additional functions. Figure 2.4 illustrates a typical PXC architecture with some LSRs connected to it. With several LSRs connected to it, the PXC can receive traffic terminated at the LSR to the local network or transmit traffic originated at the LSR from the local network. The LSRs are used to multiplex local traffic streams into a higher capacity request that PXC can support and also to generate/terminate traffic to/from a lightpath to local receiver.

The advantage of this model is that it is relatively simple to implement for static IP/MPLS over WDM networks, and it is particularly attractive to carriers, as

\textsuperscript{1}In this dissertation, we use PXC and OXC interchangeably as PXC is more frequently utilized in industry to indicate that an OXC is associated with some digital OXC functionalities.
it aligns with common carrier practice of organizing their operational units into transport and switching units.

**The Peer Model:** In peer model networks, the IP router or LSRs and WDM layer OXCs are interconnected in a peer-to-peer fashion. The two layers are collapsed into a single integrated layer and are managed in a unified manner. In other words, the OXCs are treated in the same way as the routers or LSRs. With the adopted GMPLS function, all the IP routers and OXCs are controlled and managed by a single control plane, and each OXC is equipped with an IP address. In such cases, the UNI, network-network-interface (NNI), and any other router-to-router interface are actually similar to each other from a routing and signaling perspective. In addition, the IP and optical networks run the same suite of routing protocol, e.g., open shortest path first (OSPF) [42] with suitable optical extension. While the topology and link state information kept by all the IP routers or LSRs and OXCs are identical to each other. Figure 2.5 illustrates a typical peer model IP over WDM network.
With the seamless interconnection of the IP and optical networks, the peer model networks allow much more efficient network resource utilizations. However, it also has several drawbacks. First, it requires that the topology and link-state information, which is specific to the optical network operator, to be known by the IP layer networks. Since such information is private to the network operators, especially when the networks are owned by different operators, information sharing is a big issue. Second, the information exchange between the two layers is extensive, especially when the traffic load is quite high, and thus, it may overburden the IP routers. Therefore, the peer model may not be practical for near term deployment, and is suitable when both the IP network and WDM network are owned by a single operator.

The Augmented Model: The augmented model allows the IP and optical networks to use separate routing protocols, while a certain kind of selected information from one routing protocol should be passed through the other. In other words, this model aims at making a compromise between the peer model and overlay model by allowing certain routing information to be exchanged between the two layers. For example, the reachable external IP addresses possessed by IP layer network could be passed through to the optical routing protocol, so that the reachability information could be accessed by its IP clients. For the information exchange between the IP domain and optical domain networks, the border gateway protocol (BGP) could be adopted in such network model. Figure 2.6 shows an augmented

![Figure 2.5: A typical peer model IP/MPLS over WDM architecture.](image-url)
network model for IP/MPLS over WDM networks.

The augmented network model tries to make the best of both IP and optical networks, and it also saves the complexity of the peer model networks. Yet the key design issue for this model is how routing information is exchanged at the IP-optical UNI. Some researchers suggested using BGP or OSPF for routing information exchanges between the two layers [43]; however, it remains to be seen if such a collapsed structure is feasible as there are distinct differences between the two layers. So far, no consensus has been reached on what kind of information should be shared between the two layers.

Among the three proposed interconnection models, the overlay interconnection model is the simplest in term of network control and management system implementation. It is widely believed that the overlay IP/MPLS over WDM network architecture will be a key component of next-generation optical Internet [19, 20, 38].

Figure 2.6: A typical augmented model for IP/MPLS over WDM networks.
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2.2.3 Lightpath

In wavelength routed WDM networks, data is transmitted between different end node pairs by wavelength channels, which are known as lightpaths [22]. A lightpath is an end-to-end all-optical wavelength channel that connects the ingress and egress nodes of the network without experiencing any Optical-Electrical-Optical (OEO) conversions. Although an end-node pair that is connected by a lightpath may be geographically a number of links away from each other, they are only one-hop away from each other in the logical layer network. A lightpath provides the bandwidth capacity at the wavelength level granularity, and it can support a large number of sub-wavelength level requests simultaneously. Upon the client requests, lightpaths are set up and torn down dynamically. In the WDM networks, the set of lightpaths form the logical layer network. For example, in Figure 2.3, the WDM layer network is formed by four OXCs interconnected by four fiber links. In the WDM layer network, four lightpaths are constructed with each traversing a number of fiber links, while in the IP/MPLS layer network, these four lightpaths appear as four directional logical links.

For a given WDM network topology, which is usually represented by a graph $G(V, E)$ with some network resource utilization information, a typical network routing algorithm can be adopted for request provisioning. For example, for a unicast connection request from $s$ to $d$, the Dijsktra’s Shortest Path algorithm [44] can be used to find the minimum cost lightpath route to serve the connect request between $s$ and $d$.

Compared to electrical switching, the biggest advantage of lightpath switching is its data transparency, which refers to the fact that data transmission is independent of the data bit rates, frame formats, protocol, etc.; the lightpath also decouples the optical layer network from its upper layer IP/MPLS network, and thus, makes network maintenance and updating easier.
In wavelength routed WDM networks, OXCs provide the routing and switching functions for lightpath based communication. If all OXCs in the network are not equipped with any wavelength converters, i.e., the OXCs are not capable of wavelength conversion, a new lightpath has to be associated with the same wavelength along its route, which is known as the wavelength continuity constraint (WCC); while if any of the OXCs are WC-OXC, such constraint can be relaxed.

### 2.2.4 Light-tree for Multicasting

Multicast is an efficient way to transmit information from one source to multiple destinations simultaneously. A multicast source sends a single copy of the data to all the members, and the data copy is needed only when at the branch of a tree, of which the source node is the root node and destinations are leaf nodes. Multicast saves a large amount of bandwidth resource when compared to the case of sending a separate copy of the data to each individual group member. Since IP has become the dominant network layer forwarding protocol while the demand for multicast service is growing steadily at the same time, extensive effort has been spent to design efficient IP multicast schemes [45].

IP multicast is based on an open service model. Any host or user can create a multicast group, send data to or receive data from a group and the multicast source only needs to know the group address. IP multicast utilizes the best-effort User Datagram Protocol (UDP) and it supports dynamic group management. Multicast members can dynamically join or leave a multicast group and there is no need for them to register, synchronize or negotiate with the center controller. Moreover, the IP multicasting does not require any special mechanisms for providing quality of service, security, or address allocation. The existing research on IP multicast has primarily focused on multicast group management, IP multicast protocol design,
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and IP multicast routing algorithm design. Detailed study on IP multicast can be found in [43, 45].

In recent years, as more and more bandwidth intensive multicast applications, such as multi-player gaming, video conferencing and interactive distance learning, etc., are becoming increasingly popular, a generalized lightpath concept, named light-tree, was introduced in [46] to support multicasting in WDM optical networks. A light-tree is an all-optical channel that supports data transmission transparently from a single source to multiple destinations simultaneously. Compared to IP multicast, light-tree typically relies on the optical splitting capability of its branching nodes for traffic copying. Compared to the one-to-one lightpath scheme, it is more bandwidth efficient in supporting wavelength level granulated multicast requests.

The efficiency of light-tree can be demonstrated with the example shown in Figure 2.7. Assume that a wavelength level granulated multicast request \( R\{s, \{d_1, d_2\}\} \), where \( s \) and \( \{d_1, d_2\} \) are the request source and destination set, respectively, arrives at the network. Figure 2.7 shows three typical schemes to support such a request. The first way is to use pure IP layer multicasting as shown in Figure 2.7(a). Each IP router on the multicast tree replicates the data packets, and then transmits the copy to downstream routers until the packets reach all the multicast destinations.

![Figure 2.7: Different multicast schemes in WDM networks: (a) Pure IP layer multicast; (b) IP multicast via multiple unicast; (c) WDM layer light-tree.](image-url)
Apparently extensive OEO conversions are required at every router when using this way of multicasting. The huge amount of OEO conversions imposes heavy burden on the IP routers, such as the high-speed packet header processing units, the high power consumption and cooling equipment requirement, etc.; a long data processing delay is also introduced in the transmission process.

The second way is to utilize multiple one-to-one lightpath unicast as shown in Figure 2.7(b). Each multicast destination is connected to the multicast source via a lightpath in an end-to-end fashion. As can be seen, to support such a request, two separate lightpaths, which are $s$ to $d_1$ using wavelength $\lambda_1$ and $s$ to $d_2$ using $\lambda_2$, are set up. Obviously, excessive bandwidth will be consumed. However, when the multicast destination size is large, bandwidth consumption will be extensive, and sometimes some requests will be blocked, which may further increase the blocking probability.

Finally, a light-tree strategy is utilized to realize optical multicasting at the WDM layer, taking advantage of the power-splitting capability of WDM switches as shown in Figure 2.7(c). Since the multiple destinations share the bandwidth of the same wavelength, this scheme provides more efficient utilization of bandwidth resource than the second scheme. Specifically, since the light-tree is an end-to-end connection channel from the request source to destinations, it does not require any OEO conversions in the transmission process.

To support light-tree communication, the multicast capable OXCs (MC-OXCs) are usually utilized to set up light-tree or light-forest in the WDM layer. Various kinds of MC-OXCs have been proposed in literature for optical layer multicast.

The first MC-OXC was proposed in [47], which is shown in Figure 2.8(a) and it is based on the so-called SaD switch as shown in Figure 2.8(b). An SaD switch consists of $N$ light splitters, $N^2$ amplifiers and $N^2 \times 2 \times 1$ switches. All input signals to the SaD switch are using the same wavelength. Once the wavelength reaches
the input port, the light splitter splits the signal into $N$ outputs, where the output signals are amplified by the optical amplifiers immediately. Through configuring the $N^2 \times 1$ switches, each of the output signals can be switched to the appropriate set of output ports. In such SaD-based MC-OXC, each input optical signal can be directly switched to none, one, multiple, or all output ports. Therefore, the SaD-based architecture is strictly non-blocking.

Using this non-blocking SaD switch, the $N \times N$ MC-OXC can be built as shown in Figure 2.8(a). At each input port, a de-multiplexer is used to extract individual wavelengths, which are then directed to the appropriate SaD switch. The SaD switch performs the space switching and/or signal splitting for the wavelengths directed to it and also sends the wavelength to the desired output ports. Finally, the multiplexers at each output port are employed to combine the $W$ signals on the individual wavelengths for transmission onto an outgoing fiber. This MC-OXC design can realize any permutation of optical multicast or unicast connections in a strictly non-blocking manner.

To reduce the power loss and the cost of SaD switch based MC-OXCs, some other power efficient and cost-effective switch architectures have been proposed.
Largely speaking, the issues with designing cost-effective and power-efficient MC-OXCs are related to the data-plane issue [52]. To conduct multicast communication, efficient light-tree set up schemes are also needed, which is related to the control plane issues.

The network layer multicasting problem is the well-known Steiner tree problem. Given a network topology $G(V, E)$, and a multicast request $R\{s, D\}$, where $V$, $E$, $s$ and $D$ are the network nodes, network edges, request source and request destinations, respectively, the problem is to find a minimum cost light-tree to connect $s$ to all nodes in $D$. The Steiner tree problem is known as $NP$-complete [53] and is not scalable for networks with a large number of nodes. To approach such a problem in large size networks, approximation algorithms are usually adopted, and various heuristic algorithms have been proposed and reported in literature [54–56]. The following are three algorithms that are typically used for such a Steiner tree problem:

a) Pruned Prim’s Heuristic (PPH) [54]: PPH begins by using the Prim’s algorithm [57] to find a minimum spanning tree (MST). When such minimum spanning tree is obtained, the PPH method then starts to prune the unnecessary tree branches until the final tree can reach only the desired destination nodes in $D$. The overall time complexity of PPH is $O(|V|^2 + |D||V|)$.

b) KMB’s algorithm [55]: KMB’s algorithm is also based on the MST tree. The algorithm builds a complete directed distance graph $H$ from $G$, and finds a MST tree $U$ on $H$ first; it then replaces each edge of $U$ with the corresponding shortest path on $G$ and again gets a MST tree $U_s$; it finally prunes the leaves that are not in $D$ from $U_s$ to get the Steiner tree. The overall time complexity of PPH is $O(|D||V|^2)$.

c) Nearest Participant First (NPF) algorithm [56]: NPF is a greedy-based algorithm. It starts from the node $s$, and tries to connect destination nodes in
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One by one to the partially built tree using the shortest paths. As NPF always connects the destination nodes using the minimum-cost path, it is also named the Minimum-cost Path Heuristic (MPH) algorithm. The overall time complexity of NPF is $O(|D||V|^2)$.

In our work within this dissertation, we will use the NPF algorithm to find the required tree for each multicast request.

2.3 Traffic Grooming

With the WDM technology, an optical fiber is able to support tens of wavelength channels with each providing capacity up to 100Gbps with the current transmission technology [58]. On the contrary, the bandwidth requirement of an individual user connection request is normally in the order of megabits per second (Mbps), which is much lower than the capacity provided by a single wavelength channel. Therefore, if a whole lightpath/light-tree is allocated to carry a sub-wavelength granulated user request, a large part of the bandwidth of such lightpath/light-tree will be wasted. Therefore, in order to efficiently utilize the wavelength channel capacity, multiple low-rate traffic demands are usually packed together onto the high-speed channels for transmission. Such a traffic bundling process is referred to as traffic grooming problem [59–61]. Initially the traffic grooming problem is studied in SONET/WDM ring networks, and the main objective is to minimize the overall network cost in terms of the number of optical add/drop multiplexers (OADMs). Later, such a problem is extended to meshed WDM networks to handle the static traffic, wherein the traffic grooming problem is also referred to as virtual topology design problem in some literature [25, 62].

To support traffic grooming, two typical kinds of switch architectures as shown in Figure 2.9 have been proposed in [63]. Figure 2.9(a) is a hierarchical switch
architecture equipped with both wavelength switching and traffic grooming fabrics. With the switching fabrics, such a switch is able to support wavelength level data switching in the optical domain, while with the grooming fabric, it is able to realize the data grooming and switching in the electronic domain. In addition, such architecture is also able to realize traffic duplication with its grooming fabric in the electronic domain. This kind of switch architecture is called as grooming-capable OXC (GC-OXC) or Wavelength-Grooming Cross-connect (WGXC) [64], and is usually utilized to support the lightpath based unicast or multicast traffic grooming.

Figure 2.9(b) presents an architecture that is able to support multicasting services with either full wavelength capacity requirement or subwavelength level capacity requirement. For wavelength level granularity request, it is able to receive the optical signal from one input fiber, and send it to its splitter banks for signal duplicating, and finally switch them to the desired output ports all-optically. If the light-splitter banks are sufficient, the multicast requests can be transmitted as much as possible in the optical domain. While for the sub-wavelength granulated requests, the architecture is also equipped with a grooming fabric that is
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responsible for traffic termination, aggregation and re-transmission in the electronic domain. Such architecture is usually called multicast capable optical grooming switch (MC-OGSW) [65], and is adopted for light-tree based multicast traffic grooming.

In recent years, an increasing amount of research efforts have been devoted to traffic grooming for both unicast and multicast traffic demands, and it is widely recognized that traffic grooming is a practical and critical technique for WDM network design and implementation [25, 63]. Below we give a brief review of the previous efforts on such problem.

2.3.1 Static and Dynamic Traffic Grooming

The traffic grooming problem can be classified into two categories: the static traffic grooming problem and the dynamic traffic grooming problem. For the static scenario, the traffic requests are known in advance or do not change over a period of time. From the algorithm design point of view, the main objective of this problem is generally to minimize the cost for supporting all the traffic demands, or to support as many request demands as possible with the given network resources. While for the dynamic scenario, the unicast/multicast traffic demands usually arrive and leave the network dynamically without any information about the future arrivals, and the main objective of algorithm design is usually to minimize the blocking probability or to maximize the network throughput.

The early-stage work on traffic grooming was mainly for tackling the static problems [25, 63], and conceptually such static problem can be divided into three sub-problems as below,

a) The virtual topology design sub-problem: when given the traffic demands and the physical layer network topology, this problem is to determine the set of
lightpaths to be established for the traffic demands. The set of new lightpaths define the virtual network topology;

b) The routing and wavelength assignment (RWA) sub-problem: after obtaining the virtual topology, it is essential to determine the physical layer route that corresponds to each virtual link and assign wavelength(s) to each route. In the RWA process, the distinct wavelength constraint, i.e., different lightpath passing through the same fiber link should be assigned different wavelength, and wavelength continuity constraint (WCC) [9], i.e., wavelength along a path route should be the same if no wavelength converter is utilized, must be taken into account. Extensive review on this sub-problem can be found in [66];

c) The routing/grooming demands for the given traffic sub-problem: once the virtual network topology is finalized, the problem is how to meet the traffic demands efficiently using the lightpaths that have been set up. Since a request may transverse a number of existing lightpaths, and the different lightpath connections have to use OEO conversions, the main objective of this sub-problem is to minimize the OEO consumptions.

The static traffic grooming problem is well-known as an NP-complete problem. It is usually modeled as an integer linear programming (ILP) problem, and then is tackled with heuristic algorithms. Various approximation algorithms have been proposed for static unicast/multicast traffic grooming problem in literature. Comprehensive review on static traffic grooming problem can be found in [25, 67].

In recent years, with the developments of optical communication technologies, the traffic in optical networks now tends to show its dynamic nature; also, as the network traffic grooming locations are extending from core networks to metropolitan area networks, dynamic traffic grooming becomes increasingly popular, and extensive work has been done on it [26, 67]. Specifically, the authors in [26] classified the dynamic traffic grooming problems into two broad categories: analysis
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Problem and design problem according to different minimization objectives. While the analysis problem focuses on analyzing the network behaviors, e.g., network blocking performance, presuppose an existing policy and resource allocation under given traffic conditions, the design problem presuppose certain model that allows computation of certain objective under specific resource allocation and policy or to devise strategies to optimize certain objectives of interest. Among all issues that are related to both problems in the dynamic traffic grooming process, the network blocking performance is always the main concern, as it is the most important metric that measures the performance of a network.

For all work within this dissertation, we mainly focus on the design problem in dynamic traffic grooming process. Specifically, we aim to devise provisioning strategies to minimize the network blocking performance in different cases. Below we give a brief review to the previous work on dynamic unicast LSP routing in overlay IP/MPLS over WDM networks and multicast traffic grooming in WDM networks.

2.3.2 Dynamic LSP Routing in Overlay IP/MPLS over WDM Networks

In the past few years, dynamic unicast request provisioning problem has received extensive research interests in WDM networks [26, 68–70]. Specifically, the authors in [68, 69] have proposed different kinds of auxiliary graph models to represent the WDM networks; based on such graph models, various unicast request provisioning algorithms have also been presented. For the overlay IP/MPLS over WDM network, however, dynamic traffic grooming problem is relatively new, since the proposed graph models and existing algorithms cannot be directly extended to the overlay networks: in the overlay networks discussed in Section 2.2.2, the two layers are independent of each other, owned by two different owners, making the
complete information on the two different layers unavailable to any user. Due to such layered property of the overlay network, only a few algorithms have been proposed for the dynamic unicast traffic provisioning problem. We classify these existing algorithms into two categories, i.e., sequential routing and resource based routing, according to the routing decision strategies adopted by them.

**Sequential routing algorithms:** The Logical-Layer-First (LGF) and Optical-Layer-First (OPF) are two representative sequential routing algorithms. In the LGF algorithm, the following two steps are carried out upon the arrival of each transmission request: (1) try to route the request over the residual bandwidth on the existing logical links; (2) if Step 1 fails, then try to set up a new lightpath directly between the ingress and egress LSRs on the WDM-layer network. For the OPF algorithm, the above two steps are reversed. In both algorithms, if both steps fail, the request is blocked.

In [71], Ye et al. used the LGF sequential routing algorithm to set up the primary path in their integrated routing/protection strategy. Niu et al. presented both the LGF and OPF algorithms and made some comparisons between them when fixed-path routing is applied to set up new lightpaths [72]. Zhong et al. improved the OPF algorithm by adopting dynamic least congested shortest path routing in the WDM-layer network [73]. Although both Niu et al. and Zhong et al. have studied the influence of add/drop ratio on network performance, they did not take any measures to improve the optical port utilization when setting up new lightpaths. Therefore wavelength utilization tends to be low when lightpaths are long.

To improve both the port and wavelength resource utilizations, Ye et al. proposed an algorithm called Short Lightpath Establishment Approach (SLEA) [74]. Through dynamically assigning link costs in the auxiliary graph taking into consideration the optical hop constraint, i.e., assigning a high cost once the optical hop length reaches a certain threshold value and a low cost otherwise, SLEA tries
to eliminate the inefficient long lightpaths. Simulation results show that SLEA significantly improves the network blocking performances, and it even outperforms the integrated routing algorithm described in [75] if an appropriate hop constraint is found.

**Resource based routing** algorithms aim at efficiently utilizing the network resources. Two typical examples of such algorithms are the Existing Capacity First (ECF_OVLY) and Minimum Logical Hop (MLH_OVLY) methods proposed by Koo *et al.* [76]. The main idea of ECF_OVLY is to first try to use the residual bandwidths of the existing logical links to serve the arriving requests. If that fails, it then tries to set up some new lightpaths, not necessarily from source to destination, for the request. By encouraging setting up shorter lightpaths, ECF_OVLY lowers the chance that lightpaths are under-utilized for a long time.

MLH_OVLY aims to minimize the number of logical hops traversed by each incoming request. For each arriving request, MLH_OVLY first tries to serve it using a single-hop logical link, by either using an existing logical link or setting up a new lightpath between the source and destination LSRs; if that fails, it then tries to find a route with the minimum number of logical hops, where new lightpaths are set up when necessary. Simulation results in [76] show that MLH_OVLY outperforms ECF_OVLY.

In our earlier work described in [77], we proposed the use of historical data in LSP routing in overlay IP/MPLS over WDM networks. Through utilizing a novel but simple data learning scheme to estimate the IP/MPLS layer logical link costs and *K-loopless shortest path* (KSP) algorithm to find a number of IP/MPLS layer candidate routes, two simple LSP routing algorithms were proposed and satisfactory network blocking performances were obtained.
2.3.3 Dynamic Multicast Grooming in WDM Networks

In recent years, as more and more multicast applications such as multiparty conferencing, video distribution and HDTV etc. are becoming increasingly popular, multicast traffic is expected to constitute a large portion of the overall network traffic in the future. However, since the bandwidth needed for a multicast session is typically much lower compared to the capacity that can be provided by a single wavelength channel in today’s WDM networks, traffic grooming is usually adopted to efficiently utilize the wavelength capacity.

The rapid advances and adoption of optical communication technologies make dynamic multicast traffic grooming increasingly important, and quite a few algorithms have been proposed for such a problem [65, 78–84]. Such algorithms typically utilize either lightpaths or light-trees, or both of them, to support dynamic multicast traffic. For convenience, we term those algorithms utilizing only the lightpaths for multicast traffic grooming as \textit{lightpath based} approaches; and \textit{light-tree based} approaches otherwise.

**Lightpath based traffic grooming approaches:** The first lightpath based dynamic multicast traffic grooming algorithm, named Maximizing Minimum Freeload (MMFL) method, was proposed in [78]. To simplify the calculations, MMFL limits the route selection for each multicast request to be on a single wavelength which, among all the wavelengths, has the largest overall residual capacity after accommodating the multicast request. The MMFL algorithm is simple, but the single wavelength constraint degrades the network resource utilizations.

To alleviate the unfavorable single-wavelength constraint, two other algorithms, which we called the logical-path-tree (LPT) method and saturated cut (SC) method respectively, were proposed in [79]. Both algorithms adopt the same idea of utilizing existing logical links to serve as many destinations as possible before setting up new lightpaths. Between them, SC achieves better performance by first
finding islands which include at least one of the sources/destinations and other nodes connected to them via existing links with sufficient residual capacities, and then connecting such islands by setting up new lightpaths. To the best of our knowledge, SC performs best among all the existing lightpath based methods.

**Light-tree based traffic grooming approaches:** For light-tree based dynamic traffic grooming, an established light-tree can either be fixed or changed in the grooming process. Depending on whether an established light-tree can be changed in grooming or not, we classify algorithms of this category into *fixed* light-tree methods and *adaptive* ones.

For the fixed light-tree methods, an established light-tree cannot be changed until the transmission going through it is finished; hence a fixed light-tree can only serve new requests whose destinations are supersets of the destinations of the established light-tree. The first set of four light-tree methods were proposed in [65], where an established light-tree can only be utilized to groom requests with the same destination set (though not necessarily the same source). Since the probability that two multicast sessions have the same destination set is low, the algorithms may lead to low network resource utilizations.

To release the “same destination set” constraint, algorithms are proposed to allow a new multicast session to utilize multiple existing light-trees if, and only if, these trees have disjoint destination sets which are all subsets of the destinations of the new session [80, 81]. Such algorithms include Multicast Tree Decompose (MTD) [80], light-tree division-destination branch node-based grooming scheme (LTD-DBNG) and light-tree division adjacent node component-based grooming scheme (LTD-ANCG) [81] etc. They adopt the same objective of utilizing the existing light-trees to serve as many destinations as possible. Compared to MTD, LTD-DBNG and LTD-ANCG have an additional step: they split a new light-tree into a few smaller ones such that the smaller trees have a better chance to be used.
by future multicast sessions. Specifically, while LTD-DBNG splits a light-tree at an intermediate node only if this node is one of the destinations of the multicast session, LTD-ANCG allows more flexible splitting of a light-tree into a number of sub-trees according to a predefined priority list of different sub-tree topologies. Among the existing fixed light-tree methods, LTD-ANCG achieves the best blocking performance; hence it will be adopted in the performance comparisons.

For the adaptive light-tree methods, established light-trees can be changed dynamically for multicast traffic grooming [82, 83], though this may cause interruptions to ongoing traffic. Specifically, by modeling the network into a layered auxiliary graph, the multicast dynamic light-tree grooming algorithm (MDTGA) algorithm allows its established light-trees to be dropped, branched or extended to groom new requests, or to be contracted to release unused resources [82]; the efficient multicast traffic grooming algorithm (EMGA) method adopts a similar mechanism, but it dynamically changes its link costs to improve the overall grooming efficiency [83]. It has been shown in [83] that EMGA achieves better blocking performance than MDTGA in different cases. We include EMGA in performance comparisons in Chapter 4.

An interesting stop and go (S/G) light-tree mechanism was proposed in [84]. Such an S/G light-tree mechanism is based on a hybrid switch architecture, which is capable of both circuit- and packet-switching. Although such a mechanism is able to groom either unicast traffic or multicast traffic, or both, the switch architecture is quite different from what are being considered in current literature; it is also complicated and expensive for implementation.
2.4 Multicast Request Protection

Optical networks are vulnerable to various component failures, and a single failure of either software or a network element, e.g., fiber cut, OXC broken down, port on a client equipment failure, etc., can cause massive information loss and serious service interruptions to the end-users [30]. In networks supporting a large number of bandwidth-intensive multicast applications, such failure is even more serious since a single failure of a multicast session will affect several downstream users. The nearer a failure is to the session source, the more serious is its impact. Therefore, survivability mechanisms are essential to protect multicast sessions against network failures. Survivability methods can be classified into two categories: restoration [85] and protection [86]. While restoration is reactive and efficient in terms of resource utilization, protection is proactive and recovers fast response after a failure has occurred. In WDM backbone networks, protection is accepted to be the most preferred mechanism for survivability as it guarantees full recovery and fast recovery [87].

A number of multicast protection mechanisms have been proposed to prevent the WDM networks from network failures in literature [34–36, 86, 88–91]. Generally, such protection mechanisms can be classified as dedicated [92] or shared [93] ones, according to whether the backup resources can be shared or not. Based on the way that the requests are protected, they can be further classified into four different categories: tree-based, ring-based, path-based and segment-based ones [88]. The tree-based scheme is a straightforward way to protect a multicast session: find a primary tree first, and then calculates a link-disjoint backup tree for each multicast session [94]. Two light-trees are deemed to be link-disjoint only if they do not share any common link along their routes. The two link-disjoint trees usually carry the same data to the request destinations. Once any link on the primary tree fails, the affected network nodes will detect such a failure and report to the network
controller, which in turn will appropriately reconfigure the network nodes to use the backup tree for data transmission. Figure 2.10(a) shows an example for the link-disjoint tree-based protection scheme for multicast session \( R\{s, \{C, D\}\} \). The tree-based scheme is fast in fault recovery and is usually utilized to provide 1 + 1 dedicated protection. However, it needs excessive network resources and sometimes the desired link-disjoint trees may not be found in a mesh network, which thus degrades network resource utilizations and causes higher request blocking probability.

Ring or partial ring is set up to protect each multicast session with ring-based protection schemes [95, 96]. The authors in [95] proposed two algorithms, namely one ring for one multicast session (OFO) and one ring for all multicast sessions (OFA), for static multicast request protection. Both OFO and OFA connect the session source and destinations with a single ring. The difference is that OFO protect each session with a single ring without resource sharing among the other sessions, while OFA uses a Hamiltonian ring to connect all the network nodes and allows resource sharing among different multicast sessions. The authors in [96] proposed another ring-based method, namely optimized collapsed ring (OCR), for
multicast protection. OCR connects the session source and all destinations using a partial overlapped bidirectional ring, as the example shown in Figure 2.10(c). The main issue with all these ring based methods is their inefficiency in wavelength capacity utilization.

Many path-based algorithms have been proposed for multicast protections [34, 88]. The main idea of all path-based methods is to compute link-disjoint path pairs from a session source to all the destination members so that a multicast session will be able to survive from any single link failure of the primary and backup paths. Based on this idea, an algorithm called optimal path-pair-based shared disjoint paths (OPP-SDP) is proposed in [88]. It allows its backup route to share edges with its existing primary route and backup edges. Figure 2.10(d) shows an example where two OPP paths are used to protect a request. In [34], a similar path based protection algorithm, named multicast protection through spanning paths (MPSP), is proposed. Compared to OPP-SDP, MPSP considered the backup path capacity sharing among different multicast sessions.

Segment is a sequence of links from any destination or branch node to any other branch or destination node of a light-tree [88]. Different segment based protection schemes were proposed for multicast request protection [35, 36, 88, 97]. All these proposed protection methods always try to construct a primary light-tree first, and then divide such primary light-tree into segments; finally each segment is protected separately by different backup route to improve network survivability. It has been reported in [36] that the segmented based methods have better performances in terms of resource efficiency and blocking probability among all the proposed protection schemes; the restoration time for the segment-based method is also shorter when compared to the other protection schemes [35].

Recently a number of other new technologies, e.g., $p$-cycle [98] and network coding [99], have been introduced for solving the network survivability problem. Although
such new techniques have some very nice advantages, such as the high capacity utilization with network coding and the speed-recovery of \( p \)-cycle, they are still not good enough for multicast protection, especially for the dynamic traffic scenario. This is because \( p \)-cycle is not flexible and efficient for dynamic multicast sessions, and the network coding process introduces some additional computational complexity and OEO conversions. For the network coding scheme, the high-speed synchronization process is difficult to implement and the coding process can only be realized in the electronic domain.

It is worth noting that all the above multicast protection schemes have considered only full-wavelength granulated multicast requests. For sub-wavelength granulated multicast request protection, few algorithms have been proposed. Specifically, although the authors in [100] have proposed two algorithms, namely Multicast Traffic grooming with Segment Protection (MTG-SP) and Multicast Traffic grooming with Shared Segment Protection (MTG-SSP), for the survivable multicast traffic grooming (SMTG) problem, the assumptions made in the paper is not valid for current optical networks as pointed out by the authors in [35].

The example in Figure 2.11 illustrates the problem with the protection scheme proposed in [100]. For the topology shown in Figure 2.11, if there is a sub-wavelength granulated multicast request \( R\{S, \{A, C, E\}\} \) that arrives at the network, a survivable route as shown in Figure 2.11(a) can be found for it with the MTG-SSP algorithm. When there is link failure happens at link \( S \rightarrow A \) as shown in Figure 2.11(b), the backup route will be activated as shown in Figure 2.11(c). As can be seen, although \( C \) and \( E \) can be connected to \( S \), service of \( A \) is still interrupted as there is no backup wavelength reserved along any route to node \( A \).

Such a problem is caused by the assumption adopted in [100]. The authors stealthily assume that a wavelength channel that is reserved in a fiber can be utilized to
transmit light signals in two opposite directions with simple switch reconfigurations at the two end-nodes of the path. However, such function cannot be realized within the current optical communication infrastructure. In the current optical network, there are two fibers in opposite directions with each carries a number of wavelengths; the optical input and output ports on an end-node switch are utilized to connect the optical fibers incoming to and outgoing from this node. Since the switching ports at the end-nodes are fixed, the reserved wavelength channels in a fiber cannot be utilized in both directions. In addition, although there are some ways to realize the bi-directional switching function, e.g., placing a pair of optical circulators in between the two end-nodes of the fiber as described in [35], many changes need to be made to the existing network infrastructure, which is too expensive and not a practical solution for near term implementation.

2.5 Summary

This chapter gives a brief review of current research that is related to the topics to be explored in this dissertation. Specifically, we first conduct a survey of wavelength routed WDM networks and relevant optical networking technologies, which include the IP/MPLS over WDM networks, one-to-one lightpath for unicast communication, and one-to-many light-tree scheme for multicast communication; then

![Figure 2.11: A multicast request $R\{S, \{A,C,E\}\}$ served with MTG-SSP method. (a) The working and backup paths found with MTG-SSP method. (b) A link failure occurred at link $S \rightarrow A$. (b) The service of $A$ cannot be restored with MTG-SSP.](image)
we review the traffic grooming problem; finally, the different multicast protection schemes are reviewed.
Chapter 3

Dynamic LSP Routing in Overlay
IP/MPLS over WDM Networks

3.1 Introduction

With the explosive Internet traffic growth and the rapid advancements of optical networking technologies, it is widely believed that the IP/MPLS over WDM network will be a key component for building the next-generation Optical Internet [13, 18]. As described in Chapter 2, the control plans of the IP/MPLS layer and the WDM layer can be interconnected via several different models, namely overlay model, augmented model and peer model. With the two layers controlled and managed independently while only limited information exchanges between them, the overlay IP/MPLS over WDM network is widely accepted to be the most promising network architecture for near-term deployment among these three interconnection models [19, 20]. In addition, since the IP/MPLS layer and the WDM layer networks are usually owned by different operators, the ability to protect confidential transactional information also argues well for the overlay model.
In an overlay IP/MPLS over WDM network, the only information exchanges between the two IP/MPLS layer and the WDM layers through the User to Network Interface (UNI) are the service requests and responses. The simplicity of information exchanges makes the overlay model easy to be implemented and, hence, more extensive deployment [101]. The recently demonstrated service oriented optical networks [102, 103] is a practical application of such an overlay architecture. Various request routing algorithms have been proposed for dynamic LSP routing in overlay IP/MPLS over WDM networks [71–74, 76], and they can be classified as sequential routing and resource-based routing, as reviewed in Chapter 2, Section 2.3.2. We notice that none of these algorithms consider the fact that a logical-layer integrated service provider (ISP) typically has the historical records of its own service requests that have been supported by the WDM-layer network, which could be utilized by the ISP to make better routing decisions.

To utilize the historical record in LSP routing, originally, we proposed two novel dynamic LSP routing algorithms, namely Existing Link First (ELF) and ENquire first (ENF) methods respectively, for the first time to the best of our knowledge, for the overlay IP/MPLS over WDM networks in [104]. The main idea of the algorithms is to use lightpath set up cost that is reported by the WDM layer network to estimate the cost of a logical link, and to update the cost of such logical link, if the logical link has not been chosen by the logical layer routing algorithm for a certain period of time. The time interval is determined by the overall network traffic load and the number of requests that have arrived at the network.

Later we discovered that these schemes could be further improved. The improved algorithms lead to significantly better Bandwidth Blocking Ratio (BBR) performances with the revised ELF consistently perform better than the revised ENF in various different scenarios. The bandwidth blocking ratio (BBR), which is illustrated below, is defined as the total amount of blocked bandwidth to the total
amount of user requested bandwidth to be transmitted,

\[ BBR = \frac{\sum \text{blocked request bandwidth}}{\sum \text{bandwidth of all requests}} \] (3.1)

Hence, we choose to report only the revised ELF algorithm, and compare it with the best existing schemes.

In what follows, we first present the adopted overlay system model, and then describe the (revised) ELF algorithm in detail; finally, we compare the BBR performance of the ELF algorithm to the existing algorithms for different scenarios.

### 3.2 System Model and Definition

An overlay IP/MPLS-over-WDM network architecture is illustrated in Figure 3.1.

![Figure 3.1: The IP/MPLS over WDM network assumed in this chapter.](image)

The optical-cross-connects (OXC)s on the WDM layer are interconnected with optical fiber links each carrying a number of wavelengths, while routers on the
IP/MPLS layer are connected to OXCs through optical ports. The WDM layer network is a bandwidth provider, which provides a dynamic connectivity service to the IP/MPLS layer network in the form of lightpaths. The IP/MPLS layer network acts as an integrated service provider (ISP), and its topology changes dynamically following the arrivals and departures of service requests. The network control and management functions of the two layers are independent of each other.

With a centralized management system, each of the IP/MPLS and WDM network layers is controlled by a different network operator. The respective operators maintain all the information of their own network layers, and only share the necessary information with each other through the control channels. For each arriving request, the controllers on the two layers will work cooperatively in accordance with the agreed service contract. Specifically, when a request arrives, the IP-layer controller will first try to find a route in the logical layer. If this step fails, the request is transferred to the WDM layer through the UNIs. Note that whether a request needs to be transferred to the WDM layer is decided by the controller of the logical-layer. When the request has been transferred to the WDM layer, whether the request can be served will be decided by the controller of the WDM-layer. Also note that information exchanges between the two layers can be carried out via any UNI; it is not necessary for these information exchanges to be carried out via a direct connection between the controllers of the two layers (such a direct connection may not even exist). It is for the ease of illustration and discussion that a direct information exchange channel between the controllers in the two layers is shown in Figure 3.1.

In the overlay network architecture, each network node is a photonic-cross-connect (PXC) interconnected with zero, one or more LSRs through the UNI. With the LSRs connected, a PXC is responsible for switching the bypass traffic from its input ports to output ports transparently [40, 41], receiving traffic terminating at the LSR to the local network, and transmitting traffic originating at the LSR from the
local network. The LSRs are responsible for traffic grooming as well as generating and terminating connections in the electronic domain. Note that the number of add/drop ports of a PXC equals the number of transmitters/receivers the node has. Such input/output ports are typically expensive due to the high-speed electronic processing requirement. Therefore, to save on the network cost without sacrificing network performance, a favourable solution is to let each PXC to be equipped with a limited number of add/drop ports shared by all the wavelength channels going through it [105]. In this chapter, we call such a PXC architecture as port-limited. In contrast, in a port-unlimited PXC, each wavelength channel is assigned a dedicated pair of add/drop ports. Define add/drop ratio $r$ [73] of a PXC as

$$r = \frac{N_p}{N_W} \quad (0 < r \leq 1),$$

where $N_p$ denotes the number of add/drop port pairs and $N_W$ is the number of incoming/outgoing wavelength channel pairs of the PXC. By definition, $r = 1$ for a port-unlimited PXC.

In this chapter, we consider the general case of an overlay IP/MPLS over WDM network with $N$ network nodes and $L$ bi-directional optical fiber links where each link carries $W$ wavelengths. Without loss of generality, each network node is assumed to be a PXC interconnected with a single LSR [74], and all PXCs have no wavelength conversion capability. Note that the work can be easily extended to networks with full or partial wavelength conversion capability. The node architecture adopted in this chapter is shown in Figure 3.2.

For the network considered, it is assumed that there is a single ISP that manages the IP/MPLS network above the WDM network, and the ISP has full link-state information of the logical-layer network. Each time a new request arrives, the ISP will try to find an appropriate route for it and decide whether to use the existing logical links or to set up new lightpaths between LSRs. If new lightpaths need to be established, the ISP will send the request to the WDM-layer bandwidth provider, consulting on the costs of using (leasing) these lightpaths. Based on the service contract and network resource availability, the WDM-layer bandwidth
Figure 3.2: A typical node architecture with a PXC interconnected with a single LSR that is utilized in this chapter

provider either feedbacks with the lightpath setup costs or rejects the lightpath establishment request (e.g., if it runs out of wavelength channel and/or add/drop port resources). Such decisions made by the WDM layer operator are independent of those made by the logical-layer ISP, as it has no knowledge of either the network topology or the available resources on the logical layer; and vice versa. Once an incoming request is provisioned on the logical layer network using either the existing links or new lightpaths, or both, the route will be fixed by the ISP so that the end users’ services will not be interrupted.

The information exchanges between the IP and WDM layers basically include only the cost enquiries and feedbacks for the candidate lightpaths to be set up. Since theoretically speaking the number of candidate lightpaths may increase exponentially when the network size (number of nodes) increases, the ISP has to smartly select a small subset of candidate lightpaths without any knowledge of WDM-layer topology and resources availability. To make good decisions, it makes sense for the ISP to make use of historical records of lightpath costs. In this chapter, we make
the assumption that the ISP can keep a record of the lightpath setup costs for a certain past period of time as well as the time at which such costs were reported by the WDM-layer bandwidth provider. Such historical records can be used to estimate the cost for setting up each candidate lightpath and consequently decide on the candidate route(s). The cost estimation and candidate routes selection methods will be discussed in the next section.

Table 3.1 presents a summary of the notations used in this study.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Means</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>Number of candidate routes for each incoming request</td>
</tr>
<tr>
<td>$n$</td>
<td>The ID number of each incoming connection request</td>
</tr>
<tr>
<td>$\bar{H}$</td>
<td>The average number of optical hops traversed by each lightpath</td>
</tr>
<tr>
<td>$L(i, j)$</td>
<td>Logical link between LSR $i$ and $j$</td>
</tr>
<tr>
<td>$P(i, j)$</td>
<td>New lightpath between LSR $i$ and $j$</td>
</tr>
<tr>
<td>$\omega_{ij}$</td>
<td>Number of idle wavelengths along $P(i, j)$</td>
</tr>
<tr>
<td>$C_{ij}$</td>
<td>Cost of $P(i, j)$</td>
</tr>
<tr>
<td>$L_{ij}$</td>
<td>Cost of $L(i, j)$</td>
</tr>
<tr>
<td>$H_{ij}$</td>
<td>Minimum number of optical hops between OXC $i$ and $j$</td>
</tr>
<tr>
<td>$p_i$</td>
<td>Number of idle optical ports available on LSR $i$</td>
</tr>
<tr>
<td>$U$</td>
<td>The maximum number of historical records of cost for each logical link kept by the IP-layer ISP</td>
</tr>
<tr>
<td>$T^n$</td>
<td>The arrival time of the $n$-th LSP request</td>
</tr>
<tr>
<td>$C_{ij}^n$</td>
<td>Cost of $L(i, j)$ reported by WDM layer operator at $T^n$</td>
</tr>
<tr>
<td>$C_{ij}^{\text{est}}$</td>
<td>Estimated cost for $L(i, j)$ after the expiration time $T_{ij}$</td>
</tr>
<tr>
<td>$T_{ij}$</td>
<td>Estimated expiration time for $L_{ij}$</td>
</tr>
<tr>
<td>$T_{ij}^{\text{cal}}$</td>
<td>Calculated expiration time for $C_{ij}^{\text{est}}$</td>
</tr>
<tr>
<td>$r$</td>
<td>Add/drop ratio</td>
</tr>
<tr>
<td>$R_{ij}$</td>
<td>Estimated average changing rate of $L_{ij}$ during the time before $T^n$</td>
</tr>
</tbody>
</table>
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3.3 Proposed Algorithm

In what follows, we describe the proposed historical data learning based algorithm. Section 3.3.1 describes the graph generation and cost assignment process for making routing decisions. Section 3.3.2 discusses the historical data learning and cost updating strategies; Section 3.3.3 presents the complete ELF algorithm; and finally Section 3.3.4 analyzes the complexity of the algorithm.

3.3.1 Graph Generation and Cost Assignment

For each incoming request, the ELF algorithm runs the *K*-shortest path (KSP) algorithm [106] on top of a randomly generated graph to find a desired number of candidate routes. The randomly generated directed graph represents the IP/MPLS-layer network with its nodes being LSRs, and its edges being existing logical links with sufficient residual bandwidth for the incoming request or potential new lightpaths to be set up on the WDM layer. We call those edges corresponding to the existing logical links with sufficient residual bandwidths as *existing links*, and those corresponding to the potential new lightpaths as *candidate new lightpaths* (CNLs). After running the KSP algorithm on the randomly generated graph, each of the resulting candidate routes may consist of only existing links, only CNLs, or both.

For each CNL involved in the candidate routes, the logical-layer ISP will signal to the WDM-layer bandwidth provider to enquire its cost. If the CNL is finally chosen to serve the request, a new lightpath will be set up on the WDM layer to support it. However, since an IP-layer ISP does not have the link-state information of the WDM-layer network, CNLs on the candidate routes may turn out to be infeasible due to exhausted wavelength channel and/or input/output port resources. If all the candidate routes are infeasible, the request is blocked.
Upon receiving a lightpath establishment request from the IP/MPLS layer, theoretically speaking, the WDM-layer bandwidth provider can use any routing and wavelength assignment (RWA) strategy to decide whether and how to set up the required lightpaths. In this study, since the main focus is to study the use of historical data on the IP/MPLS layer, we adopt the shortest hop count path routing and first-fit wavelength assignment strategy on the WDM layer. Other more sophisticated RWA strategies certainly can also be used but we believe the insights provided would be similar. As shall be seen in Section 3.4, by using the simplest RWA strategy, the proposed algorithm already outperforms the best existing algorithms not using the historical data. In many cases, the performance improvements are one to two orders of magnitude.

For each lightpath enquired by the ISP, the WDM-layer bandwidth provider will respond with a market price (say, measured in dollar) and a virtual cost for setting it up. The virtual cost is what has been agreed in the service contract. The ISP will keep a record of the virtual cost and carefully utilize such records in deciding the candidate routes and candidate lightpaths.

The virtual cost shall reflect the resource consumption for setting up the enquired lightpath without revealing detailed WDM-layer information. Also it should discourage over-utilizing a certain link or PXC to avoid the emergence of hot spots. The virtual cost therefore should reflect resource consumption as well as resource redundancy/scarcity of the enquired lightpath. To give the ISP strong incentives to minimize the virtual cost for setting up a connection, the market price and the virtual cost have to have strong positive correlation (e.g., the market price may increase faster than being linearly proportional to the virtual cost). This is a reasonable assumption for setting up a required connection at a lower virtual cost is in the interest of the WDM bandwidth provider. The bandwidth provider therefore should be willing to reward the cooperative ISPs with a lower market price. In this study, we assume that the ISP will try to lower the virtual cost and
always select the candidate route with the minimum virtual cost. Cases in which the market price is not positively correlated to the virtual cost will not be studied in this thesis.

In a port-limited PXC, the limited number of optical ports plays an important role in governing network performance. To improve the performance of a network with limited numbers of wavelengths and optical ports, these two types of resources should be consumed in a balanced manner. Specifically, if both wavelengths and optical ports are abundant, the costs of consuming them should be low and not so different from each other; while if any one of them becomes scarce, the cost of consuming the scarce resource should become higher to impose a penalty for utilizing it. Therefore, we define the cost $C_{ij}$ of a new lightpath $P(i, j)$ by taking into account the costs of consuming optical ports and wavelength resources as follows:

$$C_{ij} = \begin{cases} \left( \frac{p}{p - H_{ij}} \ln \left( 1 - \frac{1}{\omega_{ij} + 1} \right) \right) \times amp & \text{if } \omega_{ij} > 0 \text{ and } p > 0 \\ \infty & \text{if } \omega_{ij} = 0 \text{ or } p = 0 \end{cases}$$

(3.2)

This cost function is intended for both port-limited and unlimited cases. Specifically, it consists of two parts. The first part reflects the cost of consuming a pair of optical ports at LSR $i$ and LSR $j$: $p = \min(p_i, p_j)$ denotes the minimum number of optical ports available at the two end nodes of the candidate lightpath. The parameter $\alpha = \frac{(1-r)}{r(H+1)}$ regulates the relative weights of the costs of a wavelength and an optical port: a smaller add/drop ratio leads to a higher cost of consuming a pair of optical ports. Note that the cost for consuming optical ports reduces to zero in the port-unlimited case where $r = 1$. The second part calculates the cost of consuming a wavelength along each hop of the lightpath. The negative symbol is to ensure that the second part is a positive quantity, and $\omega_{ij} + 1$ is used to avoid generating an infinity value when $\omega_{ij} = 1$. Finally, $amp$ is an amplification factor.
regulating the ratio of the cost of using existing logical links and that of setting up new lightpaths. Such a definition of lightpath cost helps avoid selecting a route with too few idling optical ports or too few idling wavelengths, or too many optical hops. With the above-proposed cost function, the traffic load distribution on the WDM is expected to be more balanced.

We now discuss on the logical-layer link cost assignment. For simplicity, we classify the CNLs into cost enquired and cost unknown ones. If the cost of a link has been enquired before, it is a cost enquired link; otherwise, it is a cost unknown one. The costs of different types of links are defined as follows.

\[
L_{ij} = \begin{cases} 
1 & \text{an existing logical link} \\
M_{ij} & \text{a cost unknown virtual link} \\
\bar{C}_{ij} & \text{a cost enquired virtual link} \\
2M_{ij} & \text{a failed lightpath for } L(i,j)
\end{cases}
\]  

(3.3)

where \( M_{ij} \) is the default value for the cost of \( L(i,j) \). The default value can be suggested by the WDM-layer network operator to the IP-layer ISP, e.g., as using the average cost from past transactions, or calculated using some typical values of the relevant parameters. From our experiments, we found using the following simple method to calculate \( M_{ij} \) can achieve satisfactory performance.

For a given WDM-layer network with an average nodal degree \( \delta \), denote the average hop length of each lightpath when adopting the fixed minimum-hop routing method as \( \bar{H} \), and the average number of idle wavelengths on each optical link for a particular network state as \( \omega \). Since the average number of add/drop ports on each node equals \( W \times r \times \delta \) approximately, the average number of idle optical ports on each node status for a particular network state can be estimated as

\[
p = W \times r \times \delta - \frac{1}{\bar{H} + 1} \times \delta \times (W - \omega) .
\]  

(3.4)
The second part on the right side of the above equation comes from the fact that each lightpath only uses add/drop ports on its two end nodes. To avoid having a zero or negative value for $p$ under heavy traffic loads, we let

$$p = \max \left( W \times r \times \delta - \frac{1}{H+1} \times \delta \times (W - \omega), 1 \right).$$  \hspace{1cm} (3.5)

The default value of $M_{ij}$ for $L(i,j)$ can be calculated as

$$M_{ij} = \left( \frac{\alpha}{p} - H_{ij} \ln \left( 1 - \frac{1}{\omega + 1} \right) \right) \times \text{amp},$$  \hspace{1cm} (3.6)

where the value of $\omega$ can be anything between 0 and $W$, depending on the network state. Our experiences show that the performance of the proposed algorithm is not very sensitive to the value of $\omega$. A convenient option with satisfactory performance is to let $\omega = \frac{W}{2}$, which is adopted in all the simulations reported in this chapter.

### 3.3.2 Data Learning and Cost Expiration Process

As described in Sec. 3.2, each time a new request arrives at the network, the WDM-layer bandwidth provider will report the costs of some CNLs to the IP-layer ISP upon request, and the IP-layer ISP will keep a record of such information. To avoid keeping excessive records of historical data, only a limited number of the latest records are kept for each logical link. As shall be seen later, keeping a large number of dated records may not help to improve network performance.

Utilizing the historical data records, the IP-layer ISP is able to estimate the cost of each logical link. However, as the WDM-layer network operations are independent of those on the IP/MPLS layer, the cost of building a new lightpath between two end nodes may change significantly over time. To avoid outdated information leading to bad routing decisions, we introduce a cost expiration strategy: a link
cost record which was updated long time ago (e.g., longer than a pre-defined threshold) is deemed as outdated and thus should be adjusted, e.g., towards a certain default value. The threshold time for a link-cost record to be adjusted is termed its expiration time. Specifically, the cost expiration process for a logical link works as follows: whenever the cost of a logical link is reported by the WDM layer, its logical-layer record is updated accordingly. Meanwhile its expiration time is calculated. Upon the arrival of a new transmission request at a certain time $T^n$, the expiration time of the logical link is compared to $T^n$. If the expiration time has not been reached yet, the link cost record is regarded as valid, and thus can be used directly in calculating the candidate routes. Whereas if the expiration time has already been reached, it means that the link cost information has been kept for too long and thus should be adjusted towards its default value. After the adjustment, a new expiration time is calculated if needed. The cost expiration process is repeated until the estimated link cost equals its default value, or it gets updated by the latest information reported from the WDM-layer network.

In this chapter, we propose to let the estimated link cost to be adjusted towards its default value in a few steps upon expiration. The corresponding expiration time is calculated by utilizing the average cost changing rate from the historical records. Specifically, upon receiving accurate information on the cost of a logical link $L(i, j)$, denoted as $C^n_{ij}$, at time $T^n$, let

$$d_{ij} = \text{sgn}(C^n_{ij} - M_{ij}) .$$

(3.7)

and define its average cost changing rate as

$$\bar{R}_{ij} = \begin{cases} 
\frac{1}{m} \sum_{t=1}^{m} \frac{|C^t_{ij} - C^{t-1}_{ij}|}{T^t - T^{t-1}} & m < U \\
\frac{1}{U} \sum_{t=m-U+1}^{m} \frac{|C^t_{ij} - C^{t-1}_{ij}|}{T^t - T^{t-1}} & m \geq U 
\end{cases} .$$

(3.8)
where $U$ denotes the maximum number of historical data records kept for each link. The expiration time of the link cost can be calculated as

$$
\delta t = \begin{cases} 
\infty & C^m_{ij} = M_{ij} \\
T^n - T^{n-1} & C^m_{ij} \neq M_{ij} \text{ and } \overline{R}_{ij} = 0, \\
\frac{|C^m_{ij} - M_{ij}|}{R_{ij}} & C^m_{ij} \neq M_{ij} \text{ and } \overline{R}_{ij} \neq 0.
\end{cases} \tag{3.9}
$$

Then for any request arriving at a certain time $T^m$, the estimated cost of $L(i, j)$ can be calculated as follows,

$$
C^\text{est}_{ij} = \begin{cases} 
C^m_{ij} - d_{ij}\Delta \left| C^m_{ij} - M_{ij} \right| \times \min \left( \frac{1}{\Delta}, \left\lfloor \frac{T^m - T^n}{\delta t} \right\rfloor \right) & \delta t \neq \infty \\
M_{ij} & \delta t = \infty
\end{cases} \tag{3.10}
$$

where parameter $\Delta$ ( $0 < \Delta \leq 1$ ) is a constant for controlling how much the link cost should be adjusted towards its default value once it is deemed to be expired.

The next expiration time of the newly adjusted link cost estimation $C^\text{est}_{ij}$ can be calculated as

$$
T^\text{cal}_{ij} = \begin{cases} 
T^n + \left[ 1 + \frac{T^m - T^n}{\delta t} \right] \delta t & C^\text{est}_{ij} \neq M_{ij} \\
\infty & C^\text{est}_{ij} = M_{ij}
\end{cases}. \tag{3.11}
$$

Once the cost record of a logical link is deemed as expired, $L_{ij}$ and $T_{ij}$ are updated by $C^\text{est}_{ij}$ and $T^\text{cal}_{ij}$ respectively, and such updating process is repeated until $C^\text{est}_{ij}$ equals to $M_{ij}$ or until it is updated by the new cost reported from the WDM layer. Simulation results show that the BBR performance is not very sensitive to the value of $\Delta$. In our simulations, we let $\Delta = 0.2$, which achieves slightly better performance than $\Delta = 1.0$ (where link cost is adjusted to be equal to its default value once it is deemed as expired).

Note that in such data expiration process, different logical links may have different
cost expiration time, which makes sense since different links may be under different traffic loads, leading to different rates of link-cost changes. Our experiences show that having different expiration time for different links leads to better performance than updating all link costs with the same interval. Furthermore, note that the data learning and cost expiration process does not introduce any significant additional computational complexity to the routing process.

With the graph generation method and the data learning and cost expiration strategies as described above, we now present the ELF algorithm.

### 3.3.3 Existing Link First (ELF) Algorithm

The algorithm begins by assigning a cost to each link in the logical-layer graph, and then running the KSP algorithm on it to find a desired number of candidate routes for each incoming request. As discussed in Sec. 3.3.1, some candidate routes may contain only the existing links while the others contain some CNLs. The algorithm gives priority to using existing links since such a strategy generally leads to better performance [68, 107]. Specifically, it checks all the candidate routes; if there exist routes with only existing links, the one with the minimum cost is selected to serve the request. If no such route exists, the IP-layer ISP will query the WDM layer for the costs of all the CNLs along the candidate routes. Based on the CNL costs provided by the WDM layer, the feasible route with the minimum overall cost, if any, is selected to serve the incoming request. Note that historical records of CNL costs are used in calculating the estimated link costs in the process of finding the candidate routes and such records are (partially) updated each time there is a feedback on link cost from the WDM-layer network.

Since the algorithm gives a higher priority to utilizing the existing logical links while enquiring WDM layer for CNL costs only when necessary, we call it the
Existing Link First (ELF) algorithm. Algorithm 3.1 shows the key steps of the proposed algorithm.

**Algorithm 3.1: EXISTING LINK FIRST (ELF) ALGORITHM**

| input: Network $G(V,E)$, Request $R(s \rightarrow d, b)$, $K$ |
| output: A path route for request $R(s \rightarrow d, b)$ |

1. Initialization. *foreach* PXC pair *do* find a minimum hop optical layer route; *foreach* Logical link *do* $L_{ij} = M_{ij}$, $T_{ij} = \infty$;
2. *for* Each arriving request *do*
   - if It is a connection request *then* go to Line 6;
   - else go to Line 20;
3. *end*
4. *for* $n$-th LSP request arriving at the network at time $T_n$ *do*
   - update the estimated cost and expiration time for those links whose costs become expired, i.e., if $T_{ij} < T_n$ *then* $L_{ij} = C_{est}^{ij}$, $T_{ij} = T_{cal}^{ij}$;
   - IP-layer graph generation and cost assignment;
   - Run the KSP algorithm to find $K$ candidate routes;
   - Check the link property of all links along the $K$ candidate routes;
   - if there exist routes containing only existing links, *then* choose the route with the minimum cost;
   - else
     - Enquire $C_{ij}^m$ for all CNLs along the $K$ candidate routes;
     - Update cost and expiration time for all cost enquired CNLs: $L_{ij} = C_{ij}^m$, $T_{ij} = T_n + \delta t$;
     - Choose the route with the minimum overall cost, if applicable;
   - end
5. *end*
6. *for* each arriving request *do* serve the connection request using the selected route if there exists at least one feasible route; otherwise, block the connection request;
7. *end*
8. Update both WDM and IP network status;

### 3.3.4 Algorithm Complexity

As reviewed in Chapter 2, since all the existing algorithms find their candidate routes for each arriving request using Dijkstra’s shortest path algorithm, the computational complexity of these algorithms is $O(L + N \log N)$. 
Compared with the existing algorithms, the differences in complexity for ELF mainly come from three aspects:

(1) The $K$-loopless shortest path (KSP) algorithm used to find $K$ logical-layer candidate routes for each incoming request, with complexity of $O(KN(L + N \log N))$;

(2) The data learning and cost expiration process, which introduces hardly any additional computational complexity, as discussed;

(3) The storage space required for keeping record of historical costs and their corresponding reporting time, with a complexity of $O(UN^2)$;

For typical optical networks with a moderate number of nodes, the increased computational complexity and storage space needed by the ELF algorithm should be acceptable considering the performance improvement.

### 3.4 Performance Evaluation

As in previous work [72–74, 76], a dynamic traffic model is used to study the blocking performance of the proposed algorithm. Without loss of generality, only unidirectional LSP requests are considered. Assume that the LSP requests arrive at the network independently following a Poisson process with a mean arrival rate of $\lambda$, and the LSP holding time is exponentially distributed with a unit mean, i.e., $\frac{1}{\mu} = 1$. The source and destination node pair of each LSP request is randomly chosen among all the network nodes. The bandwidth of each wavelength is divided into 16 units, and the number of bandwidth units requested by each LSP is an integer uniformly distributed between 1 and 16. Each LSP request has to be handled along a single route without splitting.
We evaluate the proposed algorithm mainly by measuring the bandwidth blocking ratio (BBR) \[72, 73\] of the network. Extensive simulations are carried out on two commonly used network topologies. As shown in Figure 3.3, they include the 14-node NSFnet and the 46-node USNET. The average number of optical hops traversed by each lightpath is \(H = 2.18\) for NSFnet and \(H = 4.4\) for USNET respectively. Since in real-life networks, the cost of setting up a new lightpath is generally much higher than that of using an existing logical link, we set the amplification factor \(amp\) to be 10 and 5 for NSFnet and USNET respectively, such that the cost of using a new lightpath is roughly 5 times \[108\] as much as that of using an existing logical link in a port-unlimited network, where on average, half of all the wavelength channels are still idle and the corresponding average number of idle optical ports can be calculated using Eq. 3.4. Some other assumptions adopted in the simulations include: 1) each fiber link carries \(W = 8\) wavelengths; 2) for the SLEA algorithm, the optical hop constraint is set to 2 for both NSFnet and USNET; 3) the number of optical ports at a network node is set to \(W \times r \times \delta_i\) with \(\delta_i\) being the node’s fanout degree. Results shown in each of the following figures are the average of more than 30 independent simulations, each of which simulating \(10^5\) connection requests. We observe that the simulation results turn out to be highly consistent, with variance smaller than 4\% when there is a single logical-layer candidate route for each communication request (or in other words when \(K = 1\)), and smaller than 7\% for \(K = 2\) and \(K = 3\).

In what follows we compare the BBR performances of the ELF algorithm against those of the existing ones in port-unlimited and port-limited networks respectively. We also evaluate the effects of the number of optical ports and the amount of recorded historical information. Since all conclusions hold for both topologies, unless otherwise specified, we present only the results on NSFnet for comparisons and discussions.
3.4 Performance Evaluation

3.4.1 Performance Comparison in Port-Unlimited Network-s under Different Traffic Loads

We first consider the case with port-unlimited PXC-s. Figure 3.4 shows the B-BR performances against network traffic loads measured in Erlangs. As can be seen, ELF significantly outperforms the three existing algorithms, namely SLEA, MLH_OVLY and OPF respectively. Specifically, when $K = 1$, ELF outperforms MLH_OVLY and SLEA by about an order of magnitude, and even more over OPF. When $K = 3$, the improvements increase to more than two orders of magnitude.

Note that among the three existing methods, OPF performs the worst, which is not a surprise since it tries only a single candidate route at a single layer for each arriving request. MLH_OVLY outperforms OPF by 70% when traffic load is about 70 Erlangs and 40% when traffic load is around 100 Erlangs, as it tests multiple routes for each request. By imposing an optical hop constraint on new lightpaths, the effect of which is the same as that of using a limited number of wavelength converters on certain network nodes, SLEA outperforms MLH_OVLY by about 20% within the whole range of traffic loads.

Comparison between ELF and MLH_OVLY convincingly demonstrates the effectiveness of utilizing historical data to improve the BBR performance of overlay.
IP-over-WDM networks: both methods find more than one candidate routes for each incoming request, yet ELF performs much better, thanks to its careful utilizations of historic data. Comparison between ELF and SLEA shows that proper utilization of historical information helps the IP-layer ISP to make better routing decisions, leading to better performance than that of using high-cost wavelength converters on certain network nodes.

Another interesting observation from Figure 3.4 is that increasing the number of candidate routes $K$ for each incoming request improves the BBR performance of ELF. Specifically, when increasing the number of candidate routes from $K = 1$ to $K = 2$, the average BBR improvement is 80% under different traffic loads; further increasing from $K = 2$ to $K = 3$, the average further improvement is 71%. Such improvements mainly come from two aspects: (i) a larger value of $K$ gives ELF a higher chance to find a more appropriate candidate route for each incoming
request, and thus lowers the blocking probability; and (ii) a larger $K$ allows more CNLs to be involved in the candidate routes. Their costs are therefore updated more frequently, enabling more accurate selections of candidate routes.

### 3.4.2 Performance Comparisons in Port-Limited Networks under Different Traffic Loads

We now study the BBR performance in port-limited networks under different traffic loads. In this subsection, we let $r = 0.6$ for all LSRs, while the effects of different values of $r$ will be evaluated in the next subsection. Figure 3.5 shows the BBR performance against network traffic loads. The results again demonstrate that ELF significantly outperforms the existing algorithms: on average, when $K = 1$, ELF performs about 77%, 57% and 37% better than OPF, MLH_OVLY and SLEA respectively; while when $K = 3$, the improvements over the three algorithms increase to about 89%, 79% and 69% respectively.

A noteworthy observation in Figure 3.5 is that when the number of candidate routes for each incoming request increases, the performance of ELF also improves, though the improvements are not as significant as those in port-unlimited networks. Results show that when increasing $K$ from 1 to 2, the average improvement is about 46%. Further increasing $K$ from 2 to 3, the average further improvement is at a much lower value of 11%. The improvements are mainly due to the fact that increasing $K$ makes more CNLs to be involved in the candidate routes and thus increases information exchanges between the two layers. The effects of having more candidate routes to increase the chance of finding a feasible route, i.e., the contribution (i) discussed in the last subsection, become less significant in port-limited networks. This can be explained as follows: the limited port resources make longer routes going through more existing links (and consequently consuming more optical ports) less favorable.
Overall, the results shown in Figure 3.5 demonstrate the effectiveness of the ELF algorithm in port-limited networks.

### 3.4.3 Influence of the Limited Number of Optical Ports

Figure 3.6 compares the performance of the ELF algorithm with those of the three existing algorithms with different add/drop ratio $r$. The traffic load is fixed at 80 Erlangs. Results show that ELF significantly outperforms the existing algorithms within a wide range of add/drop ratio. For $K = 1$, ELF outperforms the existing algorithms once $r > 0.45$; when $K \geq 2$, it outperforms them once $r \geq 0.4$. Closer observations reveal that, when the add/drop ratio is large enough, e.g., $r > 0.55$, ELF outperforms any existing algorithms with a wide margin; whereas when $r$ is of a small value, all the algorithms perform nearly the same. This can be explained...
as follows: when limited optical ports become the bottleneck resource dominating the network performance, different algorithms do not make significant differences. However, once the bottleneck constraint is relaxed to a certain extent, i.e., when \( r \) is large enough, the ELF algorithm, with its capability of more efficiently utilizing network resources, easily stands out.

Another interesting observation from Figure 3.6 is that the performance of ELF improves steadily with an increasing value of \( r \), which is different from that of the existing algorithms of which the performances stay largely unchanged once \( r \) is larger than a certain threshold value. This is because when \( r \) is large enough, wavelength resources, instead of optical port resources, become the bottleneck. Once the existing algorithms such as OPF, MLH_OVLY and SLEA reach their respective best utilizations of wavelength resources, they will not benefit from the redundant optical port resources. On the contrary, the ELF algorithm, with its
logical-layer dynamic routing process, enjoys better flexibility in utilizing network resources. Specifically, by carefully utilizing historical records and the enquired information of CNL costs, ELF avoids those CNLs with limited wavelength resources, sometimes at the cost of using more optical ports. Better utilization of redundant optical port resources leads to better performance with an increasing value of $r$.

### 3.4.4 Influence of the Amount of Historical Data

As mentioned in Section 3.3.2, for each logical link, ELF only keeps record of a small number of latest link costs reported from the WDM layer. We now evaluate how the amount of historical link cost information affects the network performance.

As shown in Eq. (3.8), in the ELF algorithm, the amount of historical data kept for each logical link is decided by the parameter $U$. A larger value of $U$ lets the average cost changing rate to be calculated over a relatively longer time duration, and vice versa. Figure 3.7 shows the BBR performance with different values of $U$. Simulation results show that a smaller value of $U$ basically leads to better performance, yet when $U$ is too small (e.g., $U = 1$ or 2), there exists bigger fluctuations in the BBR performance. Such observations can be explained as follows: the link cost changing rate may not be very stable, especially considering the fact that we are using the dynamic routing method on the IP/MPLS layer. If we use a long-term average to estimate the link cost changing rate within a short period of time in future, over- or under-estimation may happen. That is why a larger value of $U$ does not lead to better performance. When $U$ is too small, however, the average changing rate is only affected by how link cost changes with the last one or two connection requests, which may easily cause fluctuations. In this chapter, we set $U = 5$ in our simulations as it leads to more stable BBR performance, convenient for comparison against those of the existing methods. If
only the BBR performance is concerned, however, setting $U = 1$ may be a better option: a small value of $U$ helps achieve better BBR performance and save the space for historical data storage.

![Figure 3.7: ELF performance with different number of recorded costs without optical port limitation ($r = 1.0, \Delta = 0.2, K = 1$).](image)

### 3.5 Summary

In this Chapter, we present a study on the dynamic LSP routing problem in overlay IP/MPLS over WDM networks. To improve the overlay network performance, we proposed to learn from the historical information maintained by the IP/MPLS-layer ISP. By carefully utilizing a data learning and cost expiration scheme for logical link cost estimation, and adopting the KSP algorithm for logical-layer routing, a novel algorithm called Existing-Link-First (ELF) was proposed. Extensive simulation results show that the proposed algorithm significantly outperforms all
the existing ones under different traffic loads, with both limited or unlimited optical ports as long as such resources are not too restrictive. The very significant improvements in BBR performances come at a cost of a light increase in computational complexity and a small amount of historical data storage on the IP/MPLS layer.

Since the main focus of this study is on utilizing historical data for dynamic LSP routing, detailed discussions on information exchanges between the IP/MPLS and the WDM layers have been omitted. As IP/MPLS over WDM technologies are maturing quickly, appropriate protocols will be developed in the near future for such information exchanges.

The three algorithms we adopted for comparisons belong to two different classes. OPF and SLEA are sequential routing methods, which try to support a request on a single network layer. Information exchanges between different layers are not needed and thus, keeping historical data does not help to improve network performances. On the contrary, MLH OVLY belongs to the resource based methods, which allow setting up of a new connection across two different layers to achieve more efficient utilization of network resources. Algorithms of this class may be revised to make use of the historical data to help to facilitate logical layer routing. It would be of our future research interest to investigate how much historical data learning could help to improve the performances of these algorithms. Another interesting topic for further research is to extend the ELF algorithm to support multicast communications.
Chapter 4

Dynamic Multicast Traffic Grooming in WDM Networks with Lightpath and Light-Tree

4.1 Introduction

As presented in Chapter 2, wavelength routed WDM networks have emerged to be the dominant infrastructure for backbone networks, of which lightpaths are widely utilized as communication channels [5]. In recent years, as more and more multicast applications are becoming increasingly popular, a generalized lightpath concept named light-tree has been introduced to support multicasting on the physical layer of WDM networks [46]. Under the assumptions that multicasting with lightpath is realized using multiple unicast lightpaths from the request source to each of the destinations, and a lightpath channel can only be tapped but not dropped at any intermediate destination node, previous results show that the light-tree scheme consumes less network resources than lightpath when serving multicast requests with wavelength level granularity [109].
However, the bandwidth requirement of a multicast session usually ranges from several to tens of megabits per second (Mbps). It is much lower compared to the 2.5 – 40 gigabits per second (Gbps) capacity that can be provided by a single wavelength channel in today’s WDM networks, hence, if a lightpath/light-tree is utilized to support a single multicast request, much of the channel capacity will be wasted. In order to improve the wavelength channel capacity utilizations, multicast traffic grooming is usually adopted to pack several multicast requests together onto high-speed wavelength channels for transmission [67]. Extensive previous studies on static multicast traffic grooming problems have been done in the past years [110–113].

With the rapid developments of optical communication technologies, dynamic multicast traffic grooming become an increasingly important research topic, and a number of algorithms have been proposed [65, 78–84, 114]. We classify such algorithms into lightpath-based and light-tree-based algorithms in Chapter 2 Section 2.3.3. Even though some simple comparisons between these two groups of approaches have been made for multicast transmission [114] and many-to-many transmission [78], to the best of our knowledge, there is no systematic comparison between their respective blocking performances for dynamic multicast traffic grooming.

In this chapter, we address the dynamic multicast traffic grooming problem in WDM networks, and present comprehensive comparisons between lightpath and light-tree schemes in different cases. Our main contributions are two-fold: first, we compare the performances of the existing lightpath and light-tree based grooming algorithms, and show that in most cases, the lightpath-based methods outperform the light-tree based ones. We discuss and explain such observations. Second, we propose a new lightpath-based algorithm, named LightPath Fragmentation (LPF) method, to further improve the network blocking performance. Numerous simulations show that the LPF method outperforms the existing algorithms in
different cases. The effects of the ratio of unicast traffic loads versus overall traffic loads and the average number of destinations for each multicast request are also studied.

Below we first present a brief comparison between the existing approaches and explain why the lightpath based approaches have a winning margin, and then describe the proposed LPF algorithm for network performance improvement; finally, we compare the blocking performances of all the algorithms in different cases.

4.2 Lightpath VS. Light-Tree: A Brief Comparison

4.2.1 Physical Layer Node Architectures

To support multicasting, some or all the network nodes need to be able to copy data, either in the electronic domain or optical domain or both, from a single input port to multiple output ports. To support traffic grooming, a node should be able to convert optical signals into electronic signals, perform appropriate traffic aggregation, and finally convert the signals back into optical domain. The devices that perform traffic grooming operations are called grooming fabrics [65].

Two typical kinds of switch architectures, which are described in Chapter 2 Section 2.3, have been proposed in literature for dynamic multicast traffic grooming; namely, grooming capable optical cross-connect (GC-OXC) [67] and multicast capable optical grooming switch (MC-OGSW) [65], and are shown in Figure 2.9(a) and Figure 2.9(b), respectively. For lightpath based dynamic multicast traffic grooming, the GC-OXC is usually utilized, while for light-tree based multicast traffic grooming, MC-OGSW is utilized. However, since the multicast capability of a MC-OGSW switch is constrained by the size of the splitter banks, the
MC-OGSW may cause some requests to be blocked if it is not equipped with sufficient light-splitter banks. In this chapter, since our main focus is to conduct fair comparisons between lightpath and light-tree based schemes, we assume that all MC-OGSWs are equipped with abundant light-splitter banks and hence there is no request blocking due to limited number of light-splitters.

For both architectures, the OXC is equipped with a number of add/drop ports, and the number of ports generally equals the number of transceivers on the node. Note that both the add/drop ports and the transmitters/receivers are of high costs due to their high-speed processing units. Hence, to save network cost without sacrificing network performance, each network node is usually equipped with a limited number of such port pairs shared by all wavelengths going through it. In this chapter, we define add/drop ratio $r (0 < r \leq 1)$ as the ratio of the number of add/drop port pairs over the total number of wavelengths they support. For a node with $r < 1$, we call it a port-limited node; otherwise, it is a port-unlimited node.

Although previous results claimed that traffic duplication in the optical domain using passive light-splitters is less expensive than in the electronic domain [110], using light-splitters does not allow convenient traffic grooming. Moreover, optical splitting may result in higher power losses and degraded signal quality. It is worth noting that if both architectures are equipped with the same number of transceivers, an MC-OGSW switch may be more complex and expensive than a GC-OXC switch due to the power loss compensation units it may need to be equipped with.

### 4.2.2 Network Layer Multicast Traffic Grooming Methods

Existing results show that light-tree based schemes consume less network resource than lightpath based schemes when serving multicast requests with wavelength
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level granularity [109]. It remains unclear which scheme is a better choice for requests with sub-wavelength granularities. We argue (and confirmed by extensive simulation results as reported later in this chapter) that the lightpath based methods may be more suitable for supporting dynamic traffic grooming, mainly because it allows more efficient traffic grooming. An illustrative example is shown in Figure 4.1.

In Figure 4.1, we assume that each node is equipped with only one pair of transceivers, and the fiber link is bidirectional carrying only a single wavelength in each direction. Suppose a multicast request $R_1: \{S; \{C; D\}, \frac{1}{4}\}$ arrives at the network, where $S, \{C, D\}$ and $\frac{1}{4}$ are the source, destination set and the bandwidth requested versus the channel capacity, respectively.

When the light-tree scheme is utilized, we can easily find a route for it as shown in Figure 4.1(a). However, though such a route is optimal for the current request, bandwidth may be wasted when a new request, e.g., $R_2: \{S, \{C\}, \frac{1}{4}\}$, arrives. Specifically, by accommodating it using the adaptive light-tree method, e.g., MDTGA or EMGA, $R_2$ will be groomed into $R_1$, and the bandwidth from $B$ to $D$ may be wasted; if a fixed light-tree algorithm is adopted, $R_2$ will be blocked (Note that LTD-ANC decomposes $R_1$’s light-tree as shown in Figure 4.1(b).).

When a lightpath based scheme is adopted, however, the situation is different. For $R_1$, a route as shown in Figure 4.1(c) can be found; while for $R_2$, it can be served by the existing lightpath from $S$ to $C$. Compared to the ordinary light-tree solution as shown in Figure 4.1(a), the lightpath solution achieves a better bandwidth blocking performance at the cost of consuming one more transmitter, but it also saves a light-splitter. When compared with LTD-ANC as shown in Figure 4.1(b), it saves one receiver and one light-splitter.

From the above example, we observe that although lightpath may consume more transceivers for the current request in the traffic grooming process, it increases
Figure 4.1: An example of multicast traffic grooming: (a) ordinary light-tree solution; (b) light-tree decomposition with LTD-ANCG; (c) ordinary lightpath solution; (d) fragmentation of long lightpaths.

The chance that these transceivers may be conveniently utilized to groom future requests and consequently, helps improve network blocking performance. For networks with the given link capacity/transceiver resources, it is not easy to tell which scheme will perform better. As mentioned above, there are no detailed comparisons between the bandwidth blocking performances of these two schemes to the best of our knowledge.

4.2.3 Possible Further Improvements

The example above reveals that the main advantage of lightpath based schemes is that they allow more convenient “sharing” of resources between different multicast sessions. To make further improvements, the chance that different multicast sessions can be groomed should be further increased. One possible approach is to break a long lightpath into a few shorter ones if, and only if, such a move will not over-utilize transceiver resources, making them scarcer resources restricting the network in handling future multicast sessions.
An example is shown in Figure 4.1(c). Consider a new request $R_3 : \{A, \{C, D\}, \frac{1}{4}\}$ that arrives after $R_1$ and $R_2$ have been successfully accommodated. Since there is no available wavelength along the route from $A$ to $C$, this new request will be blocked, even if node $A$ still has idle transmitters and the residual capacities along all the links are sufficient. However, if we break the long lightpath from $S$ to $C$ at the intermediate node $A$ at the moment when it is set up, as shown in Figure 4.1(d), then $R_3$ can be supported. Compared to the ordinary lightpath solution, the fragmentation process consumes an additional pair of transceivers for serving $R_1$, yet it prevents $R_3$ from being blocked, and may accommodate some future requests initiating or terminating at node $A$.

The above example shows that, by properly fragmenting long lightpaths into a few shorter ones while carefully keeping a balance between saving link capacity and transceivers, the network blocking performance may be improved.

4.3 Lightpath Fragmentation (LPF) Algorithm for Dynamic Multicast Traffic Grooming

4.3.1 Problem Statement and Main Idea

Let a network be represented as a graph $G(V, E)$, where $V$ denotes the set of network nodes and $E$ the fiber links. Assume that each link is composed of two fibers in opposite directions, each carrying $W$ wavelengths. A multicast request is represented as $R\{s, D, b\}$, where $s$, $D$ and $b$ denote the source, the set of destination nodes, and the required bandwidth of the request, respectively. A request is served only when all its destination nodes can be served; otherwise, the request is blocked.

The dynamic multicast traffic grooming problem can be defined as follows. In a given network with dynamic arrivals of unicast/multicast connection requests,
based on the global information of link state and availability of transmitter/receiver resources on each node, a centralized algorithm is to be devised to support these connection requests with the objective of minimizing the network BBR. Note that we assume that any ongoing transmission cannot be interrupted. In other words, an existing lightpath cannot be fragmented or rerouted when there is ongoing transmission going through it.

In this section, we propose a new lightpath-based multicast traffic grooming algorithm which we call LightPath Fragmentation (LPF) algorithm. The main idea of the algorithm is to enhance resource sharing between different multicast sessions by adopting proper fragmentation of long lightpaths. We will show that, by keeping a balance between link capacity resources and transceiver resources, LPF algorithm significantly outperforms all the existing algorithms.

In what follows, we will first discuss how to choose the nodes along a lightpath for lightpath fragmentation and then present a detailed description of the LPF algorithm.

### 4.3.2 Selection of Fragmentation Nodes

Upon the arrival of a new multicast request, a tree route will be found for it. When lightpath based schemes are used, each tree may contain one or more lightpaths, each of which traverses one or multiple optical links. As discussed earlier, having long lightpaths may lower the chance of resources sharing in supporting future multicast sessions. We propose to fragment newly set-up long lightpaths if, and only if, such an action will not over-utilize network transceiver resources.

Suppose \( P \) is a new lightpath that is found for a multicast request, and \( n_i \) is an intermediate node of \( P \), of which the fanout degree is \( d_i \). Denote the number of idle transmitters and receivers on \( n_i \) as \( T_i \) and \( R_i \) respectively, and the numbers
of free wavelengths on the incoming and outgoing links which the new lightpath goes through as $\omega_{in}$ and $\omega_{out}$ respectively. To determine whether $P$ should be fragmented at $n_i$, there is a need to figure out whether wavelength channels or transceivers are more limited resources (hereafter to be called as bottleneck resources) on this node. Lightpath fragmentation happens on node $n_i$ if and only if wavelength channels turn out to be the bottleneck resources. Strictly speaking, which resources are the bottleneck resources will depend on the traffic pattern in particular, the traffic load between individual source-destination pairs. To avoid complicated computations based on the knowledge of traffic pattern, which anyway may not be easily available in many real-life systems, we consider the benchmark case where a lightpath is to be set up from node $n_i$ to each of the other nodes in the network and see which resources become the bottleneck first. As shall be seen later, this simple method leads to satisfactory performance. Specifically, to figure out the bottleneck resources, two parameters are defined as follows:

$$\alpha_m = \min\left(\frac{T_i}{d_i \times \omega_{out}}, \frac{R_i}{d_i \times \omega_{in}}\right)$$ \hspace{1cm} (4.1)$$

$$\alpha = \frac{1}{H_i}$$ \hspace{1cm} (4.2)$$

where $H_i$ is the average hop length of the shortest paths from $n_i$ to all the other nodes. In the above equations, $\alpha_m$ denotes the smaller one between the add and drop ratios on $n_i$, and $\alpha$ is the add/drop ratio required for $n_i$ to support lightpaths from itself to each of the other nodes. Note that for a certain network node, $\alpha$ is a constant once the network topology is given.

For each new lightpath that is found for supporting a multicast request, $\alpha_m$ is calculated on each intermediate node along the lightpath and then compared to $\alpha$ of the node. If $\alpha_m > \alpha$, transceivers are not regarded as bottleneck resources and hence the lightpath is fragmented at this node; whereas when $\alpha_m \leq \alpha$, it indicates
that the remaining transceiver resources on this node are limited and saving the
transceiver resources may help to support the future requests. The lightpath is
therefore not fragmented at this node. Adopting this simple strategy, we propose
the LPF algorithm for dynamic multicast traffic grooming. Note that the algo-

rithm merely aims at optimizing network blocking performance without worrying
about any possible drawbacks of lightpath fragmentation, e.g., the possible longer
delay. The algorithm however can be revised to take into account some other
constraints, which will be briefly discussed in Section 4.4.4.

4.3.3 LPF Dynamic Multicast Grooming Algorithm

Since finding the optimal route for multicast traffic grooming is an NP-complete
problem [67], we adopt the simple minimum cost path heuristic (MPH) [56] to
find the tree route for each request. The main idea of MPH is to use the minimum
cost paths to connect request destinations one by one to the tree for a request.

The main working steps of LPF are shown as follows.

With MPH, LPF utilizes existing logical links to serve as many destinations as
possible in Step 1. Steps 2 – 12 then serve the remaining destinations, if any, by
setting up new lightpaths and fragmenting the new lightpaths when applicable.
Specifically, Step 4 serves a destination node by setting up a new lightpath; Step
5 fragments this new lightpath when applicable; and Steps 6 – 11 try to groom
the fragmented new lightpaths into existing logical links. Finally, Steps 13 – 14
update the network status. Note that on both the logical and the optical layers,
the “first-fit” wavelength assignment policy is adopted.

Different path length definition can be adopted in Step 4. The simplest way is to
define the path cost as equal to its hop length. In our experiences, even with this
simple definition, LPF manages to outperform all the existing methods, in many
Algorithm 4.1: LPF Multicast Traffic Grooming Algorithm

**input**: Network \( G(V,E) \), Request \( R\{s,D,b\} \)

**output**: A set of lightpaths for serving \( R\{s,D,b\} \)

1. Grooming with existing lightpaths: Generate an auxiliary graph (AG) using existing lightpaths with enough residual bandwidth; Call MPH on AG to initiate a tree from \( s \) to connect as many members of \( D \) as possible. Remove served members from \( D \), and if \( D \) is empty, go to Step 14; otherwise, save the partial tree \( T \) and continue.// **logical-layer grooming**

2. Add \( s \) and all the nodes on \( T \) to a set \( S \); // **optical-layer processing (2-12)**

3. while \( D \neq \emptyset \) do
4.    Call **Optical-layer-routing-sub-algorithm** \((G(V,E), S, D)\), returns a new lightpath \( P \);
5.    Call **Lightpath-fragmentation-sub-algorithm** \((G(V,E), S, P)\), returns some new lightpaths;
6.    for each new lightpath \( P \), do
7.        Check existing lightpaths with enough residual bandwidth;
8.        if a certain existing lightpath \( P_e \) has the same source and destination as \( P_i \) then
9.            add \( P_e \) onto the partial tree \( T \) found in Step 1 and delete \( P_i \) from the new lightpath set.
10.       end
11.    end
12.  end
13. Allocate transceivers and wavelength to each new lightpaths.
14. Update residual capacity of all links of the logical-tree \( T \).

Procedure 4.1: Optical-layer-routing-sub-algorithm

**input**: A network \( G(V,E) \), two node sets \( S \) and \( D \).

**output**: A new lightpath \( P \) to serve a request destination.

1. Generate an optical-layer AG; calculate all-to-all shortest paths between any node in \( S \) to any node in \( D \) by adopting a proper path cost definition (as later defined by Eq. (3)).
2. Choose the shortest one among the shortest paths connecting a certain member in \( S \) to a certain member \( d \) in \( D \). Denote the distance of the path as \( dis \).
3. if \( dis < \infty \) then
4.    \( S = S \cup \{d\} \); \( D = D \setminus d \); Save the shortest path \( P \);
5. else
6.    Block the request \( R \), break;
7. end
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Procedure 4.2: Lightpath-fragmentation-sub-algorithm

input: A network $G(V,E)$, a node set $S$ and a lightpath $P$
output: A set of new lightpaths.

1. while any node of $P$ has not been checked do
   2. for each intermediate node (if any) $n_i$ along $P$ do
      3. Calculate $\alpha_m$ for $n_i$;
      4. if $\alpha_m > \alpha$ at $n_i$ then
         5. Fragment $P$ at $n_i$, and get two new lightpaths $P_a$ and $P_b$;
         6. $S = S \cup \{n_i\}$; $P = P_b$;
      7. end
   8. end
9. end

cases by more than an order of magnitude. To further improve the performance, a better lightpath cost definition proposed in Chapter 3 Section 3.3.1, as shown below, is adopted

$$C_{ij} = \begin{cases} \frac{(1-r)}{p \times r \times (H+1)} - H_{ij} \ln \left(1 - \frac{1}{\omega_{ij} + 1}\right), & \text{if } \omega_{ij} > 0 \text{ and } p > 0 \\ \infty, & \text{if } \omega_{ij} = 0 \text{ or } p = 0 \end{cases} \quad (4.3)$$

where $p$ is the smaller one among the number of transmitters at the source and the number of receivers at the destination of the lightpath; $\omega_{ij}$ is the number of available wavelengths along the lightpath route; $H$ is the average path length of the network, and $H_{ij}$ is the minimum hop length between two end-nodes of the lightpath. This function helps keep balanced consumptions of wavelength and transceiver resources. Specifically, if both resources are abundant, the costs of consuming them should be low and not so different from each other; while if any one of them becomes scarce, the cost of consuming the scarce resource will become higher to impose a penalty on its use. Extensive simulation results show that adopting this definition leads to the best performance among all the link-cost definitions we have tested. In this chapter, we use this definition in calculating the path cost.
4.4 Lightpath VS Light-Tree: Simulation Results and Discussions

Simulations are carried out to compare the lightpath and light-tree based grooming algorithms in different cases. Below we firstly present the performance metrics and simulation environment, and then show the simulation results in different cases.

4.4.1 Performance Metrics and Simulation Environment

Performances of all the algorithms are mainly measured by their bandwidth blocking ratio (BBR), which is defined by 3.1. To assess the grooming efficiency of lightpath and light-tree, the average channel capacity utilization (\(U_w\)) is defined as follows,

\[
U_w \overset{def}{=} \lim_{T \to \infty} \frac{1}{T} \int_0^T \frac{1}{W_u} \sum_{W_u} \frac{B(t)}{B} dt
\]

where \(B(t)/B\) measures the portion of channel capacity being utilized and \(W_u\) is the number of wavelengths being used. We see that \(U_w\) measures the capacity utilization of the channels being used for transmission.

To evaluate the required OEO conversions for each request which, as will be discussed in more details later, helps to reflect the average intermediate node processing delay experienced by each admitted session, the average number of OEO conversions per session is defined as

\[
N_{OEO} = \frac{\sum_{N_{Req}} \text{no. of OEO used for the request}}{N_{Req}}
\]

where \(N_{Req}\) is the number of admitted connection requests.

Two commonly used network topologies as illustrated in Figure 4.2 are adopted in our simulations. They are the 14-node, 21-link NSFnet, and the 11-node, 26-link
COST239 network. The results to be shown for each of these two networks are the average of at least five independent simulations, each of which with at least $10^5$ connection requests.

The following are the key assumptions used in the simulations:

1) For lightpath based algorithms, all network nodes are equipped with GC-OXC, while for light-tree based ones, MC-OGSWs are utilized; for fair comparisons, both switches are equipped with the same number of transceivers. As aforementioned in Section 4.2.1, we assume that all MC-OGSWs have sufficient light-splitters. The fan-out degrees of all light-splitters are not limited, and the power of output signals from any light-splitter is high enough for detection.

2) Each link is composed of two fibers of opposite directions, each carrying $W = 32$ wavelengths; the capacity of each wavelength is $B = 16$ units.

3) Requests arrive at and leave the network according to a Poisson process with a rate of $\lambda$, and their holding time follows the negative exponential distribution with a mean value of $\mu = 1$; the bandwidth for supporting each request is an integer uniformly distributed in $[1, 16]$.

4) The number of transceivers on a node is set to be $W \times d_i \times r$, where $d_i$ is the fanout degree of the node.

5) Signal power loss due to light-splitting or transmission attenuation is neglected.

Four request generation models are used in the simulations:

$M1$: a number of randomly pre-selected requests that arrive and leave the network independently. For NSFnet, such requests are $\{7, \{1, 5, 8\}\}$, $\{3, \{9, 12, 6\}\}$, $\{10, \{2, 4, 8\}\}$ and $\{11, \{0, 13, 6\}\}$; while for COST239, the requests are $\{2, \{10, 5, 7\}\}$, $\{1, \{0, 8, 5\}\}$, $\{4, \{6, 3, 10\}\}$ and $\{9, \{5, 7, 3\}\}$. 
M2: the source and destination of a request are randomly chosen from two separate pre-selected sets. Similar to that in M1, we define them as \{7, 3, 10, 11\} and \{1, 5, 8\}, \{9, 12, 6\}, \{2, 4, 8\}, \{0, 13, 6\} for NSFnet, and \{2, 1, 4, 9\} and \{10, 5, 7\}, \{0, 8, 5\}, \{6, 3, 10\}, \{5, 7, 3\} for COST239.

M3: the request source and destinations are randomly chosen among all network nodes, with the destination number limited to a certain range. In this study, the destination number is uniformly distributed in [2, 4] for both topologies.

M4: the source and destinations of the requests are randomly chosen; the destination number is distributed in [2, N − 1] following the truncated geometric distribution with parameter \( q \) [81]. The average destination number is set to 3, and thus, for NSFnet, \( q = 0.501 \), while for COST239, \( q = 0.504 \).

By testing on the above models, we evaluate the performances of different algorithms in different cases with uniform and non-uniform traffic patterns and different numbers of destinations for each session.

Since all the conclusions hold for both topologies, unless otherwise specified, we present only the results on NSFnet for comparisons and discussions.
4.4.2 Lightpath vs. Light-tree: Effects of Different Traffic Models and Traffic Loads

Figure 4.3 compares the BBR performances of different algorithms under a fixed traffic load $\rho = 250$ Erlangs with different traffic patterns. From the simulation results, it is interesting to observe that: 1) for $M_1$ and $M_2$, there is no obvious winner among the existing lightpath and light-tree based algorithms, while for $M_3$ and $M_4$, the lightpath based methods have a significant winning margin over the light-tree based ones within the whole range of add/drop ratio; 2) the proposed LPF algorithm outperforms all the existing algorithms in different cases, especially when the network has a high add/drop ratio.

It is not difficult to understand why the performances of all the existing methods are similar for $M_1$ and $M_2$: when there are very limited options in selecting source/destinations for each session, connections are setup and torn down frequently only along a few tree routes. The large imbalanced distribution of traffic loads in the network degrades network resource utilizations and causes high BBR for all the algorithms. When multicast sessions are more evenly distributed in the network, e.g., as in $M_3$ and $M_4$, those algorithms that are able to achieve higher network resource utilizations gain a commanding winning margin.

Note that even for $M_1$ and $M_2$, the LPF method outperforms all the existing methods, esp. in networks with a high add/drop ratio, thanks to its enhanced resource sharing.

Due to space limit, hereafter we will use $M_3$ as a representative case for performance comparisons, since the request generation in $M_1$ and $M_2$ has limited flexibility while $M_4$ may lead to some over-sized light-trees (and rather bad performance) when the light-tree methods are used. Note that the following conclusions always hold: i) the differences between the performances of different algorithms
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Figure 4.3: Lightpath vs. light-tree: BBR performances of the four different methods vs. add/drop ratio under traffic with four different patterns. Traffic load is set to be 250 Erlangs. (a) M1. (b) M2.
Figure 4.3: Lightpath vs. light-tree: BBR performances of the four different methods vs. add/drop ratio under traffic with four different patterns. Traffic load is set to be 250 Erlangs. (c) M3. (d) M4.
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tend to be more significant under $M_3$ and $M_4$ compared to those under $M_1$ and $M_2$; and ii) LPF always outperforms all the existing algorithms.

Figure 4.4: Lightpath vs. light-tree: BBR performance versus add/drop ratio $r$ under high traffic load $\rho = 450$ Erlangs for $M_3$.

Figure 4.4 compares the performances of different algorithms under a higher traffic load of 450 Erlangs. As can be seen, LPF remains as the best-performing algorithm. In fact, it is the only algorithm which manages to drive BBR to lower than 1%. With a high add/drop ratio, it can drive BBR all the way to lower than 0.01%.

The observation that LPF outperforms even the best existing lightpath based method, namely the SC method, by more than an order of magnitude when add/drop ratio $r \geq 0.7$ demonstrates the benefits of lightpath fragmentation: the better utilization of the redundant transceiver resources helps enhance wavelength capacity sharing as well as releasing the wavelength continuity constraint, and consequently, significantly improve the network blocking performance.
Figure 4.5: Lightpath vs. Light-tree: BBR under different traffic loads.
(a) Network with port-limited nodes where $r = 0.6$. (b) Network with port-unlimited nodes where $r = 1.0$. 
Figure 4.5 further compares the BBR performances of different algorithms with the given add/drop ratios but under varying traffic loads. Specifically, we consider two different cases where $r = 0.6$ and $r = 1.0$, respectively. As can be seen, though the differences between BBR of the LPF algorithm and those of the other algorithms tend to decrease under increasing traffic loads (which is not a surprise), even when under very heavy traffic loads where BBRs of all the other algorithms are close to or higher than 10%, the LPF algorithm still outperforms all the other algorithms by more than 50% where $r = 0.6$. For the case where $r = 1.0$, the difference is always higher than an order of magnitude; under moderate traffic loads, the differences are in three or four orders of magnitude.

4.4.3 Lightpath vs. Light-tree: Effects of the Number of Multicast Destinations and the Fraction of Unicast Traffic Loads

In this section, we evaluate how the BBR performances of all the algorithms change with two important factors of traffic pattern, namely the number of multicast destinations and the fraction of unicast traffic loads versus the overall traffic loads. Specifically, for the former evaluation, we adopt a request generating model that is similar to M3 but with the number of destinations uniformly distributed in $[2, 2(D_n-1)]$, where $D_n$ is the average number of destinations per multicast session; while for the latter evaluation, we define *unicast traffic ratio* as the ratio of unicast traffic to the overall network traffic loads, and let the destination number of each multicast request be uniformly distributed in $[2, 4]$.

Figure 4.6 shows the BBR performances of all the algorithms in networks with either port-limited or port-unlimited nodes. As can be seen, under a fixed traffic load, the BBR performances of all the algorithms degrade with an increasing average number of destinations. The main reason is obvious: requests with larger
Figure 4.6: Lightpath vs. Light-tree: effects of the number of multicast destinations. (a) Network with port-limited nodes where $r = 0.6$, traffic loads are 300 Erlangs. (b) Network with port-unlimited nodes where $r = 1.0$, traffic loads are 500 Erlangs.
number of destinations tend to consume more network resources. It is not a surprise to see that LPF has a larger winning margin in a port-unlimited network than in a port-limited network since it makes better use of the redundant transceiver resources.

Figure 4.7 compares BBR performances of different algorithms with an increasing unicast traffic ratio, still in networks with either port-limited or port-unlimited nodes. Simulation results show that in both networks, the BBR performances of all the algorithms improve with an increasing unicast traffic ratio, and again LPF has a bigger winning margin over the other algorithms in port-unlimited networks than in port-limited networks.

Figures 4.6 and 4.7 also show that the lightpath based algorithms outperform the light-tree based ones, and LPF outperforms its closest competitor, the SC algorithm, by at least an order of magnitude under most cases. The only exception is when the average number of multicast destinations is very large, where the exhausted link capacity resources drive all the algorithms to have a high BBR. In the most favorable case where the traffic loads are mostly unicast traffic, LPF outperforms its closest competitor by more than three orders of magnitude.

4.4.4 Lightpath Based Schemes: Capacity Utilization, Delay and Consumptions of Transceiver Resources

Figure 4.8 compares the average capacity utilization of non-idle wavelength channels of different algorithms. As can be seen, lightpath based schemes achieve much higher utilization than light-tree based ones within the whole range of add/drop ratio. Such observation is not a surprise since, as mentioned earlier, lightpath based schemes help achieve easier grooming of traffic loads and consequently, much higher utilization of wavelength capacity resources.
Figure 4.7: Lightpath vs. Light-tree: effects of the unicast traffic ratio. (a) Network with port-limited nodes where \( r = 0.6 \), traffic loads are 300 Erlangs. (b) Network with port-unlimited nodes where \( r = 1.0 \), traffic loads are 500 Erlangs.
4.4 Results and Discussions

Figure 4.8: Lightpath vs. light-tree: average existing-channel capacity utilization.

While lightpath based algorithms lead to better BBR performance, a natural concern is that they may lead to more OEO conversions for each connection request and consequently lead to a longer delay. Figure 4.9 compares the average number of intermediate OEO conversions each connection has to go through, which provides an indirect yet good measurement of the expected delay experienced by each admitted request. As we can see, for $r \leq 0.4$, the numbers of OEO conversions required by SC and LPF decrease with an increasing value of $r$; while when $r > 0.4$, such numbers increase with $r$ for LPF, yet stay largely unchanged for SC. For EMGA and LTD-ANCG, such numbers remain largely unchanged throughout the whole range of $r$.

Such observation can be understood as follows: when transceiver resources are too limited, e.g., $r = 0.1$, the lightpath based methods can only set up a small number of lightpaths. Consequently, any admitted request tends to be groomed into existing lightpaths as far as possible, which causes a relatively large number
of OEO conversions per request. When transceiver resources become redundant, more lightpaths can be set up, many of which may bypass some intermediate nodes along its route. The number of intermediate OEO conversions therefore decreases. When the number of transceivers further increases, e.g., $r > 0.4$, however, LPF starts to fragment more new lightpaths to improve link capacity utilizations, which pushes up the number of OEO conversions per request. For SC, on the other hand, it will not increase the transceiver consumptions per connection request even if such resources are redundant; thus its OEO conversions stay largely unchanged once it reaches its lowest value. For the light-tree based methods, since traffic grooming happens at a much lower probability, the number of OEO conversions per admitted request remains rather insensitive to the redundancy of the transceiver resources.

Figure 4.9 also reveals that while LPF may introduce a higher average number of OEO conversions per admitted request when $r > 0.65$, it significantly outperforms
the other methods by using roughly the same, or even fewer, OEO conversions per admitted request when $r < 0.65$. For example, putting Figure 4.3(c) and Figure 4.9 together, we see that when $r = 0.5$, LPF outperforms both SC and LTD-ANCG with fewer OEO conversions per admitted request.

Figure 4.10: Average number of transceiver pairs utilized all over the network, counted from the arrival of the 5,000-th connection request to the 10,000-th connection request. Traffic loads are 250 Erlangs.

Figure 4.10 further shows that, compared to SC, LPF in fact does not consume more transceiver resources. Specifically, we compare the average number of transceiver pairs being utilized in the whole network within a period of time (Note that we do not compare the transceiver consumptions between lightpath based and light-tree based methods since a light-splitter in a light tree functionally acts as a one-to-many transceiver which, however, may request other resources such as more optical amplifiers.). As we can see, the total number of transceiver pairs consumed by LPF is actually slightly lower than that by SC within the whole range of $r$: the higher number of OEO conversions per admitted request does
not necessarily means a higher overall consumption of transceiver resources. The fragmentation of lightpath helps increase the efficiency of traffic grooming, and consequently keeps overall transceiver resource consumptions at a reasonably low level.

Note that in this study, we define the sole objective of LPF as improving the network BBR performance, without worrying about any possible drawbacks such as longer processing delay or higher transceiver consumptions etc. As a result, the algorithm tends to make full use of the transceiver resources when they are redundant. The algorithm can be easily revised to keep a balance between blocking performance and resource consumptions. For example, instead of measuring whether it helps to improve network blocking performance by fragmenting a lightpath on each of its intermediate nodes, we may revise the scheme to limit the number of fragmentations we could have for each lightpath (The upper bound of fragmentations we could have for a lightpath may depend on its hop length, the redundancy of its capacity resources, and/or something else.) by fragmenting only a few “most favorable” nodes along each lightpath. Such possible extensions, however, are out of the scope of this study and have to be discussed in our future work.

4.5 Summary

In this chapter, we studied dynamic multicast traffic grooming in meshed WDM networks with the main objective of minimizing the network bandwidth blocking ratio (BBR). We first compared the blocking performances of various existing lightpath and light-tree based approaches through extensive simulations, and showed that the lightpath based approaches generally outperform those light-tree based ones in different cases. Inspired by such observations, we then proposed the LightPath Fragmentation (LPF) method to further improve the network blocking
performances. Simulation results showed that LPF outperforms all the existing methods, mostly by at least an order of magnitude, with a modest cost of longer delay. The transceiver resource consumptions remain comparable with those of the best existing lightpath based methods. The effects of different factors including the average number of multicast destinations and the unicast traffic ratio were also evaluated. Results show that the LPF method significantly outperforms the existing methods with varying request destination numbers or unicast traffic ratio, and its superiority becomes even more obvious when the destination number is smaller or the unicast ratio is higher for its efficiency in resource sharing in grooming process.

It is worth noting that in this study, the lightpath and light-tree schemes are compared with respect to their performances in the dynamic multicast traffic grooming scenario. As for their BBR performances for serving wavelength-level multicast requests, further comparisons are needed as their performances strongly depend on how multicasting is implemented using lightpaths.
Chapter 5

Dynamic Multicast Traffic Grooming in Overlay IP/MPLS over WDM Networks

5.1 Introduction

As wavelength division multiplexing (WDM) network is playing the dominant role in the Internet backbone, it is widely believed that IP over WDM networks will be a key component of the next-generation Internet [18, 19]. The emerging networking technologies, such as Multi-Protocol Label Switching (MPLS), Generalized MPLS (GMPLS), User Network Interface (UNI), path computation element (PCE), etc., are also paving the way for such network revolution. For the interconnections between the IP/MPLS layer and the WDM layer networks, three architectural alternatives, as discussed in Chapter 2, have been proposed. Among these proposed architectures, the overlay model is deemed to be the most practical option for near-term deployment [38]. Extensive research has been done on
the overlay model, most of which has been focusing on handling dynamic unicast traffic [74, 76, 104].

In recent years, with the explosive growth of multicasting services, such as high-definition video distribution, online gaming, interactive distance learning, live-video conferencing, etc., it is widely believed that a large portion of the future Internet traffic will be multicast in nature. The bandwidth required for a typical multicast session is in the order of megabits per second (Mbps), which is much smaller compared to the 2.5 – 40 gigabits per second (Gbps) capacity that can be provided by a single wavelength channel in today’s WDM networks. To efficiently utilize the wavelength capacity, multicast traffic grooming [67] is usually adopted to pack several multicast sessions onto wavelength channels for transmission. In recent years, dynamic multicast traffic grooming has become an important research issue, and various algorithms utilizing either lightpath, or light-tree, or both for dynamic multicast traffic grooming have been proposed [65, 78–83, 115].

Compared to peer model networks, dynamic multicast traffic grooming in overlay IP over WDM networks has not received much attention. This is because in such networks, the two layers of the network are managed by independent operators with very limited information exchanges between the networks, and thus the routing decisions made on one layer may lead to inefficient resource utilizations on the other layer. To the best of our knowledge, up till now only two methods have been proposed for tackling this problem. Both methods, which will be reviewed in Section 5.2, are easy to be implemented, yet not free from the inherent limits caused by limited information exchanges between the two layers.

Our previous study, which was presented in Chapter 3, on unicast traffic grooming in overlay networks shows that, by letting the two layers agree on a definition of the cost for setting up a new lightpath and allowing the IP/MPLS-layer operator to keep record of the recent service requests that have been supported by the WDM layer
network, the IP/MPLS-layer owner can make better routing decisions and improve network performance significantly [104]. To extend such results to multicast traffic grooming, however, requires nontrivial work. The issues to be studied include the definition of the cost for setting up new connections (not necessarily new lightpaths), the routing method, and more. Further, how to improve the efficiency of WDM-layer network resource sharing is also an important issue.

In this chapter, we address the dynamic multicast traffic grooming problem in overlay IP/MPLS over WDM networks. To help relax the constraint imposed by limited information exchanges in overlay networks while improving resource sharing in the traffic grooming process, an efficient overlay multicast provisioning (OMP) mechanism is proposed. By jointly utilizing a historical data learning (DL) scheme on the IP/MPLS layer for link cost estimation, and a lightpath fragmentation (LPF) based method on the WDM layer for improving resource sharing, OMP aims to minimize the bandwidth blocking ratio (BBR), which is defined by 3.1.

We perform extensive simulations to evaluate the performance of OMP mechanism in different cases, and compare OMP to the existing methods under different traffic loads, in networks with limited or unlimited optical port resources. To evaluate the respective influences of the DL scheme and the LPF method on OMP performance, we also devise some other provisioning mechanisms only utilizing the IP/MPLS layer DL scheme or the WDM layer LPF method, and compare them to OMP mechanism in different cases. Our results show that the IP-layer DL scheme contributes more to improve network performance than the WDM-layer LPF method. We also study the effects of other factors, including the definition of new connection cost and WDM-layer routing method, on OMP performances.

Below we first present the network model, the definition of the problem, and some most closely related existing results in Section 5.2, and then describe the proposed
OMP mechanism in Section 5.3; we evaluate the performance of OMP mechanism in Section 5.4, and conclude this chapter in Section 5.5.

5.2 Network Models, Previous Work and Problem Statement

5.2.1 Overlay IP/MPLS over WDM Network Model

An overlay IP/MPLS over WDM network is illustrated in Figure 3.1. With the overlay architecture, the operations and management of the two networks on different layers are independent of each other; the IP/MPLS layer is an integrated service provider (ISP) delivering the service requests between its end users while the WDM layer is the bandwidth provider providing the required connectivity services to its upper layer client(s).

In such an overlay network, the operator of each layer keeps all the information of its own layer, and sends its management commands to all its network elements via a centralized control system. Based on their service contracts, the two operators can also work cooperatively to provide the desired service fulfilling each arriving request. Specifically, upon the arrival of a multicast request, the IP-layer ISP first tries to find a route tree for it using only the existing logical links with sufficient residual bandwidth. If the effort fails, it will figure out the LSR pairs between which new lightpaths need to be set up, and query the WDM layer operator for the costs of setting up such lightpaths. After receiving the set up costs provided by the WDM layer, the IP-layer ISP will decide on the lightpaths to be purchased. Note that whether the WDM layer will be queried for the lightpath set up costs is decided by the IP layer operator while whether a new lightpath can indeed be set up or not is decided by the WDM layer operator. In the cost enquiry
process, the necessary information exchanges between the two layers are performed through well-defined network interfaces, i.e., UNIs, but not necessarily through the information exchange channels as shown in Figure 3.1.

In this study, we assume that there is only one ISP, and it has exact information of the IP/MPLS-layer network. We also assume that such IP-layer ISP can keep records of the lightpaths that have been supported by the WDM layer, their corresponding setup costs, as well as the time when such costs were reported. We extend the historical data learning (DL) scheme proposed in [104] from unicast to multicast case.

On the WDM layer network, we assume that the fixed minimum hop routing and first-fit wavelength assignment policy is adopted for lightpath routing. Note that a lightpath route could be very long and the long lightpaths may degrade resource sharing in traffic grooming process. As shown in our previous results that splitting long lightpaths into shorter ones helps improve resource sharing in the dynamic traffic grooming process [115], we assume that a lightpath fragmentation (LPF) based method is adopted in the lightpath routing process. With the LPF method, long lightpaths may be fragmented into shorter ones upon set up. We also assume that an established lightpath with ongoing transmission cannot be fragmented or rerouted.

Detailed description of the DL scheme and the LPF method will be presented in Section 5.3.

5.2.2 Node Architecture

A typical network node in an overlay IP/MPLS over WDM networks is an OXC interconnected with zero, one or more LSRs through an UNI [38]. By utilizing OXC, a node is able to transmit data traffic transparently from an input port to
an output port at the wavelength level granularity. Through the LSR(s), a node is also able to receive/transmit data traffic from/to the high-speed wavelength channels.

We assume that each network node in this study is an OXC interconnected with a single LSR, and all the OXCs have no wavelength conversion capability. The node architecture as shown in Figure 3.2 is assumed. For each node, the number of transmitters/receivers on it equals the number of add/drop ports on the OXC. Add/drop ports are typically expensive due to the need for high-speed electronics implementation. To save the network cost without sacrificing the network performance, an OXC is usually equipped with a limited number of add/drop ports that are to be shared by all the incoming/outgoing wavelengths. We use the add/drop ratio defined as below to represent the port resource on a network node:

\[ r = \frac{N_P}{N_W}, (0 < r \leq 1) \]  

(5.1)

where \( N_P \) is the number add/drop port pairs and \( N_W \) is the number of incoming/outgoing wavelengths the OXC has. If \( r < 1 \) for a node, we call it port-limited; else, it is port-unlimited.

### 5.2.3 Previous Work

To the best of our knowledge, only two methods have been proposed in literature for dynamic multicast traffic grooming in overlay IP/MPLS over WDM networks [79]. We term these methods as logical-path-tree (LPT) method and saturated cut (SC) method, respectively.

The main idea in these two methods is to utilize the IP layer’s existing logical links to serve as many destinations as possible before setting up any new lightpaths. Specifically, LPT tries to find a route using existing logical links with enough
residual bandwidth for the request, and if such a step fails, it will then try to set up new lightpaths to connect the remaining destinations to the partial route found.

Compared to LPT, SC achieves better performance: it first identifies some islands, which contains either the source node $s$ and nodes that can be reached from $s$, or at least a destination node $d_i$ and those nodes which can reach $d_i$, using existing logical links with sufficient residual bandwidth, and then connect such islands using new lightpaths when necessary.

![Figure 5.1: An example of serving multicast request $R\{s \rightarrow \{d_1, d_2, d_3\}\}$ with LPT and SC methods.](image)

These methods are easy to implement, but has poor efficiency in resource utilization. An example is illustrated in Figure 5.1. Assume that at the time when multicast request $R\{s \rightarrow \{d_1, d_2, d_3\}\}$ arrives at the network, there are three logical links with enough residual bandwidth on the IP/MPLS layer, while on the WDM layer, all links have idle wavelengths except for the links BC and FE. When the LPT method is adopted, no route on the IP layer or the WDM layer can be found for this request. When the SC method is adopted, three islands as shown in Figure 5.1 can be found. However, although the two islands containing $s$ and $d_1$
respectively can be connected via a new lightpath, the one with \(d_2\) and \(d_3\) cannot be connected to \(s\); thus the request has to be blocked.

By observing Figure 5.1 closely, it can be observed that if there is any chance to utilize the existing logical link between nodes \(n_1\) and \(n_2\) on the IP layer, the request in fact can be served. To handle such a situation, the OMP mechanism is proposed. Specifically, by estimating the cost of each IP layer logical link and then set up two new lightpaths from \(s\) to \(n_1\) and \(n_2\) to \(d_2\) respectively, the OMP is able to fulfill the request.

### 5.2.4 Problem Statement

Denote the network as \(G(V, E)\) with \(V\) and \(E\) being the sets of network nodes and fiber links respectively. Each WDM layer link consists of two fiber links in opposite directions, each of which carrying \(W\) wavelengths. A multicast request is represented as \(R\{s, D, b\}\), where \(s\), \(D\) and \(b\) are the request source, destination set and required bandwidth, respectively. A request is served only when all its destinations can be served; otherwise, it is blocked. Since our previous study showed that the lightpath scheme achieves better blocking performance over light-tree in dynamic traffic grooming process [115], we adopt the lightpath scheme to support multicast transmission in this study.

The dynamic traffic grooming problem in the overlay IP/MPLS over WDM networks can be defined as follows. Given an overlay IP over WDM network with certain network resources and dynamically arriving/leaving multicast requests, a request provisioning mechanism, which requires only limited information exchanges between the two different layers is to be devised to optimize the network BBR performance. For that purpose, network resource sharing must be enhanced on both layers as much as possible. As aforementioned, any established lightpath cannot be interrupted if it is still being used by any ongoing transmission.
5.3 OMP Mechanism for Dynamic Multicast Traffic Grooming

This section describes the proposed OMP mechanism. First, we present the historical data learning (DL) scheme for logical layer link cost estimation, followed by a description of the multiple tree heuristic (MTH) for finding a number of candidate route trees. Then we discuss the lightpath fragmentation (LPF) method for WDM layer routing. Finally, we present the OMP mechanism.

5.3.1 IP/MPLS layer historical data learning (DL) scheme

When requests arrive at the network, an auxiliary graph which represents the IP/MPLS layer network is generated. Edges of the graph consist of both existing logical links with sufficient residual bandwidth and potential new lightpaths to be set up. We call those existing lightpaths as existing links, and those new ones to be set up as candidate new lightpaths (CNLs).

Once the auxiliary graph is obtained, OMP assigns each graph edge an appropriate cost, and then finds a number of candidate routes. Hence, a candidate route for a request may consist of only existing links, or CNLs, or both. For simplicity, we further categorize those CNLs into cost unknown links and cost enquired links: if the cost of a link has never been reported by the WDM layer, it is a cost unknown link; otherwise, it is cost enquired. Below we briefly describe the link cost estimation process with the DL scheme.

As discussed in [104], for a cost unknown CNL between LSR \( i \) and \( j \), it is reasonable for the WDM layer operator to provide the upper layer ISP a default link cost at the beginning of network operation. The default value calculated using the formula
below helps achieve satisfactory results:

\[ M_{ij} = \left( \frac{1 - r}{p \times r \times (\bar{H} + 1)} - H_{ij} \ln \left( \frac{1}{\omega + 1} \right) \right) \times \text{amp} \tag{5.2} \]

where \( \text{amp} \) is an amplification factor; \( H_{ij} \) is the minimum number of optical hops between the two OXCs that are connected to LSRs \( i \) and \( j \); \( \bar{H} \) is the average path length of the WDM network; \( \omega = W/2 \) is a representative value for the average number of idle wavelengths along a WDM link (As discussed in [104], network performance is not very sensitive to the value of \( \omega \)); \( p \) is the average number of idle optical ports on a network node, and it can be calculated as

\[ p = \max \left( W \times \delta \times r - \frac{1}{\bar{H} + 1} \times \delta \times (W - \omega), 1 \right) \tag{5.3} \]

where \( \delta \) is the average nodal degree of the network.

For a cost enquired CNL, its cost can be estimated using the data learning scheme proposed in [104]. Specifically, for any request arriving at time \( T^m \), the cost of a cost-enquired CNL can be estimated as follows,

\[ C_{ij}^{\text{est}} = \begin{cases} 
C_{ij}^n - d_{ij} \Delta \left| C_{ij}^n - M_{ij} \right| \times \min \left( \frac{1}{\Delta}, \left[ \frac{T^m - T^n}{\delta t} \right] \right), & \delta t \neq \infty \\
M_{ij}, & \delta t = \infty
\end{cases} \tag{5.4} \]

and the expiration time of the above estimated cost can be calculated using the equation below,

\[ T_{ij}^{\text{cal}} = \begin{cases} 
T_{ij} + \left[ 1 + \frac{T^m - T^n}{\delta t} \right] \times \delta t, & C_{ij}^{\text{est}} \neq M_{ij} \\
\infty, & C_{ij}^{\text{est}} = M_{ij}
\end{cases} \tag{5.5} \]

Each time a new request arrives at the network, the expiration time of all CNLs are compared to the request arriving time. If a link cost is regarded as being expired, its cost and expiration time will be updated by the new values, \( C_{ij}^{\text{est}} \) and \( T_{ij}^{\text{cal}} \), respectively. Note that although some other schemes can also be devised for link cost estimation, we adopt this scheme for its simplicity. The results to be shown later in this chapter demonstrate that this simple scheme is able to achieve
satisfactory performance. Detailed derivation of the equation can be found in Chapter 3.

With the above described cost estimation process, the costs of the different types of auxiliary graph edges can be defined as follows,

\[
L_{ij} = \begin{cases} 
1 & \text{an existing logical link} \\
M_{ij} & \text{a cost unknown CNL} \\
C_{ij}^{est} & \text{a cost enquired CNL} \\
2M_{ij} & \text{failed lightpath between LSR } i \text{ and } j 
\end{cases} \quad (5.6)
\]

Once the costs of the auxiliary graph edges are known, a desired number of routes can be found using the appropriate multicast routing methods. Below we present the heuristic method we use in this study to find a desired number of logical trees for a multicast request.

### 5.3.2 Multiple tree heuristic (MTH) for IP/MPLS layer routing

Multicast traffic grooming is well-known to be an NP-complete problem, and heuristic methods, e.g., the *minimum cost path heuristic* (MPH) [56], are usually adopted for calculating multicast route. If MPH is directly adopted for multicast grooming, however, only a single tree can be found for a request. In an overlay network, the only tree found by MPH may not be good, or even feasible, for the request. We modify the MPH algorithm to find multiple candidate trees for an arriving request. We term the modified method as *multiple tree heuristic* (MTH).

The main idea of the MTH is to iteratively find one multicasting tree after another, until the required number of trees are found, or until no tree can be found. In
each iteration, for CNLs that are already included in multicasting trees found in earlier iteration(s), if any, we assign them with higher costs to discourage (but not strictly prevent) them from being used in the later multicasting trees again. Such an approach encourages MTH to include more CNLs in candidate trees and to enquire about their costs while avoiding the risk of missing some good candidate routes by strictly preventing CNLs from being included in multiple trees.

Procedure 5.1 summarizes the main steps of the MTH. We see that in Step 2, MTH adds all the existing logical links with sufficient residual bandwidth onto auxiliary graph; and then adds those CNLs that are involved in the previous trees and assign them costs in Steps 5 – 7; CNLs that are already in VL are assigned with higher costs. Step 8 assigns costs to the other edges of the auxiliary graph; Steps 9 – 13 find a logical tree for the current iteration. Note that MTH gives higher priority to using an existing logical tree: when a tree is found at the end of each iteration, MTH checks each of its links in Step 14. If the tree consists of only the existing logical links, it will be used to fulfill the request and the iterations stop; otherwise, the CNLs included in this tree will be recorded in a virtual link set. As aforementioned, these CNLs will be assigned with higher costs while being considered to be included in other trees in later iterations.

After the algorithm has been executed, MTH either returns a tree consisting of only the existing logical links, or a CNL set VL. The costs of CNLs included in VL are to be queried.

5.3.3 Lightpath fragmentation (LPF) for WDM layer routing

As discussed, if all the candidate IP/MPLS layer multicast trees found for a multicast request contain CNLs, the WDM layer operator needs to report the set up costs of such lightpaths to its IP layer counterpart based on their service contract.
To fulfill such a purpose, a straightforward method is to adopt the lightpath cost definition used in [104], which is shown below:

$$C_{ij} = \begin{cases} 
(\frac{(1-r)}{p \times r} - H_{ij} \ln (1 - \frac{1}{\omega_{ij}+1})) \times \text{amp,} & \text{if } \omega_{ij} > 0 \text{ and } p > 0 \\
\infty, & \text{if } \omega_{ij} = 0 \text{ or } p = 0
\end{cases} \quad (5.7)$$

where all the parameters have the same meanings as those defined in Eq. (5.2) except for $p$ and $\omega_{ij}$. Here $p$ is the smaller one among the number of transmitters at the source and the number of receivers at the destination of the lightpath; $\omega_{ij}$ is the number of idle wavelengths along the lightpath route. Such a definition tries to balance the consumptions of WDM layer wavelength and optical port resources: when both resources are abundant, the costs of consuming them should be low and not so different from each other; while if any of them becomes scarce, the cost of consuming it becomes higher.

After receiving the cost reported by the WDM layer, the IP layer ISP will re-calculate the minimum-cost multicast tree and decide the lightpaths to be purchased. The WDM layer operator would then set up these lightpaths. Note that
some lightpaths may be long, which may degrade the utilization of WDM layer resources. To improve resource sharing in the grooming process, a lightpath fragmentation (LPF) method [115] is adopted in the WDM layer lightpath routing process. We will briefly describe the LPF method below.

Suppose $n_i$ is an intermediate node along a new lightpath $L$ that the IP layer operator wants to order. Denote the fan-out degree of $n_i$ as $d_i$; and the numbers of transmitters and receivers on $n_i$ as $T_i$ and $R_i$, respectively. To determine whether $L$ should be fragmented at node $n_i$, two parameters are defined as follows,

$$\alpha_m = \min \left( \frac{T_i}{d_i \times W_{out}}, \frac{R_i}{d_i \times W_{in}} \right)$$

$$\alpha = \frac{1}{H_i}$$

where $W_{out}$ and $W_{in}$ are the numbers of idle wavelengths on the incoming and outgoing links that lightpath $L$ goes through respectively, and $H_i$ is the average number of optical hops from $n_i$ to the other OXCs along the shortest paths on the WDM layer.

To determine whether a lightpath $L$ should be fragmented at a node $n_i$, the main idea of LPF is to estimate whether the wavelength or the transceiver resources at $n_i$ are more limited. A lightpath is fragmented at $n_i$ only if the wavelength resources are regarded as more limited. Specifically, while $\alpha_m$ reflects the smaller one among the currently available add and drop ratios at $n_i$, $\alpha$ is the add/drop ratio required for $n_i$ to support lightpaths from itself to each of the other nodes to be initiated from it. Thus, when $\alpha_m \geq \alpha$, we regard the transceiver resources as being more redundant and let the lightpath $L$ be fragmented at $n_i$; otherwise, we let $L$ bypass $n_i$ to avoid taxing on the limited transceiver resources. A more detailed discussion can be found in Chapter 4.

The key steps of the LPF method are as follows.
**Procedure 5.2:** Lightpath-fragmentation (LPF) method

**input:** A network $G(V, E)$, a lightpath $L$

**output:** A set of new lightpaths.

1. **while** any node of $L$ has not been checked **do**
2.   **for** each intermediate node (if any) $n_i$ along $L$ **do**
3.     Calculate $\alpha_m$ for $n_i$;
4.     **if** $\alpha_m > \alpha$ at $n_i$ **then**
5.     Fragment $L$ at $n_i$, and get two new lightpaths $L_a$ and $L_b$;
6.     $L = L_b$;
7.     **end**
8. **end**
9. **end**

When a new lightpath is ordered, the LPF method is used by the WDM layer to process the request, and a lightpath may be fragmented into several segments. However, note that Eq. (5.7) does not take into account the possibility of lightpath fragmentation when calculating the cost of a lightpath. This helps to simplify the calculation and keep the fragmentation operation, if any, to be transparent to the IP layer operator.

Equation (5.7) can be easily revised to take into account the effects of lightpath fragmentation in lightpath cost calculations. One possible way is to calculate the default link cost and the new lightpath set up cost as follows:

\[
M_{ij} = \left( \sum_{\text{seg}} \left( \frac{1-r}{p \times r \times (H+1)} - H_{\text{seg}} \ln \left( 1 - \frac{1}{\omega + 1} \right) \right) \right) \times \text{amp} \quad (5.10)
\]

\[
C_{ij} = \left( \sum_{\text{seg}} \left( \frac{1-r}{p_{\text{seg}} \times r \times (H+1)} - H_{\text{seg}} \ln \left( 1 - \frac{1}{\omega_{\text{seg}} + 1} \right) \right) \right) \times \text{amp} \quad (5.11)
\]

where $\omega = W/2$ which, as discussed in Section 5.3.1, is a representative value of the average number of idle wavelengths along a WDM link; $p$ is the number of idle optical ports; $p_{\text{seg}}$ is the smaller one among the number of transmitters at the source and the number of receivers at the destination of a segment after fragmentation; and $H_{\text{seg}}$ and $\omega_{\text{seg}}$ are the hop length and the number of idle wavelengths along the new lightpath, respectively.
Equation (5.11) defines the cost of a new lightpath as the sum of all fragmented new lightpath segments. We call the CNL cost defined in Eq.(5.7) as a rough report, and the cost in Eq.(5.11) as an accurate report. The effect of using these two different definitions on the OMP performance will be evaluated in Section 5.4.

### 5.3.4 Overlay Multicast Provisioning (OMP) Mechanism

OMP utilizes the IP layer DL scheme for logical link cost estimation and the WDM layer LPF method for improving resource sharing. The key steps of the OMP method are presented below as Algorithm 5.1.

**Algorithm 5.1: OMP for Dynamic Multicast Traffic Grooming**

**input**: A network \(G(V, E)\) and multicast request \(R\{s, D, b\}\).

**output**: A tree route to serve \(R\{s, D, b\}\).

1. Update the costs of all CNLs of which estimated costs are expired;
2. Call Procedure 5.1; // logical-layer grooming
3. If set \(VL\) is empty, go to Step 13; otherwise, continue;
   4. for each link in set \(VL\) do
      5. Enquire the WDM layer for the set up cost of the link;
      6. Update the IP/MPLS layer cost record for the link;
   end
8. Based on the enquired link costs, run minimum cost path heuristic (MPH) algorithm again on the IP layer to find a logical tree \(t\) for the request; if any request destination cannot be connected, block the request, return;
9. for each CNL on tree route \(t\) do
   10. Call Procedure 5.2, and return a set of new lightpath routes;
   11. For each new lightpath, allocate both wavelength and port resources;
end
13. Serve the request; update the IP/MPLS layer network status;

Steps 1 – 2 generate the logical layer auxiliary graph, and find a desired number of logical layer candidate trees for the request using the MTH heuristic; if there exists one logical tree consisting of existing logical links only, OMP uses this tree to serve the request in Step 3. If no such tree exists, however, the IP layer ISP will query the WDM layer operator for the costs of all CNLs in \(VL\). Based on the lightpath setup costs reported by the WDM layer, OMP runs the MPH algorithm once again at the logical layer to find one logical tree for the request in Step 8;
Steps 9–12 fragment the new lightpaths to improve resource sharing, and establish them after processing. Finally, Step 13 updates the network status.

Note that once the set up cost of a CNL is reported by the WDM layer network, its upper layer cost record will be updated accordingly.

Finally, we have a brief discussion on the complexities of the heuristic algorithms. Both LPT and SC adopt the MPH algorithm to find the multicast tree for a request [79]. Their complexities can be calculated as $O(|D||V|^2)$ and $O(|D(D+2)||V|^2)$, where $|D|$ and $|V|$ denote the numbers of multicast destinations and network nodes, respectively. The OMP method also adopts the MPH algorithm to find the multicast trees. Since it firstly finds $K$ candidate trees and then finds among them the one with the minimum cost, its complexity can be calculated as $O((K+1)|D||V|^2)$. Note that OMP also requires storage space for recording the historical data, the complexity of which is $O(|V|^2)$. Overall, we see that the complexity of the OMP method remains at a reasonably low level.

### 5.4 Simulation Results and Discussions

Extensive simulations have been carried out to evaluate the performance of the OMP mechanism in different cases. Below we will present the simulation environment and performance metrics. Then we will compare the performance of OMP with rough report against that of an existing algorithm. We will also evaluate the influences of both the IP layer DL and WDM layer LPF methods on OMP performance, respectively. Finally, we will assess the influences of WDM layer lightpath cost report (rough vs. accurate) and WDM layer routing methods (fixed vs. dynamic shortest path) on OMP performance.
5.4.1 Simulation Environment and Performance Metrics

Two commonly used network topologies are used in our simulations. As shown in Figure 5.2, they are 14-node, 21-link NSFnet and 24-node, 43-link USnet topologies, respectively. NSFnet has an average nodal degree of 3 and an average shortest path length of 2.18. For USnet, the two parameters are 3.58 and 2.99, respectively.

1) Each fiber link carries $W = 32$ wavelengths, the capacity of each wavelength channel is $B = 16$ units;

2) Requests arrive/leave the network dynamically as a Poisson process with a mean rate $\lambda$; their holding time follows a negative exponential distribution with mean $\mu = 1$; bandwidth requirement of each request is an integer uniformly distributed in $[1, 16]$;

3) Source and destination nodes of all requests are randomly chosen among all network nodes; the number of destination nodes of each request is an integer uniformly distributed in $[2, 4]$ for NSFnet, and in $[2, 7]$ for USnet;

![Figure 5.2: The network topologies utilized for simulations. (a) The 14-node 21-link NSFnet. (b) The 24-node 43-link USnet topology.](image)
4) The cost of utilizing a new lightpath is about 5 times [108] that of using an existing logical link; thus, the parameter $amp$ is set to be 40 and 25 for NSFnet and USnet, respectively;

(5) For the IP/MPLS layer historical data learning scheme, the parameters are the same as those adopted in [104].

The BBR Performance of OMP is compared to that of the existing saturated cut (SC) method proposed in [79]. Results shown in each figure are averaged from at least five independent simulation experiments, each of which running $10^5$ requests or more. Since all the conclusions hold for both topologies, unless otherwise stated, we present only the results on NSFnet for comparisons and discussions.

### 5.4.2 Performance Comparisons between OMP and SC Method in Different Cases

#### 5.4.2.1 Comparisons under different traffic loads

We compare OMP and SC methods in networks with either limited or unlimited optical ports under different traffic loads. As can be seen in Figure 5.3, OMP outperforms SC within the whole range of traffic loads in port-unlimited NSFnet. Specifically, when under low traffic loads, e.g., around 450 Erlangs, OMP outperforms SC by more than two orders of magnitude; while under higher traffic loads, e.g., around 600 Erlangs, OMP still outperforms SC by about 50%.

Figure 5.4 compares OMP with SC in port-limited NSFnet topology where $r = 0.6$ for all OXCs, under different traffic loads. As we can see, OMP again significantly outperforms SC under different traffic loads: when under low traffic loads, e.g., $\rho = 310$ Erlangs, OMP outperforms SC by more than an order of magnitude, while
when under heavier traffic loads, e.g., $\rho = 360$ Erlangs, OMP outperforms SC by more than 50%.

Together, Figures 5.3 and 5.4 convincingly demonstrate satisfactory BBR performance of OMP in overlay IP/MPLS over WDM networks. Such performance is due to the combined contribution of the IP/MPLS layer DL scheme and the WDM layer LPF method. Individual contributions from each of them will be further evaluated in Sections 5.4.3 and 5.4.4, respectively.

Another interesting observation in Figures 5.3 and 5.4 is that having a larger number of logical layer candidate routes does not always lead to significant improvement in the BBR performance. Such an observation is different from that
for dynamic LSP routing as reported in Chapter 3, wherein the network performance improves with an increasing number of candidate routes. Many reasons contribute to this observation, and the main one among them is that the logical layer link cost estimation process is a reasonably good choice for route selection for the connection request, even when we try to find only one single candidate route. Specifically, our simulation results show that the first candidate route found by MTH has a high chance (≥ 95%) to be chosen as the final route for the request.

In what follows, we will evaluate the impact of optical port resource availability on OMP performance.
5.4.2.2 Comparisons in networks with different port resources

Figure 5.5 compares OMP versus SC with different add/drop ratios. The traffic load is fixed at $\rho = 300$ Erlangs. As can be seen, when the add/drop port resource is too limited, e.g., $r < 0.4$, there is no obvious winner between the two methods; once the add/drop ratio is large enough, e.g., $r \geq 0.5$, OMP significantly outperforms SC. Specifically, when $r \geq 0.6$, OMP outperforms SC by more than an order of magnitude. Such observation can be explained as follows: when the port resource is too limited, different algorithms would not make a significant difference; once the port resource has some slack, the scheme that is capable of utilizing network resources more efficiently will shine. Note that, when there is slack in the port resource, the BBR performance of SC does not improve further while the performance of OMP steadily improves with an increase in the add/drop ratio.

It is worth noting that, in Figure 5.5, the OMP does not make significant improvements with an increase in the number of IP/MPLS layer candidate routes, due to the same reason as explained earlier.

To figure out whether OMP leads to too many intermediate OEO conversions for each connection request, which is not desirable since extensive OEO conversions may lower the transmission speed while increasing transmission cost, Figure 5.6 compares the average number of intermediate OEO conversions experienced by each multicast request for both the SC and OMP methods. As can be seen, when $r < 0.6$, the average number of OEO conversions experienced by each request decreases with an increasing value of $r$ in the SC method, while when $r > 0.6$, this number stays almost unchanged. The observations however are very different for the OMP method: when $r < 0.2$, the average number decreases with an increasing value of $r$; for $r > 0.2$, the average number increases with $r$. Specifically, for $r < 0.45$, a request served by OMP usually experiences a smaller number of OEO conversions, while for $r > 0.5$, OMP has a higher number of OEO conversions for
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Figure 5.5: Comparison between OMP and SC versus add/drop ratio in NSFnet network under traffic load \( \rho = 300 \) Erlangs.

Each connection request. The highest value of about 2.6, however, appears to be acceptable for most applications.

Such observations can be explained as follows: when the port resource is limited, e.g., \( r < 0.2 \), only a few short lightpaths can be set up between each LSR pair, and most of the admitted requests are served by these lightpaths, which leads to a larger average number of intermediate OEO conversions for both methods. With more add/drop port resource, more end-to-end lightpaths can be set up between each LSR pair, intermediate OEO conversions hence will reduce for both algorithms. For SC, once the number of intermediate OEO conversions reaches its lowest value, it will not be changed further. For OMP, however, since the algorithm
Figure 5.6: Average number of OEO conversions experienced by each multicast request served with SC and OMP ($\rho = 300$ Erlangs).

is designed to make the best use of the excess resource to improve the network BBR performance as much as possible, some new lightpaths will be fragmented, which leads to an increased number of intermediate OEO conversions.

Putting Figure 5.5 and Figure 5.6 together, we see that for a moderate add/drop ratio of $r = 0.6$, the OMP methods, by increasing the average number of intermediate OEO conversions for about 13% (from 1.81 to an acceptable value of 2.04), improves the BBR performance to be more than an order of magnitude better than that of the SC method.

Since increasing the number of candidate routes seldom leads to any significant improvements in BBR performance, hereafter we will only present the results
obtained with a single logical layer candidate route for each connection request.

5.4.3 Influences of IP/MPLS Layer Data-Learning (DL) Scheme

In this section, we evaluate the impact of IP/MPLS layer historical data learning (DL) scheme on OMP performance. For comparison purpose, we devise an “OMP without data learning” (OMP\_No\_DL) method. Specifically, the method is nearly the same as the OMP method except that for the IP layer auxiliary graph edge cost assignment, instead of using the DL scheme, it assigns a cost of 1 to using existing logical links and a cost of 5 to using CNLs.

Figure 5.7 compares OMP\_No\_DL against SC and OMP in port-limited NSFnet under different traffic loads. Results show that without the IP layer DL scheme, OMP\_No\_DL performs the worst for the full range of traffic loads: SC outperforms OMP\_No\_DL by more than 60% on average; while OMP is more than an order of magnitude better under light traffic loads, e.g., when $\rho = 310$ Erlangs, and about 80% better under heavy traffic loads, e.g., when $\rho = 370$ Erlangs.

To further demonstrate the significant effects of the DL scheme, Figure 5.8 compares OMP\_No\_DL against SC and OMP in NSFnet with different port resource. Results show that when the port resource is too limited, e.g., $r \leq 0.3$, there is no obvious winner among the three methods; when $r > 0.3$, however, OMP\_No\_DL again performs the worst. Specifically, OMP outperforms OMP\_No\_DL by more than one order when $r > 0.55$, while SC outperforms OMP\_No\_DL once $r > 0.4$.

The above comparisons clearly illustrate the major impacts of the IP layer DL scheme on network BBR performance: by estimating the cost of each logical link
using historical data, the DL scheme helps choose the right route for each incoming request, which improves the BBR performance by one, to several orders of magnitude.

5.4.4 Influences of WDM Layer Lightpath Fragmentation (LPF) Method

To evaluate the effect of the WDM layer LPF method on OMP performance, we devise an “OMP without LPF method” (OMP_No_LPF), which is nearly the same as OMP but not using the LPF method on the optical layer.
Figure 5.8: Performance of OMP\_No\_DL compared to OMP and SC in NSFnet with different optical port resources ($\rho = 300$ Erlangs).

Figure 5.9 compares OMP\_No\_LPF against OMP and SC under different traffic loads in port-limited NSFnet where $r = 0.6$ for all OXCs. As can be seen, OMP\_No\_LPF outperforms SC within the full range of traffic loads. But it performs nearly the same as OMP under moderate and high traffic loads; it is only outperformed by OMP when light traffic loads. Such an observation can be explained as follows: under light traffic loads, most connection requests can be served using the existing lightpaths. Lightpath fragmentation, which enhances wavelength resource sharing, leads to better performance. Under heavy traffic loads, more lightpaths need to be set up. The limited port resource soon gets exhausted, mainly because they have been used to support the new end-to-end lightpaths.
Figure 5.9: Performance of OMP_No_LPFF is compared to OMP and SC under different traffic loads in port-limited NSFnet ($r = 0.6$)

Figure 5.10 further compares OMP_No_LPFF against SC and OMP in NSFnet with different port resources. As can be seen, when the port resources are limited, e.g., $r < 0.4$, the three methods perform nearly the same; while when the port resources are abundant, OMP_No_LPFF and OMP outperform SC. More port resources also lead to bigger differences between the performances of OMP and OMP_No_LPFF. The results again demonstrate that LPF helps to improve network performance, especially when port resources are abundant.
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Figure 5.10: Performance of OMP_No_LP is compared to OMP and SC schemes in NSFnet with different add/drop ports ($\rho = 300$ Erlangs).

5.4.5 Influences of WDM Layer Lightpath Set up Cost Definition

In the earlier subsections, Eq. (5.7) was used to define the cost for setting up a new lightpath. As discussed, such a definition does not take into account the lightpath fragmentation effect. It would be of research interest to figure out the impacts on BBR performance when Eqs. (5.2) and (5.7) are replaced by Eqs. (5.10) and (5.11) respectively in order to reflect the lightpath segmentation on WDM layer.

Figure 5.11 compares OMP (with rough and accurate reported lightpath costs) against SC in NSFnet network with different optical port resources. As discussed earlier, when port resources are abundant, e.g., when $r > 0.4$, OMP with either
rough or accurate reported link cost performs much better than SC. As to the performances of OMP with two definitions of lightpath cost, we observe they are quite similar to each other. Specifically, OMP with accurate reports only marginally outperforms OMP with rough report when $r > 0.5$. Such an observation is not difficult to be understood: when port resources are too limited, few lightpaths are fragmented; hence rough and accurate reports report roughly the same value; while as port resources increase, more lightpaths are fragmented, accurate reports thus give more accurate cost information. However, since even under such a case the fragmented lightpaths count for only a small fraction of all lightpaths, the performance differences is insignificant.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.11.png}
\caption{Performance of OMP (with rough and accurate reported link costs) compared to SC in NSFnet with different port resources ($\rho = 300$ Erlangs).}
\end{figure}
To verify the above observations, Figure 5.12 shows the fragmentation ratio, which is defined as the number of fragmented lightpaths versus the total number of lightpaths. As can be seen, when add/drop ratio $r < 0.4$, virtually no lightpath is fragmented. Therefore, the performances of OMP with rough and accurate lightpath costs are nearly the same. When the add/drop ratio $r > 0.4$, though some new lightpaths can be fragmented, i.e., $\alpha_m \geq \alpha$ on a certain node along a new lightpath, the fragmentation ratio is quite low; hence the differences in BBR performances based on two different cost definitions remain to be insignificant.

![Figure 5.12: The ratio of new lightpath that are fragmented to the total number of new lightpaths in NSFnet with different port resources ($\rho = 300$ Erlangs).](image)

Similar observations hold for the USnet topology: The fragmentation ratios are 0.3% and 1.6% for add/drop ratio $r = 0.5$ and $r = 1.0$ respectively under a traffic
load of $\rho = 200$ Erlangs. The two different cost definitions therefore do not lead to significant differences in BBR performance.

Note that the above results are obtained when the fixed minimum hop routing and first-fit wavelength assignment policies are adopted on the WDM layer. We have also tested the case of adopting dynamic minimum cost path routing and first-fit wavelength assignment, and found that the above conclusions hold.

### 5.4.6 Influences of the WDM Layer Routing Strategies

In this section, we evaluate the influences of WDM layer RWA policies on OMP performance.

For comparison purpose, we devise a new scheme which adopts the same IP layer routing method as that of OMP, and yet uses the dynamic minimum-cost path routing and first-fit wavelength assignment policies on the WDM layer. We call it the OMP (dynamic) method. To further assess the influences of LPF on OMP performance, OMP (dynamic) without LPF method is also included in the comparison. Note that for OMP (dynamic), the queried cost of a CNL is the cost of the dynamic shortest path calculated in the WDM layer network. Also note that we use Eq. (5.7), i.e., rough report of lightpath cost, to define the lightpath set up cost since, the two different definitions of lightpath cost lead to nearly the same performance.

Figure 5.13 compares OMP with different routing strategies against SC in NSFnet with different port resources. As can be seen, with an increasing add/drop ratio, OMP with either dynamic or static WDM layer routing method outperforms SC within the full range of add/drop ratio; while for OMP, the results show that the performances for different routing methods are nearly the same when $r < 0.5$; when $r > 0.5$, OMP with dynamic RWA starts to perform better. The results
are reasonable and can be explained as follows: when the port resources are the resource bottleneck, OMP with either dynamic or static RWA scheme, though different in their capabilities of exploring wavelength resources, would not lead to significantly different performances. With more abundant port resources, OMP with dynamic WDM layer RWA scheme is able to find more appropriate lightpaths for a request, and consequently leads to better performance.

Figure 5.13 also shows that LPF on WDM layer leads to more significant improvements when the dynamic RWA policy is adopted and port resources are abundant \((r > 0.6)\).
5.5 Summary

In this chapter, we studied the dynamic multicast traffic grooming problem in overlay IP/MPLS over WDM networks. An efficient overlay multicast provisioning (OMP) mechanism which jointly utilizes an IP/MPLS layer historical data learning (DL) scheme and a WDM layer lightpath fragmentation (LPF) based method was proposed. Simulation results demonstrated that OMP significantly outperforms the existing methods under different traffic loads, in networks with limited or unlimited optical port resources. We assessed the respective influences of DL and LPF methods on OMP performances, and showed that both DL and LPF method help improve the OMP performance, and contributions by the DL scheme are much more significant. Influences of the different definitions of WDM layer lightpath cost and different WDM layer routing strategies on OMP performance have also been evaluated. Results show that when the port resources are limited, neither different lightpath definitions nor WDM layer routing strategies lead to significantly different performances; whereas when port resources are abundant, both factors strongly affect the network BBR performance. Between them, the improvements achieved by adopting a more efficient RWA scheme appear to be more significant than those achieved by having accurate lightpath cost information.
Chapter 6

Multicast Request Protection in Dynamic Traffic Grooming

6.1 Introduction

As bandwidth intensive multicast applications, such as high-definition-television (HDTV), interactive distant learning, live-video conferencing, etc., become increasingly popular, it is widely believed that a large portion of future Internet traffic will be multicast in nature. However, because optical networks are vulnerable to various component failures, a single failure may cause massive information loss and serious service interruptions for the end users. Hence, survivability mechanisms are essential to protect multicast sessions against network failures. As reviewed in Chapter 2, various mechanisms have been proposed for wavelength-level multicast request protection in WDM networks [34–36, 88–91].

Compared to the extensive research efforts directed toward wavelength-level multicast request protection, subwavelength level multicast request protection, which is also known as survivable multicast traffic grooming (SMTG), has received relatively little attention in recent years. Specifically, although two methods of addressing
such problems, which will be reviewed in Section 6.2.3, have been proposed in [100], some assumptions adopted therein may not necessarily be valid in modern optical communication networks (as discussed in Chapter 2). Therefore, we do not adopt these assumptions in our proposed scheme.

In this chapter, we address the problem of protecting subwavelength level multicast requests through dynamic traffic grooming. A novel mechanism, named the lightpath-fragmentation (LF)-based segment shared protection (LF-SSP) scheme, is proposed to protect multicast requests at the connection level. The primary objective of the design of the algorithm is to protect requests against any single link failure while minimizing the network’s bandwidth-blocking ratio (BBR), which is defined by 3.1. By adopting the LF method to fragment new lightpaths into shorter segments to improve resource sharing for both grooming and request protection, the LF-SSP scheme attempts to minimize the overall network resources allocated to protect each request. We perform extensive simulations to evaluate the performance of LF-SSP. We first compare LF-SSP to an existing method for sub-wavelength level multicast request protection, and then extend the comparison to some existing methods for wavelength-level request protection. The results indicate that LF-SSP outperforms the existing methods in certain cases when the network resources are not overly limited. In addition, the effects of some other factors, including the add/drop port resources and the average number of multicast request destinations, are also studied.

The remainder of this chapter is organized as follows. Section 6.2 presents the network model, related work and the problem to be addressed. Section 6.3 describes the proposed LF-SSP scheme for dynamic SMTG. The simulation results are presented and discussed in Section 6.4. Section 6.5 concludes the chapter.
6.2 Network Model and Problem Definition

6.2.1 Network Model

We consider multicast traffic grooming in wavelength-routed WDM networks. The network can be represented by a directed graph $G = (V, E)$, where $V$ and $E$ are the sets of nodes and fiber links, respectively. Specifically, we assume that the physical-layer topology of the network is a set of nodes interconnected by fiber links. Each fiber link is composed of two fibers travelling in opposite directions, each of which carries $W$ wavelengths. The capacity of each wavelength is $B$ units.

Each network node is equipped with a grooming-capable optical cross-connect (GC-OXC) as shown in Figure 2.9(a). The GC-OXC is equipped with some number of add/drop ports, which is generally equal to the number of transceiver pairs on the node. Because both add/drop ports and transmitters/receivers are high-cost components, a network node is usually equipped with a limited number of ports that are shared by all wavelengths passing through the node. In this chapter, we define the add/drop ratio $r$ ($0 < r \leq 1$) as the ratio of the number of add/drop port pairs over the total number of wavelengths passing through the OXC. We refer to a network node with $r < 1$ as a port-limited node; otherwise, it is a port-unlimited node.

To support multicasting services, a lightpath-based scheme is adopted in this chapter: as demonstrated in our previous study, lightpath-based approaches consistently outperform the light-tree based ones in achieving better bandwidth-blocking performance for dynamic multicast traffic grooming [115]. A lightpath occupies a wavelength along its route, a transmitter at its source node, and a receiver at its destination node, whereas a multicast request may traverse several lightpaths along its route and consumes a portion of the bandwidth provided by each lightpath through which it passes.
6.2.2 Problem Statement

The dynamic SMTG problem in WDM networks can be formulated as follows. Upon the arrival of each multicast request $R\{s, D, b\}$, where $s$, $D$ and $b$ denote the request source, specified destination and required bandwidth respectively, the central network controller must identify both primary and backup routes for the request using accurate global information regarding the network state so that the request will be able to survive any single link failure. The primary objective of the design of the algorithm is to minimize the network BBR by improving resource sharing in both the traffic-grooming and request-protection processes.

We assume that all multicast requests arrive/leave the network dynamically with no prior information regarding future requests and that a request is supported only when all its destinations can be served; otherwise, the request will be blocked. All requests are protected at the connection level, i.e., the connection to each request destination shall pass through a certain number of survivable lightpaths. A lightpath is “survivable” if it is protected by a link-disjoint backup path, which may pass through one or multiple lightpaths with sufficient bandwidth reserved for backup purposes. The backup paths for different survivable lightpaths can share capacities when their corresponding primary paths are link-disjoint to each other. It has been shown in [116] that grooming primary and backup paths separately helps to improve network performance. In this chapter, we refer to lightpaths that are utilized on working paths as working lightpaths and those that are used solely for request protection as backup lightpaths.

To be more precise, in this study, we assume that each fiber link comprises of two fibers travelling in opposite directions, and that a single network link failure will sever the fibers in both of the two opposite directions. We also assume that an ongoing transmission cannot be interrupted until it is complete.
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6.2.3 Related Existing Work

The problem of wavelength-level multicast request protection has been extensively studied, and various link-, path- and segment-based protection schemes have been proposed [34–36, 88–91]. Among them, the segment-based protection schemes, as discussed in Section 2.4, are believed to be most efficient for dynamic multicast traffic protection; hence, a segment-based protection scheme is considered in this chapter.

The first segment-based protection method was proposed in [88]. By protecting each segment on the primary tree using a link-disjoint path from the segment source to its end node, the proposed segment-based method is able to protect a multicast session against any single link failure. By adopting a similar idea, the authors of [35] have proposed a different segment-based mechanism known as the Segment-based Protection Tree (SPT). In SPT approach, each primary tree is divided into tree-segments, each of which is then protected using a link-disjoint tree, which connects the session source and all its destinations. The minimum-cost survivable topology, which accounts for the costs for both the primary and backup trees, is chosen to fulfill the connection request. It has been demonstrated that the SPT mechanism outperforms the best existing path-based method in certain cases.

More recently, another new segment-based protection method known as level protection (LP) has been proposed in [36]. Once a primary tree has been found, the LP scheme attempts to protect the session destinations one by one in ascending order of their distances from the request source, with the objective of efficiently sharing resources on both the primary and backup trees. The LP scheme has been demonstrated to achieve far superior performance with respect to the algorithms proposed in [34, 89, 90].
To date, the problem of subwavelength-level dynamic SMTG has received little attention. Specifically, the authors of [100] have proposed the first two algorithms to attempt to address this problem, namely, Multicast Traffic Grooming with Segment Protection (MTG-SP) and Multicast Traffic Grooming with Shared Segment Protection (MTG-SSP). As discussed in Section 2.4, because the assumptions adopted by these algorithms are not necessarily valid in modern optical-network infrastructures and yet, the implementations of these methods strongly rely on these assumptions, we do not consider these methods for comparison in this chapter.

In [117], we proposed a scheme known as connection-level segment shared protection (CL-SSP) for SMTG. For each multicast request, CL-SSP attempts to protect the session against any single link failure at the connection level. To improve resource sharing, CL-SSP adopts the simple approach of splitting new primary/back-up lightpaths into shorter segments on intermediate nodes that have redundant transceiver resources. Our results indicated that such a simple approach, although very effective for supporting multicast transmissions without protection [115], may not easily achieve satisfactory performance for supporting survivable dynamic traffic grooming. In fact, among the several methods we studied, the best performance was achieved by fragmenting only the backup lightpaths. A more careful approach to lightpath fragmentation is unquestionably needed.

In this study, we propose a new LF-SSP method in which the lightpath fragmentation of working and backup lightpaths is considered simultaneously to achieve better BBR performance. The BBR performance of the new method is compared against that of the best existing wavelength-level schemes, including the SPT and LP methods, and that of the subwavelength-level CL-SSP method in which only backup lightpaths are split. For simplicity, we henceforth refer to CL-SSP with only backup-path splitting simply as the CL-SSP method.
6.3 LF-SSP Mechanism for Survivable Dynamic Multicast Traffic Grooming

This section presents the proposed LF-SSP mechanism in detail. We first briefly describe the main underlying concept of the segment shared protection (SSP) method for survivable dynamic multicast traffic grooming, and then discuss the major steps of the proposed two-phase LF-SSP method. Finally, the detailed LF-SSP mechanism is presented.

6.3.1 Segment Shared Protection (SSP) Method

Segment shared protection is an efficient mechanism that has been utilized to support survivable unicast [116, 118, 119] and multicast transmissions [35, 36, 88]. For unicast services, the basic concept of SSP is to split the working path into a few segments and protect each of them separately. It has been demonstrated in the literature that segment protection offers better blocking performance than path- or link- protection methods [116, 118, 119]. The example presented in Fig. 6.1 illustrates the efficiency of the SSP scheme over the others in resource sharing. If path-protection scheme is adopted, as shown in Fig. 6.1(a), the backup-path capacity for the lightpath from s to d cannot be shared, whereas if a segment-protection scheme is adopted, resource sharing of the backup path is permitted as shown in Fig. 6.1(b).

To support survivable multicast requests, SSP also attempts to fragment a multicast tree into segments, e.g., a number of paths or smaller trees, and then protects each segment separately using a link-disjoint topology. Meanwhile, to improve resource utilization, the backup resources for different segments can be shared. Typically, there are two approaches to backup-resource sharing: self-sharing and cross-sharing [120]. Self-sharing refers to the sharing of resources among backup
routes within the same session, and cross-sharing refers to the sharing of backup resources among different sessions.

In this study, both self- and cross-sharing are considered in the proposed SSP scheme for survivable multicast traffic grooming. Specifically, to identify the sharing potential of the backup paths, each backup lightpath is associated with a link set $A$. Consider a backup lightpath $e$: its associated link set can be described as $A = \{a | a \in E; 0 < b^a_e \leq B\}$, where $b^a_e$ represents the amount of capacity that would be rerouted to the backup lightpath $e$ if its protected link $a$ fails. Hence, the total amount of capacity that has been reserved for protection on $e$ is $b_t = \max_{a \in A} b^a_e$, and its residual capacity is $r_m = B - b_t$; and the capacity along $e$ that can be shared by the backup path of any new primary lightpath $l$, which is link-disjoint to $e$, is $b^l_f(L) = b_t - \max_{a \in (L \cap A)} b^a_e$, where $L$ denotes the set of links that $l$ goes through. Note that $b^l_f(L)$ is always positive.

The proposed SSP mechanism consists of two main phases: the first phase is to establish a primary tree route from the request source to all its destinations using either only some existing survivable lightpaths, or some new lightpaths as well, if and only if setting new lightpaths is necessary; and the second phase
is to protect each new primary lightpath, if any, against single link failure via segment protection. Specifically, because we have previously demonstrated in [117] that carefully fragmenting new primary/backup lightpaths into shorter ones helps to improve the network BBR for segment protection, a lightpath-fragmentation (LF) method is adopted in the proposed SSP method to conservatively split new lightpaths into shorter ones. In this manner, the SSP mechanism attempts to minimize the network resources allocated for request protection.

In what follows, we present the detailed two-phase SSP scheme for survivable dynamic multicast traffic grooming.

### 6.3.2 Two-Phase SSP Scheme for Survivable Dynamic Multicast Traffic Grooming

#### 6.3.2.1 First-phase Primary-Tree Route Calculation

When a lightpath-based approach is adopted, the primary tree for the multicast transmission is composed of a number of lightpaths. Because establishing new lightpaths consumes additional wavelength and transceiver resources, we use existing survivable lightpaths to serve as many request destinations as possible, and new lightpaths are established to serve the remaining destinations only when it is necessary to do so.

It is well known that the identification of the minimal-cost primary tree route is an NP-complete problem. We adopt the simple yet efficient minimum-cost path heuristic (MPH) [56] to connect the request destinations one by one to the primary tree using minimum cost paths. Procedure 6.1 presents the process for calculating the primary route $T$ for a multicast request.
**Procedure 6.1: Primary Route Calculation sub Algorithm**

**input**: A network $G(V, E)$ and a multicast request $R\{s, D, b\}$.

**output**: A primary tree route $T$ for serving $R\{s, D, b\}$.

1.Generate an auxiliary graph (AG) using all existing survivable lightpaths; call MPH on AG to initiate a tree from $s$ to serve as many members of $D$ as possible. Remove those served members from $D$. If $D$ is empty, go to Step 12; otherwise, save the partial tree $T$ and continue.

//Grooming with existing survivable lightpaths

2. Add $s$ and all the other nodes of $T$ to a node set $S$. //optical layer primary tree routing (2-11)

3. while $D \neq \emptyset$

4. Generate an optical-layer AG; calculate all-to-all shortest paths between each node in $S$ and each node in $D$ using the lightpath-cost definition presented in Eq. 6.1;

5. Choose the single shortest path $P$ among all paths that connect any member of $S$ to a member $d$ of $D$. Denote the distance of $P$ by $dis$.

6. if $dis < \infty$

7. $S = S \cup \{d\}$, $D = D \setminus \{d\}$; save the path $P$ onto the primary tree $T$;

8. else

9. Block the request $R\{s, D, b\}$ and break;

10. end

11. end

12. Return the primary tree route $T$.

Step 1 attempts to utilize the existing survivable lightpaths to serve as many request destinations as possible. If there are sufficient existing survivable lightpaths, the request will be served directly; otherwise, the remaining destinations will be connected to the primary tree one by one using new lightpaths in Steps 2 – 11.

Note that various path-cost definitions can be adopted in Step 4 to define the distance between two nodes. To improve the network’s BBR performance while balancing the resource consumption, the cost definition shown below is adopted [104]:

$$C_{ij} = \begin{cases} \frac{1-p}{pxr x(H+1)} - H_{ij} \ln \left(1 - \frac{1}{\omega_{ij}+1}\right) & \text{if } \omega_{ij} > 0 \text{ and } p > 0 \\ \infty & \text{if } \omega_{ij} = 0 \text{ or } p = 0 \end{cases} \quad (6.1)$$

where $p$ is the smaller of the transmitter number at the source node and receiver number at the destination node of the lightpath, $\omega_{ij}$ is the number of wavelengths available along the lightpath route, $\overline{H}$ is the average path length of the network, and $H_{ij}$ is the minimum hop length between the two end nodes of the lightpath. The intent of this function is to balance the consumption of wavelength and transceiver resources. Specifically, if both resources are abundant, the costs of consuming them will be low and similar to each other, whereas if either becomes
scarce, the cost of consuming the scarce resource will increase. Our previous s-
tudies have demonstrated that such a definition leads to satisfactory performance
[104]

Once the primary tree route is identified for a request in the first phase, the
proposed method enters its second phase to identify a backup route for each new
primary lightpath, wherein auxiliary graphs are generated for routing purposes.

### 6.3.2.2 Graph Generation for Backup-Route Calculation

For each new lightpath added to the primary tree route $T$, the SSP scheme is
adopted to protect it at the connection level. Specifically, the lightpath is frag-
mented into segments, which we refer to as active segments (ASs) following [119],
and each segment is then protected using one or more link-disjoint backup seg-
ments (BSs). For example, the new primary lightpath shown in Fig. 6.1(b) is
fragmented into three ASs, i.e., $S \rightarrow n_1, n_1 \rightarrow n_3$, and $n_3 \rightarrow d$, and each AS is
protected by a separate link-disjoint BS. The nodes $n_1$ and $n_3$, each of which acts
as the source node of a segment, are called switching nodes.

To identify backup routes for a multicast session $R\{s, D, b\}$, an auxiliary graph
with appropriate edge costs is generated. On such a graph, an edge that represents
a backup route along which a wavelength has been reserved for protection is called
an existing backup lightpath, whereas an edge that denotes a route along which a
new wavelength must be reserved for protection is called a new backup lightpath.
Suppose that $P$ is a new primary lightpath to be protected, AS is an active segment
of $P$, and SG is the set of links that AS traverses. The link-cost assignment policy
below is adopted for the calculation of AS’s backup route:

\[
L_{ij} = \begin{cases} 
\infty & \text{an existing backup lightpath } e \text{ that is not link-disjoint with AS or its its capacity } r_m + b_f^{AS}(SG) < b; \\
\epsilon + b_{ad} & \text{an existing backup lightpath } e \text{ that is link-disjoint with AS with capacity } r_m + b_f^{AS}(SG) \geq b; \\
b \times C(e) & \text{a new backup lightpath to be set up and that is link-disjoint with AS;}
\end{cases}
\]

(6.2)

where \( \epsilon \) is a small positive value \((10^{-2} \text{ used in this study})\) and \( b_{ad} \) is the amount of additional capacity that should be reserved on an existing backup lightpath for AS protection. It can be calculated as \( b_{ad} = \max\left(0, b - b_f^{AS}(SG)\right) \).

As indicated in Eq. (6.2), the costs assigned to the edges on the auxiliary graph are different from each other: the costs for existing backup lightpaths that do not have sufficient residual bandwidth or are not link-disjoint with AS are infinitely large, whereas the costs for those existing lightpaths that do have sufficient residual capacity are proportional to the additional capacity that must be reserved for request protection. For new backup lightpaths to be established, their assigned costs must equal the bandwidth required by the request multiplied by the cost of the new lightpath \( C(e) \), which is defined as follows:

\[
C(e) = \begin{cases} 
\left(\frac{1-r}{p \times (H+1)}\right) - H_e \ln \left(1 - \frac{1}{\omega_e+1}\right) \times amp & \text{if } \omega_e > 0 \text{ and } p > 0 \\
\infty & \text{if } \omega_e = 0 \text{ or } p = 0
\end{cases}
\]

(6.3)

where all symbols have the same meanings as those defined in Eq. (6.1), and \( amp \) is an amplification factor. This definition ensures that the cost of establishing a new backup lightpath, i.e., \( C(e) \), is usually approximately 5 times \([108]\) that of using an existing lightpath when the network is in its typical operation status. (In this chapter, we assume that \( \omega_e = W/2 \) for the typical network status. For a detailed discussion please refer to \([104]\).)

Once the auxiliary graph is generated, any shortest-path algorithm can then be applied to identify a backup route for each primary path. However, because long
lightpaths may impose a strict wavelength-continuity constraint on lightpath routing, thereby degrading resource sharing in the grooming process, an LF method is adopted in the proposed SSP method for both AS determination and BS fragmentation.

Below, we present the main idea of the LF method.

### 6.3.2.3 LF Method for AS Determination and BS Fragmentation

Suppose that $L$ is a primary/backup route along which a new wavelength should be reserved; $n$ is an intermediate node of $L$ with a fan-out degree of $d_n$. The numbers of idle transmitters and receivers on $n$ are denoted as $T_n$ and $R_n$, respectively, and the numbers of free wavelengths along the incoming and outgoing links of $L$ are denoted as $\omega_{in}$ and $\omega_{out}$, respectively. The three parameters defined below are used to determine whether the path route $L$ can be fragmented at $n$:

$$\alpha_m = \min\left(\frac{T_n}{d_n \times \omega_{out}}, \frac{R_n}{d_n \times \omega_{in}}\right)$$ \hspace{1cm} (6.4)

$$\alpha_n^p = \frac{1}{H_n^p}$$ \hspace{1cm} (6.5)

$$\alpha_n^b = \frac{1}{H_n^b}$$ \hspace{1cm} (6.6)

where $H_n^p$ and $H_n^b$ are the average shortest primary and backup path lengths from $n$ to all other network nodes, respectively.

In the above equations, $\alpha_m$ denotes the smaller of the add and the drop ratios on node $n$ for the current network status; $\alpha_n^p$ and $\alpha_n^b$ are inversely proportional to the average hop length from node $n$ to all the other network nodes, indicating the availability of the port resources for lightpath fragmentation. When $\alpha_m > \alpha_n^p$
(\(\alpha_m > \alpha_n^b\)), it indicates that the transceiver resources at \(n\) are relatively redundant and it is beneficial to segment \(L\) at \(n\) so that there is no need to establish too long lightpaths, and thereby alleviates the wavelength continuity constraint on \(L\)’s establishment; otherwise, the transceiver resources are regarded as relatively limited at \(n\), and it is better for \(L\) to bypass \(n\) to conserve transceiver resources.

We refer to a node \(n\) as fragment node if \(\alpha_m > \alpha_n^p\) for a primary lightpath or \(\alpha_m > \alpha_n^b\) for a backup path that passes through \(n\). Procedure 6.2 presents the major steps of LF method.

**Procedure 6.2:** Lightpath_fragmentation_scheme(LF)

*input* : A network \(G(V, E)\) and a lightpath \(L\)

*output* : A set of new lightpaths.

1. while any node of \(L\) has not been checked do
2.     for each intermediate node (if any) \(n\) along \(L\) do
3.         Calculate \(\alpha_m\) for \(n\);
4.         if \(\alpha_m > \alpha_n^p\) (or \(\alpha_m > \alpha_n^b\)) at \(n\) then
5.             Fragment \(L\) at \(n\) and obtain two new lightpaths \(L_a\) and \(L_b\);
6.             \(L = L_b;\)
7.         end
8.     end
9. end

The LF method is adopted to segment both the primary and backup paths of each survivable lightpath that will be set up. For example, using the LF method, the survivable lightpath presented in Fig. 6.1(b) could be fragmented as illustrated in Fig. 6.2, wherein \(n_1\), \(n_3\), 1, and 2 are fragment nodes.

Even though such a lightpath-fragmentation process helps alleviate the wavelength-continuity constraint, our previous results in [117] demonstrated that overly greedy path fragmentation still degrades the network BBR. This degradation occurs because protecting a large number of ASs requires a large amount of protection resources, which ultimately affects the network performance.

Inspired by this observation, we propose the conservative application of the LF method for the protection of new lightpaths using the proposed SSP scheme. Specifically, we adopt a similar two-phase process to that applied in the PROMISE
method proposed in [118], and employ the LF method for both AS determination and BS fragmentation in the second-phase of the proposed SSP mechanism. The primary objective is to minimize the network resources allocated for lightpath protection.

### 6.3.2.4 Second-Phase LF-Based Backup-Route Calculation

After the first-phase calculation, we have obtained a primary tree that may contain some new primary lightpaths. Let us denote a new lightpath to be protected as $P$; the number of optical hops that it traverses as $n$, and all nodes along $P$ are labeled from 0 to $n$. Assume that $m(0 < m < n)$ is an intermediate node along $P$, $AS_m$ is an active segment from node $m$ to node $n$ along $P$, $C_m$ is the shortest link-disjoint backup path that has been identified for $AS_m$ protection, and $C_{m,i}$ is the shortest backup path that has been identified for protecting the active segment between node $m$ and node $i(m < i < n)$. The costs of the latter two paths are $C(m)$ and $C(m, i)$, respectively; they are the sums of the costs of each backup lightpath that $C_m$ and $C_{m,i}$ traverse. Procedure 6.3 presents the major steps in the second-phase LF-based backup-route calculation.

The second phase of the proposed SSP mechanism begins by testing each intermediate node $m$ along the primary lightpath $P$ in Step 2. A fragment node is chosen in Step 3. Step 4 tentatively selects a few links along $P$ to be active segment $AS_m$; in Steps 5 and 6, the algorithm attempts to identify the shortest link-disjoint path to protect the active segment $AS_m$ from one end to the other.
Procedure 6.3: LF-based Backup Path Provisioning

input: A network $G(V, E)$ and new primary lightpath $P$ for $R\{s, D, b\}$.
output: A set of backup lightpaths to protect $P$.

1. Clear the set of fragment nodes $S_F$;
2. for each intermediate node $m = n - 1$ to 0 along $P$ do
   3. if $m$ is a fragment node with $\alpha_m > \alpha_m^P$ then
      4. Set the links from $m$ to $n$ along $P$ to be $AS_m$;
   5. Generate an auxiliary graph (AG) using both existing backup lightpaths and new backup lightpaths to be established, and assign each edge a cost according to Eq. (6.2); //Graph generation for backup routing
   6. Calculate the shortest path that is link-disjoint with $AS_m$ on AG for its protection and record this path as $C_m$; //C_m initialization
   for each node $i$ in $S_F$ do
     7. Set AS to be the links from $m$ to $i$ along $P$;
     8. Generate an auxiliary graph (AG') using both existing backup lightpaths and new backup lightpaths to be established, and assign each edge a cost according to Eq. (6.2); //Graph generation for AS protection
     9. Calculate the shortest path that is link-disjoint with AS from $m$ to $i$ on AG' to protect AS and denote this path by BS; //backup routing
   10. Call Procedure 6.2 (Lightpath Fragment scheme) to process each new backup lightpath along BS and return a set of new lightpaths, calculate the cost $C(m,i)$ using Eq. (6.1), and then multiply the sum cost of these new lightpaths by amp; record the processed BS route as $C_{m,i}$; //LF for backup route processing;
   11. $C_m = \min(C_m, C_{m,i} + C_1)$; //choose the back route for $AS_m$
      end
   12. $S_F = S_F \cup \{m\}$
   end
13. end
14. Return $C_0$ for protecting the new lightpath $P$.

Steps 7–13 recursively test the possible fragmentation of the active segment $AS_m$, and ultimately choose a minimum-cost backup path for the protection of $AS_m$. In Step 14, the tested fragment node is recorded; this node might be used later as a switching node for some other segment. Note that a backup path BS may contain both existing backup lightpaths and new lightpaths to be established, and a new backup lightpath will be segmented as long as it contains any fragment nodes. The above process is repeated for all fragment nodes along $P$ until the backup path with the minimum cost is identified to protect $P$. Once the backup path is determined for $P$, the segmentation of $P$ itself and the fragmentation of all BSs are also determined.

Figure 6.3 presents an illustrative example of the second-phase backup-path provisioning process. Assume that a primary lightpath $P$ connecting nodes 0 and 4
is to be protected; nodes 1, 2 and 3 are fragment nodes. At the beginning, for the active segment between nodes 3 and 4, the minimum-cost link-disjoint backup path shown in Fig. 6.3(b) is identified for protection, as shown in Fig. 6.3(c). In Fig. 6.3(d), the active segment $AS_m$ is extended to include links between fragment nodes 2 and 3. To protect this updated $AS_m$, there are two options for backup route selection, as shown in Fig. 6.3(d): one is the shortest link-disjoint path directly from node 2 to node 4, and the other one is a combination of two backup paths between nodes 2 and 3 and the nodes 3 to 4, respectively. After the LF-based path segmentation and cost calculation, the combined backup path shown in Fig. 6.3(e) is chosen for $AS_m$ protection. This procedure is repeated for the active segment $AS_m$ to incorporate fragment nodes along $P$ one by one, and ultimately, the minimum-cost path shown in Fig. 6.3(i) is chosen to protect $P$. 

---

**Figure 6.3:** An illustrative example of LF-based backup path provisioning. (a) The primary lightpath $P$ to be protected; (b) a tentative segment $AS$ to be protected; (c) the minimum cost backup path for $AS$ protection; (d) extended $AS$ and its possible backup routes; (e) a minimum cost path for $AS$ protection; (f) possible backup paths for tentative $AS$ protection that include node 1; (g) minimum cost backup path for $AS$ protection; (h) the tentative segment $P$ and all its possible backup routes; (i) the final backup path for $P$ protection.
For a new lightpath with \( n \) intermediate fragment nodes, the second-phase backup-path calculation sub-algorithm will check all possible routes for its protection and will ultimately choose the one that requires the minimum amount of backup resources. The BSs can be identified using any shortest-path algorithm, e.g., Dijkstra’s algorithm, which has a complexity of \( |E| + |V| \log(|V|) \), where \(|E|\) and \(|V|\) are the numbers of network edges and network nodes, respectively; the total numbers of BSs calculations is limited to \( n(n + 1)/2 \).

Using the primary- and backup-route provisioning sub-algorithms described above, we now present the LF-SSP scheme for survivable dynamic multicast traffic grooming.

### 6.3.3 The Proposed LF-SSP Mechanism

Algorithm 6.1 presents the major steps of the LF-SSP scheme for survivable dynamic multicast traffic grooming.

To encourage traffic grooming when fulfilling a request, LF-SSP gives higher priority to the use of existing survivable lightpaths. Hence, Step 1 attempts to identify a primary route \( T_P \) for the request, and if a tree route that comprises only existing survivable lightpaths exists, it will be adopted to directly fulfill the request; otherwise, new lightpaths must be established for the request. Steps 2 – 5 attempts to protect each new primary lightpath on \( T_P \) using the LF-based backup-path calculation sub-algorithm to minimize the amount of backup resources allocated for each lightpath; if a backup route cannot be found for any primary lightpath, the request will be rejected. Steps 6 – 20 allocate the required network resources for a survivable lightpath, and finally Step 21 updates the network status. Note that for the traffic grooming in Step 1 and the lightpath wavelength assignment in Steps 2 – 20, the first-fit wavelength-assignment policy is adopted if there is more than one candidate route.
Algorithm 6.1: LF-SSP for dynamic multicast traffic grooming

\textbf{input}: A network $G(V, E)$ and a multicast request $R\{s, D, b\}$.

\textbf{output}: A survivable multicast tree route for $R\{s, D, b\}$.

1. Call Primary Route Calculation sub Algorithm, which returns a primary route $T_P$; if $T_P$ consists only of existing survivable lightpaths, go to Step 18 and otherwise, continue;

2. For each new lightpath $P$ on $T_P$ do
3.  Call LF based Backup Path Provisioning for $P$ protection;
4.  If backup paths (BSs) can be found for $P$, assign the BSs to $P$ and denote $P$ as survivable on $T_P$, and if BSs cannot be found, block the request;

5. For each new primary lightpath $P$ on $T_P$ do
6.  Fragment $P$ according to its BSs; allocate transceiver and wavelength resources to each fragmented new AS of $P$; if any resource is unavailable, block the request;

7.  For each new backup lightpath along the BSs do
8.   Call Procedure 6.2 to fragment the lightpath, if possible;
9.   For each new lightpath $L$ obtained from fragmentation do
10.  Reserve a wavelength along the route $L$;
11.  If source node of $L$ is neither $s$ nor a fragment node on $P$ then
12.     Allocate a transmitter at this node;
13.  End
14.  If end node of $L$ does not belong to $D$ or is not a fragment node on $P$ then
15.     Allocate a receiver at this end node;
16.  End
17.  End
18.  End
19. End
20. Update the residual capacities of all survivable lightpaths along route $T_P$.

Finally, we compare the complexity of LF-SSP to those of the existing wavelength- and subwavelength-level methods. For an arriving request with destination size $D$, all these methods firstly find a minimum spanning primary tree (MST) with a complexity of $O(D|V|^2)$, where $|V|$ is the number of network nodes. SPT method then protects each segment of such MST using a link-disjoint tree, its complexity hence is $O(3D|V|^3)$; LP protects the request destinations on the MST one by one in an ascending order of their distances from the source, with complexity of $O(0.5D^2|V|^2)$. CL-SSP protects each new lightpath on the MST using a link-disjoint path its complexity therefore is $O(D|V|^2 + D(|E| + |V| \log(|V|)))$ with $|E|$ being the number of network links. For the LF-SSP method, since it adopts Procedure 6.3 to minimize the resources for both request grooming and protection, its complexity is $O(D|V|^2 + 0.5D^2(|E| + |V| \log(|V|)))$ in the worst case. In a backbone network with a moderate number of network nodes, the complexity of LF-SSP is acceptable.
6.4 Performance Evaluation

In this section, we conduct a number of experiments to evaluate the performance of the LF-SSP method in various cases. We first present the simulation setup, and then compare the LF-SSP to existing methods for either subwavelength- or wavelength-level multicast request protection; finally, we assess the influences of several factors on LF-SSP performance.

6.4.1 Simulation Setup

We simulate a dynamic network environment to evaluate LF-SSP performance in various cases. We assume that all multicast requests arrive/leave the network dynamically according to Poisson distribution with mean rate $\lambda$ and that their holding time is negative-exponentially distributed with a mean of $\mu = 1$; the request source and destinations are randomly chosen from among all network nodes, and the number of destinations of each request, denoted by $N$, is assumed to follow a truncated geometric distribution [81] defined by a parameter $q (0 < q < 1)$. Specifically, Eq. (6.7) and Eq. (6.8) presents the probability that a request has $k$ destinations and the average number of request destinations, respectively:

$$P(N = k) = \frac{(1 - q)q^{k-1}}{q - q^{|V|}}, 2 \leq k \leq |V| - 1 \quad (6.7)$$

$$E(N) = \sum_{k=2}^{|V|-1} k \times P(N = k)$$

$$= \frac{2q - q^2 - |V|q^{|V|-1} + (|V| - 1)q^{|V|}}{(1 - q)(q - q^{|V|-1})} \quad (6.8)$$

where $|V|$ is the number of network nodes.
The two commonly used network topologies depicted in Fig. 6.4, 14-node 21-link NSFnet and 24-node 43-link USnet, are utilized for the simulations. We assume the followings:

1. Each network link consists of two fibers travelling in opposite directions, each carrying $W = 32$ wavelengths; the full capacity of each wavelength is $B = 16$ units.

2. The averaged number of destinations of each session is 3. For subwavelength requests, the required bandwidth is an integer that is uniformly distributed in the interval $[1, 16]$, and for wavelength-level multicast requests, the required bandwidth is 16.

3. The number of transceivers on a network node is $W \times d_i \times r$, where $d_i$ is the fan-out degree of the nod.

4. Loss of signal power loss because of transmission attenuation or light splitting is not considered.

In the following figures, the results are averages of at least five independent simulations, each was produced based on $10^5$ connection requests. Because the two topologies generate relatively consistent performance results, unless otherwise
specified, we present only the results obtained using the NSFnet topology for comparisons and discussions.

6.4.2 Comparison of LF-SSP to the Existing Subwavelength-Level CL-SSP Method

6.4.2.1 Comparisons in a port-unlimited network

Figure 6.5 compares the LF-SSP method to the existing CL-SSP method in a port-unlimited network under various traffic loads for subwavelength-level multicast request protection. It is evident that LF-SSP outperforms CL-SSP throughout the entire range of traffic loads: under low traffic loads, e.g., $\rho = 65$ Erlangs, LF-SSP is superior to CL-SSP by more than three orders of magnitude, whereas under higher traffic loads, e.g., $\rho = 110$ Erlangs, LF-SSP remains superior to CL-SSP by approximately 49.1% in terms of network BBR.

6.4.2.2 Comparisons in a port-limited network

Figure 6.6 presents a comparison between LF-SSP and CL-SSP in a port-limited network, where $r = 0.6$ for all network nodes, under various traffic loads. The results illustrate that LF-SSP again consistently outperforms CL-SSP throughout the entire range of traffic loads in the request-grooming process. Specifically, when the traffic load is low, e.g., $\rho = 60$ Erlangs, LF-SSP superior by more than three orders of magnitude, whereas under higher traffic loads, e.g., $\rho = 100$ Erlangs, it outperforms CL-SPP by approximately 65.2%.

The results presented above in both Fig. 6.5 and Fig. 6.6 convincingly demonstrate that LF-SSP can achieve satisfactory results in networks with either limited or unlimited port resources. Compared to CL-SSP, LF-SSP utilizes the LF method
Figure 6.5: LF-SSP compared to CL-SSP in the port-unlimited NSFnet topology under various traffic loads ($r = 1.0$).

Figure 6.6: LF-SSP compared to CL-SSP in the port-limited NSFnet topology under various traffic loads ($r = 0.6$).
more conservatively when splitting new primary/backup lightpaths to minimize the total resources allocated for the protection of a new request. This additional step allows the LF-SSP method to more efficiently utilize the network resources.

To evaluate the resource utilization of LF-SSP, we define a new metric, the average utilization of existing channel capacity, which is defined as the ratio of the total traffic load carried by network to the total capacity of all existing channels, for performance measurement. Figure 6.7 presents the values of this metric for both methods in the port-limited NSFnet topology under various traffic loads. It is evident that because CL-SSP splits new backup lightpaths as long as such lightpaths can be fragmented at any of their intermediate nodes, its wavelength utilization is lower. By contrast, through conservatively utilizing the LF method to minimize the resources allocated for request protection, the LF-SSP method improves the utilization of the channel capacity by approximately 15% on average. This improvement clearly demonstrates that it is beneficial to adopt the additional step of conservatively utilizing the LF method to minimize the resources allocated for request protection.

6.4.3 Comparison of LF-SSP to Existing Wavelength-Level SPT and LP Methods

To further assess the performance of the LF-SSP method, we extend its application to the protection of wavelength-level multicast requests and compare its performance to that of the two best existing methods for this task in various cases.
Figure 6.7: The average utilization of existing channel capacity versus the traffic loads in the port-limited NSFnet topology ($r = 0.6$).

6.4.3.1 Comparisons in a port-unlimited network

Figure 6.8 compares LF-SSP to SPT and LP in the port-unlimited NSFnet topology under various traffic loads. It is evident that LF-SSP reliably outperforms both SPT and LP methods throughout the entire range of traffic loads. Specifically, when under low traffic loads, i.e., $\rho < 45$ Erlangs, LF-SSP consistently outperforms LP by approximately one order of magnitude, and outperforms SPT by about 83.6%; whereas when under higher traffic loads, e.g., $\rho = 70$ Erlangs, the performances of LF-SSP is still slightly better than those two methods. Such results can be understood: when the traffic load is low, the network resources are abundant, and thereby, the method that is able to make more efficient the network resources can easily stands out; when the traffic load is high, however, the wavelength resource becomes limited, and therefore, the performance differences between the different methods are not so obvious.
Figure 6.8: LF-SSP compared to the SPT and LP methods in the port-unlimited NSFnet topology under various traffic loads ($r = 1.0$).

### 6.4.3.2 Comparisons in a port-limited network

Figure 6.9 compares LF-SSP to both the SPT and LP methods in the port-limited NSFnet topology under various traffic loads. Again we can see that, LF-SSP evidently achieves better performance than both algorithms throughout the entire range of traffic loads: when under low traffic loads, e.g. $\rho = 45$ Erlangs, it outperforms LP method by more than one order in of magnitude, and outperforms SPT by more than 80%; whereas when under higher traffic loads, e.g. $\rho = 70$ Erlangs, performance of LF-SSP is still slightly better than those of the SPT and LP methods. Such observation is due to the fact that when the traffic load is low, the network resources are relatively abundant, and thus LF-SSP is able to fragment the new lightpaths to improve resource sharing in protection process, whereas when the traffic load is high, both primary and backup lightpaths are less fragmented, which drags down the resource sharing efficiency, and thus performance superiority.
of LF-SSP method is not obvious.

The results presented in Fig. 6.8 and Fig. 6.9 illustrate that LF-SSP is able to achieve satisfactory performance if it is utilized to protect wavelength-level multicast requests. It is also interesting to note that a comparison between Figures 6.8 and 6.9 indicates that LF-SSP performs better when the port resources are abundant. This is attributed to the fact that LF-SSP is designed to make the best possible use of transceiver resources to minimize the network BBR.

Below, we compare LF-SSP to the existing methods in various cases to further assess the influence of transceiver resources on the LF-SSP performance.
6.4.4 Effects of the Add/drop Port Resources on Sub-wavelength and Wavelength Level Protection

Figure 6.10 offers a comparison between LF-SSP and CL-SSP in the NSFnet network with various port resources for subwavelength-level multicast request protection. It is clear that when the port resources are limited, i.e., $r < 0.2$, the performance difference between the two methods is not so big, whereas when the port resources increase, the performance of LF-SSP improves rapidly and exceeds that of CL-SSP by more than an order of magnitude once $r > 0.3$. When the port resources are relatively abundant, e.g., $r > 0.7$, LF-SSP outperforms CL-SSP by nearly two orders of magnitude.

![Comparison between LF-SSP and CL-SSP in terms of the add/drop ratio in the NSFnet topology for subwavelength-level request protection (traffic load $\rho = 70$ Erlangs).](image)

Figure 6.11 compares LF-SSP to the SPT and LP methods for the protection of wavelength-level multicast requests in the NSFnet network. It is again clear that
when the port resources are limited, i.e., $r < 0.35$, the BBR performances of these methods are not very different from one another. When the port resources are not so bottlenecked, i.e., $r > 0.35$, the BBR performance of LF-SSP improves and supersedes those of SPT and LP; when $r > 0.5$, LF-SSP is superior to LP by nearly two orders of magnitude, and outperforms SPT by approximately one order of magnitude.

![Diagram showing the BBR performances of LF-SSP, SPT, and LP methods.]  

Figure 6.11: LF-SSP compared to the SPT and LP methods in terms of the add/drop ratio in the NSFnet topology for wavelength-level multicast request protection (traffic load $\rho = 35$ Erlangs).

The above results in both cases can be understood as follows: when the port resources are bottlenecked, the use of different methods cannot lead to any large differences in the results because of the limited resources; when the port resources are no longer bottlenecked, however, the method that can make efficient use of the port resources stands out. As LF-SSP is designed to make the best possible use of the port resources, its BBR performance improves once the port resources are
reasonably sufficient. The conservative lightpath fragmentation helps improve the resource sharing in request protection process.

Such comparisons clearly demonstrate that by utilizing the LF method to minimize the total resources allocated for request protection, LF-SSP is able to achieve satisfactory performance when protecting either wavelength- or subwavelength-level multicast requests in networks with various amounts of port resources.

6.4.5 Effects of the Average Number of Destinations of Each Request

We also study the influences of the average numbers of request destinations on the performances of LF-SSP for supporting subwavelength- and wavelength-level multicast requests in NSFnet topology with limited and unlimited port resources. Because the conclusions hold for networks with either limited or unlimited port resources, we present only the results obtained for port-limited networks.

Figure 6.12 compares LF-SSP and CL-SSP in the port-limited NSFnet topology for the protection of subwavelength-level multicast requests. Simulation results show that LF-SSP evidently outperforms CL-SSP: when the average size of the multicast sessions is small, e.g., $E(N) < 4.5$, LF-SSP is superior to CL-SSP by more than one order of magnitude, whereas when the size of the multicast sessions increases, the performance difference between the two methods decreases. This observation can be understood as follows: if the size of the average multicast-session is small, the network resources are relatively abundant and the performance superiority of LF-SSP is more obvious because this method uses network resources more efficiently. When the average session size is large, the network resources are relatively scarce, LF-SSP cannot cause an equally significant difference as that in the former case because of the bottlenecked resources, the performance difference between the two methods is therefore reduced.
Figure 6.12: LF-SSP compared to CL-SSP for sub-wavelength level multicast request protection in the NSFnet topology ($r = 0.6, \rho = 60$ Erlangs).

Figure 6.13 compares LF-SSP to the SPT and LP methods for the protection of wavelength-level multicast requests in the port-limited NSFnet topology. It is evident that LF-SSP achieves better BBR performance than the SPT and LP methods in the simulated cases. As can be seen, LF-SSP achieves much better BBR performances. Specifically, when the multicast-session size is small, i.e., $E(N) < 4$, LF-SSP outperforms LP by about an order in magnitude. Even when the average multicast-session size is larger, i.e., $E(N) > 4.5$, it still outperforms LP by 54% when averaged over all the simulated cases. When compared to the SPT method, LF-SSP also achieves much better performances in different cases: when $E(N) < 4$, it outperforms SPT by more than 60%, while when $E(N) > 4.5$, its performance is still slightly better over that of SPT. Such results can be understood: when the average multicast-session size is small, the network resources are relatively abundant, and thus, the LF-SSP method is able to achieve better BBR
performance through utilizing the lightpath fragmentation method to improve resource sharing in request protection process; when the traffic load is high, however, the network resources become limited. In this case, resource sharing with lightpath fragmentation becomes less significant, and thus, performance superiority of LF-SSP becomes smaller.

The above results again demonstrate that LF-SSP steadily outperforms the existing methods in networks with either limited or unlimited port resources. It is worth noting that the proposed LF-SSP scheme is designed for subwavelength-level multicast request protection. It is not a surprise that for wavelength-level request protection, there may still be nontrivial space for the performance of the algorithm to be further improved. For example, the three parameters defined in (6.4)-(6.6) can be optimized to further improve the network resource sharing for wavelength-level request provisioning. We compare LF-SSP versus SPT and LP without making such changes since our main focus is not to design the best possible
algorithm for wavelength-level protection. Instead, we present such comparisons simply because there exists too few existing algorithms for subwavelength-level request protection. Our results show that, even without making any changes to LF-SSP for wavelength-level request protection, the proposed algorithm nevertheless achieves better performance than LP and SPT in different cases. When the network resources are abundant, and the session size is not too large, it steadily outperforms the best existing method by about 60% under low traffic loads.

6.5 Summary

In this chapter, we addressed the problem of protecting subwavelength-level multicast requests against single link failure in dynamic traffic grooming. An efficient mechanism, lightpath-fragmentation-based segment shared protection (LF-SSP), was proposed. LF-SSP attempts to minimize network blocking performance by adopting the LF method to conservatively split the new primary/backup lightpaths into shorter ones to improve resource sharing while minimizing the total resources allocated for request protection. We performed extensive simulations to evaluate the performance of LF-SSP in various cases. The results demonstrated that LF-SSP is capable of achieving satisfactory performance for either subwavelength- or wavelength-level multicast request protection in networks with limited or unlimited resources under various traffic loads; the performance superiority of LF-SSP compared to the existing methods is more evident when the network resources are relatively abundant. The influences of variations in the number of add/drop ports and the average multicast-session size on the LF-SSP performance were also evaluated.
Chapter 7

Conclusions and Future Work

7.1 Conclusions

To satisfy the ever-increasing bandwidth demand of Internet users, future optical networks should be capable of supporting a variety of network applications and provide extremely high capacity. For this reason, WDM-based optical networking technologies are currently under rapid development and have been widely deployed in both access and backbone networks. Furthermore, as IP/MPLS technology continues to gain popularity, it is widely accepted that IP/MPLS over WDM will be a key component for next-generation optical Internet. However, because the capacity provided by a single-wavelength channel is much higher than the bandwidth requirement of a user request, dynamic request-provisioning mechanisms are needed to efficiently utilize the capacity provided by modern optical networks. This dissertation is devoted to an investigation of the problems related to dynamic request-provisioning mechanisms in next-generation optical Internet applications. The primary objective is to devise efficient provisioning mechanisms for subwavelength-granularity unicast or multicast requests in their dynamic traffic-grooming processes.
We began this dissertation with a brief review of some previous work regarding wavelength-routed WDM networks in Chapter 2. First, we introduced some of the basic concepts of WDM networks and some emerging technologies that have been proposed for the next-generation optical Internet infrastructure. We also briefly discussed the advantages and shortcomings of these technologies for near-term deployment. Then, we presented some existing work concerning the traffic-grooming problem in WDM networks, in particular, the dynamic grooming problem for either unicast or multicast traffic; finally, we introduced some basic elements of network survivability problems. We briefly described some schemes that have been proposed in the literature for wavelength-level multicast request protection in WDM networks and also discussed the problems from which these existing protection schemes suffer.

As overlay IP/MPLS over WDM is widely accepted to be the most practical network architecture for near-term deployment, it is essential for such a network to be capable of efficiently supporting unicasting services. We addressed the dynamic LSP routing problem in overlay IP/MPLS over WDM networks in Chapter 3. Through an extensive literature review, we found that the primary factor that limits the blocking performance of such a network is the limited information exchange between its two layer networks. Although various routing mechanisms have been proposed for such networks, none has considered the fact that the IP/MPLS-layer operator may have a record of all lightpath services that have been supported by the WDM-layer network. Such a record, if properly utilized, can facilitate the IP/MPLS-layer request-routing process. Based on this understanding, we proposed a historical data-utilization scheme to make use of the data record kept by an IP/MPLS-layer network and devised an Existing Link First (ELF) algorithm to improve the network blocking performance. Simulations were performed to compare the performance of the ELF algorithm to those of the best existing methods in various cases, and the results demonstrated that the proposed ELF algorithm
significantly outperforms the existing methods in various cases.

In Chapter 4, we studied the dynamic multicast traffic-grooming problem in wavelength-routed WDM networks. In the literature, both lightpath and light-tree schemes have been proposed to support dynamic multicast traffic grooming in WDM networks. However, we noted that although some very simple comparisons have been performed between two potential schemes for traffic grooming in certain cases, no results have firmly established which scheme is the better choice for dynamic multicast traffic grooming. We compared the blocking performances of two such schemes in dynamic multicast traffic grooming. We found that the lightpath-based methods are always superior to light-tree-based methods because lightpaths are more easily shared in the traffic-grooming process. Inspired by these results, we then proposed a lightpath-fragmentation (LPF)-based method to further improve the network blocking performance. We also performed extensive simulations to compare the LPF method to other existing methods in various cases to evaluate its performance. The influences of various parameters were also studied via simulation.

Because the future optical Internet infrastructure will need to support not only unicast requests but also multicast traffic, Chapter 5 investigated the dynamic multicast traffic-grooming problem in overlay IP/MPLS over WDM networks, and a dynamic multicast traffic-grooming algorithm, the overlay multicast provisioning (OMP) mechanism, was proposed. The OMP mechanism utilizes a historical data-learning (DL) scheme at the IP/MPLS layer for logical link-cost estimation and a lightpath-fragmentation (LPF)-based method at the WDM layer for resource-sharing improvement. The performance of the OMP scheme was compared to those of other existing schemes in various cases. The results clearly demonstrated the effectiveness of OMP in various cases. We also evaluated the respective influences of both the DL and LPF schemes on the OMP performance by comparing OMP to some other provisioning mechanisms. The results demonstrated
that the improvement in the OMP performance achieved using the DL scheme is more significant than that achieved using the LPF scheme when the fixed routing strategy is adopted at the WDM layer. We also assessed the influences of various lightpath-cost definitions and various WDM-layer routing policies on the OMP performance.

As the capacity provided by a single fiber continues to increase, network resiliency will prove to be essential in WDM networks because a single network failure may lead to tremendous amount of data loss. Chapter 6 investigates the problem of subwavelength-granularity multicast request protection in the dynamic traffic-grooming process. To improve resource sharing in both the traffic-grooming and protection processes, we proposed a method called the lightpath-fragmentation (LF)-based segment shared protection (LF-SSP) scheme for SMTG. Through utilizing the LF method to conservatively split new primary/backup lightpaths into shorter ones, LF-SSP tries to minimize the overall resources allocated for request protection. LF-SSP was compared to some existing methods for either subwavelength-level dynamic SMTG or wavelength-level multicast request protection in various cases. We also evaluated the influence of some other factors, such as the number of add/drop ports and the average number of request destinations, on the LF-SSP blocking performance.

7.2 Future Research Topics

The primary focus of this dissertation is the problem of dynamic request provisioning in future optical Internet applications, and a number of algorithms for either unicast or multicast traffic grooming have been proposed. Building on the preliminary framework that has been described in this dissertation, many other issues still deserve further investigation in the future. Below, we briefly present some possible topics for future study based on the groundwork laid by this dissertation.
7.2 Future Research Topics

7.2.1 Multi-user Service Provisioning in Overlay IP/MPLS over WDM

For the approach to overlay IP/MPLS over WDM networks adopted in Chapter 3 and Chapter 5, we assumed that there is only one integrated service provider on the WDM-layer network that provides desired services to its end users. We also assumed that this service provider maintains complete cost records for all lightpath/light-tree services supported by the WDM-layer bandwidth provider. Although this assumption may be true in some cases, in practical network operations, there is highly likely to be more than one integrated service providers on the IP/MPLS layer sharing the same optical WDM-layer network. In such a scenario, each integrated service provider on the IP/MPLS layer can have only its own partial record of the lightpath/light-tree services supported by the WDM-layer network. Therefore, when provisioning unicast traffic, multicast traffic, or both, a single integrated service provider can only predict the network status of the WDM network using its own partial cost record. As it was demonstrated in Chapter 3 that the limited information exchange between the IP/MPLS layer and the WDM layer has already led to considerable difficulties in IP/MPLS-layer link-cost estimation, this availability of only partial cost records would make the problem even more severe and complex.

For the benefit of both IP-layer integrated service providers and WDM-layer bandwidth providers, efficient provisioning mechanisms are needed to improve the utilization of network resources and also to reduce the probability of request blocking. Specifically, for IP/MPLS-layer ISPs, more sophisticated mechanisms that can efficiently utilize partial historical data records to facilitate IP/MPLS-layer request routing are needed. Using such a method, an IP-layer ISP will be able to make more efficient routing decisions for its arriving requests, which will assist the ISP
in balancing its traffic distribution and also in improving its network services, e.g., lowering the occurrence of network blocking, and ultimately increasing its profits.

Meanwhile, for WDM-layer networks, such efficient mechanisms are also required for the bandwidth providers to improve their revenue. For example, a WDM-network operator may also maintain its own service records regarding its upper-layer clients. Through the effective use of such service records, the WDM-layer network operator would be able to optimize its allocation of resources to its various upper-layer clients such that it could utilize the minimum possible network resources to support the largest amount of upper-layer client services and thus achieve the highest possible profit. This topic is, to some extent, related to game theory problem, and to the best of our knowledge, no prior work has been done on this front.

### 7.2.2 Energy-Efficient Dynamic Multicast Grooming

In wavelength-routed WDM networks, both lightpath and light-tree schemes have been utilized to support dynamic multicast communications. Chapter 4 compared the blocking performances of two such schemes in dynamic multicast grooming. The results indicated that lightpath schemes reliably outperform light-tree schemes in achieving better blocking performances in various cases; however, a lightpath scheme requires a larger number of OEO conversions for each admitted multicast request. In WDM networks, because the data-transmission rate is very high, high-speed data-processing units are usually of very high cost, and the OEO conversions also introduce considerable intermediate-node processing delay. Therefore, multicast traffic grooming utilizing only a lightpath scheme could incur high costs and long delays. By contrast, multicast transmission using a light-tree scheme may lead to a higher probability of request blocking but requires fewer OEO conversions, i.e., lower network operation costs, in the traffic-grooming process. Therefore, a
trade-off exists between the network blocking performance and the practical network operation costs, and the ability to maintain an appropriate balance between the two is critical for network operators.

In Chapter 4, we were concerned only with the network blocking performance. In practice, however, a bandwidth provider typically attempts to provide the best possible service to its clients while simultaneously reaping the highest possible benefits on its own behalf by reducing the amount of high-cost equipment in use. In such a case, it would be beneficial to utilize a combination of lightpath and light-tree schemes in WDM networks to support the Internet traffic carried by these networks. Currently, although some mechanisms that utilize either lightpath, or light-tree, or both schemes for multicast traffic grooming problem have been proposed in the literature, none of these schemes has considered the question of how to improve network performances while simultaneously minimizing network costs. By combining the benefits of both lightpath and light-tree schemes, it should be possible to improve network blocking performances while minimizing overall network costs.

It is worth mentioning that throughout this dissertation, we assumed that all network nodes have no wavelength-conversion capabilities because of the high cost of wavelength converters. In recent years, however, as more and more physical-layer optical networking technologies have been rapidly advancing, high-speed wavelength converters have begun to emerge and may be deployed soon in future optical networks. Therefore, further research will permit the study of the influence of wavelength converters on networks that support dynamic multicast traffic grooming. It will also become possible to consider full, limited or fixed network-node wavelength-conversion capabilities.

For wavelength-routed WDM networks that support dynamic multicast services, it will also become necessary to consider some other constraints, such as sparse
network-node wavelength-conversion capabilities, sparse light splitting or limited numbers of add/drop ports, as these constraints are usually major concerns in practical networks.

### 7.2.3 Request Protection in the Traffic Grooming Process

Survivability is an important issue for practical modern optical networks. Chapter 6 investigated the protection of subwavelength-granularity multicast requests in dynamic traffic grooming. This preliminary work can be immediately extended to the following topics of future study:

1. By considering the energy efficiency, the mechanism could be extended to utilize both lightpath and light-tree schemes to protect multicast requests. In Chapter 6, a lightpath-based scheme was utilized to support dynamic subwavelength-granularity multicast requests because of the superior blocking performance of this type of scheme. As discussed above, however, for the purposes of energy consumption, it is not efficient to utilize lightpaths alone. Instead, the joint utilization of both lightpath and light-tree schemes would be more energy efficient. Thus, the problem of energy-efficient dynamic survivable multicast traffic grooming is worth further investigation. For example, there is a need for sophisticated algorithms to decide when and how to utilize lightpaths to improve network-resource sharing in the traffic-grooming process while simultaneously utilizing light trees to reduce the energy consumption in the network caused by OEO conversion. Although the design of such a mechanism is highly dependent upon the networks traffic pattern, which cannot be straightforwardly determined in many real-life network systems, typical scenarios can be considered to provide benchmark estimations.

2. It is desirable to extend the current protection algorithm from single link failure to cases of multiple link failures, node failures, or both. Chapter 6 considered
7.2 Future Research Topics

the protection of multicast requests from single link failure only. In practical network operation, however, occasional serious accidents, such as water leakage into undersea fiber links, shark bites, large earthquakes, or volcanic explosions, may cause multiple types of network failures simultaneously. In this case, efficient and resilient algorithms are needed to recover the affected network as quickly as possible. The multiple-failure scenario is much more complex than single link failure, especially for subwavelength-granularity multicast request traffic grooming. To the best of our knowledge, no previous efforts have been devoted to the protection of subwavelength-granularity multicast requests against multiple network failures in dynamic traffic grooming.

3. The simultaneous protection of dynamic unicast and multicast requests in WD-M networks is also a topic of our future interest. The current literature regarding request protection has focused either on pure unicast or pure multicast traffic, and few efforts have focused on the simultaneous protection of these two types of traffic in the traffic-grooming process. In modern communication networks, however, both unicast and multicast traffic will coexist. As previously discussed, both lightpath and light-tree schemes for traffic transmission should be utilized simultaneously to conserve network costs without sacrificing network performance. Specifically, because an existing lightpath can be utilized to support unicast traffic, multicast traffic, or both, whereas an existing light tree can only be shared by certain multicast requests because of issues of resource efficiency and service security, there is a need for sophisticated protection mechanisms that account for self- and cross-sharing as well as intra-request resource sharing.
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