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Abstract

Infection transmission has been a major health concern indoors. Exposure analysis and risk analysis are the fundamentals of effectively controlling and managing infection transmission, which requires a clear understanding of transmission mode. A significant fraction of airborne pathogens deposits onto surfaces. Some of these deposited pathogens could be resuspended by airflow or mechanical disturbances and become airborne again, leading to prolonged exposure risk via the airborne mode. Hence, pathogen resuspension can contribute significantly in indoor infection transmission. Understanding the impact of resuspension on infection transmission is crucial for a complete risk assessment scheme. This work intends to improve the current capability of modelling resuspension processes and explore the impact of the resuspension processes on infection transmission by developing a new risk assessment scheme.

Two common types of particle resuspension process relevant to indoor environments were studied, i.e., airflow-induced particle resuspension (AIPR) and walking-induced particle resuspension (WIPR). In the case of AIPR, the particle resuspension in the ventilation duct such as that during a bioterrorist attack was considered. A corresponding model of particle concentration dynamics in the ventilation duct was developed based on the existing empirical resuspension models and was validated against the data of wind tunnel experiments. In the case of WIPR, a scaled resuspension chamber with a pair of model feet installed inside was fabricated to investigate the influence of various factors (e.g., flooring material, particle size,
walking rate, relative humidity and mechanism) towards WIPR. The resuspension rates for WIPR were calculated based on the mass balance model, and the power law was applied to fit the resuspension rate data.

The developed model of particle concentration dynamics in the ventilation duct with AIPR and the power law resuspension rate for WIPR were subsequently substituted into the mass balance models of indoor particle dynamics to develop a set of airborne and surface particle concentration models. Based on the concentration models, a set of inhalational exposure analysis models was developed. Then, a risk assessment scheme was proposed by plugging the exposure analysis into the dose response model. The influence of pathogen resuspension towards infection transmission was examined through two case studies using the developed risk assessment scheme, which generated meaningful insights towards the control and management of infection transmission indoors.

Further effort was put to advance the theoretical AIPR model which has the potential to be used in exposure modelling in the future. A set of mean adhesion force (van der Waals force and capillary force) models was firstly developed. Then, an adhesion force distribution model was developed by integrating the RMS roughness distribution into the mean adhesion force models. Finally, a theoretical AIPR model considering the essential characteristics underlying the process (e.g., turbulent burst, adhesion force distribution, depletion of resuspendable particles and relative humidity) was developed based on the proposed adhesion force distribution model. The new theoretical model is able to predict the effect of humidity on AIPR, which greatly enhances the current capability of modelling AIPR.
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</tr>
<tr>
<td>$\epsilon_i$</td>
<td>Fitting parameter accounting for the infectivity of pathogen and the pathogen-host interactions in the beta-Poisson dose response model</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Kinematic viscosity [m$^2$/s]</td>
</tr>
<tr>
<td>$\eta_r$</td>
<td>Removal efficiency of filter in the ventilation duct</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Contact angle</td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>Contact angle of surface</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>Contact angle of particle</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Von Kármán constant</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Contact length scale [m]</td>
</tr>
<tr>
<td>$\lambda'$</td>
<td>Peak to peak distance [m]</td>
</tr>
<tr>
<td>$\bar{\lambda}$</td>
<td>Average peak to peak distance between asperities [m]</td>
</tr>
<tr>
<td>$\lambda_a$</td>
<td>Scan length scale [m]</td>
</tr>
<tr>
<td>$\lambda_l$</td>
<td>Longitudinal spacing of bursts [m]</td>
</tr>
<tr>
<td>$\lambda_l^+$</td>
<td>Non-dimensional longitudinal spacing of bursts</td>
</tr>
<tr>
<td>$\lambda_s$</td>
<td>Spanwise spacing of bursts [m]</td>
</tr>
<tr>
<td>$\lambda_s^+$</td>
<td>Non-dimensional spanwise spacing of bursts</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>Normalized resuspension rate [1/s]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Dimensionless parameter for differentiating the ranges of validity for the JKR model and DMT model</td>
</tr>
<tr>
<td>Symbol</td>
<td>Meaning</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
</tr>
<tr>
<td>$\mu_{\text{adh}}$</td>
<td>Mean parameter of adhesion force distribution</td>
</tr>
<tr>
<td>$\mu_r$</td>
<td>Mean of RMS roughness distribution</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson ratio</td>
</tr>
<tr>
<td>$\nu_1$</td>
<td>Poisson ratio of surface</td>
</tr>
<tr>
<td>$\nu_2$</td>
<td>Poisson ratio of particle</td>
</tr>
<tr>
<td>$\Sigma_1$</td>
<td>Random variable representing the RMS roughness of surface</td>
</tr>
<tr>
<td>$\Sigma_2$</td>
<td>Random variable representing the RMS roughness of particle</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>RMS roughness under the length scale $\lambda$ [m]</td>
</tr>
<tr>
<td>$\sigma_a$</td>
<td>RMS roughness under the length scale $\lambda_a$ [m]</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>RMS roughness of surface [m]</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>RMS roughness of particle [m]</td>
</tr>
<tr>
<td>$\sigma_{\text{adh}}$</td>
<td>Dispersion parameter of lognormal adhesion force distribution</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>Standard deviation of RMS roughness distribution</td>
</tr>
<tr>
<td>$\rho_a$</td>
<td>Density of air [kg/m$^3$]</td>
</tr>
<tr>
<td>$\rho_f$</td>
<td>Density of fluid [kg/m$^3$]</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>Density of particle [kg/m$^3$]</td>
</tr>
<tr>
<td>$\tau_w$</td>
<td>Shear stress [kg/(m·s$^2$)]</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Rotational speed [rpm]</td>
</tr>
</tbody>
</table>
Chapter 1 Introduction

1.1 Background

Historical outbreaks of infectious disease (e.g., the Black Death of 1347 – 1352 and the Influenza Pandemic of 1918) have ever caused massive civilian casualties. Despite the significant improvement of modern medicine and living standards, some of these diseases still impose great threat to the life of human being. For instance, there are an estimated 8.3 million new tuberculosis (TB) cases in 2000 [1] and it is estimated that there were more than 40,000 deaths annually in industrialized nations due to TB [2]. There are 1.5 million deaths from respiratory infections worldwide annually [3]. Meanwhile, newly emerging infectious diseases put further threat to humans due to the lacking of the relevant control and management knowledge by the time they break out. A typical example is the outbreak of severe acute respiratory syndrome (SARS) in Southern China during 2002 – 2003, which causes great panic in the public due to the high fatality rate of the disease [4].

The anthrax letter incidents of 2001 in the United States leading to 22 anthrax cases raise the additional concern about the spread of infection by bioterrorist attack. The bioterrorist attack by the intentional release of aerosolized biological weapons (BW) such as highly infectious viruses is characterized by being of relatively low costs and technical challenges, causing injury and death in strange and prolonged ways, and being of the potential to produce huge economic loss [5]. For example, the release of 50 kg anthrax spores upwind of a city of 500,000 people will cause approximated
95,000 deaths and 125,000 hospitalizations [6]. It is estimated that the post-attack cost would be as high as $26.2 billion per 100,000 persons exposed to BW agents [7].

In order to minimize the loss of life and property in case of an outbreak or a bioterrorist attack, appropriate measures are needed to effectively control and manage the infection transmission. Risk assessment of infection transmission can serve as one of such measures, since it could contribute to preclude infection and handle post-epidemic or post-attack situation. For example, the risk assessment of potential bioterrorist attack will help civil engineering professionals design safer and cost-effective buildings against the attack [8]. The risk assessment could provide the decision-makers and public with instructive knowledge (e.g., the scope of infection outbreak, the efficiency of decontamination measures and personal protective equipment (PPE)) against the outbreak or bioterrorist attack. However, the prerequisite of risk assessment is pathogen exposure analysis, which further necessitates a clear understanding of airborne and surface pathogen concentrations [9].

People spend most of their time (70% – 90%) indoors [10, 11] and most of pathogens could not survive for long period of time outdoors due to the germicidal effect of sunlight [12]. As a result, it is important to develop the capability of analyzing indoor human exposure to pathogens and corresponding infection risk, which requires the accurate understanding of indoor particle (pathogen is treated to be a particle) dynamics. As one of important interactions between aerosol and surface indoors, particle resuspension is the process when the previously deposited particles are detached from the surface and become airborne again. This process serves to transfer particles on surface compartment to air compartment and thus can affect indoor
particle dynamics. Existing studies [13-18] show that the particle resuspension from indoor surfaces or ventilation ducts could lead to the significant increase of human exposure to particles indoors. In the case of infection transmission, the resuspension of pathogens could lead to the secondary infection risk via inhalation [19-21]. Actually, there have been a variety of studies [22, 23] [24-29] suggesting that infection could be transmitted by pathogen resuspension.

Particle resuspension is governed by the interaction between the detachment forces and adhesion forces. Since the detachment and adhesion forces are generally associated with the surrounding environmental conditions and physicochemical properties of the particle and surface, the resuspension process is influenced by a variety of factors (e.g., airflow velocity, particle size, surface roughness, surface energy of materials, walking rate etc.). Depending on the source of detachment forces, there are airflow-induced particle resuspension (AIPR) and human-activity-induced particle resuspension (HAIPR) related to indoor environment.

In the case of AIPR, hydrodynamic forces serve as the detachment forces, while van der Waals force and capillary force are the main adhesion forces between a surface and submicron-sized or micron-sized particles corresponding to pathogen exposure analysis. Turbulent flow always exists in indoor environments and ventilation ducts [30, 31]. The models of turbulent hydrodynamic forces experienced by spherical particles have been proposed by a great number of previous studies. On the other hand, the current capability of predicting particle-surface adhesion is still limited. Most of existing adhesion force models intend to predict the “mean” adhesion force between rough particles and surface and are limited to nanoscale roughness. This goes against
accurate modelling of the particle resuspension process, because (1) in a real indoor environment and ventilation duct, the roughnesses of both particles and surfaces will not be limited to nanoscale, but should actually be of a multi-roughness scale feature; (2) the adhesion force between particles and the surface generally follows a distribution rather than a single value due to the existence of surface roughness, meaning the adhesion force distribution should be applied for modelling particle resuspension. Hence, it is necessary to improve the current capability of modelling particle-surface adhesion force, in order to accurately modelling the particle resuspension process.

Despite the complication of AIPR, some essential characteristics underlying the process could be identified after examining the hydrodynamic detachment force, adhesion force and physical phenomena of the process. For example, turbulent bursts play an important role for particle resuspension as they can modify the hydrodynamic forces experienced by particles. The resuspendable particles will be depleted as the resuspension progresses, since the more lightly adhered particles will be firstly resuspended, leaving the more tightly adhered ones on the surface. The environmental relative humidity (RH) could affect the resuspension process via affecting the capillary force. These characteristics should be included during the development of a physically reasonable AIPR model.

Particle resuspension from ventilation duct is a major AIPR case relevant to indoor particle concentration. Especially, in the case of a ventilation system-targeted bioterrorist attack, BW agents may be deliberately dosed onto the duct surface when the ventilation system is off (usually at night, therefore more covert). Once the
ventilation system is turned on again, some of these dosed agents could be resuspended and transported into indoor environment, leading to mass contamination [32-35]. In order to control and manage this kind of attack, the knowledge of particle concentration dynamics in the ventilation duct with the occurrence of AIPR is needed for performing the corresponding indoor exposure analysis. A model of particle concentration dynamics in the ventilation considering AIPR could serve such a purpose.

Human activities that resuspend particles indoors include walking, vacuuming and bed folding, etc. Among these activities, walking is one of the most common ones capable of causing significant particle resuspension [36-39] and will be investigated in this work. In the case of walking-induced particle resuspension (WIPR), both hydrodynamic forces (due to high speed jet and large-scale ring vortex structures) and mechanical disturbances (e.g., impaction and vibration) contribute to resuspend particles. It is still difficult to theoretically model WIPR for the time being due to the great difficulty of modelling the detachment forces involved. An experimentally determined empirical model could be an alternative choice for quantifying WIPR. In this work, a series of experiments were conducted to quantify the resuspension rate of WIPR from various common flooring materials and an empirical resuspension rate model will be proposed by fitting a certain function to the experimental data.

The effect of AIPR and HWIRP could be substituted into two-compartment (air and surface compartment) mass balance models to develop the analytical models of indoor particle concentrations. Then, exposure analysis could be conducted in terms of such developed analytical models. The ultimate goal of this work, that is, the risk
assessment of infection transmission, could be achieved by integrating the exposure analysis into a dose response model. The impact of resuspension on infection transmission could be clearly identified based on the risk assessment scheme, which will generate insights over the control and management of infection transmission indoors.

Figure 1.1 The knowledge hierarchy of this work.

The knowledge hierarchy of this work is shown in Figure 1.1. The dash line encircled parts are the knowledge gaps to be filled by this study, while the solid line encircled parts are the knowledge available from existing literature. The ultimate goal (highlighted by yellow background in Figure 1.1) of this work is to develop a risk assessment scheme where the role of resuspension could be identified. Correspondingly, the objectives and scope of this work are presented as follows.

1.2 Objectives and scope
This work aims to investigate particle resuspension processes and their potential role in infection transmission and to develop the corresponding models. In order to achieve the objectives, the specific scope of this work is as follows.

(1) Models for AIPR and WIPR will be developed, respectively. The proposed new models will improve the current capability of quantifying resuspension processes. It will be achieved through several sub-scopes.

(a) A model of particle concentration dynamics in the ventilation duct with AIPR will be proposed (Chapter 3).

(b) Experiments will be conducted to investigate WIPR, based on which an empirical resuspension rate model of WIPR will be developed (Chapter 4).

(c) Particle-surface adhesion force models will be proposed (Chapter 7 and 8).

(d) Knowledge of turbulent flow related to particle resuspension will be compiled from literature (Chapter 2).

(e) A theoretical AIPR model will be proposed based on (c) and (d) (Chapter 9) which has the potential to be used in exposure modelling in the future.

(2) A risk assessment scheme for indoor infection transmission incorporating the effect of pathogen resuspension will be developed. The impact of resuspension on infection transmission could be clearly identified through the scheme. It will achieved through several sub-scopes as well.

(f) The models from (a) and (b) will be substituted into two-compartment mass balance models to develop indoor particle concentration models, based on which exposure analysis will be performed (Chapter 2, Chapter 5 and Chapter 6).
(g) The information on the biological and epidemiological aspect of pathogens and dose response model will be compiled from literature (Chapter 2).

(h) A risk assessment scheme will be proposed by combining the exposure analysis model from (f) with the information from (g) (Chapter 6).
Chapter 2 Literature Review

2.1 Overview of indoor infection transmission modes and existing risk assessment schemes

2.1.1 Infection transmission modes

There are three major modes by which infection transmission could occur indoors, i.e., droplet, airborne and contact modes, respectively [40]. The droplet mode refers to the direct transfer of pathogen-laden expiratory particles of large size (~>100 µm) from the infector to the susceptible people. This mode usually occurs over distances of no more than 1.5 meters, because these relatively large particles quickly settle out of the air. The airborne mode refers to the inhalation of pathogen-laden particles which are small enough to remain airborne for sufficiently long time and could be dispersed to long distances following the airflow. The airborne transmissible particles usually include droplet nuclei which are the product of droplet after evaporation, skin flakes shed from the skin of individuals heavily colonized with pathogens such as staphylococci, and aerosolized pathogens such as those from a bioterrorist attack. The contact mode refers to the direct contact with an infected person or indirect contact through an intermediate object such as fomite (microbes that settle onto surfaces or skin) with subsequent self-inoculation.

Deposition serves to reduce airborne pathogen concentration and thus the infection risk via the airborne mode. Actually, more than 70% by mass of the expiratory aerosols deposits on surfaces within a short time, instead of remaining airborne [41]. Some of these deposited pathogens could maintain their infectivity for extended
periods. As a result, the surfaces deposited with pathogens could serve as pathogen reservoirs for the infection transmission via the airborne mode, since they could be resuspended and subsequently inhaled by susceptible people. Existing studies have suggested that infection could be transmitted by pathogen resuspension. For example, Walter and Kundsin [22] demonstrate that the floor of hospital could be a source of pathogens even after thorough cleaning. Kent [23] indicates that several tuberculosis epidemics in a US Navy ship could have been caused by pathogen resuspension, considering that new infections continuously occur even after the active disease have been removed from the ship. Barker and Jones [24] find that flushing a domestic toilet could disseminate micro-organisms such as norovirus into the air and lead to a potential infection risk via inhalation and swallowing. The incident that the carpet installers are infected by Norwalk-like virus 12 days after the end of an outbreak also implicates that the pathogen resuspension from the carpet could have led to the infection [25]. The study of Chen et al. [26] mentions that the resuspension of contaminated particles is able to enhance the cross-infection risk for dental healthcare workers (DHCWs) in dental clinics. The study of Goebes et al. [27] find that the significant increase of airborne Aspergillus concentration due to walking over carpet may result in invasive aspergillosis, a potentially fatal infection in immunocompromised people. The modelling by Price [28] manifests the resuspension of anthrax spores after a bioterrorist attack is a potential infection risk for residents. Recently, Nazaroff [29] indicates that the fomite on a heavily trafficked floor might become a secondary source of infectious particles due to human walking. On the whole, pathogen resuspension can impose potential exposure risk for residents and serve as a possible route for infection transmission. The capability of accurately quantifying the effect of resuspension on infection transmission contributes to
complete the understanding of transmission dynamics, which critically relates to the post-epidemic or post-attack response. Hence, it is necessary to take the impact of resuspension into consideration in order to develop a complete infection risk assessment scheme.

2.1.2 Existing risk assessment schemes

One of important steps towards well controlling infections is to set up reasonable risk assessment schemes. A great number of risk assessment schemes of infection transmission have been proposed in previous studies. For example, Nicas [42] develops a risk assessment scheme for assessing the occupational infection risk of airborne *M. tuberculosis*. Armstrong and Haas [43, 44] develop a scheme to assess the infection risk of legionnaire’s disease with the dose response relationship established based on animal data. Atkinson and Wein [45] compare the infection risks of pandemic influenza via different transmission modes using their risk assessment scheme. The study of Kowalski et al. [46] investigates the infection risk in the case that BW agents are injected into the air-handling unit of a high-rise building. Based on a dose response model, Reshetin and Regens [47] propose a scheme to assess the infection risk of anthrax in a high-rise building after the intentional release of spores on the ground floor. Price et al. [48] develop a framework for evaluating the anthrax risk in buildings based on the steady state mass balance model. Hong and Gurian [49] devise a framework for estimating the risk for the case of indoor aerosolization of BW pathogens based on surface sampling of microorganisms. On the basis of the study of [49], Hong et al. [21] propose an integrated risk assessment scheme for the intentional
release of five Category A BW agents (*B. anthracis, Y. pestis, F. tularensis, Variola major* and *Lassa*) indoors.

Within the existing schemes, however, very few [21, 48] explore the possible infection risk from pathogen resuspension and constant resuspension parameters are generally assumed for analysis. This is caused by the lacking of data for resuspension processes. Hence, the knowledge about the influence of pathogen resuspension towards infection transmission is still limited for the time being, which obviously goes against the risk assessment-based control and management of infectious diseases. For analyzing indoor pathogen exposure and thus infection risk accurately, it is necessary to develop the capability of effectively modelling particle resuspension which is governed by the interaction between adhesion forces and detachment forces.

### 2.2 Adhesion force model

Adhesion force models will be applied for modeling AIPR in this work. For particles on a surface, there exist various types of adhesion forces between the particles and surface due to the intermolecular interactions. The adhesion forces mainly consist of van der Waals force, capillary force and electrostatic force. Under normal atmospheric conditions (e.g., room temperature and RH), the Boltzmann equilibrium charge state can be achieved for aerosol particles. With the average Boltzmann equilibrium charge, the electrostatic force between the particle smaller than hundreds of micrometers and the contacting surface could be two orders of magnitude smaller than the van der Waals force, according to the study of Zhou et al. [50] and Gady et al. [51]. In humid conditions, capillary force becomes significant and could even overtake the van der
Waals force if the RH is high enough. In the cases analyzed by Bowling [52], the capillary force could be almost one order of magnitude larger than the van der Waals force for particles of 0.1 to 100 μm in diameter. Furthermore, high humidity would also weaken electrostatic force due to the decrease of electrostatic potential [53], which further weakens the influences of electrostatic force compared to the van der Waals force and capillary force. In general, van der Waals force and capillary force will play a major role in the adhesion force between a small particle and surface under normal atmospheric conditions. Hence, the capability to predict van der Waals force and capillary force is the key to accurate prediction of particle-surface adhesion and thus AIPR. It should be noted that although the dominant role of van der Waals force and capillary force over electrostatic force could approximately hold for AIPR, the effect of electrostatic force on WIPR could not be neglected due to the triboelectric charging effect from walking. However, WIPR will be explored by a series of walking experiments rather than theoretical modeling in this work, the effect of electrostatic force on WIPR will not be explored in detail.

2.2.1 Mean adhesion force model

Over the past decades, a great number of mean adhesion force models have been proposed for the van der Waal force and capillary force, respectively, but these models suffer from different limitations. Johnson et al. [54] and Derjaguin et al. [55] derive the JKR (Johnson-Kendall-Roberts) and DMT (Derjaguin-Muller-Toporov) models, respectively, with the consideration of elastic deformation. Both of them could be used to predict particle-surface van der Waals force based on the surface energy and particle size and are subject to different ranges of validity. However, both
JKR and DMT models are only suitable for predicting the van der Waals force between a smooth particle and surface. Rumpf [56] develops a model predicting the van der Waals force between a smooth particle and a rough surface by treating the surface roughness with the spherical asperity radius. Later on, Rabinovich et al. [57, 58] introduce the model with the root mean square (RMS) roughness and the distance between spherical asperities to predict the van der Waals force between a smooth particle and a rough surface:

$$F_v = \frac{A_h R_p}{6D^2} \left[ \frac{1}{1+51.84R_p^2 \frac{\sigma_1}{\bar{\lambda}^2}} + \frac{1}{(1+0.817\sigma_1/D)^2} \right], \quad (2.1)$$

where $A_h$ is the Hamaker constant, $\bar{\lambda}$ is the average peak-to-peak distance between asperities, $R_p$ is the particle radius, $\sigma_1$ is the RMS roughness of surface and $D \approx 0.3$ nm is the equilibrium distance between the particle and surface. All these models [56-58] are only applicable for the surfaces with nanoscale roughness, whereas the roughness of surfaces such as that in an indoor environment might not be limited to nanoscale but should be of multi-scale feature, which necessitates the determination of the effective roughness relevant to the adhesion forces. Furthermore, the application of these models is also limited by the failure of considering the effect of particle roughness.

For the capillary force, Orr et al. [59] and Pakarinen et al. [60] developed the models for smooth particles and surfaces, which would also overestimate the capillary force between rough particles and surfaces. Their models predict that the capillary force is independent of RH, which is obviously inconsistent with the experimental observations that capillary force increases with RH [61, 62]. Rabinovich et al. [63] derive a model for the capillary force between a smooth particle and a rough surface:
where \( \gamma_w \) is the surface tension of water, \( c \) is the factor related to contact angles of the particle and surface, \( r \) is the Kelvin radius and \( H_c = 1.817 \sigma_1 \) is the separation distance between the average surface plane and particle caused by surface roughness. This model is applicable only if \( H_c \leq 2rc \), causing the model to be applicable for nanometer or even sub-nanometer scale roughness only. In addition, this model treats the surface roughness as a single asperity, which might oversimplify the surface morphology. Because real surfaces do not have single spherical asperity in roughness but a variety of asperities (a distribution of roughness across different length scales).

Recently, Butt [64] develops a model for calculating the capillary force between a rough particle and surface. Theoretically, the general model of Butt [64] is suitable for any kind of statistical surface roughness distribution. However, the general model itself cannot be directly applied for predicting capillary force until it is further extended to consider a roughness distribution. For the simplicity and illustrative purpose, the general model has been extended to consider a symmetric rectangular distribution in his original paper as

\[
F_c = \begin{cases} 
\frac{\pi z^3 R_p \gamma_w}{3 \delta_0^3 r} & 0 \leq z \leq \delta_0 \\
\frac{\pi R_p \gamma_w}{3 \delta_0^2 r} [z^2 - 2(z - \delta_0)^3] & \delta_0 \leq z \leq 2\delta_0 \\
\frac{2\pi \gamma_w}{r} [R_p(z - \delta_0) - \frac{z^2 - 2z\delta_0}{2}] & 2\delta_0 \leq z \leq H_{\text{max}} 
\end{cases}
\]  

where \( z = 2cr - D \), \( \delta_0 \) is the roughness parameter defining the symmetric rectangular distribution and \( H_{\text{max}} = 2R_p \) is the maximum separation distance available for meniscus formation. The use of symmetric rectangular distribution leads to an obvious deficiency in predicting the adhesion force on real surfaces whose roughness...
generally follows the Gaussian distribution [65, 66]. Meanwhile, the same as the above models, this model overlooks the multiple-scales nature of surface roughness.

Apart from the inherent limitations as discussed above, the application of the mean adhesion force models is also limited due to the fact that the actual adhesion force between particles and a surface generally follows a distribution rather than a single value [50, 67-77]. Therefore, solely understanding the mean adhesion force is not enough for accurate depiction of the actual particle-surface adhesion relevant phenomena (e.g., particle resuspension).

2.2.2 Adhesion force distribution model

Towards understanding adhesion force distribution, despite significant experimental effort has been taken [50, 67-77], few models have been proposed for the time being. Until recently, Prokopovich et al. [73, 74] propose a method for modeling the van der Waals force distribution by rendering a real surface with a number of randomly generated asperities. However, this method is specifically developed to model the van der Waals force distribution, which limits its application for the cases where the capillary force is also significant or even dominant. Therefore, the current capability of modeling adhesion force distribution is still limited, while the adhesion relevant processes are actually affected by adhesion force distributions rather than mean values.

2.3 Hydrodynamic force
2.3.1 Airflow velocity profile

Generally, the size of respirable particles as considered in this work is less than 10 µm [78], which is much smaller than the thickness of the viscous sublayer (several hundred micrometers) in the turbulent boundary layer. This means that these particles will submerge into the viscous sublayer where the relationship between the mean non-dimensional velocity $u^+$ and the non-dimensional height $y_h^+$ [79] is

$$u^+ = y_h^+, \quad (2.4)$$

where $u^+ = u/u^*$ with $u^* = (\tau_w/\rho_f)^{1/2}$ as the friction velocity. $\tau_w$ is the wall shear stress and $\rho_f$ is the density of fluid. $y_h^+ = \frac{y_h u^*}{\eta}$ with $\eta$ as the kinematic viscosity.

However, the viscous sublayer is anything but laminar [80]. Existing studies [81, 82] have shown that the viscous sublayer is continually erupting with turbulent bursts which penetrate deep into the wall region and lead to an unsteady viscous sublayer. The turbulent bursts are distributed fairly uniformly with a certain non-dimensional spanwise and longitudinal spacings $\lambda_s^+$ and $\lambda_l^+$, and occur with a certain non-dimensional period $T^+$ [82-88]. A summary of the existing data about non-dimensional spanwise spacing $\lambda_s^+$, longitudinal spacing $\lambda_l^+$, and period $T^+$ is given by Table 2.1. In the case of turbulent bursts, the airflow streaks will be formed in the viscous sublayer and the airflow velocity will be modified [83]. The occurrence of turbulent bursts can be modeled based on the spatial and temporal parameters and the modified instantaneous velocity.

<table>
<thead>
<tr>
<th>Reference</th>
<th>$\lambda_l^+$</th>
<th>$\lambda_s^+$</th>
<th>$T^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1 Non-dimensional streamwise and spanwise spacings and period of turbulent bursts
According to the study of Ziskind [90], any velocity component within the sublayer depends on the non-dimensional distance $y_h^+$, and the RMS longitudinal, normal and spanwise fluctuating velocities can be expressed as

$$u' = u^* f_1(y_h^+)$$

$$v' = u^* f_3(y_h^+)$$

and

$$w' = u^* f_2(y_h^+).$$

Given the condition that $u'$, $v'$, $w'$ and the gradient of $v'$ tend to be zero when approaching the wall, the Taylor-series expansions of $f_1(y_h^+)$, $f_3(y_h^+)$ and $f_2(y_h^+)$ lead to

$$f_1(y_h^+) = a_{y1} y_h^+ + b_{y1} y_h^{+2} + ...$$

$$f_3(y_h^+) = a_{y3} y_h^{+2} + b_{y3} y_h^{+3} + ...$$

and

$$f_2(y_h^+) = a_{y2} y_h^+ + b_{y2} y_h^{+2} + ...$$

The coefficients of the first order terms, $a_{y1}$, $a_{y2}$ and $a_{y3}$ could be determined by experimental or numerical studies with the higher order terms neglected. The longitudinal and spanwise fluctuating velocities have been measured by Alfredsson et al. [91] using hot-film probes as $u' = 0.40u^*y_h^+$ and $v' = 0.20u^*y_h^+$, respectively. The normal fluctuating velocity [92-94] is significantly smaller than the longitudinal and spanwise ones and thus negligible. The instantaneous longitudinal and spanwise
velocities are resultant by the sum of the respective mean velocity and fluctuating velocity:

\[ u^+ = 1.40y_h^+ \text{ and } v^+ = 0.2y_h^+. \]  

(2.7)

Hence, the relationship between the non-dimensional overall velocity, \( u_{t}^+ = \sqrt{u^+2 + v^+2} \) and the non-dimensional height \( y_h^+ \) during a turbulent burst-sweep event is

\[ u_{t}^+ = 1.41y_h^+. \]  

(2.8)

2.3.2 Models of hydrodynamic forces

Depending on the particle size, the lift force is calculated using the models from [95] or [96]

\[ F_L^+ = \begin{cases} 
0.58 \left( \frac{du^+}{dy^+} \right)^2 (d_p^+)^4, & d_p^+ \leq 3.6 \\
(20.90 \pm 1.57)(d_p^+/2)^{(2.31\pm0.02)}, & 3.6 < d_p^+ < 140 
\end{cases} \]  

(2.9)

where \( F_L^+ = \frac{F_L}{\eta^2 \rho_t} \) is the non-dimensional lift force. \( d_p^+ = \frac{d_p u^*}{\eta} \) is the non-dimensional particle diameter. The drag force model has been derived by O’Neill [97] as

\[ F_D^+ = 1.5\pi \frac{du^+}{dy^+} (d_p^+)^2 f_d, \]  

(2.10)

where \( F_D^+ = \frac{F_D}{\eta^2 \rho_t} \) is the non-dimensional drag force. \( f_d = 1.7 \) is a correction to the Stokes drag force accounting for the wall effect.

2.4 Model of AIPR
Generally, AIPR models can be categorized into two groups [98]. The first group refers to the theoretical models that describe the resuspension process in terms of micro-scale mechanisms. The second group consists of the macroscopic, empirical models that are derived by regression analysis or dimensional analysis of data from wind tunnel experiments.

2.4.1 Theoretical model

There are two types of theoretical AIPR model which are based on force balance and potential energy balance, respectively. The models based on force balance assume that particle resuspension will occur if the hydrodynamic forces (moments) exceeds the adhesion forces (moments). The models based on potential energy balance assume that particle resuspension will occur if enough turbulent energy is gained by the particle to overcome the adhesive potential well.

2.4.1.1 Models based on force balance

As described above, turbulent bursts play an important role in particle resuspension in turbulent flow. This has been considered by some AIPR models based on force balance. The first attempt of including turbulent bursts to model the resuspension process is taken by Cleaver and Yates [99]. They assume that if a portion of surface is exposed to a turbulent burst, a 0.01 fraction of particles lying beneath the burst will be resuspended. Without the occurrence of bursts, a particle will be detached when the hydrodynamic lift force is larger than the adhesion force. However, it is lacking of mechanistic explanation for the assumed fraction of 0.01.
In the study of Braaten et al. [100], Monte Carlo simulation is conducted to model AIPR by assuming that both the adhesion force and hydrodynamic force followed certain distributions. The adhesion force distribution is obtained by the centrifuge method, while the hydrodynamic force distribution is determined by backward fitting the resuspension data. However, the model does not consider about the random spatial distribution of bursts in a certain area. The backward fitting of hydrodynamic force distribution limits the practical application of the model.

Matsusaka and Masuda [101] introduce the generation probability of turbulent bursts and the lognormal adhesion force distribution into their AIPR model. Their model does not take the spatial and temporal distribution of turbulent bursts and velocity fluctuation into consideration. The parameters for the adhesion force distribution are obtained by backward fitting the experimental data, which also limits the application of the model.

Wen and Kasper [102] develop a AIPR model by analogizing the resuspension process to the process of molecular desorption from inhomogeneous surface. In the model, the amount of resuspended particles per unit time is exponentially dependent on the ratio of the adhesion force to the removal force. Despite realizing the existence of adhesion force distribution, they introduce the unusual uniform distribution into the model, which limits the practical application of the model. Furthermore, the model of Wen and Kasper [102] does not explicitly take the effect of turbulent bursts into consideration.
Zhu et al. [103] extend the model of Cleaver and Yates (1973) to evaluate the AIPR in ventilation ducts. However, their model fails to consider about the adhesion force distribution and the depletion of resuspendable particles. This disables their model to predict the decline trend of normalized resuspension rate (the fraction of particles resuspended from the surface per unit time) with respect to time which has been widely observed [32, 104, 105].

Recently, Goldasteh et al. [106-108] model the particle resuspension process under turbulent flow with the consideration of surface roughness. However, their models generally consider the van der Waals force with a model that is limited to surfaces with nano-scale roughness and do not explicitly consider about the effect of adhesion force distribution. Moreover, during the model validation, the parameters determining the adhesion force were obtained by backward fitting of the experimental resuspension data used for validation, suggesting that the practical application of their model may be limited as well.

2.4.1.2 Models based on potential energy balance

The concept of potential energy balance is firstly introduced by Reeks et al. [109] in their so-called RRH model. It is regarded in the model that the mean lift force modifies the shape and height of the adhesive potential well, while the fluctuating lift force makes the particle to deform in a random oscillatory fashion (Figure 2.1). The probability that a particle is detached from a surface per unit time is defined. This probability is directly proportional to the bursting frequency and exponentially dependent on the ratio of the accumulated average potential energy from turbulent
flow to the height of adhesive well. The adhesion force is considered by the JKR model [54] together with an assumed roughness distribution. It is found that the variation of normalized resuspension rate, $\Lambda(t)$ is clearly differentiated in terms of two periods: (1) the short ‘initial’ resuspension period ($t \leq 10^{-2}$s) when the normalized resuspension rate is very high; (2) the longer resuspension period ($10^{-2}$s $\leq t \leq 10^{5}$s) when the normalized resuspension rate varies almost inversely with respect to time, that is, $\Lambda(t) \sim t^{-1}$. Lazaridis et al. [110] modify the RRH model [109] by calculating the particle-surface adhesion force from a microscopic model based on the Lennard-Jones intermolecular potential.

Vainshtein et al. [111] employ the above potential well concept and introduce a tangential pull-off force needed to resuspend a particle in their so-called VZFG model. Corresponding to the tangential pull-off force, the model assumes that the particle performed streamwise oscillations due to the turbulent drag force instead of the vertical oscillations due to the turbulent lift force in the RRH model [109] as shown in Figure 2.1.

Recently, Reeks and Hall [112] develop the so-called rock’n roll model that have a similar principle as the RRH model [109]. But the rock’n roll model assumes that the particle oscillates around a pivot rather than oscillates vertically as considered in the RRH model (Figure 2.1), which leads a higher normalized resuspension rate to be predicted than the RRH model.
In the above models based on potential energy balance, the spatial distribution and the depletion of resuspendable particles on the surface are not considered, and the applied adhesion force distribution is implicitly determined by backward fitting the experimental data. This means that the forward prediction from these models will be still limited due to the lacking of knowledge about the adhesion force distribution. Last but not least, all the AIPR models (force balance and potential energy balance) are not able to predict the effect of RH in AIPR, which prevents the practical application of these models for the cases where the capillary force between the particle and surface is significant.

2.4.2 Empirical model

Empirical resuspension models have been developed by fitting an exponential law function or a power law function to the experimentally determined resuspension factor (the ratio of airborne particle concentration to surface particle concentration) or normalized resuspension rate. A number of such models [113-115] have been developed to describe the atmospheric resuspension of radionuclide. But these models [113-115] are based on the outdoor radionuclide resuspension data for the period from months to years and thus more suitable for predicting the resuspension process under a large time scale. Realizing the need to have a resuspension model applicable for
shorter time scales (several hours and days), Loosmore [116] derives the empirical resuspension models (emp1 and emp3) based on the regression analysis of the existing data from wind tunnel experiments:

\[
\Lambda = 0.42 \frac{u^2.13}{t^{0.92} \sigma_1^{0.32} \rho_p^{0.76}} \quad (\text{emp1}) \tag{2.11}
\]

\[
\Lambda = 0.01 \frac{u^{1.43}}{t^{1.03}} \quad (\text{emp3}) \tag{2.12}
\]

where \( t \) is the time, \( \sigma_1 \) is the surface roughness and \( \rho_p \) is the density of particle.

Recently, Kim et al. [98] derives three empirical models based on the dimensional analysis (Buckingham \( \pi \) theorem) of the data from wind tunnel experiments. The models of Kim et al. [98] consider more parameters, such as air density and Hamaker constant, than the models of Loosmore [116] as shown by one of the three models (Model II-A):

\[
\frac{Ad_p}{u^*} = 8.521 \times 10^{-3} \left( \frac{\rho_p}{\rho_a} \right)^{-0.3028} \left( \frac{u't}{d_p} \right)^{-1.0135} \left( \frac{\sigma_1}{d_p} \right)^{-0.3269} \left( \frac{A_h}{d_p^3 u^* \rho_a} \right)^{-0.2961}.
\]

(Model II-A)

where \( \rho_a \) is the density of air.

2.5 WIPR

Human walking has been found to be one of the important mechanisms of resuspending particles indoors, which could be a significant source of inhalation exposure to particles [13, 15, 18, 117-121]. Thatcher and Layton [13] find that walking into and out of a room could double the airborne mass concentration of
coarse particles (>5 µm) in the room. The study of Qian et al. [119] shows that the average mass concentration of PM$_{10}$ (particulate matters of sizes ≤ 10 µm) is 2.5 times as high as the background level with the occurrence of WIPR.

WIPR is caused by the high speed flow with large-scale vortex structures and the mechanical contact between the feet and floor [122-124]. Correspondingly, WIPR is affected by a variety of factors such as walking mode, walking speed, flooring material, particle size, RH, etc. For instance, the mass of particles resuspended from a carpet by walking with rotation is found to be 2 times larger than that by walking without rotation [117]. The resuspended PM$_{10}$ by walking are dominated by particles larger than 2.5 µm in terms of mass concentration [118]. The study of Qian and Ferro [18] show that the normalized resuspension rate of walking on the hard floor (e.g., wood) is lower than walking on the carpet for 1.0 – 10 µm particles. The study of Tian et al. [125] also finds that the resuspension from carpet is more significant than from hard floor for 3.0 – 10 µm particles. Hence, WIPR is highly variable depending on the characteristics of walking and environment. In fact, the measured normalized resuspension rate for WIPR ranges from $10^{-5} - 10^{-2}$ hr$^{-1}$ for 0.8 – 10 µm particles.

The current understanding of WIPR is still limited. The effects of some factors such as walking rate, RH and mechanisms on WIPR have been rarely explored. Furthermore, existing resuspension rate data are generally obtained based on the assumption that the resuspension rate was constant during walking. Physically, however, the resuspension rate of WIPR will become smaller, since more and more particles are depleted from the surface, which has been referred as the “harvesting effect” in [119]. Therefore, more studies are needed to explore resuspension rate
dynamics which is critical for accurately modelling indoor particle dynamics and thus particle exposure involved with WIPR.

2.6 Indoor particle dynamics

In order to study the role of resuspension in infection transmission indoors, it is necessary to know how this process could affect indoor particle dynamics, which can be accomplished by solving the two-compartment (air and surface compartment, respectively) mass balance models [126-128].

2.6.1 Two-compartment mass balance models

The factors which affect indoor particle concentration include direct emissions from indoor sources, ventilation, penetration, deposition and resuspension, etc [129]. The influence of these factors towards indoor particle concentration could be considered by the two-compartment mass balance models:

\[
\frac{dC_i}{dt} = a_1 C_o + a_2 C_{ov} - bC_i + \frac{R}{V} + \frac{E}{V} \quad (2.14)
\]

\[
\frac{dM}{dt} = C_i v_{df} - \frac{R}{S_r} \quad (2.15)
\]

under the initial condition of \(C_i(0)\) and \(M(0)\). Eq. (2.14) and Eq. (2.15) account for the air and surface compartment, respectively. \(C_i\) and \(C_o\) are the indoor and outdoor airborne particle concentrations, respectively. \(C_{ov}\) is the airborne particle concentration in the ventilation duct due to the AIPR inside. \(M\) is the indoor particle concentration on the surface where resuspension occurs. \(V\) is the volume of indoor space. \(R\) is the resuspension rate of WIPR. \(v_{df}\) is the particle deposition velocity onto the floor. \(E\) is the indoor emission sources besides WIPR. \(S_r\) is the particle
resuspension area. According to the study of Thatcher and Layton [13], the resuspension area is defined as the area of floor that walking may reach during a activity period, which is applied in Eq. (2.14) and Eq. (2.15). It should be noted that this definition may not be accurate for describing actual resuspension areas by walking in some real cases. Hence, applying this definition may affect Eq. (2.14) and Eq. (2.15)-based model prediction. Whenever the actual resuspension area is known, it should be applied for the model prediction in Eq. (2.14) and Eq. (2.15). \( a_1 \) is the entrance rate of outdoor particles. \( a_2 \) is the entrance rate of resuspended particles from the ventilation duct. \( b \) is the loss rate of indoor particles. \( a_1, a_2 \) and \( b \) are ventilation system dependent (i.e., mechanical ventilation and natural ventilation).

![Diagram of indoor particle dynamics for mechanical ventilation.](image)

In the case of mechanical ventilation (Figure 2.2), \( a_1 = (1 - R_r)(1 - \eta_r)p_{b1}d_{v1}\alpha_a \). \( \alpha_a \) is the air exchange rate. \( R_r \) is the fraction of recirculated air from the exiting air. \( \eta_r \) is the removal efficiency of filter in the ventilation duct, which depends on the particle size and the type of filter. \( \eta_r \) can be obtained from the study of Riley et al. [130] for
some commonly used commercial filters such as 40% and 85% ASHRAE filters. $p_{b1}$ is the aerosol penetration through bends in the ventilation duct for outdoor particles and could be estimated according to the theory of McFarland et al. [131]. $d_{v1}$ is the parameter accounting for the effect of particle deposition in the ventilation duct and is calculated by

$$d_{v1} = e^{-\frac{(v_{df}P_f+v_{dw}P_w+v_{dc}P_c)x_{v1}}{(1-R_r)Q_s}}.$$  

$v_{df}$, $v_{dw}$ and $v_{dc}$ are the deposition velocities of particles onto the floor, wall and ceiling of ventilation duct, respectively, which could be estimated based on the study by Sippola and Nazaroff [132] who have modeled the deposition loss of particles in ventilation ducts. $P_f$, $P_w$ and $P_c$ are the width of floor, wall and ceiling of ventilation duct, respectively. $x_{v1}$ is the ventilation duct length passed by the entering outdoor particles. $Q_s = \alpha_a V$ is the ventilation rate.

$$a_2 = (1 - R_r)(1 - \eta_r)p_{b2}d_{v2}\alpha_a.$$  

$p_{b2}$ is the aerosol penetration through bends for resuspended particles in the ventilation duct. $d_{v2} = e^{-\frac{(v_{df}P_f+v_{dw}P_w+v_{dc}P_c)x_{v2}}{(1-R_r)Q_s}}$. $x_{v2}$ is the ventilation duct length passed by the resuspended particles in the ventilation duct.

$$b = \alpha_a - R_r d_{v3}(1 - \eta_r)p_{b3}\alpha_a + \frac{(v_{df}A_f+v_{dw}A_w+v_{dc}A_c)}{V} + \frac{\beta_b n_p}{V}.$$  

$v_{df}$, $v_{dw}$ and $v_{dc}$ are the particle deposition velocities onto the indoor floor, wall and ceiling, respectively and can be estimated based on the model of Lai and Nazaroff [30] or experimental data [133]. $A_f$, $A_w$ and $A_c$ are the areas of indoor floor, wall and ceiling, respectively. $\beta_b$ is the breathing rate of occupant. $n_p$ is the number of occupants.

$$d_{v3} = e^{-\frac{(v_{df}P_f+v_{dw}P_w+v_{dc}P_c)x_{v3}}{R_r Q_s}}$$ accounts for the effect of particle deposition in the ventilation duct for the particles in the recirculated air. $x_{v3}$ is the duct length passed by the recirculated air. $p_{b3}$ is the aerosol penetration through bends in the ventilation duct for the particles in the recirculated air.
Figure 2.3 A schematic diagram of indoor particle dynamics for natural ventilation.

In the case of natural ventilation (Figure 2.3), $a_1 = p_c \alpha_a \cdot p_c$ is the penetration coefficient which ranges from 0 to 1, depending on the factors such as particle size and building conditions. Penetration coefficient could be estimated based on existing size-resolved experimental data [134-137]. $a_2 = 0 \cdot b = \alpha_a + (\frac{\nu_{df} A_f + \nu_{dw} A_w + \nu_{dc} A_c}{V}) + \frac{\beta_b n_p}{h}$. In Eq. (2.14) and Eq. (2.15), the particle coagulation and condensation are not taken into consideration. Wherever the effect of coagulation or condensation becomes significant (e.g., extremely high airborne particle concentration such as more than $1 \times 10^{10}$ #/m$^3$ [138]), the model needs to be modified to account for the effect. The parameters are corresponding to the particles within a certain size bin in Eq. (2.14) and Eq. (2.15), which allows the particle size distribution to be considered implicitly.

It should be noted that pure AIPR from indoor surfaces is not considered in the above models (Eq. (2.14) and Eq. (2.15)). This is because pure AIPR indoors is generally negligible for normal indoor environment as the explanation follows. Previous studies [139-141] observe that the threshold friction velocity below which particle resuspension could not occur ranges from 0.1 to 0.3 m/s for particles up to several tens of micrometers. Meanwhile, the threshold friction velocity is larger for smaller
particles [90]. Therefore, considering that the representative friction velocity indoors ranges from 0.01 to 0.03 m/s [30], the pure AIPR indoors could hardly occur for exposure analysis-related particles which are generally smaller than 10 µm.

2.6.1.1 Direct emission sources

For general particulate matters (PM), indoor emission sources include cooking, tobacco smoking, and household appliances, etc. Relevant to pathogens considered in this work, indoor emission sources mainly include human expiratory activities (e.g., breathing, speaking, coughing, sneezing) [42, 142, 143] and pathogen aerosolization such as that during a bioterrorist attack [19, 46, 47, 144].

The size and number of particles emitted per expiratory activity have been reported by previous studies [145-150]. However, there is significant inconsistence in the reported data. For instance, [145, 146] report that the expelled particles by coughing are mainly in the size range of super-micrometer, while [148] shows that 80% – 90% of particles from coughing are smaller than 1 µm. [150] reports that the particles from coughing and talking predominantly range from 50 – 75 µm, while the study by [149] observes a size range of 4 – 8 µm. [146] shows that a sneeze produces around 40,000 particles and a cough produces a few hundreds of particles. [145] shows that about $1 \times 10^6$ and $5 \times 10^3$ particles are produced per sneeze and cough, respectively. Louden and Roberts [147], and Papineni and Rosenthal [148] find that the average number of particles emitted per sneeze and cough is 470 and 420, respectively. Although there is no definite conclusion over the size and number of particles expelled per expiratory
activity, sneezing will generally produce a larger number of particles and have a lower frequency compared to coughing, breathing and talking.

Aerosolization of BW agents such as that during a bioterrorist attack also serves as a potential emission source indoors. An typical example of this kind of emission is the 2001 anthrax letter incidence where the *Bacillus anthracis* spores are aerosolized during opening the spores-contained envelopes, which leads to 22 anthrax cases and 5 deaths [5]. [47] find that the aerosolization of even a relatively small volume of anthrax spore has the potential to distribute throughout a building within a short period of time. The study of [21] shows that the intentional aerosolization of five Category A BW agents indoors will lead to a significant inhalational risk. The study of Price et al. [48] quantifies the infection risk in the case of a bioterrorist attack aerosolizing BW agents indoors. Recently, [49] develops a practical sampling standard for evaluating the infection risk after the aerosolization of BW agents indoors.

**2.6.1.2 Ventilation**

Ventilation serves to refresh indoor air with outdoor air. Generally, the viable pathogens from outdoor air could be negligible [151], because outdoor airborne microbes will quickly die off due to the strong inactivation factors, such as sunlight, oxygenation and desiccation. In this case, the ventilation will contribute to dilute the indoor pathogen concentration according to the mass conservation of air indoors [152]. However, in the case of a bioterrorist attack that releases hardy BW agents (e.g., *B. anthracis*) outdoors, the impact of outdoor pathogen concentration has to be taken
into consideration for modelling indoor particle dynamics. Furthermore, if BW pathogens are dosed into ventilation ducts, ventilation will intend to bring pathogens into indoor environment. The United States government has warned that the ventilation systems of buildings are an ideal target for bioterrorism [35]. There is evidence showing that terrorists have gained some training about injecting harmful agents towards the air intake of a building, according to the report of Kean [153]. The bioterrorist attack via a ventilation duct system can be accomplished by two ways. Firstly, terrorists could deliberately place BW agents onto the duct surface when the ventilation system is off. Some of these agents could be resuspended and transported into indoor environment once the ventilation system is turned on, leading to mass contamination [32-34]. Secondly, it is possible that BW agents are directly injected into the duct when the ventilation system is running. Some of these injected agents will be instantly transported into indoor environment along with the airflow, causing mass contamination.

2.6.1.3 Deposition

Indoor particle deposition can be caused by advection, molecular and turbulent diffusion, thermophoresis and external forces such as gravitation and electrostatic attraction. Molecular and turbulent diffusion are significant for the particles smaller than 0.1 µm, while gravitation settling becomes significant for particles larger than 1 µm [13, 133]. Thermophoretic deposition is significant for small particles in the presence of a modest temperature gradient, while electrostatic deposition occurs if a charged particle stays within an imposed field or beside a solid wall [154]. According to the mass balance model (Eq. (2.14)), the airborne particle concentration will
exponentially decay as time in a well-mixed and air-tight enclosure if there are no other sources and sinks except for deposition. The deposition parameters (e.g., particle decay rate loss coefficient and deposition velocity) could be evaluated by fitting the exponential law to the temporal concentration variation measured. Existing data of deposition parameters generally follow a V-shape with respect to the particle diameter [155]: larger particles and smaller particles have larger loss coefficients than those particles of intermediate sizes (0.1 – 1 µm).

2.7 Biological aspect of pathogen

In order to evaluate the infection risk for a certain pathogen, it is necessary to know the persistence and infective dose of the pathogen. Pathogen persistence affects the number of viable pathogens inhaled, while the infective dose is directly related to the infection probability after inhaling a certain amount of viable pathogens.

2.7.1 Persistence of pathogen

The persistence of pathogens depends on various factors, such as pathogen type, surface type, RH, temperature, UV radiation, with or without anti-pathogen chemical. There is no complete information about the effects of these factors on the survivability of pathogens for the time being. However, existing data support that pathogens are able to survive from several hours to weeks under normal indoor conditions. For instance, it is observed that the enveloped enteric viruses (e.g., astrovirus) could survive on indoor surfaces from several hours to several days, while the non-enveloped viruses (e.g., rotavirus) are able to maintain infectious at least 2 months.
The poliomyelitis virus, echovirus and coxsackievirus could remain infectious from 2 to more than 12 days on the surface of household objects [157]. Brady et al. [158] find that human parainfluenza viruses (hPIVs) 1, 3, and 4a could persist for up to 10 hrs on non-absorptive surfaces (e.g., stainless steel, laminated plastic and skin) and up to 4 hrs on absorptive surfaces (e.g., hospital gown, facial tissue and laboratory coat). Both influenza A and B virus are able to survive 24 – 48 hrs on stainless steel and plastic and more than 12 hrs on cloth, paper and tissues [159]. Norwalk-like virus causing gastroenteritis is able to survive on carpets for more than 12 days [25]. Smallpox, a particularly dangerous BW agent, is able to survive in the environment for weeks [160]. The study of Hong et al. [21] summarizes the persistence of five Category A BW agents and finds that they are able to survive in the indoor environment from several hours to months. The long-term persistence of pathogens reinforces that pathogen resuspension is a possible route for infection transmission. The persistence of pathogens is generally described by the exponential function [161]:

$$p_{fs} = e^{-\gamma_d t}$$  \hspace{1cm} (2.16)

where $p_{fs}$ is the fraction of pathogens survived and $\gamma_d$ is the decay rate of pathogen.

2.7.2 Infective dose

Whether a susceptible person will get infected or not is related to the amount of pathogens inhaled. A susceptible person will get infected only if enough number of viable pathogens reaches the target cell and starts the multiplication. That is, there is an infective dose for each type of pathogen. The infective dose of a certain pathogen is influenced by a number of factors such as the age of host, the health status of host, the host’s previous exposure to the pathogen, the pathogen type, the infection site, the
exposure route [162]. Correspondingly, the infective dose of a certain pathogen will not be a fixed value but will be variable. Hence, the infective dose is generally defined in terms of probability. Specifically, the median human infective dose (HID50) is defined as the pathogen concentration required to infect 50% of the population and could be estimated based on dose response data [163]. For example, the HID50s of influenza are 0.6 – 3 TCID50 and 127 – 320 TCID50, when the virus is inhaled via the airborne route and intranasal droplet route, respectively [164]. TCID50 (median tissue culture infective dose) is the amount of pathogens that will produce pathological change in 50% inoculated cell cultures. Besides 50%, other probability could be used to define the corresponding infective dose.

2.8 Risk assessment model

Corresponding to the infective dose, probability methods are generally adopted to assess infection risk, which leads to the development of risk assessment models. Two types of model have been developed for the risk assessment of infection transmission, which are the Wells-Riley model and dose-response model, respectively.

2.8.1 Wells-Riley model

The Wells-Riley model is based on the Poisson probability distribution [165]. This model introduces a hypothetical infective dose unit, the quantum of infection, which is estimated by backward fitting the attack rate data of disease during an outbreak. The original model has been modified to consider more influencing factors of infection risk. For instance, Nazaroff et al. [166] add the disinfection effect of
ultraviolet irradiation and the filtration effect of filter into the model. The airborne persistence and deposition loss of pathogen are included by the model of [167]. As Sze To and Chao [168] comment, however, the persistence of pathogen and deposition loss have already been implicitly considered by the original model [165], during the backward calculation of the quanta generation rate. The modified models including more factors may lead to the repeated consideration of these factors for risk assessment. Since the effect of pathogen resuspension may have also been considered during the backward calculation of the quanta generation rate, it is inappropriate to consider the role of pathogen resuspension on infection transmission using the Wells-Riley model.

2.8.2 Dose response model

The infection probability after exposing to a certain amount of pathogens could also be estimated by the exponential or beta-Poisson dose response models [162, 169]. The exponential dose-response model is

\[ P_i = 1 - e^{-r_i I} \]  

(2.17)

where \( r_i \) is the fitting parameter accounting for the infectivity of pathogen and the pathogen-host interactions. \( I \) is the amount of pathogens human is exposed to. The beta-Poisson dose response model is

\[ P_i = 1 - (1 + \frac{I}{\epsilon_i})^{-\alpha_i} \]  

(2.18)

where \( \alpha_i \) and \( \epsilon_i \) are the fitting parameters accounting for the infectivity of pathogen and the pathogen-host interactions. These two dose response models are suitable for different pathogens, respectively. For example, among the five category A BW agents (\( B. \) anthracis, \( Y. \) pestis, \( F. \) tularensis, \( Variola \) major and \( Lassa \)), the dose response
relationship of the first three agents is the exponential one, while the dose response relationship of the last two agents is beta-Poisson one [21].

In order to apply a dose response model, it is necessary to know the fitting parameter(s) (i.e., \( r_i \) or \( \alpha_i \) and \( \epsilon_i \)) which can be estimated based on infective dose data. For many pathogens, the human infective dose data are not available and interspecies extrapolation is needed to transfer the existing animal data to humans. The influencing factors (e.g., pathogen persistence, deposition loss of pathogen, and pathogen resuspension) of infection transmission could be explicitly considered by the dose response model, once their influences towards human exposure \( I \) could be modelled. Hence, the dose response model will be adopted in this work to study the effect of AIPR and WIPR on infection transmission.

2.9 Conclusions

The knowledge about the influence of pathogen resuspension towards infection transmission indoors is still limited due to the lacking of data about resuspension processes. Both AIPR and WIPR could affect occupants’ exposure to pathogens indoors but are poorly understood. AIPR could play an important role in the potential bioterrorist attack based on ventilation systems. In order to assess the risk of bioterrorist attack through ventilation systems, a model that can predict BW agent concentration dynamics in the ventilation duct with AIPR is needed. In order to model WIPR, more experiments are needed. Once the models corresponding to AIPR and WIPR are developed, they can be substituted into the two-compartment mass balance models to model airborne and surface concentrations. The exposure analysis could be
conducted based on the modelled concentrations. A risk assessment scheme could then be developed by integrating the exposure analysis into the dose response model with the knowledge of biological information of pathogens. Further effort should also be put to improve the current capability of theoretically modelling AIPR. A turbulent bursts-based model considering (1) the adhesion force distribution, (2) the depletion of resuspendable particles and (3) the effect of RH will be desirable for such purpose. Correspondingly, the current understanding of particle-surface adhesion force needs to be improved. In the following chapters, studies will be conducted to fill the existing knowledge gaps about AIPR and WIPR and their impacts on infection transmission.
Chapter 3 Particle Concentration Dynamics in the Ventilation Duct with AIPR

3.1 Introduction

Terrorists could deliberately place BW agents onto the duct surface when the ventilation system is off (usually at night, therefore more covert). Some of these agents could be resuspended and transported into indoor environment once the ventilation system is turned on, leading to mass contamination [32-34]. In order to assess the risk due to this kind of bioterrorist attack, it is necessary to develop a model that can predict the BW agent concentration dynamics in the ventilation duct with AIPR.

Despite the importance of relevant knowledge about the concentration dynamics in the ventilation duct following a BW agent resuspension event, few studies have been conducted in this area. Until recently, Zhou et al. [14] propose a model for the particle concentration dynamics in the ventilation duct considering resuspension. However, their model is constructed based on the assumption that both the particle deposition and resuspension occur uniformly along the whole length of ventilation duct. This naturally makes their model inappropriate for cases where high concentration of particles are dosed in a small area in the duct and the initial resuspension occurs from that small area, usually in the case of a bioterrorist attack. The governing equation in [14] is specifically organized to have a term accounting for the particle resuspension along the whole length. In the case of resuspension from a small area, this governing equation in [14] no longer holds and a simple substitution of the resuspension term in
their governing equation is not physically reasonable. A different method is needed to solve the new governing equation corresponding to the case that initial resuspension occurs from a small area. Based on the mass balance approach, this chapter proposed a new model for particle concentration dynamics in the ventilation duct with AIPR in the case of a bioterrorist attack. The proposed model was validated by a series of wind tunnel experiments. The spatial variation of particle concentration in the duct after resuspension was also explored based on the proposed model.

3.2 Model derivation

The particles deposit (primary deposition) on a small area in the duct and are subsequently resuspended (primary resuspension) into the airflow stream when the ventilation is turned on. Only the initial (primary) resuspension is considered here, because (1) it plays the dominant role in affecting the airborne particle concentration over the secondary resuspension (subsequent resuspension of particles deposited on the duct surface downstream); (2) the amount of particles for secondary deposition is small and the amount for secondary resuspension would be even far smaller than that for secondary deposition, meaning that the net deposition could be well approximated by the secondary deposition; (3) further considering the secondary resuspension will be a traversal problem that is prohibitive to solve. The transient particle concentration variation along the streamwise direction, $C_{ov}(x,t)$ is concerned in the proposed model. Particle concentration is assumed homogenous in the cross-section at any given point in $x$ and $t$. As shown in Figure 3.1, the particle resuspension occurs within the area of $S_v$ (dose area of BW agents) where the particle surface number concentration is $N_0$. The particle concentration upstream the resuspension area is $C_0$, while the particle
concentration downstream the resuspension area is \( C_{ov}(x,t) \). According to the conservation of mass, the mass balance equation about \( C_{ov}(x,t) \) can be written as:

\[
A_v \frac{\partial C_{ov}(x,t)}{\partial t} + Q_s \frac{\partial C_{ov}(x,t)}{\partial x} = -V_d C_{ov}(x,t)P_v
\]  

(3.1)

with the boundary condition of

\[
C_{ov}(x,t) |_{x=0} = C_0 + \frac{N_0 S_v \Lambda(t)}{Q_s}
\]  

(3.2)

and the initial condition of

\[
C_{ov}(x,t) |_{t=0} = C_{t0},
\]  

(3.3)

where \( A_v \) is the cross-sectional area of duct, \( Q_s \) is the volumetric flow rate, \( V_d \) is the overall deposition velocity of particles in the duct, \( P_v \) is the cross-sectional perimeter of duct and \( \Lambda \) is the normalized resuspension rate. As reviewed in Chapter 2, the normalized resuspension rate generally has a power law relationship versus time:

\[
\Lambda = r_{n1} t^{-r_{n2}} \ [98, 109, 116].
\]

After plugging the resuspension rate expression into Eq. (3.1), the solution of Eq. (3.1) is derived as (See Appendix A):

\[
C_{ov}(x,t) = \begin{cases} 
C_{t0} e^{-\frac{V_d x}{A_v}} & (0 < t \leq \frac{A_v x}{Q_s}) \\
\frac{N_0 S_v r_{n1}}{Q_s (t - \frac{A_v x}{Q_s})^{r_{n2}}} e^{-\frac{V_d x}{Q_s}} + C_0 e^{-\frac{V_d x}{Q_s}} & (\frac{A_v x}{Q_s} < t)
\end{cases}
\]  

(3.4)

In Eq. (3.4), \( \frac{A_v x}{Q_s} \) defines the time when the location \( x \) will be affected by the resuspended particles. That is, when \( 0 < t \leq \frac{A_v x}{Q_s} \), the location \( x \) will have a concentration variation affected by the deposition only. Otherwise, the location \( x \) will have a concentration variation influenced by both particle resuspension and deposition.
Considering that the particle deposition velocities onto the floor, wall and ceiling are different due to the effect of gravity, Eq. (3.4) is modified to

\[
C_{ov}(x, t) = \begin{cases} 
C_{t0}e^{-\left(\frac{v_{dfv}P_{fv} + v_{dwv}P_{wv} + v_{dcv}P_{cv}}{Q_s}\right) t} & (0 < t \leq \frac{A_v x}{Q_s}) \\
N_0 S_v r_n_1 \frac{m_p}{Q_s (t-\frac{A_v x}{Q_s})} & (A_v x < t)
\end{cases}
\]  

(3.5)

where \(v_{dfv}, v_{dwv}\) and \(v_{dcv}\) are the deposition velocities of particles onto the floor, wall and ceiling of duct respectively, and \(P_{fv}, P_{wv}\) and \(P_{cv}\) are the width of floor, wall and ceiling respectively. The estimation of deposition velocities onto different surfaces of duct will follow the reported method in [132]. The particle surface number concentration \(N_0\) is calculated as

\[
N_0 = \frac{M_{or} f_p}{s_m p}
\]  

(3.6)

where \(M_{or}\) is the mass of particles released to the surface for resuspension. \(m_p\) is the mass of a particle. \(f_p\) denotes the fraction of deposited particles belonging to the size bin of \(d_p\), which can be obtained from the particle size distribution. The normalized resuspension rate is estimated based on the previous empirical models of Loosmore [116] or Kim et al. [98]. Two models and three models have been developed in [116].
and [98], respectively. Because different models from the same study generally produced similar results, one model from each of these studies was used: emp1 (Eq. (2.11)) from [116] and Model II-A (Eq. (2.13)) from [98]. The particle concentration dynamics models based on emp1 (Eq. (2.11)) and Model II-A (Eq. (2.13)) are denoted as Model 1 and Model 2, respectively. RH will also affect AIPR by affecting the capillary force between particles and surfaces as will be shown by the development of adhesion force models in Chapter 7 and 8. In Chapter 9, a theoretical AIPR resuspension model will be proposed with the capability of predicting the effect of RH on AIPR. It should be noted that the model (Eq. (3.5)) of particle concentration dynamics in the duct with AIPR was developed based on the existing empirical resuspension models (Eq. (2.11)) and (Eq. (2.13)). These empirical models generally provide reasonable predictions against experimental data, without considering the parameter of RH. Once the empirical models are improved in the future with the consideration of RH, the developed airborne concentration model will be improved correspondingly.

3.3 Validation experiments

3.3.1 Surface roughness measurement

The surface roughness of substrate is required for estimating the normalized resuspension rate. Three types of material (stainless steel (SS), aluminum (AL) and plastic (PL)) were tested, as they are common materials for the construction of ventilation ducts [170-173]. 5 pieces of 4 cm × 4 cm square-shaped substrate were prepared from each material and the roughness of each substrate was measured using
a surface roughness tester (Mitutoyo, SJ301) at three random locations. The average RMS roughness for each material was calculated and listed in Table 3.1. The other parameters required for the resuspension rate calculation are also given in Table 3.1.

Table 3.1 Parameters required for the normalized resuspension rate estimation.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>(u^*(\text{m/s}))</th>
<th>(\rho_p(\text{kg/m}^3))</th>
<th>(\rho_a(\text{kg/m}^3))</th>
<th>(d_p(\mu\text{m}))</th>
<th>(\sigma_1(\mu\text{m}))</th>
<th>(A_h(\times 10^{-20}\text{J}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>AL</td>
<td>0.278</td>
<td>2650</td>
<td>1.2</td>
<td>2/4.75</td>
<td>0.44</td>
<td>15.7</td>
</tr>
<tr>
<td>SS</td>
<td>0.278</td>
<td>2650</td>
<td>1.2</td>
<td>2/4.75</td>
<td>0.09</td>
<td>2.7</td>
</tr>
<tr>
<td>PL</td>
<td>0.278</td>
<td>2650</td>
<td>1.2</td>
<td>2/4.75</td>
<td>0.02</td>
<td>7.3</td>
</tr>
</tbody>
</table>

\(A_h = \sqrt{A_{11}A_{22}}, \) with \(A_{11}\) as the Hamaker constant of substrate and \(A_{22} = 6.8 \times 10^{-20}\text{J}\) as the Hamaker constant of particles [98]. The Hamaker constants for aluminum, stainless steel and plastic are \(36.0 \times 10^{-20}\text{J}\) [174], \(1.0 \times 10^{-20}\text{J}\) [175] and \(7.8 \times 10^{-20}\text{J}\) [176], respectively.

3.3.2 Sample preparation by deposition procedure

A deposition chamber was used to load the test particles (ISO 12103-1 A1 Arizona test dust, Powder Technology, Inc.) onto the substrates to mimic BW agent dose during ventilation off period. The loaded substrates would be used for the subsequent resuspension experiments in a wind tunnel. The deposition chamber was made of stainless steel and had the inner dimensions of 60 cm (W) \times 60 cm (H) \times 60 cm (L). Four mixing fans (Paps, Series 8000N), each providing 50 m\(^3\)/h of airflow rate were installed inside the chamber to provide air mixing. There was a circular inlet port at the centre of the ceiling through which test particles were injected into the chamber by a syringe (BD 10 cc syringe, Luer-Lok). In the deposition experiments, it was found that the number of particles deposited onto the walls were much fewer than that deposited onto the floor, as will be explained below. In this case, the size distribution of particles deposited on the substrates was assumed to be similar to that of the injected test particles. The cumulative size distribution of particles in terms of volume
is shown by Figure 3.2. The size of test particles ranges from 1 to 10 µm which covers the size ranges of some common BW agents such as *B. anthracis* and *Botulinum toxin* [46].

![Figure 3.2 The cumulative size distribution of test particles.](image)

Before the deposition, each piece of substrate was cleaned with tissue paper dipped with ethanol and then weighed by an analytical balance (Radwag XA 110/X, readability: 0.01 mg). Each weight measurement was taken one and a half minutes after the substrate was placed on the balance to ensure sufficient time for stabilizing the reading. The weight obtained at this stage was recorded as $M_{1r}$. Immediately after the weight measurement, the substrate was put into the deposition chamber. After placing all substrates into the chamber, the door of the deposition chamber was closed. The mixing fans in the chamber were then switched on. After 5 minutes, 2 grams of test dust were injected into the chamber from the inlet port on the ceiling of the chamber with a syringe by pulling and pushing the syringe rod repeatedly at a rate of 20 times/minute. The mixing fans remained on for another 5 minutes after the particle injection. Since the airflow rate of each fan was 50 m$^3$/h, 77 chamber volumes of air
were circulated during the 5-min period, which ensures adequate air mixing in the chamber. The mixing fans were then turned off and the chamber was left intact for 4 hrs to allow particle deposition. Based on the gravitational settling velocity of $7.3 \times 10^{-3}$ m/s for 1 μm particles, it took about 2.5 hrs for the particle to fall down from the ceiling to the floor of the chamber. Therefore, 4 hrs of settling time were used to ensure that most of the test particles were deposited. The substrates were then taken out and weighed again by using the analytical balance. The weight obtained at this stage was recorded as $M_{2r}$. The deposited mass of particles is calculated as $M_{0r} = M_{2r} - M_{1r}$ and its respective data for various cases are listed in Table 3.2.

<table>
<thead>
<tr>
<th></th>
<th>$M_{0r}$ (g)</th>
<th>$C_5$ (#/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2 μm</td>
</tr>
<tr>
<td>AL</td>
<td>0.01161 (0.00357)†</td>
<td>201650 (50010)</td>
</tr>
<tr>
<td>SS</td>
<td>0.01290 (0.00475)</td>
<td>225252 (72351)</td>
</tr>
<tr>
<td>PL</td>
<td>0.01347 (0.00480)</td>
<td>200367 (20991)</td>
</tr>
</tbody>
</table>

†: The standard deviations are shown within brackets.

An additional experiment was conducted to compare the particle masses deposited onto the floor and walls. Two gravimetric filters (47 mm PTFE filter with mass of $M_{f1}$) were placed horizontally (upward-facing) to the floor and another two filters were placed vertically (sideward-facing) to the wall. The two filters were placed at the centre and corner of the floor (wall), respectively. Then, the deposition procedure described above was followed and the filters were re-weighed ($M_{f2}$). The particle mass deposited on each filter was calculated by ($M_{f2} - M_{f1}$) and the average deposited mass for the filter on the floor was compared to that on the wall. It was found that the
average deposited mass for the filters on the floor (0.01611 g) was about 2 orders of magnitude larger than that on the wall (0.00019 g). This indicated that there was little amount of particles deposited onto the walls as compared with that deposited onto the floor. Hence, it could be assumed that all of the dispensed particles were deposited on the floor of the chamber where the test substrates were placed for particle loading.

3.3.3 Particle resuspension experiments

Resuspension experiments were conducted in a suckdown wind tunnel setup (Figure 3.3) with a test section of 20 cm (W) × 20 cm (H) × 100 cm (L). A flow straightener was installed in front of the contraction part to smooth flow and the turbulators were paved behind the contraction part to induce a turbulent boundary layer. A 23.5 cm (L) × 20.0 cm (W) supportive plastic substrate base with a 4.0 cm (L) × 4.0 cm (W) trough for fitting the test substrate was fixed in the test section. The distance between the center of the trough and the inlet of the test section was 48.5 cm. The substrate base has a 10° wedge to allow smooth change of flow direction. The speed of fan (Kruger Engineering Pte Ltd, FSA200/CM), i.e., the free stream velocity, was controlled by a frequency inverter. An aerosol spectrometer (Grimm, model 1.109) was employed with the probe 15 cm downstream the substrate to measure the particle concentration at the sampling interval of 6 s. The height of probe from the floor of test section was 9 cm.
Before the resuspension experiment, the relationship between the friction velocity (required for calculating the normalized resuspension rate) and free stream velocity was determined based on the boundary layer velocity profile measured with a set of hot wire anemometer (developed by The University of Newcastle). A height gauge (Mitutoyo, series 192) was used to control the vertical movement of the anemometer probe. A pitot-tube with an inclined manometer (Airflow Developments Ltd) was used to measure the free stream velocity and calibrate the hot wire anemometer. The diameter of the pitot-tube is 0.2 cm which is significantly smaller than the dimension of the test section (20 cm (W) \times 20 cm (H)). Hence, it could be assumed that the presence of the pitot-tube will have minor effect to the flow characteristics. Before the measurement of boundary layer velocity profile, the pitot-tube with the manometer was used to calibrate the hotwire anemometer following the method of [177]. Then, the boundary layer velocity profile was measured by traversing the anemometer probe from the height of 0.1 mm to 0.27 mm at the increment of 0.01 mm for each of six free stream velocities: 1.85, 2.45, 3.07, 3.59, 4.19 and 5.20 m/s. For turbulent boundary layers, the velocity profile can be formulated with the Prandtl equation:

$$u = \frac{\nu}{\kappa} \ln \left( \frac{z_u}{z_{u0}} \right), \quad (3.7)$$
where $\kappa$ is the von Kármán constant ($\kappa = 0.41$), $z_u$ is the vertical distance from the surface and $z_{u0}$ is the aerodynamic roughness length. It should be noted that the presence of particles on the surface will affect the roughness length ($z_{u0}$) in the velocity profile equation (Eq. (3.7)), as the surface characteristics will be modified by the presence of particles. Specifically, when a great number of particles are present on surface and being resuspended, $z_{u0}$ will not be constant, but vary with the free stream velocity [141, 178]. In the experiment, however, a sparse layer of particles are used for resuspension, therefore the effect of particle on changing surface roughness is assumed to be minor. Furthermore, the prediction of the normalized resuspension rate models (i.e., Eq. (2.11) and Eq. (2.13)) is based on the friction velocity corresponding to the turbulent boundary layer in the absence of particles. Hence, the velocity profile of the turbulent boundary layer in the absence of particles (Eq. (3.7)) is used. In order to determine the friction velocity, the recorded velocity data would be fitted by the Prandtl equation. Similar to the method introduced by [178], the velocity profile is shown as $\ln(z)$ versus $u$ (Figure 3.4 (a)) and the friction velocity corresponding to each free stream velocity could be found based on the slope of the fitted curve. Finally, a linear relationship between the friction velocity and free stream velocity was found as illustrated in Figure 3.4 (b), where $u^* = 0.0710U_\infty - 0.0056$ with the residual sum of square $R^2 = 0.988$. 
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The free stream velocity of 4.0 m/s ($Re = 53000$) was used in the resuspension experiments, which fell into the range of common free stream velocities in the ventilation ducts ($2 - 9$ m/s and $Re \approx 20000 - 60000$) [31]. An annular aspiration inlet was employed for particle sampling. Under the free stream velocity of 4.0 m/s, it
is estimated that the inlet has the overall sampling efficiency larger than 95% for particles smaller than 10 µm in size, according to the existing theory [179]. This suggested that an approximately isokinetic sampling condition was achieved. At the beginning of each resuspension experiment, the background concentration, the average of which served as the upstream concentration $C_0$ (Table 3.2) for the model prediction, was measured for two minutes. The substrate was then mounted on the substrate base in the wind tunnel for the resuspension experiment and the particle concentration in the tunnel was measured for another 2 minutes. For each material, all 5 pieces of substrate were tested in the resuspension experiments and the measured concentrations of them were averaged for the model validation. The RH and temperature in the wind tunnel were measured to be 85% ± 2% and 27°C ± 2°C, respectively, using a RH-temperature sensor (OMEGA, RH-USB).

3.4 Results and discussion

3.4.1 Model validation

The time limit, $\frac{A_{\nu}x}{Q_s}$, (Eq. (3.5)), is 0.0375 s, which is significantly smaller than the sampling interval of 6 s. Therefore, the concentration variation as $0 < t \leq \frac{A_{\nu}x}{Q_s}$, in Eq. (3.5), is not considered in the following validation. The concentration variations due to the resuspension for the particles larger than 6.5 µm are very small, therefore they are not considered in the validation for the statistical significance of analysis. The considered particles were divided into 2 size bins: 1 – 3, 3 – 6.5 µm, with the denoted mean diameters of 2 and 4.75 µm, respectively. The estimated normalized resuspension rate and deposition velocities of various cases are shown in Table 3.3.
The model validation is shown by Figure 3.5. Since the spectrometer measured the concentration with the interval of 6 s, the time axis starts from 6 s in Figure 3.5.

Table 3.3 The normalized resuspension rate and deposition velocities of various cases.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Substrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_p$ (µm)</td>
<td>AL</td>
</tr>
<tr>
<td>2</td>
<td>4.75</td>
</tr>
</tbody>
</table>

$A = r_{n1}t^{−r_{n2}}$

<table>
<thead>
<tr>
<th>Model 1</th>
<th>$r_{n1}$</th>
<th>0.0008</th>
<th>0.0009</th>
<th>0.0013</th>
<th>0.0015</th>
<th>0.0022</th>
<th>0.0025</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{n2}$</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model 2</th>
<th>$r_{n1}$</th>
<th>0.0018</th>
<th>0.0053</th>
<th>0.0052</th>
<th>0.0151</th>
<th>0.0063</th>
<th>0.0183</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{n2}$</td>
<td>1.0135</td>
<td>1.0135</td>
<td>1.0135</td>
<td>1.0135</td>
<td>1.0135</td>
<td>1.0135</td>
<td></td>
</tr>
</tbody>
</table>

$v_{dfv}$ (m/s) | 0.0014 | 0.0058 | 0.0014 | 0.0058 | 0.0014 | 0.0058 |
$v_{dfw}$ (m/s) | 0.0005 | 0.0018 | 0.0005 | 0.0018 | 0.0005 | 0.0018 |
$v_{dcv}$ (m/s) | 0.0010 | 0.0031 | 0.0010 | 0.0031 | 0.0010 | 0.0031 |

It is shown that the concentration dynamics after the particle resuspension is reasonably captured by the proposed model. Both the experimental and modeling results show that the particle concentration becomes 1.5 – 3 times and 4 – 8 times higher than the upstream one immediately after the initiation of airflow for 2 µm and 4.75 µm particles, respectively, and gradually decreases afterwards. Once the airflow was initiated, the airflow resuspended the particles on the substrate and quickly pushed them forwards the measurement point, leading to the significant concentration increase. The subsequent concentration decline was mainly caused by three aspects based on the proposed model: (1) the normalized resuspension rate decreases as the time goes on; (2) the ventilation continuously refreshes the air in the tunnel (dilution effect); (3) some of the resuspended particles deposit onto the duct surfaces. Hence, there is a critical time when the particle concentration will become smaller than the
initial concentration \( (C_{t0}) \), as the effect of AIPR on airborne concentration is overtaken by that of ventilation and deposition. The influential factors (e.g., deposition velocity, size of ventilation duct and number of resuspendable particles) of the critical time are shown by the proposed airborne concentration model (Eq. (3.5)). A scaling law may be developed using Buckingham \( \pi \) theorem, but a lot more experiments are needed, which will be left as a future study.
Figure 3.5 The comparison between the measured and modeled concentration variations after particle resuspension for the substrates of (a) aluminum (i: 2 µm; ii: 4.75 µm), (b) stainless steel (i: 2 µm; ii: 4.75 µm) and (c) plastic (i: 2 µm; ii: 4.75 µm). The error bars denote one standard deviation.

The comparison between the model predictions based on the empirical resuspension model of [116] (Model 1) and those based on the one of [98] (Model 2) shows that the latter-based model provides larger but generally better predictions than the former-based model. The larger predictions for the model based on Model 2 correspond to the calculated larger resuspension rate coefficients, $r_{n1}$ (Table 3.3).

3.4.2 Spatial concentration variation after resuspension

The spatial concentration variation along the duct after resuspension at different points of time (10, 20, 30 s) is explored using the proposed model. The duct length is accounted by putting the dosing location at origin. The case of 2 µm particles on the plastic substrate experimentally examined above is used. All other parameters required by modeling are kept the same as above. The result is shown in Figure 3.6.
It is shown by Figure 3.6 that the particle concentration increases along with the duct until the critical point (the concentration peak) which is the furthest location the airflow carrying resuspended particles could reach by the time. The particle concentration at the critical point decreases with time (10 – 30 s) because more particles are lost due to deposition for longer time. This decrease in concentration is about 16% of the peak concentration at the critical point, suggesting that the deposition has a minor impact on the concentration for 2 µm particles, compared to the primary resuspension. Further down from the critical point, the particle concentration is not affected by the primary resuspension but decreases slowly due to deposition, compared to the initial concentration, $C_0$. The above conclusions also hold for the case of larger particles (e.g., 10 µm, not shown here to avoiding repetition).

3.5 Conclusions
Ventilation ducts serve as a potential vehicle for the dispersion of harmful agents in case of a bioterrorist attack. In this chapter, the model for predicting the particle concentration dynamics in the ventilation duct with AIPR was derived based on the mass balance equation and empirical AIPR models. A series of wind tunnel experiments were conducted for validating the proposed model. It was found that the particle concentration increased immediately after the initiation of airflow in the duct and gradually decreased as the time went on. The spatial particle concentration variation along the duct after resuspension was further explored using the proposed model. It was found that the concentration increased downstream until reaching a critical point after which the concentration dropped sharply to the background level. The proposed model could provide the foundation for predicting the BW agent concentration in the supply air and in the occupied space in the case of a related bioterrorist attack.
Chapter 4 Experimental Investigation and Modeling of WIPR

4.1 Introduction

Although some knowledge has been accumulated about WIPR, the effects of some factors such as walking rate, RH, and mechanisms on WIPR have been rarely explored. Studies on modelling the airborne concentration profile during human walking are also rare. Developing models for walking-induced resuspension is important to particle exposure estimation. This chapter intends to supplement the data bank for WIPR and derive an airborne particle concentration model with human walking involved. WIPR was investigated using controlled experiments conducted in a setup consisting of a deposition chamber and a resuspension chamber into which a pair of motorized model legs was installed. The resuspension rate was calculated based on a mass balance model and the power law was used to fit the resuspension rate data. The effects of flooring material, particle size, walking rate, and RH on WIPR were examined. The importance of the pure aerodynamic mechanism on resuspension was compared with the contact mechanism by controlling the floor touching of the feet in the experiments. Based on the fitted power law relations, the model of airborne particle concentration during the walking period was derived.

4.2 Methodology
4.2.1 Experimental setup

4.2.1.1 Deposition chamber

The experimental setup, as shown in Figure 4.1, consists of two main components: a deposition chamber and a resuspension chamber. The deposition chamber was used for the deposition procedure, in which test particles were loaded on flooring samples. The loaded flooring samples would be used for the subsequent resuspension experiment in the resuspension chamber. The detailed specifications of deposition chamber could be found in Chapter 3.

Figure 4.1 A schematic diagram of the experimental setup and procedure.

4.2.1.2 Resuspension chamber

The resuspension experiments were conducted in the resuspension chamber made of stainless steel with the inner dimensions of 60 cm (W) × 45 cm (H) × 80 cm (L). The front side of the chamber had a transparent acrylic panel for visual monitoring of the experimental process. This acrylic panel was removable to allow for loading and unloading the flooring samples. In each resuspension experiment, six flooring samples, 15.0 cm × 12.5 cm each, were placed beneath each foot in a 2-by-3 arrangement and
work like a large single piece. The flooring samples were pre-loaded with test particles by the deposition procedure. In this study, 3 types of flooring material were tested, including carpet, vinyl and wood PVC (PVC plate mimicking the appearance of wood). A pair of motorized model legs was installed inside the resuspension chamber. The feet attached to the motorized legs were made from acrylic plates with the shape and size of a men’s size 8 shoe. During the experiments, the feet fell onto the same place of flooring samples beneath. The model legs performed stomping-like walking activity driven by a direct current motor mounted on the top of the chamber. The driving motor was powered by a variable direct current power supply (InStek GPS – 3030DD), where the walking rate was controlled and adjusted. A trial calibration was firstly conducted to determine the walking rate for experiments, in terms of steps per minute made by the feet. One step refers to the process of one foot moving up and down. Three walking rates, 84, 108, and 132 steps per minute, were chosen for the subsequent resuspension experiments. The adopted rates were similar to the optimum walking rate recommended by the study of Rowe et al. [180], where the walking rate of 90 – 113 steps per minute was recommended as moderate-intensity walking for adults to gain health benefits. The distance between the feet and the flooring samples had 2 settings in the walking motion. One setting was that the feet were in contact with the flooring samples when the feet were fully down. In this setting, both the airflow generated by feet movement and the physical contact contributed to resuspension (the **contact** case). The other setting left a 4 mm gap between the feet and the flooring samples when the feet were fully down, meaning that there was no physical contact between the feet and flooring samples in this setting, i.e., only the airflow generated by the foot movement contributed to the resuspension (the **aerodynamic** case). An aerosol spectrometer (GRIMM model 1.109) was fitted
to monitor the mass concentration of PM$_{10}$ and PM$_{2.5}$ (particulate matters of sizes $\leq 2.5$ µm) inside the resuspension chamber in real-time at 6-second intervals. The sampling inlet of the aerosol spectrometer was placed at 9 cm from the left-side wall and 10 cm from the floor of the chamber. The RH and temperature in the chamber were monitored with an RH-temperature sensor (OMEGA, RH-USB) mounted on the right-side wall. The temperature inside the chamber was 28.0±2.1 °C during the experiments.

4.2.2 Experimental procedure

4.2.2.1 Flooring samples preparation – deposition procedure

Before each resuspension experiment, a deposition procedure similar to the one described in Chapter 3 was carried out to load the test particles onto the flooring samples. For each experiment, 12 flooring samples (6 for each foot) were prepared through the deposition procedure. The weights of each flooring sample before and after the deposition procedure were denoted as $M_1$ and $M_2$, respectively. Based on the weight differences ($M_2 - M_1$) of 12 material pieces in each experimental run, an uniformity index defined as the exponential of the negative CV (coefficient of variation) was calculated according to [181]. The index ranges from 0 to 1 and a value of 1 means that there is perfect uniformity. The calculated uniformity index was $0.61 \pm 0.086$ for all deposition experiments. Thus, reasonable uniformity was achieved in this study.
4.2.2.2 Resuspension experiment

Before each resuspension experiment, the interior of the resuspension chamber and the model feet were vacuum-cleaned. The flooring samples prepared by the deposition procedure were then placed into the resuspension chamber immediately after weighing for $M_2$. The chamber was closed by bolting down the acrylic cover panel. Then, the aerosol spectrometer started sampling at 6-second intervals. Each resuspension experiment consisted of 3 stages and lasted for 20 minutes in total. In Stage 1, the leg movement mechanism remained off and the background particle concentration was monitored for 5 minutes. Then (Stage 2), the power supply to the leg mechanism motor was set to the desired voltage and switched on to actuate the walking motion for 5 minutes. The power supply to the leg motor was then switched off while the aerosol sampling continued for another 10 minutes to monitor the post-event PM concentration (Stage 3). After finishing the 3 stages, the flooring samples were removed from the chamber, vacuum-cleaned, and stored for the next experiment.

It should be noted that this work used the stomping-like walking with a pair of motorized model legs to represent idealized human walking. The stomping-like motion was used in a number of previous studies and was found to be able to characterize the fundamental aerodynamics (jet and vortex motion) during walking pertinent to particle resuspension [122, 182, 183]. The aerodynamic mechanisms of resuspending particles are similar between the stomping-like walking and the walking with foot rotation. It was shown that both particle resuspension and particle redistribution occurred during the upward and downward motions for both the stomping-like walking and the walking with foot rotation [184], which suggested the similarity between these two walking styles in term of the particle resuspension.
4.2.3 Parameters

Three common indoor flooring materials—carpet, vinyl, and wood PVC—were tested in this study to investigate the impact of flooring material on WIPR. These materials were newly bought and pre-vacuumed before each experiment. In order to examine the effect of particle size, the aerosol spectrometer took readings of PM$_{2.5}$ and PM$_{10}$, respectively.

Some previous studies [15, 16, 18] have mentioned that WIPR can be influenced by the vigorousness of walking which is related to the walking rate. Therefore, the experiments were conducted under various controlled rates to understand the relationship between WIPR and the walking rate. Three walking rates—84, 108, and 132 steps/min—were used in the experiments to study the effect of the walking rate.

The effect of RH on WIPR is another aspect that has been rarely studied. RH could influence the particle-surface capillary force and, thus, the particle resuspension from the surface as will be shown in Chapter 7 and 9. In order to adjust the humidity in the resuspension chamber, packages of desiccant (Water Jumbo, FairPrice) were placed at the corners of the chamber after the flooring samples have been put into the chamber. Then, the chamber was closed and dehumidified for 16 hrs. For the control group, no desiccant was used but the chamber was left alone for 16 hrs as well. The RH achieved by using five and two packages of desiccant and without using desiccant was 41%, 63% and 82% respectively. Carpet and vinyl were used to test the humidity effect. Except for the experiments examining the humidity effect, all other resuspension experiments were performed immediately after the resuspension chamber was closed.
Particle resuspension could be caused by either the aerodynamic mechanism or mechanical mechanism or both, as introduced by the previous studies [185, 186]. Gomes et al. [22] examined the effect of airflow and vibration towards resuspension with the experiments in a scaled chamber. The aerodynamic mechanism refers to the actions of air turbulence, such as sweeping eddies and viscous shear forces. The mechanical mechanism refers to the actions of mechanical disturbance such as vibration and contact. Both the aerodynamic mechanism and mechanical mechanism contribute to WIPR. Investigating these mechanisms separately will be meaningful for understanding their individual roles in the resuspension. The experiments investigating the aerodynamic mechanism of particle resuspension were conducted by adjusting the down position of the model feet to 4 mm above the flooring samples so that the acrylic feet would not touch the flooring in the down position. Except for the experiments testing the aerodynamic mechanism, all other experiments were conducted with the feet touching the floor.

4.3 Data analysis

4.3.1 Resuspension rate calculation
The sixth order polynomial function was used to smooth the concentration profile of Stage 2 for the following resuspension rate calculation (Figure 4.2). The reasons of using a sixth-order polynomial are that: (1) it helps to smooth the experimental data, which facilitates the numerical analysis of mass balance model; (2) it could fit the experimental data well with the R-squared value larger than 0.96, which ensures the accuracy of numerical analysis. For the time being, it is still difficult to assign a physical basis for this selection. Sources and sinks associated with the airborne particle concentration inside the resuspension chamber include the resuspension, deposition, sampling flow rate of the spectrometer, and inflow from outside of chamber to compensate the air extracted by the spectrometer. The coagulation of particles is neglected because it is relevant to ultrafine particles (< 0.1 µm) at high particle concentrations [187]. The resuspension rate, $R(t)$, defined as the amount of
particles resuspended per unit time, can be calculated based on the mass balance model, Eq. (4.1).

\[ V_c \frac{dC_c}{dt} = R - \beta_p V_c C_c - \dot{V}(C_c - C_{oc}), \quad (4.1) \]

where \( V_c = 0.216 \text{ m}^3 \) is the volume of the chamber, \( C_c (\mu g/m^3) \) is the PM concentration in the chamber, \( C_{oc} \) is the PM concentration outside the chamber, \( \dot{V} = 2.0 \times 10^{-5} \text{ m}^3/\text{s} \) is the sampling rate of the aerosol spectrometer, \( \beta_p (1/\text{s}) \) is the particle decay rate loss coefficient due to particle deposition and \( R (\mu g/\text{s}) \) is the resuspension rate. The decay rate loss coefficient \( \beta_p \) has the order of magnitude of \( 10^{-3} \text{ s}^{-1} \). Since the loss due to air sampling (the 3\textsuperscript{rd} term on the right hand side of Eq. (4.1)) was about 2 orders of magnitude smaller than the deposition loss (the 2\textsuperscript{nd} term on the right hand side of Eq. (4.1)), it is neglected in the following analysis. Rearranging Eq. (4.1) yields

\[ R(t) = V_c \frac{dC_c}{dt} + \beta_p V_c C_c. \quad (4.2) \]

Applying a forward difference approximation to \( \frac{dC_c}{dt} \) in Eq. (4.2), the resuspension rate, \( R(t) \) at the time \( (t + \Delta t_s) \) can be obtained by

\[ R(t + \Delta t_s) = V_c \frac{C_c(t + \Delta t_s) - C_c(t)}{\Delta t_s} + \beta_p V_c C_c(t), \quad (4.3) \]

where the time step \( \Delta t_s = 6 \text{ s} \) was the sampling interval of the aerosol spectrometer. The estimation of \( \beta_p \) was based on the post-event PM concentration data (Stage 3) subtracted by the lowest mass in the experimental run. During this period of time, resuspension did not occur while deposition served as the sink of PM concentration in the chamber. Hence, Eq. (4.2) becomes

\[ V_c \frac{dC_c}{dt} = -\beta_p V_c C_c. \quad (4.4) \]

Integrating Eq. (4.4) from 0 to \( t \) gives
\[ C_c(t) = C_c(0)e^{-\beta_p t}, \quad (4.5) \]

where \( C_c(0) \) is the PM concentration at the beginning of Stage 3. The exponential function was fitted to the concentration data for estimating \( \beta_p \).

The calculated resuspension rate generally declined with time due to the depletion of resuspendable particles on the flooring samples and can be fitted by the power law as

\[ R(t) = a_r t^{-b_r}. \quad (4.6) \]

The values of \( a_r \) and \( b_r \) for various cases are listed in Table 4.1. The resuspension rate, \( R(t) \) depends on the surface particle concentration and particle resuspension area. Hence, \( R(t) \) is divided by the initial surface particle concentration, \( M(0) \), and resuspension area, \( S_r \), to give the normalized resuspension rate:

\[ \Lambda(t) = R(t)/[M(0)S_r]. \quad (4.7) \]

\( \Lambda(t) \) will be used for investigating the influences of environmental conditions towards WIPR in the following part. \( M(0) \) was calculated by

\[ M(0) = \frac{\sum_{i=1}^{12}M_{2i} - \sum_{i=1}^{12}M_{1i}}{S_f}, \quad (4.8) \]

where \( M_{1i} \) and \( M_{2i} \) are, respectively, the weights of flooring sample i before and after the deposition procedure. \( S_f = 0.225 \text{ m}^2 \) is the total area of 12 flooring samples. For PM10, \( M_{1i} \) and \( M_{2i} \) are the measured weights, while for PM2.5, they are calculated based on the size distribution shown by Figure 3.2 in Chapter 3. The data of \( M(0) \) for various cases are listed in Table 4.1. The particle resuspension area is not just the area of modelled shoe sole, because the created wall jets (vortex structures) between the foot and floor could resuspend the particles on the flooring surface away from the sole. The existing measurements [182, 184] showed that the area about 6 cm away from the sole that was mimicked by a circular disk may be affected by the modelled walking
motion. The particle visualization experiment by Kubota et al. [184] showed that the particle resuspension area beneath one shoe spread away from the sole and was like a square shape for real walking motion. Hence, the particle resuspension area beneath the pair of shoes is approximated by \((0.26+0.06)\times2=0.2\ m^2\) for the men’s size 8 shoes adopted by the experiment.

Table 4.1 Information about power law fittings and initial surface particle concentrations.

<table>
<thead>
<tr>
<th>Flooring material</th>
<th>Relative humidity</th>
<th>Contact/Aero dynamic</th>
<th>Particle size</th>
<th>Walking rate</th>
<th>(a_r)</th>
<th>(b_r)</th>
<th>R-square</th>
<th>(M(0)/\text{gm}^{-2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carpet</td>
<td>82%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>132 steps/min</td>
<td>1.05</td>
<td>0.46</td>
<td>0.52</td>
<td>1.25</td>
</tr>
<tr>
<td>Carpet</td>
<td>82%</td>
<td>Contact</td>
<td>PM(_{2.5})</td>
<td>132 steps/min</td>
<td>0.093</td>
<td>0.52</td>
<td>0.54</td>
<td>0.22</td>
</tr>
<tr>
<td>Carpet</td>
<td>82%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>108 steps/min</td>
<td>0.96</td>
<td>0.49</td>
<td>0.60</td>
<td>2.75</td>
</tr>
<tr>
<td>Carpet</td>
<td>82%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>84 steps/min</td>
<td>0.81</td>
<td>0.69</td>
<td>0.89</td>
<td>2.30</td>
</tr>
<tr>
<td>Wood</td>
<td>82%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>132 steps/min</td>
<td>0.68</td>
<td>0.42</td>
<td>0.74</td>
<td>2.26</td>
</tr>
<tr>
<td>Wood</td>
<td>82%</td>
<td>Contact</td>
<td>PM(_{2.5})</td>
<td>132 steps/min</td>
<td>0.16</td>
<td>0.68</td>
<td>0.74</td>
<td>0.40</td>
</tr>
<tr>
<td>Vinyl</td>
<td>82%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>132 steps/min</td>
<td>0.93</td>
<td>0.62</td>
<td>0.91</td>
<td>2.46</td>
</tr>
<tr>
<td>Vinyl</td>
<td>82%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>108 steps/min</td>
<td>0.58</td>
<td>0.71</td>
<td>0.81</td>
<td>2.09</td>
</tr>
<tr>
<td>Vinyl</td>
<td>82%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>84 steps/min</td>
<td>0.29</td>
<td>0.79</td>
<td>0.66</td>
<td>4.06</td>
</tr>
<tr>
<td>Carpet</td>
<td>82%</td>
<td>Aerodynamic</td>
<td>PM(_{10})</td>
<td>132 steps/min</td>
<td>0.42</td>
<td>0.57</td>
<td>0.57</td>
<td>2.26</td>
</tr>
<tr>
<td>Wood</td>
<td>82%</td>
<td>Aerodynamic</td>
<td>PM(_{10})</td>
<td>132 steps/min</td>
<td>0.56</td>
<td>0.76</td>
<td>0.86</td>
<td>1.84</td>
</tr>
<tr>
<td>Carpet/RH</td>
<td>41%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>132 steps/min</td>
<td>6.87</td>
<td>0.68</td>
<td>0.80</td>
<td>1.0</td>
</tr>
<tr>
<td>Carpet/RH</td>
<td>63%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>132 steps/min</td>
<td>6.14</td>
<td>0.77</td>
<td>0.86</td>
<td>1.85</td>
</tr>
<tr>
<td>Carpet/RH</td>
<td>82%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>132 steps/min</td>
<td>2.25</td>
<td>0.58</td>
<td>0.83</td>
<td>1.75</td>
</tr>
<tr>
<td>Vinyl/RH</td>
<td>41%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>132 steps/min</td>
<td>3.22</td>
<td>0.51</td>
<td>0.62</td>
<td>3.18</td>
</tr>
<tr>
<td>Vinyl/RH</td>
<td>63%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>132 steps/min</td>
<td>5.19</td>
<td>0.72</td>
<td>0.86</td>
<td>4.33</td>
</tr>
<tr>
<td>Vinyl /RH</td>
<td>82%</td>
<td>Contact</td>
<td>PM(_{10})</td>
<td>132 steps/min</td>
<td>2.27</td>
<td>0.61</td>
<td>0.81</td>
<td>4.33</td>
</tr>
</tbody>
</table>

4.3.2 Airborne particle concentration model involved with walking

Plugging the power law function of resuspension rate into the mass balance model, Eq. (4.2), yields

\[ V_c \frac{dC_c}{dt} + \beta_p V_c C_c = a_r t^{-b_r}, \]

which can be transformed to
\[
\frac{d}{dt}(e^{\beta p t}C_c) = \frac{a_r}{V_c} t^{-b_r} e^{\beta p t}.
\] (4.10)

Integrating both sides of Eq. (4.10) from 0 to \( t \) and rearranging the equation give

\[
C_c(t) = e^{-\beta p t} C_c(0) + \frac{a_r}{V_c} e^{-\beta p t} \int_0^t \frac{e^{\beta p t}}{t^{b_r}} dt
\] (4.11)

which is the airborne particle concentration model involved with walking. The integration in Eq. (4.11) could be expressed in the form of incomplete gamma function, \( \Gamma_i \), as

\[
\int_0^t \frac{e^{\beta p t}}{t^{b_r}} dt = \{(-\beta p)^{b_r-1} \Gamma_i[(1 - b_r), 0] - t^{1-b_r} (-\beta p t)^{b_r-1} \Gamma_i[(1 - b_r), -\beta p t]\},
\] (4.12)

The airborne particle concentration model (Eq. (4.11)) can be extended to a real indoor environment with \( \beta_p \) replaced by the sink of airborne particle concentration in the real case. The method applied for deriving the model (Eq. (4.11)) provides the basis for the development of more comprehensive airborne and surface pathogen concentration models in the following chapter.

4.4 Results and discussion

4.4.1 Investigations of factors and mechanisms affecting WIPR

The normalized resuspension rate (\( \Lambda(t) \)) is employed for investigating the influences of various factors and mechanisms towards WIPR.
4.4.1.1 Influence of particle size

The normalized resuspension rates of PM$_{10}$ and PM$_{2.5}$ for different materials under the highest walking rate (132 steps/min) are shown by Figure 4.3. For the illustration purpose, the raw resuspension data of vinyl/PM$_{10}$ before fitting is also shown in the figure. Because the resuspension is not significant for the case of vinyl/PM$_{2.5}$, the resuspension rate of this case is not shown here. It is shown that the normalized resuspension rate of PM$_{10}$ is about 2.5 times that of PM$_{2.5}$ for both carpet and wood PVC. The more significant resuspension for PM$_{10}$ should be related to the fact that the ratio between the detachment force and the adhesion force is smaller for smaller particles under the same condition as explained in [78, 90].
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Figure 4.3 The comparison of the normalized resuspension rates of PM$_{10}$ and PM$_{2.5}$ between different materials at the walking rate of 132 steps/min (contact case).

4.4.1.2 Influence of flooring materials

The comparison of the normalized resuspension rates of PM$_{10}$ from different flooring materials...
materials is also shown by Figure 4.3. It is found that the normalized resuspension rate from carpet is about 2 and 4 times greater than those from wood PVC and vinyl, respectively. This might be caused by the difference of surface properties among different flooring materials. The surface of carpet is a layer of fibrous structure consisting of twisted tufts, whereas the surfaces of wood PVC and vinyl are relatively rigid and smooth. Therefore, unlike wood PVC and vinyl, the resuspension from carpet can be promoted by the vibration of the twisted tufts due to airflow or mechanical impingement of feet or both. Note that the normalized resuspension rate of PM$_{2.5}$ is also higher for carpet than for wood PVC in Figure 4.3.

4.4.1.3 Influence of walking rate

The comparison of the normalized resuspension rates between different walking rates (contact case) for carpet and vinyl flooring samples is shown by Figure 4.4. The lowest walking rate, 84 steps/min, represents slow and gentle walking indoors, while the highest walking rate, 132 steps/min, represents fast and vigorous walking indoors [188]. For carpet, the normalized resuspension rate at the highest walking rate is about 2.5 times of that at the medium walking rate and 7 times of that at the lowest rate. Whereas for vinyl, the normalized resuspension rate at the highest walking rate is about 2 times of that at the medium walking rate, and 10 times of that at the lowest rate. It is shown that the reduction of resuspension rate due to the lower walking rates for carpet is less significant than that for vinyl. This might suggest that the vibration of tufts is not significantly reduced in the lower walking rate cases, which makes the resuspension from carpet less dependent on the walking rate. The decreasing walking
rate results in a reduced normalized resuspension rate, because a lower walking rate induces smaller detachment forces.

Figure 4.4 The comparisons of the normalized resuspension rates of PM$_{10}$ between different walking rates for (a) carpet and (b) vinyl (contact case).
4.4.1.4 Influence of RH

The effect of RH on WIPR is shown by Figure 4.5. For both carpet and vinyl, the normalized resuspension rates under the low RH (41%) are, respectively, about 3 and 3.5 times of those under the medium (63%) and high (82%) RH. It is apparent that the change of normalized resuspension rate is more significant between the low and medium RH than between the medium and high RH. A likely cause of such difference is that the disappearance of meniscuses between the particles and flooring material due to humidity drop is much more significant between the medium and low RH than between the high and medium RH. This means that a greater reduction of the overall capillary force will be resultant when the RH decreases from medium to low level, which will also be found in Chapter 7. This result is consistent with the study by Thio [189], who found that the capillary force did not play a very significant role in dry pollen adhesion to carpet under 20% – 40% RH and the capillary force began to play a role when the RH was greater than 60%. The adhesion force between the particle and flooring material could be reduced due to the reduction of the capillary force for the low RH cases in this study, which leads to more particle resuspension.
Figure 4.5 The comparisons of the normalized resuspension rates of PM$_{10}$ between different RHs for (a) carpet and (b) vinyl (contact case) at the walking rate of 132 steps/min.

4.4.1.5 Influence of resuspension mechanism

The results presented above are all from the experiments with the model feet touching the floor (the contact case). To explore the aerodynamic effect on WIPR, the experiments were conducted for carpet and wood PVC with the feet not touching the
floor at the highest walking rate (132 steps/min). The aerodynamic case was similar to the fluid mechanics study by Kubota et al. [123], who investigated the particle resuspension in terms of the walking-induced flow field. Their findings indicated that particles were resuspended by a high velocity jet formed between the wall and the feet and that large-scale ring vortex structures pushed the resuspended particles away from the wall. In the current study, it was observed that some particles just beneath the edges of the feet were spread outward due to walking in a similar mode as that observed by Kubota et al. [123]. The comparison of the normalized resuspension rates of PM$_{10}$ between the contact case and aerodynamic case is shown by Figure 4.6.

It is shown in Figure 4.6 that carpet has a higher normalized resuspension rate than wood PVC for both the contact and aerodynamic cases. It suggests that PM$_{10}$ was more easily resuspended from carpet by both the aerodynamic and contact mechanisms than from wood PVC. In the wind tunnel experiments, Mukai et al. [190] also found that the resuspension for carpet is more significant than the relatively rigid and smooth materials such as linoleum and galvanized sheet metal. By using optical microscope, they found that most seeded particles were not imbedded deep into the carpet fibres but, instead, were located closer to the canopy surface. This deposit mode combined with the uneven lengths of carpet fibres made particles exposed to a higher velocity than particles on the smoother materials, which may lead to the more significant resuspension from carpet.

The normalized resuspension rates of the aerodynamic cases are about one eighth and one fifth of those of the contact cases for carpet and wood PVC, respectively. This indicates that including the mechanical mechanism is critical for WIPR and that the
particle resuspension could be considerably enhanced by combining this mechanism with the aerodynamic mechanism.
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Figure 4.6 The comparison of the normalized resuspension rates of PM$_{10}$ between the contact case and aerodynamic case for carpet and wood PVC at the walking rate of 132 steps/min.

### 4.4.2 Airborne particle concentration modelling

Previous researches [98, 109, 116, 191] have shown that the particle resuspension by unidirectional airflow has a power law relationship with respect to time (e.g., Eq. (2.11) and Eq. (2.13)). For WIPR where both the aerodynamic and mechanical disturbances exist, the power law relationship was also found to be able to fit the temporal variation of resuspension rate in this work. Based on Table 4.1, it could be found that the power exponent, $b_r$, ranged from 0.42 to 0.79 with the mean and standard deviation of 0.62 and 0.11, respectively and the power law coefficient, $a_r$, ranged from 0.093 to 6.83 with the mean and standard deviation of 1.91 and 2.17, respectively, for WIPR. The decay of resuspension rate for WIPR as time is due to the
fact that the relatively lightly adhered particles are resuspended leaving those tightly adhered particles, that is, the depletion of resuspendable particles.

In order to validate the airborne particle concentration model (Eq. (4.11)), the model predictions are compared with the experimental data of PM$_{10}$ for carpet and vinyl at the highest walking rate (132 steps/min) and RH (82%). The comparison between the modelled PM$_{10}$ concentration profiles and measured ones is shown in Figure 4.7. The modelled concentration profiles during human walking are in good agreement with measured ones: the modelled concentrations during walking based on Eq. (4.11) could capture the variation characteristic of experimental data. This means that the proposed power law relationship of resuspension rate versus time during walking is reasonable. It is possible to model the airborne particle concentration profile involved with human walking from Eq. (4.11), if the relevant parameters (e.g., $R$, $V_c$ and $\beta_p$) are known. This might be of significance for the risk assessment of human exposure to harmful particles indoors with the occurrence of WIPR.
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Figure 4.7 The comparison between the measured PM10 concentration profiles and modeled ones for different flooring materials at the highest walking rate (contact case).
Further model validation is conducted by comparing the model prediction with existing experimental data of Qian et al. [119]. In the study [119], the outdoor PM$_{10}$ concentration could be regarded to have minor influence to the indoor concentration and no other emission sources except resuspension existed. Hence, the major source for airborne particle concentration was the WIPR from the carpet flooring. The volume of indoor space, $V_c$, was 222 m$^3$. The particle loss coefficient, $\beta_p$, was estimated to be 1 hr$^{-1}$ based on the concentration data without the resuspension, which is a reasonable value for a real indoor environment [5]. Since a normal walking was performed on the carpet flooring in the study [119], the resuspension rate ($R(t) = 0.96 \times t^{0.49}$) of carpet/PM$_{10}$ at the medium walking rate serves as the reference case for determining the resuspension rate in the study [119]. The surface mass concentration of PM$_{10}$, RH and particle resuspension area were 1.2 g/m$^2$, 53% and 25 m$^2$, respectively, in the study [119], while they are 2.75 g/m$^2$, 82% and 0.2 m$^2$, respectively, in the reference case. Considering that the normalized resuspension rates for the RH cases of 41% and 63% were 3.5 and 3 times of that for the RH case of 82% as shown in Section 4.4.1.4, it is assumed that the normalized resuspension rate for the RH of 53% was 3.25 times of that for the RH of 82%. Therefore, the power law coefficient, $a_r$, of the resuspension rate for the study of Qian et al. [119] is estimated to be $[0.96 \times (1.2/2.75) \times 3.25 \times (25/0.2) = 170]$ according to the principle that the normalized resuspension rate of different cases should be proportional to each other. Therefore, the corresponding resuspension rate in the study of Qian et al. [119] is $R(t) = 170t^{-0.49}$, which would be employed for model predictions (Eq. (4.11)). The power law coefficient, $a_r$, is varied by 20% (i.e., $(1 \pm 20%)a_r$) to account for the
effect of its uncertainty on the model prediction. The comparison between the model predictions and experimental data is shown in Figure 4.8. It could be seen that the model predictions well cover the measured airborne particle concentration variation during the walking. The observed increasing pattern of airborne concentration during walking is reasonably captured by the model predictions. This validates that the developed model (Eq. (4.11)) is effective to capture the airborne concentration variation due to WIPR.
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Figure 4.8 The comparison of PM$_{10}$ airborne concentration during the walking between the experimental data of Qian et al. [119] and model predictions.

### 4.5 Conclusions

The dependence of WIPR on particle size, flooring material, walking rate and RH was investigated experimentally in a chamber setup with a pair of model feet. The
resuspension mechanisms of human-walking were examined by comparing the experiments with and without the feet touching the floor.

The resuspension rate during the simulated walking activities was calculated based on the mass balance model and the power law was applied to fit the resuspension rate data. The resuspension rate was further normalized for investigating the effects of various factors on WIPR. It was found that the normalized resuspension rate of PM$_{10}$ was about 2.5 times that of PM$_{2.5}$ for both carpet and wood PVC. Carpet had the highest resuspension rate, followed by wood PVC and vinyl. The reduction of normalized resuspension rate due to the lower walking rates was less significant for carpet than for vinyl. The normalized resuspension rate under low RH (42%) was significantly higher than the rates under the higher RH (63% and 82%). The normalized resuspension rate is much smaller in the aerodynamic case than in the contact case, indicating the critical role of mechanical mechanism for WIPR.

The time-dependence of the resuspension rate was found to follow the power law (Eq. (4.6)). The power exponent $b_r$ ranged from 0.42 to 0.79 with the mean and standard deviation of 0.62 and 0.11, respectively, and the power law coefficient $a_r$ ranged from 0.093 to 6.83 with the mean and standard deviation of 1.91 and 2.17, respectively, for the simulated walking. Based on the power law relationship, an airborne particle concentration model was developed. The developed model could predict the overall variation of airborne particle concentration involved with human walking. The method adopted to derive the model of this chapter also provides a hint for developing airborne and surface particle concentration models in the following chapter.
Chapter 5 Indoor Particle Concentration Models

Considering Particle Resuspension Processes

5.1 Introduction

The airborne and surface particle concentration models considering potential resuspension processes related to indoor environments were developed based on the two-compartment (air and surface compartment) mass balance models, Eq. (2.14) and Eq. (2.15) in Chapter 2. The considered resuspension processes included AIPR in the ventilation duct (Chapter 3) and WIPR indoors (Chapter 4). Outdoor sources and other potential indoor emission sources were included in the mass balance models. The particles outdoors could be transported indoors via mechanical or natural ventilation. Other indoor emission sources relevant to infection transmission might include expiratory activities and aerosolization of harmful pathogens indoors during a bioterrorist attack, etc.

In this chapter, the emission dynamics of various sources was firstly identified and mathematically modelled. The emission dynamics models were then substituted into the two-compartment mass balance models to develop a set of analytical airborne and surface particle concentration models. The derived models were validated against existing experimental data.

5.2 Model development
In order to model the variation of indoor particle concentrations, the emission dynamics of outdoor and indoor sources needs to be identified. The outdoor concentration $C_o$ is applied in the mass balance model for representing outdoor sources. The indoor sources considered here are walking, dancing and vacuum cleaning, expiratory activities and aerosolization of harmful pathogens indoors such as that during a bioterrorist attack.

### 5.2.1 Emission dynamics

#### 5.2.1.1 Outdoor source

If there is sudden mass emission(s) outdoors such as that from a large-scale bioterrorist attack, the outdoor airborne concentration could rise quickly during the period of mass emission. In this case, the variation of outdoor concentration could be approximated by the sum of two exponentials, $C_o = B_1 e^{-B_3 t} + B_2 e^{-B_4 t}$ as suggested by the previous urban air quality model [192]. When the mass emission ceases, the outdoor concentration will decay exponentially as time until to the background level due to various loss mechanisms such as deposition and wind-induced dilution [193]. The exponential decay, in this case, is actually a special case of the sum of two exponentials (either $B_1$ or $B_2$ is zero). Without sudden mass emission, the outdoor particle concentration will generally fluctuate around a mean value on both a yearly and daily basis [194-198]. Fully accounting for this fluctuation is impossible at the moment, because too many complicated and even undetermined factors such as meteorological conditions and location exist. The outdoor concentration is approximated by a constant value, that is, $C_o = A$, in this case. The constant outdoor concentration is also a special case of the sum of two exponentials, because the sum
of two exponentials devolves to the constant form with $A = B_1 + B_2$, when $B_3$ and $B_4$ are equal to zero. Hence, the sum of two exponentials is used for representing the potential variation of outdoor particle concentration.

5.2.1.2 AIPR in the ventilation duct

As described in Chapter 3, when BW pathogens are dosed onto ventilation duct surface when the ventilation is off, these pathogens will be resuspended (AIPR) and transported indoors when the ventilation is running again. This AIPR case is considered in the mass balance models by employing the particle concentration dynamics model developed in Chapter 3 (Eq. (3.5)). In Eq. (3.5), the effect of particle deposition in the duct was taken into consideration. Since the effect of particle deposition in the duct has already been considered by $a_2$ in the air compartment mass balance model (Eq. (2.14)), Eq. (3.5) needs to be modified to avoid repetition. The particle concentration in the duct resultant from AIPR without considering the particle deposition in the duct is

$$C_{ov}(t) = \frac{N_0 S_v r_{n1}}{Q_s t^{r_{n2}}}$$

(5.1)

where $N_0$ is the total number of pathogens dosed, $Q_s$ is the ventilation rate in the duct. $r_{n1}$ and $r_{n2}$ are the power coefficient and exponent of the normalized resuspension rate for AIPR.

5.2.1.3 WIPR

As shown in Chapter 4, the resuspension rate, $R(t)$, could be applied in the mass balance models to account for the effect of WIPR. It was found that the variation of
resuspension rate with respect to time for WIPR could be described by a power law function. Considering the similarity among the activities of walking, dancing and vacuum cleaning, the emission dynamics of all these activities are described by the power-law resuspension rate: \( R(t) = a_r t^{-b_r} \). \( a_r \) depends on the factors such as walking strength, particle surface loading, RH, resuspension area and flooring material, while \( b_r \) was found in the range from 0.42 to 0.79 [15, 199].

5.2.1.4 Other indoor sources

The emission is controlled by the particle producing process for the indoor sources such as expiratory activities and aerosolization of harmful pathogens indoors during a bioterrorist attack. The emission rate, \( E \), (the number or mass of particles emitted per unit time) of these sources is assumed to be constant (i.e., \( E = D \)) during the period of emission, as adopted by existing studies [162, 166, 200]. The summary about the emission dynamics of the considered outdoor and indoor sources is shown in Table 5.1.

<table>
<thead>
<tr>
<th>Source</th>
<th>Parameter</th>
<th>Unit</th>
<th>Mathematical model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outdoor With or without sudden</td>
<td>Concentration</td>
<td>#/m³</td>
<td>( C_{oi}(t) = B_1 e^{-B_3 t} + B_2 e^{-B_4 t} )</td>
</tr>
<tr>
<td>mass emission accident</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ventilation duct</td>
<td>AIPR Concentration</td>
<td>#/m³</td>
<td>( C_{oc}(t) = \frac{N_0 S_x r_{n1}}{Q_d^{n2}} )</td>
</tr>
<tr>
<td>WIPR</td>
<td>Resuspension rate</td>
<td>#/s</td>
<td>( R(t) = a_r t^{-b_r} )</td>
</tr>
<tr>
<td>Indoor</td>
<td>Expiratory activities and</td>
<td>Emission rate</td>
<td>( E = D )</td>
</tr>
<tr>
<td>aerosolization of harmful</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pathogens</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.2.2 Model derivation

The two-compartment mass balance models (Eq. (2.14) and Eq. (2.15) in Chapter 2) are employed to derive the airborne and surface concentration models. The mass balance models are under the assumption of well-mixed (i.e., the airborne and surface concentrations are uniform), which has been widely adopted for modeling indoor particle concentration variation [15, 126, 137, 201]. It is assumed that the effects of nucleation, condensation and coagulation are negligible and the particle deposit structure has minor effect on resuspension rate estimation. It is also assumed that the emission rates of other indoor sources ($E$) are constant. Substituting $C_o(t) = B_1 e^{-B_3 t} + B_2 e^{-B_4 t}$, $C_{ov}(t) = \frac{N_0 S_v r_n}{Q_s t r_n^2}$, $R(t) = a_r t^{-br}$ and $E = D$ from Table 5.1 into Eq. (2.14) yields

$$\frac{dC_i}{dt} = a_1 (B_1 e^{-B_3 t} + B_2 e^{-B_4 t}) + a_2 \left( \frac{N_0 S_v r_n}{Q_s t r_n^2} \right) - b C_i + \frac{a_r}{V t^{br}} + \frac{D}{V}.$$  \hspace{1cm} (5.2)

Substituting $R(t) = a_r t^{-br}$ into Eq. (2.15) yields

$$\frac{dM}{dt} = C_i v_d f - \frac{a_r}{S r t^{br}}.$$  \hspace{1cm} (5.3)

Let $\frac{a_2 N_0 S_v r_n}{Q_s} = a_2'$, Eq. (5.2) becomes

$$\frac{dC_i}{dt} = a_2' t^{-r_{n2}} - b C_i + \frac{a_r}{V t^{br}} + a_2 (B_1 e^{-B_3 t} + B_2 e^{-B_4 t}) + \frac{D}{V}.$$  \hspace{1cm} (5.4)

Following the similar method of deriving Eq. (4.11), the indoor airborne particle concentration is obtained by solving Eq. (5.4) as

$$C_i(t) = e^{-bt} C_i(0) + a_2' e^{-bt} \int_0^t e^{bt} t^{-r_{n2}} dt + \frac{a_r}{V} e^{-bt} \int_0^t e^{bt} t^{-br} dt +$$  \hspace{1cm} (5.5)
\[
\frac{a_1 B_1}{b-B_3} (e^{-B_3 t} - e^{-b t}) + \frac{a_1 B_2}{b-B_4} (e^{-B_4 t} - e^{-b t}) + \frac{D}{V} (1 - e^{-b t}) .
\]

Putting Eq. (5.5) back into Eq. (5.3) and integrating with respect to time from 0 to \(t\) give the surface particle concentration as

\[
M(t) = M(0) + \frac{\nu_{df} C_i(0)}{b} (1 - e^{-b t}) - \frac{a_r}{S_r(1-b_r)} t^{1-b_r} + \frac{\nu_{df} A_2}{b} \int_0^t \left[ e^{-b t} \int_0^t e^{b \tau} d\tau \right] d\tau + \frac{\nu_{df} A_2}{V} \int_0^t \left[ e^{-b t} \int_0^t e^{b \tau} d\tau \right] d\tau + \frac{\nu_{df} A_1 B_1}{b-B_3} \left[ \frac{1}{B_3} (1 - e^{-B_3 t}) - \frac{1}{b} (1 - e^{-b t}) \right] + \frac{\nu_{df} A_1 B_2}{b-B_4} \left[ \frac{1}{B_4} (1 - e^{-B_4 t}) - \frac{1}{b} (1 - e^{-b t}) \right] .
\]

(5.6)

Applying the theorem of integration by parts to the 4th and 5th terms on the right hand side of Eq. (5.6) yields

\[
M(t) = M(0) + \frac{\nu_{df} C_i(0)}{b} (1 - e^{-b t}) - \frac{a_r}{S_r(1-b_r)} t^{1-b_r} + \frac{\nu_{df} A_2}{b} \int_0^t \left[ e^{-b t} \int_0^t e^{b \tau} d\tau \right] d\tau + \frac{\nu_{df} A_2}{V} \int_0^t \left[ e^{-b t} \int_0^t e^{b \tau} d\tau \right] d\tau + \frac{\nu_{df} A_1 B_1}{b-B_3} \left[ \frac{1}{B_3} (1 - e^{-B_3 t}) - \frac{1}{b} (1 - e^{-b t}) \right] + \frac{\nu_{df} A_1 B_2}{b-B_4} \left[ \frac{1}{B_4} (1 - e^{-B_4 t}) - \frac{1}{b} (1 - e^{-b t}) \right] + \frac{\nu_{df} D}{V} t .
\]

(5.7)

The above models (Eq. (5.5) and Eq. (5.7)) are applicable for the cases where either AIPR or WIPR occurs solely and the cases where AIPR and WIPR occur simultaneously. However, the AIPR in the ventilation duct and the WIPR indoors do not necessarily occur simultaneously. If the WIPR occurs after a period of \(\Delta t\) since the resuspended pathogens in the ventilation duct enter indoors, Eq. (5.4) needs to be modified to
\[ \frac{dC_i}{dt} = a_2 \left( t + \Delta t \right)^{-r_{2n}} - bC_i + \frac{a_r}{V(t+\Delta t)\beta r} + a_1 \left( B_1 e^{-B_3t} + B_2 e^{-B_4t} \right) + \frac{D}{V}, \tag{5.8} \]

which describes the variation of airborne particle concentration after walking begins.

The corresponding solution for airborne particle concentration is

\[ C_i(t) = e^{-bt}C_i(0) + a_2 \int_0^t e^{bt} \left( \frac{e^{bt}}{t(1-r_{2n})} \right) dt + \frac{a_r}{V} \int_0^t e^{bt} \left( \frac{1}{t} \right) dt + \frac{a_1}{b-B_3n} (e^{-B_3t} - e^{-bt}) + \frac{a_1}{b-B_4} (e^{-B_4t} - e^{-bt}) + \frac{D}{V} \left( 1 - e^{-bt} \right), \tag{5.9} \]

and the corresponding solution for surface particle concentration is

\[ M(t) = M(0) + \frac{\nu_d t C_i(0)}{b} - \frac{a_r}{S_r(1-b)} t - \frac{v_d t e^{bt}}{b(S_r-b)} \left[ (t + \Delta t)^{1-r_{2n}} - \Delta t^{1-r_{2n}} \right] + \frac{v_d e^{bt}}{b(S_r-b)} \left[ \frac{1}{b} \left( 1 - e^{-B_3t} \right) - \frac{1}{b} \left( 1 - e^{-B_4t} \right) \right] + \frac{D}{V} t, \tag{5.10} \]

Note that the initial concentration, \( C_i(0) \) and \( M(0) \) in Eq. (5.9) and Eq. (5.10) will be obtained from Eq. (5.5) and Eq. (5.7), respectively.

If the resuspended pathogens in the duct enter indoors after a period of \( \Delta t \) since the start of WIPR indoors, Eq. (5.4) needs to be modified to

\[ \frac{dC_i}{dt} = a_2 e^{-r_{2n}t} - bC_i + \frac{a_r}{V(t+\Delta t)\beta r} + a_1 \left( B_1 e^{-B_3t} + B_2 e^{-B_4t} \right) + \frac{D}{V}, \tag{5.11} \]

and Eq. (5.3) needs to be modified to

\[ \frac{dM}{dt} = C_i \nu_d f - \frac{a_r}{S_r(t+\Delta t)\beta r} \cdot \tag{5.12} \]

Eq. (5.11) and Eq. (5.12) describe the variation of airborne and surface particle concentrations, respectively, after the resuspended pathogens in the duct enter indoors.

The corresponding solution for airborne particle concentration is
\[ C_i(t) = e^{-bt} C_i(0) + a_2' e^{-bt} \int_0^t e^{bt} \, dt + \frac{a_2}{V} e^{-bt} \int_0^t e^{bt} \, dt + \frac{a_1 B_1}{b - B_3} (e^{-B_3 t} - e^{-bt}) + \frac{a_1 B_2}{b - B_4} (e^{-B_4 t} - e^{-bt}) + \frac{D}{V} (1 - e^{-bt}), \tag{5.13} \]

and the corresponding solution for surface particle concentration is

\[ M(t) = M(0) + \frac{v df C_i(0)}{b} - \frac{a_r}{\lambda_r (1 - b_r)} [(t + \Delta t)^{1-b_r} - \Delta t^{1-b_r}] + \frac{v df a_2'}{b (1 - r_n^2)} t^{1-r_n^2} + \frac{v df a_2}{\lambda_r (1 - b_r)} [(t + \Delta t)^{1-b_r} - \Delta t^{1-b_r}] - \frac{v df C_i(t)}{b} + \frac{v df a_1 B_1}{b - B_3} \left[ \frac{1}{b_3} (1 - e^{-B_3 t}) - \frac{1}{b} (1 - e^{-b_r t}) \right] + \frac{v df a_1 B_2}{b - B_4} \left[ \frac{1}{b_4} (1 - e^{-B_4 t}) \right] - \frac{1}{b} (1 - e^{-b_r t}) + \frac{v df D}{V} t, \tag{5.14} \]

Note that the initial concentration, \( C_i(0) \) and \( M(0) \) in Eq. (5.13) and Eq. (5.14) will be obtained from Eq. (5.5) and Eq. (5.7), respectively.

It is obvious that the role of each source on airborne and surface concentrations could be clearly identified based on the derived models. For example, the airborne concentration models (Eq. (5.5), Eq. (5.9) and Eq. (5.13)) consist of six terms. The first term accounts for the effect of initial airborne concentration. The second and third terms account for the effect of AIPR in the ventilation duct and WIPR indoors, respectively. The fourth and fifth terms account for the effect of outdoor concentration. The sixth term accounts for the effect of indoor constant emission source. The indoor particle loss mechanisms (e.g., deposition and ventilation) reflected by \( b \) affect all six terms in the way of exponential function. The airborne concentration is resultant from the superposition of initial concentration, AIPR, WIPR, outdoor concentration and indoor constant emission source under the effect of these loss mechanisms. Hence, based on the above models, the relative contribution of AIPR and WIPR towards indoor airborne and surface concentrations under a certain ventilation, building and occupancy conditions could be clearly identified.
It should be noted that when the outdoor concentration $C_o$ is constant, that is, $C_o = B_1 + B_2$, the terms accounting for the effect of outdoor source in the above airborne and surface particle concentration models will be changed to $\frac{a(B_1+B_2)}{b} (1 - e^{-bt})$ and $\frac{v df a(B_1+B_2)}{b} t$, respectively.

5.3 Model validation

The model validation about the case with AIPR in the ventilation duct is impossible due to the lacking of relevant data for the time being and is left for future study. The model validation about the case with WIPR indoors is conducted by comparing existing experimental data [15, 18] to model predictions.

The study of Qian and Ferro [18] measured the airborne particle (0.4 – 10 µm) concentration variation in a full-scaled chamber where a participant performed prescribed activities on the seeded carpet. The participant firstly walked on the carpet for 5 minutes, followed by sitting for 20 minutes, and then walked for 5 minutes again followed by leaving the chamber. The airborne concentration profiles for 2 – 3 µm and 4 – 5 µm particles are selected for validation. A HEPA filter was installed for the chamber ventilation and the outdoor airborne particles did not enter the chamber during the measurements as mentioned by the authors. The test dust was seeded onto the carpet to a mass concentration of 20 g/m² based on which the number concentrations of 2 – 3 µm and 4 – 5 µm particles can be estimated in terms of the size distribution (Figure 3.2) of test dust and the particle density (2650 kg/m³). The
surface mass concentrations for 2 – 3 µm and 4 – 5 µm particles are (20×0.13=2.6 g/m²) and (20×0.2=4 g/m²), respectively. The RH in the experiments was 31.7%. The particle resuspension area is 5.95 m². To determine the resuspension rate for the WIPR, the resuspension rate \( R(t) = 2.25t^{-0.58} \) as shown in Table 4.1 of the carpet/PM_{10} case at the walking rate of 132 steps/min under the RH of 82% in Chapter 4 is used as the reference. In the reference case, the resuspension area is 0.2 m² and the surface mass concentration is 1.75 g/m². Based on the study in Chapter 4, the normalized resuspension rate for the case under the RH of 31.7% is assumed to be 5 ~ 6 times of that under the RH of 82%. The normalized resuspension rate of PM_{10} was about 2.5 times of PM_{2.5} and the resuspension is more significant for larger particles according to Chapter 4. It is assumed that the normalized resuspension rates for the cases of 2 – 3 µm and 4 – 5 µm particles are (0.4 ~ 0.6) and (0.8 ~ 1.0) times of that of PM_{10}, respectively. Hence, the power law coefficient of resuspension rate for 2 – 3 µm particles is estimated to range from \([2.25\times5\times0.4\times2.6\times5.95/(0.2\times1.75)=198.9]\) to \([2.25\times6\times0.6\times2.6\times5.95/(0.2\times1.75)=358.0]\) and the resuspension rate for 2 – 3 µm particles varies from \(R(t) = 198.9t^{-0.58}\) to \(R(t) = 358.0t^{-0.58}\) in the unit of µg/s. The power law coefficient of resuspension rate for 4 – 5 µm particles is approximated to range from \([2.25\times5\times0.8\times5\times5.95/(0.2\times1.75)=612.0]\) to \([2.25\times6\times1.0\times4\times5.95/(0.2\times1.75)=918.0]\) and the resuspension rate for 4 – 5 µm particles varies from \(R(t) = 612.0t^{-0.58}\) to \(R(t) = 918.0t^{-0.58}\) in the unit of µg/s. In view of the measured airborne concentration was in the unit of #/s, the resuspension rate is further divided by the mass of a single particle \(m_p\) to covert the unit of µg/s to #/s. The average diameters, 2.5 and 4.5 µm, are used to represent 2 – 3 µm and 4 – 5 µm particles, respectively. \(m_p\) for 2.5 µm and 4.5 µm spherical particles are
2.17×10^{-5} \text{ µg} \text{ and } 12.64×10^{-5} \text{ µg}, \text{ respectively. Correspondingly, the re}
\text{ suspension rates in the unit of } #/s \text{ vary from } R(t) = 9.2 \times 10^6 t^{-0.58} \text{ (lower re}
\text{ suspension rate) to } R(t) = 1.7 \times 10^7 t^{-0.58} \text{ (upper resuspension rate) and f}
\text{ rom } R(t) = 4.8 \times 10^6 t^{-0.58} \text{ (lower resuspension rate) to } R(t) = 7.3 \times 10^6 t^{-0.58}
\text{ (upper resuspension rate) for 2 – 3 µm and 4 – 5 µm particles, respectively.}

The study of Ferro et al. [15] measured the airborne particle (2.5 – 5 µm) concentration in a real house following a series of activities (one person dancing on a rug for 15 minutes, one person walking on a rug for 15 minutes and one person dancing on a wood floor for 18 minutes). The outdoor concentration slightly varied during the experiment and, thus, was set to be a constant value of 1.85 µg/m³ for modeling. The flooring area is 104 m² and the walking area is assumed to range from 80 ~ 104 m². The initial particle surface concentration, \( M(0) \), was not provided in the article. Thatcher et al. [202] measured the surface concentration on the rug in a real house to be 1.1 g/m². It is assumed that \( M(0) = 0.8 \sim 1.5 \) g/m² on the rug in the study of Ferro et al. [15]. Considering that carpet generally has the higher potential of accumulating dust than wood floor indoors, it is assumed that the surface concentration is \( 1/4 \sim 1/6 \) of that for the rug; that is, \( M(0) = 0.133 \sim 0.375 \) g/m² for the wood floor. The fraction of 2.5 – 5 µm particles in the dust was estimated to range from 15% to 25% [203]. As a result, the surface mass concentrations of 2.5 – 5 µm particles range from 0.12 g/m² to 0.375 g/m² and from 0.02 g/m² to 0.094 g/m² for the rug and wood flooring, respectively. The RH is not given in the study. However, it is noted that the experiments were conducted in April in an apartment located at Redwood city and the average RH during April in Redwood city was 80% [204]. For
walking and dancing on the rug, the resuspension rate \( R(t) = 2.25t^{-0.58} \) as shown in Table 4.1) of the carpet/PM\(_{10}\) case at the walking rate of 132 steps/min under the RH of 82\% from Chapter 4 is used as the reference. The power law coefficient of resuspension rate for walking on the rug is estimated to range from [2.25×0.12×80/(0.2×1.75)=61.7] to [2.25×0.375×104/(0.2×1.75)=250.7] and the corresponding resuspension rate varies from \( R(t) = 61.7t^{-0.58} \) (lower resuspension rate) to \( R(t) = 250.7t^{-0.58} \) (upper resuspension rate) in the unit of µg/s. The dancing activity is treated to be a more vigorous walking and thus should correspond to a more significant resuspension. It is assumed that the resuspension rate for dancing on the rug is 3–4 times of that for walking on the rug. As a result, the resuspension rate for dancing on the rug varies from \( R(t) = 185.1t^{-0.58} \) (lower resuspension rate) to \( R(t) = 1002.9t^{-0.58} \) (upper resuspension rate) in the unit of µg/s. For dancing on the wood floor, the resuspension rate \( R(t) = 0.68t^{-0.42} \) as shown in Table 4.1) of the wood/PM\(_{10}\) case at the walking rate of 132 steps/min under the RH of 82\% from Chapter 4 is used as the reference. It is assumed that the normalized resuspension rate for dancing on the wood floor is 2–3 times of that for walking on the wood floor. Hence, the power law coefficient of the resuspension rate for dancing on the wood floor ranges from [0.68×0.02×80×2/(0.2×2.26)=4.8] to [0.68×0.094×104×3/(0.2×2.26)=44.1] and the corresponding resuspension rate varies from \( R(t) = 4.8t^{-0.42} \) (lower resuspension rate) to \( R(t) = 44.1t^{-0.42} \) (upper resuspension rate) in the unit of µg/s. The parameters required for modeling are listed in Table 5.2. The comparison between the experimental data and model predictions are given in Figure 5.1. The model predictions are based on the lower and upper resuspension rates, respectively.
Table 5.2 Parameters used for model predictions during the validation.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Meaning</th>
<th>Studies for validation</th>
<th>Qian and Ferro [18]</th>
<th>Ferro et al. [15]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_a ) (1/s)</td>
<td>Air exchange rate</td>
<td></td>
<td>( 1.11 \times 10^{-4} )</td>
<td>( 1.28 \times 10^{-4} )</td>
</tr>
<tr>
<td>( p_c )</td>
<td>Penetration through building shell</td>
<td></td>
<td>( \cdot )</td>
<td>1</td>
</tr>
<tr>
<td>( R_r )</td>
<td>Fraction of recirculated air</td>
<td></td>
<td>0</td>
<td>( \cdot )</td>
</tr>
<tr>
<td>( \eta_r )</td>
<td>Filter efficiency</td>
<td></td>
<td>1</td>
<td>( \cdot )</td>
</tr>
<tr>
<td>( p_b )</td>
<td>Penetration through bend(s)</td>
<td></td>
<td>( \cdot )</td>
<td>( \cdot )</td>
</tr>
<tr>
<td>( d_v )</td>
<td>Deposition loss in the duct</td>
<td></td>
<td>( \cdot )</td>
<td>( \cdot )</td>
</tr>
<tr>
<td>( v_{df} ) (m/s)</td>
<td>Deposition velocity onto floor</td>
<td></td>
<td>( 1.0 \times 10^{-3} ) (2.5 µm)</td>
<td>( 7.0 \times 10^{-4} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( 2.5 \times 10^{-3} ) (4.5 µm)</td>
<td>( \cdot )</td>
</tr>
<tr>
<td>( v_{dw} ) (m/s)</td>
<td>Deposition velocity onto wall</td>
<td></td>
<td>( 9.0 \times 10^{-5} ) (2.5 µm)</td>
<td>( 1.0 \times 10^{-5} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( 3.0 \times 10^{-5} ) (4.5 µm)</td>
<td>( \cdot )</td>
</tr>
<tr>
<td>( v_{dc} ) (m/s)</td>
<td>Deposition velocity onto ceiling</td>
<td></td>
<td>( 5.0 \times 10^{-6} ) (2.5 µm)</td>
<td>( 6.0 \times 10^{-7} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( 1.0 \times 10^{-6} ) (4.5 µm)</td>
<td>( \cdot )</td>
</tr>
<tr>
<td>( A_f ) (m²)</td>
<td>Area of floor</td>
<td></td>
<td>17.86</td>
<td>104</td>
</tr>
<tr>
<td>( A_w ) (m²)</td>
<td>Area of wall</td>
<td></td>
<td>52.09</td>
<td>102</td>
</tr>
<tr>
<td>( A_c ) (m²)</td>
<td>Area of ceiling</td>
<td></td>
<td>17.86</td>
<td>104</td>
</tr>
<tr>
<td>( V ) (m³)</td>
<td>Volume of indoor space</td>
<td></td>
<td>54.48</td>
<td>260</td>
</tr>
<tr>
<td>( \beta_b ) (m³/s)</td>
<td>Breathing rate of occupants</td>
<td></td>
<td>( 2.83 \times 10^{-4} )</td>
<td>( 2.83 \times 10^{-4} )</td>
</tr>
<tr>
<td>( n_p )</td>
<td>Number of occupants</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( C_i(0) ) (#/m³)</td>
<td>Initial indoor airborne concentration</td>
<td></td>
<td>0</td>
<td>( 19.86^\circ )</td>
</tr>
<tr>
<td>( M(0) )</td>
<td>Initial indoor surface concentration for resuspension</td>
<td></td>
<td>( 2.6 \times 10^6 ) (2.5 µm)</td>
<td>( 1.2 \times 10^5 \sim 3.75 \times 10^5 ) (rug)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( 4.0 \times 10^6 ) (4.5 µm)</td>
<td>( 2.0 \times 10^4 \sim 9.4 \times 10^4 ) (wood)</td>
</tr>
<tr>
<td>( C_o ) (#/m³)</td>
<td>Outdoor concentration</td>
<td></td>
<td>( \cdot )</td>
<td>( 1.85(e^{0.6t} + e^{0.6t})^c )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( (5.5 \times 10^6 \sim 1.9 \times )</td>
<td>( (185.1 \sim 1002.9)^c ) (dancing)</td>
</tr>
<tr>
<td>( R ) (#/s)</td>
<td>Resuspension rate</td>
<td></td>
<td>( 10^7 e^{-0.5b} ) (2.5 µm)</td>
<td>( \cdot ) (on rug)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( 3.4 \times 10^6 \sim 8.0 \times )</td>
<td>( (61.7 \sim 250.7)^c ) (walking)</td>
</tr>
</tbody>
</table>
$10^6 t^{-0.58} \, (4.5 \, \mu m)$
on rug.$^\dagger$

$(4.8 \sim 44.1) t^{-0.42}$ (dancing on
wood)$^\ddagger$

$E$ (#/s) Emission rate --

$^\dagger$: The breathing rate is obtained from the study of Kolwaski [12].

$^\#: The unit is µg/m$³ for the case from the study of Ferro et al. [15].

$^\ddagger$: The unit is µg/s for the case from the study of Ferro et al. [15].
Figure 5.1 The comparison between the model predictions and experimental data from the studies of (a) Qian and Ferro [18] (2.5 μm particles), (b) Qian and Ferro [18] (4.5 μm particles), and (c) Ferro et al. [15]. Note that for the parameters not given in the original studies, reference values were firstly found from the previous literatures or Chapter 4. The reference values were generally varied by ±20% to account for their potential uncertainty during modeling.

It is shown in Figure 5.1 (a) and (b) that the model predictions based on lower and upper resuspension rate well cover the experimental data and describe the variation of airborne concentration; that is, the concentration quickly increases during the walking period due to the overwhelming effect of WIPR and declines during the non-walking period due to the particle loss mechanisms. The increase of airborne concentration for 2.5 μm particles is larger than that for 4.5 μm particles due to the fact that the initial surface concentration is larger for 2.5 μm particles. This is also reflected by the larger resuspension rate of 2.5 μm particles than that of 4.5 μm particles shown in Table 5.2. Figure 5.1 (c) also shows that the model predictions reasonably cover the experimental data. The airborne particle concentration during the activity period increases most significantly for dancing on the rug, followed by walking on the rug.
and dancing on the wood floor. This corresponds to the most significant resuspension induced by dancing on the rug followed by walking on the rug and dancing on the wood floor as shown in Table 5.2.

5.4 Conclusions

The model of airborne particle concentration dynamics in the ventilation duct with AIPR (Chapter 3) and the power-law resuspension rate for WIPR indoors (Chapter 4) were substituted into the two-compartment mass balance models to develop a set of indoor airborne and surface particle concentration models. The contributions of the potential resuspension processes (AIPR and WIPR) towards indoor particle dynamics could be clearly identified based on the developed models. The developed models were validated against the existing experimental data and a good agreement has been found. These models provide a basis for the pathogen exposure estimation and thus the infection risk assessment in the following chapter.
Chapter 6 Risk Assessment Scheme for Infection Transmission Indoors Considering Resuspension Processes

6.1 Introduction

Risk assessment is one of important measures towards controlling and managing infection transmission. Accurate exposure analysis serves as the basis for the development of an appropriate risk assessment scheme. The developed models in Chapter 5 can be used to construct the exposure analysis and thus the risk assessment. The capability of predicting the effect of resuspension on airborne and surface concentrations in the models of Chapter 5 allows the effect of resuspension on infection transmission to be considered in a corresponding risk assessment scheme.

6.2 Exposure analysis model

Since inhalational infection risk is generally the main component of overall infection risk [21], only inhalational exposure is considered here. During the estimation of inhalational exposure, persistence of pathogens in the environment needs to be considered. As reviewed in Chapter 2, persistence of pathogens can be expressed by the fraction of pathogens survived after a certain period of time, \( p_{fs} \), in the exponential function (Eq. (2.16)). The inhalational exposure during a period of \( T_e \) can be calculated as

\[
I = \beta_b p_{fi} p_{fs} \int_0^{T_e} C_i(t) dt.
\]  

(6.1)

\( p_{fi} \) is the inhalability parameter accounting for the real exposure to pathogens, considering not every exposed pathogen could enter the head, either through nasal or
oral passages. $p_{fi}$ is estimated based on the aerodynamic diameter, $d_{ae}$, of pathogens as \[205\]

$$p_{fi} = 1 - 0.15[\log_{10}(1 + d_{ae})]^2 - 0.10\log_{10}(1 + d_{ae}).$$ \hspace{0.5cm} (6.2)

For the pathogens of extremely low decay rate (extremely persistent) such as $B.\ anthracis$, $p_{fs} \approx 1$ for the period of hundreds of hours and thus Eq. (6.1) can be approximated by

$$I = \beta_b p_{fi} \int_{0}^{T_e} C_i(t) dt$$ \hspace{0.5cm} (6.3)

In order to estimate the inhalational exposure, the airborne concentration models (Eq. (5.5), Eq. (5.9) and Eq. (5.13)) in Chapter 5 are substituted into the integral of Eq. (6.1), $\int_{0}^{T_e} C_i(t) dt$. Corresponding to Eq. (5.5),

$$\int_{0}^{T_e} C(t) dt = \frac{C_i(0)}{b} + \frac{a_2}{b(1-r_{n2})} T_e^{1-r_{n2}} + \frac{a_3}{v_b(1-b_r)} T_e^{1-b_r} - \frac{C_i(T_e)}{b} +$$

$$\frac{a_2 B_1}{b-B_3} \left[ \frac{1}{b_3} (1 - e^{-B_3 T_e}) - \frac{1}{b} (1 - e^{-B_3 T_e}) \right] + \frac{a_2 B_2}{b-B_4} \left[ \frac{1}{b_4} (1 - e^{-B_4 T_e}) - \frac{1}{b} (1 - e^{-B_4 T_e}) \right]$$

$$\left[ \frac{1}{b} (1 - e^{-B_4 T_e}) \right] + \frac{a_2}{v} T_e = \frac{M(T_e) - M(0) + \frac{a_r}{S_r(1-b_r)} T_e^{1-b_r}}{v_{df}}$$ \hspace{0.5cm} (6.4)

and thus the exposure estimation is

$$I = \beta_b p_{fi} p_{fs} \left[ \frac{C_i(0)}{b} + \frac{a_2}{b(1-r_{n2})} T_e^{1-r_{n2}} + \frac{a_3}{v_b(1-b_r)} T_e^{1-b_r} - \frac{C_i(T_e)}{b} +$$

$$\frac{a_2 B_1}{b-B_3} \left[ \frac{1}{b_3} (1 - e^{-B_3 T_e}) - \frac{1}{b} (1 - e^{-B_3 T_e}) \right] + \frac{a_2 B_2}{b-B_4} \left[ \frac{1}{b_4} (1 - e^{-B_4 T_e}) - \frac{1}{b} (1 - e^{-B_4 T_e}) \right]$$

$$\left[ \frac{1}{b} (1 - e^{-B_4 T_e}) \right] + \frac{a_2}{v} T_e \right] = \beta_b p_{fi} p_{fs} \left[ \frac{M(T_e) - M(0) + \frac{a_r}{S_r(1-b_r)} T_e^{1-b_r}}{v_{df}} \right].$$ \hspace{0.5cm} (6.5)

Corresponding to Eq. (5.9),
\[ \int_0^{T_e} C(t) \, dt = \frac{C(0)}{b} + \frac{a_2'}{b(1-r_n^2)}(T_e + \Delta t)^{1-r_n^2} - \Delta t^{1-r_n^2} + \frac{a_r}{v_b(1-b_r)} T_e^{1-b_r} - \frac{C(T_e)}{b} + \frac{a_1 B_1}{b-B_3} \left(1 - e^{-B_3 T_e}\right) - \frac{1}{b} \left(1 - e^{-B_3 T_e}\right) + \frac{D}{v_e} T_e = \]

\[ \frac{M(T_e) - M(0) + \frac{a_r}{v_b(1-b_r)} T_e^{1-b_r}}{v_{df}}, \]

and thus the exposure estimation is

\[ I = \beta b_p \rho p f s \left( \frac{C(0)}{b} + \frac{a_2'}{b(1-r_n^2)}(T_e + \Delta t)^{1-r_n^2} - \Delta t^{1-r_n^2} + \frac{a_r}{v_b(1-b_r)} T_e^{1-b_r} - \frac{C(T_e)}{b} + \frac{a_1 B_1}{b-B_3} \left(1 - e^{-B_3 T_e}\right) - \frac{1}{b} \left(1 - e^{-B_3 T_e}\right) + \frac{D}{v_e} T_e = \right. \]

\[ \left. \frac{M(T_e) - M(0) + \frac{a_r}{v_b(1-b_r)} T_e^{1-b_r}}{v_{df}}, \right] \]

Corresponding to Eq. (5.13),

\[ \int_0^{T_e} C(t) \, dt = \frac{C(0)}{b} + \frac{a_2'}{b(1-r_n^2)}(T_e + \Delta t)^{1-r_n^2} + \frac{a_r}{v_b(1-b_r)} \left( (T_e + \Delta t)^{1-b_r} - \Delta t^{1-b_r} \right) - \frac{C(T_e)}{b} + \frac{a_1 B_1}{b-B_3} \left(1 - e^{-B_3 T_e}\right) - \frac{1}{b} \left(1 - e^{-B_3 T_e}\right) + \frac{D}{v_e} T_e = \]

\[ \frac{M(T_e) - M(0) + \frac{a_r}{v_b(1-b_r)}(T_e + \Delta t)^{1-b_r} - \Delta t^{1-b_r}}{v_{df}}, \]

and thus the exposure estimation is

\[ I = \beta b_p \rho p f s \left( \frac{C(0)}{b} + \frac{a_2'}{b(1-r_n^2)}(T_e + \Delta t)^{1-r_n^2} + \frac{a_r}{v_b(1-b_r)} \left( (T_e + \Delta t)^{1-b_r} - \Delta t^{1-b_r} \right) - \frac{C(T_e)}{b} + \frac{a_1 B_1}{b-B_3} \left(1 - e^{-B_3 T_e}\right) - \frac{1}{b} \left(1 - e^{-B_3 T_e}\right) + \frac{D}{v_e} T_e = \right. \]

\[ \left. \frac{M(T_e) + \frac{a_r}{v_b(1-b_r)}(T_e)^{1-b_r}}{v_{df}}, \right] \]
\[
\frac{a_1 b_2}{b_4} \left[ \frac{1}{a_4} (1 - e^{-B_4 T_e}) - \frac{1}{b} (1 - e^{-B_4 T_e}) \right] + \frac{D}{T_e} = \\
\beta_b p_i p_s \left[ \frac{M(T_e) - M(0) + \frac{a_7}{A_B (1 - b_r)} [(T_e + \Delta t)^{1-b_r} - \Delta t^{1-b_r}]}{v_{df}} \right].
\]

It should be noted that in the case without WIPR, \( \int_0^{T_e} C(t) dt = \frac{M(T_e) - M(0)}{v_{df}} \), and thus
\[
I = \beta_b p_i p_s \left[ \frac{M(T_e) - M(0)}{v_{df}} \right].
\]

That is, the inhalational exposure is directly proportional to the pathogen surface concentration. This suggests that the exposure estimation can be performed on the basis of the measurement of surface concentration, which is of practical purpose for post-epidemic or post-attack responses.

### 6.3 Dose response model

As reviewed in Chapter 2, the infection probability could be estimated by substituting the exposure estimation, \( I \), into the exponential (Eq. (2.17)) or beta-Poisson (Eq. (2.18)) dose-response models with knowledge of the fitting parameters accounting for the infectivity of pathogen and the pathogen-host interactions. The models are not repeated here.

### 6.4 Case Study

Two cases are studied: (1) pathogens are covertly dosed onto the floor of ventilation duct when the ventilation is off and some of them are resuspended and transported into indoor environment when the ventilation system is running again; (2) pathogens...
are placed onto the indoor floor and some of them are resuspended due to human walking. The first case is further divided into two sub-cases: the one without WIPR and the one with WIPR. The representative BW agent, *B. anthracis*, is considered as the pathogen in the case study. *B. anthracis* is a Gram-positive, spore-forming bacillus with the approximate size of 1 µm × 5 µm [144]. Although there are three types of anthrax (inhalational anthrax, cutaneous anthrax and gastrointestinal anthrax) in terms of exposure pathways, the inhalational anthrax is the most life-threatening one with the mortality rate as high as 90% - 99% if untreated [206]. This reinforces the importance of inhalational exposure analysis for *B. anthracis*. As introduced in Chapter 2, the exponential dose response model is suitable for *B. anthracis* (Eq. (2.17)).

### 6.4.1 Case 1

In this case, 10 grams of *B. anthracis* spores are covertly dosed onto the duct floor when the ventilation is off. The initial indoor airborne and surface pathogen concentrations are zero. There are 3 occupants indoors with a breathing rate of 0.000283 m³/s each. The fraction of recirculated air, $R_r$, is set to be 0.8 [132]. The ventilation duct is made of plastic and has the cross-sectional dimension of 0.25 m (W) × 0.25 m (H) [132]. The air exchange rate is set to be 5 h⁻¹ corresponding to the flow rate of 800 m³/hr in the ventilation duct [207]. This means that the free stream velocity in the ventilation duct is about 3.6 m/s. In order to calculate the normalized resuspension rate for the AIPR and deposition loss in the duct, it is necessary to know the friction velocity of turbulent airflow in the duct. It is assumed that the relationship between the friction velocity and free stream velocity in Chapter 3 also holds in this
case, that is, \( u^* = 0.0710U_\infty - 0.0056 \). The normalized resuspension rate for AIPR is obtained as the average of the emp1 (Eq. (2.11)) from [116] and the model II-A (Eq. (2.13)) from [98]. The parameters needed for calculating the normalized resuspension rate are listed in Table 6.1. It is assumed that both dosed agents and recirculated agents will go through 5 bends before they enter indoors. The penetration coefficient of bend (\( p_b \)) is approximated to be 100% for the considered airflow condition and size of agent [131]. The duct lengths from the agent dosing location and the air outlet to the air supply intake are assumed to be 20 m. An ASHARE 40% filter of the efficiency of 0.8 [130] for 3 \( \mu \)m particles is installed in the ventilation system. The indoor flooring material is carpet and the particle resuspension area (walking area) is assumed to be 20% of the total flooring area.

Table 6.1 Parameters for calculating the normalized resuspension rate of AIPR.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Meaning</th>
<th>Unit</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_p )</td>
<td>Particle diameter</td>
<td>( \mu )m</td>
<td>3</td>
<td>[144]</td>
</tr>
<tr>
<td>( A_{132} )</td>
<td>Hamaker constant</td>
<td>J</td>
<td>( 7.12 \times 10^{-20} )</td>
<td>[98]</td>
</tr>
<tr>
<td>( u^* )</td>
<td>Friction velocity</td>
<td>m/s</td>
<td>0.247</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>( \rho_p )</td>
<td>Particle density</td>
<td>kg/m(^3)</td>
<td>1200</td>
<td>[32]</td>
</tr>
<tr>
<td>( \rho_a )</td>
<td>Air density</td>
<td>kg/m(^3)</td>
<td>1.2</td>
<td>[78]</td>
</tr>
<tr>
<td>( \sigma_1 )</td>
<td>Surface roughness</td>
<td>( \mu )m</td>
<td>5</td>
<td>[32]</td>
</tr>
</tbody>
</table>

\( A_{132} = \sqrt{A_{11}A_{22}} \), where \( A_{11} = 6.5 \times 10^{-20} \) J and \( A_{22} = 7.8 \times 10^{-20} \) J are the Hamaker constant of particle and surface, respectively [98].

Two sub-cases are considered: (1) there is no WIPR indoors during the 5-hr period modeled (Sub-case 1); (2) WIPR occurs 4 hrs after the dosed spores enter indoors and lasts for 1 hr (Sub-case 2). On average, there is one occupant walking at the medium
rate (108 steps/min) within the 1-hr walking period. The indoor RH is set to be 40%.

The surface particle concentration just before the initiation of walking is calculated to be $1.054 \times 10^{-5}$ g/m$^2$ (621502 #/m$^2$) from the modeling of the first sub-case. The resuspension rate for the carpet/PM$_{10}$ case at the waking rate of 108 steps/min and the RH of 82% in Chapter 4, i.e., $R(t) = 0.96t^{-0.49}$ in the unit of µg/s, serves as the reference. As suggested in Chapter 4, the resuspension rate for the case of RH=40% is about 3.5 times of RH=82%. As a result, the power law coefficient of the resuspension rate is estimated to be $[3.5 \times \frac{0.96}{0.2 \times 2.75} \times (12.8 \times 1.054 \times 10^{-5})/m_p = 49]$. $m_p$ (µg) is the mass of a single particle and $m_p = 1.696 \times 10^{-5}$ µg for the considered $B.\ anthracis$. Hence, the power law resuspension rate of WIPR in Sub-case 2 is $R(t) = 49t^{-0.49}$ in the unit of #/s. The parameters used for calculating the particle concentrations and infection probability are summarized in Table 6.2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meaning</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_a$ (1/s)</td>
<td>Air exchange rate</td>
<td>$1.39 \times 10^{-3}$</td>
<td>$1.39 \times 10^{-3}$</td>
</tr>
<tr>
<td>$p_c$</td>
<td>Penetration through building shell</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$R_r$</td>
<td>Fraction of recirculated air</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>$\eta_r$</td>
<td>Filter efficiency</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>$p_b$</td>
<td>Penetration through bend(s)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$d_v$</td>
<td>Deposition loss in the duct</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>$v_{df}$ (m/s)</td>
<td>Deposition velocity onto floor</td>
<td>$2.0 \times 10^{-3}$</td>
<td>$2.0 \times 10^{-3}$</td>
</tr>
<tr>
<td>$v_{dw}$ (m/s)</td>
<td>Deposition velocity onto wall</td>
<td>$6.0 \times 10^{-5}$</td>
<td>$6.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>$v_{dc}$ (m/s)</td>
<td>Deposition velocity onto ceiling</td>
<td>$3.0 \times 10^{-6}$</td>
<td>$3.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>$A_f$ (m$^2$)</td>
<td>Area of floor</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>$A_w$ (m$^2$)</td>
<td>Area of wall</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>$A_c$ (m$^2$)</td>
<td>Area of ceiling</td>
<td>64</td>
<td>64</td>
</tr>
</tbody>
</table>
The airborne and surface pathogen concentrations and infection probability for Sub-case 1 and Sub-case 2 are shown in Figure 6.1 and Figure 6.2, respectively. For Sub-case 2, only the data within the 1-hr walking period (4 – 5 hr) is shown in Figure 6.2, because the concentrations and infection probability of Sub-case 2 are the same as Sub-case 1 for the non-walking period. But the data of Sub-case 1 during 4 – 5 hr is added in Figure 6.2 for comparison purposes.
Figure 6.1 The modeling results for Sub-case 1: (a) the variation of airborne and surface pathogen concentrations; (b) the variation of infection probability.

In Sub-case 1, the airborne pathogen concentration increases for up to about 0.005 hr and then declines quickly for up to about 2 hr followed by a very slow decrease afterwards. The airborne pathogen concentration only decreases by one half (from 1300 #/m$^3$ to 530 #/m$^3$) for the period of 2 – 5 hr, suggesting the prolonged inhalational exposure for occupants. These phenomena are related to the fact that the AIPR decays as time in the manner of power law relation: the decay rate of
resuspension rate decreases as time. The surface pathogen concentration increases all the way through 5 hrs due to the effect of deposition. The surface concentration increases very quickly before 0.5 hr followed by a slow increase corresponding to the small airborne concentration then. The infection probability increases fast as time within the exposure period of 0.5 hr and increases relatively slow afterwards. This emphasizes the importance of early evacuation action against the bioterrorist attack. The variation pattern of infection probability (Figure 6.1 (b)) is similar to that of surface concentration. This is due to that the pathogen exposure is related to the surface concentration variation in the case without walking as shown in the exposure analysis model, Eq. (6.10).
Figure 6.2 The modeling results for Sub-case 2: (a) the variation of airborne and surface pathogen concentrations; (b) the variation of infection probability. The results of Sub-case 1 are added for comparison purposes.

It is shown in Figure 6.2 (a) that the WIPR increases the airborne pathogen concentration by less than 1% and decreases the surface pathogen concentration by less than 0.1% compared to Sub-case 1. The infection probability of Sub-case 2 is almost overlapping with that of Sub-case 1, suggesting the negligible effect of WIPR on infection transmission in this case. This is because the number of pathogens resuspended is significantly smaller than the number of airborne pathogens due to the limited surface pathogen concentration (60/cm²) on the floor. If both a larger amount of pathogen (e.g., 10 kg) and a later walking initiation time (e.g., 25 hrs) apply, the effect of WIPR on infection transmission will become significant.
6.4.2 Case 2

In this case, 10 grams of \textit{B. anthracis} spores are uniformly released onto the floor of a mechanically ventilated room, some of which are subsequently resuspended by human walking. The specifications of the room are listed in Table 6.2. Correspondingly, the initial surface pathogen concentration is $M(0) = 4.61 \times 10^9$ #/m$^2$. The initial airborne pathogen concentration is $C_i(0) = 0$ #/m$^3$. It is assumed that there is averagely one occupant walking indoors during a period of 4 hrs. The same walking condition as above is applied here (i.e., carpet flooring, medium walking rate (108 steps/min), RH=40% and 12.8 m$^2$ walking area). Hence, the power law coefficient of resuspension rate is estimated to be $[3.5 \times 0.96^{0.2 \times 2.75} \times \left(12.8 \times \frac{10}{12.8}\right) / m_p = 3601081]$ and the power law resuspension rate for WIPR is $R(t) = 3601081 t^{-0.49}$ in the unit of #/s. All other parameters are the same as above and listed in Table 6.2. The modeling results are shown in Figure 6.3.
It is shown that the WIPR increases the indoor airborne pathogen concentration to the peak level of $5.7 \times 10^5 \text{#/m}^3$ after about 0.11 hr followed by the continuous decay. Corresponding to the power law decrease of resuspension rate, the decrease of airborne concentration since 0.11 hr becomes slower and slower. The airborne pathogen concentrations at 2 hr, 3 hr and 4 hr are $1.50 \times 10^5 \text{#/m}^3$, $1.21 \times 10^5 \text{#/m}^3$ and $1.05 \times 10^5 \text{#/m}^3$, respectively. It could be expected that an approximate steady state for the indoor airborne concentration could be reached, if the indoor walking activity persists for longer period of time (e.g., 10 hours). This suggests that the WIPR could contribute to prolong occupants’ exposure to harmful pathogens. The surface pathogen concentration decreases by 1.5% after 4 hrs, showing the depletion effect of walking in the pathogens on the floor.
The infection probability increases very quickly within the first 0.5 hr followed by a much slower increase, consistent with the relatively high concentration within the first 0.5 hr. This means that early identification of the bioterrorist attack and evacuation of occupants are critical for effectively mitigating the attack. After 2-hr exposure, the infection probability is nearly 1, showing the strong capability of the WIPR to cause infection. As a whole, the WIPR has the potential to cause both prolonged exposure and high infection risk in the considered case.

It should be noted that the deposited spores may interact (e.g., coagulation) with the existing dust on the floor, which may affect the resuspension rate for the spores. However, this consideration is beyond the scope of this work and will be left as a future study.

6.5 Conclusions

In this chapter, a set of exposure analysis models was developed based on the concentration models of Chapter 5. A risk assessment scheme of infection transmission was proposed by integrating the exposure analysis models into the dose response model. This scheme is capable of quantifying the effect of the potential pathogen resuspension processes on indoor infection transmission, which was illustrated by the case studies on the bioterrorist attacks. In the case about ventilation systems-based attack, the AIPR in the duct served to prolong occupants’ exposure to BW pathogens. In this case, the WIPR could significantly affect infection probability only if a large amount of pathogens were dosed and the walking started long time after the dosed pathogens enter indoors so that there were enough pathogens on the floor for the WIPR. In the case that pathogens were placed on the indoor floor, the
WIPR has the potential to cause both prolonged exposure and high infection risk. Early identification of the bioterrorist attack and evacuation of occupants were found to be critical for effectively mitigating the attack in this case.
Chapter 7 Development of Mean Adhesion Force Model

7.1 Introduction

As described in Chapter 2, the current theoretical AIPR models need to be improved for the potential application in exposure analysis in the future. As the first step, the current capability of modeling particle-surface adhesion forces needs to be enhanced, which will be done in this and next chapters.

When a particle lays on a surface, deformation of particle and surface would occur due to the adhesion force and elasticity of the system. The contact between the particle and surface has a finite area rather than an infinitely small spot. However, if the surface is rough, the existence of asperities makes the actual contact area smaller than the nominal one corresponding to the smooth contact. Hence, in combination with the roughness, the deformation would influence the actual contact area between the particle and surface, which would conversely influence the particle-surface adhesion. Beach et al. [208] suggests that the neglecting of the elastic deformation effect in the previous models [56-58] could have led to substantial inaccuracy in their predictions.

In applying the concept of surface roughness, it should be recognized that there is a wide distribution of roughness scales for real surfaces, which is phenomenally reflected by the fact that the measured roughness is related to the scan length (size) of the measurement methodology employed [209, 210]. It means that multiple roughness scales could co-exist for a single surface. This concept has been initially proposed by
Archard [211], who suggests that the roughness of surface consisted of smaller protuberances superposed on the larger protuberances and even larger protuberances. This actually describes the characteristics of fractal geometry before the fractal theory is developed. Many real surfaces are self-affine fractal, which indicates that the statistical properties of surface could be the same after the certain magnifications in the horizontal and normal direction, respectively. In this case, the surface roughness under different scales could be related with the fractal dimension, $D_f$ or Hurst exponent, $H$.

To make up for the deficiencies of the existing adhesion force models, this chapter proposed a set of new models for the van der Waals force and capillary force between a rough particle and a rough surface. The fractal theory and Gaussian roughness distribution were employed to resolve the problem of surface roughness. The proposed models were validated by comparing the model predictions with published experimental data. The influences of roughness, RH, contact angle and Hurst exponent towards the adhesion forces were investigated using the proposed models to explain some previously observed experimental phenomena. And the comparison between the proposed models and the existing models was also performed to explore the similarity and difference of these models.

7.2 Model development
7.2.1 Surface roughness

As suggested by previous studies [50, 212], the effective surface roughness is a crucial parameter for modeling the adhesion forces between the particles and the surface. However, the measured roughness may not necessarily be representative of the one effective to the adhesion force. A recent study of Bigerell et al. [209] showed that the surface roughness parameters increased with the scan length of measurements; that is, the measured roughness is scan length dependent. According to the fractal theory, different scan length scales taken to measure the roughness correspond to different roughness scales. The roughness of a surface under different scan length scales can be associated with [213]:

\[
\sigma \approx \sigma_a (\lambda / \lambda_a)^H
\]

(7.1)

where \( H = 3 - D_f \) is the Hurst exponent defining the scaling factor, which makes the surface look the same under different magnifications. The fractal dimension, \( D_f \), falls onto the range of 2 to 3. \( \sigma_a \) is the RMS roughness under the length scale \( \lambda_a \), while \( \sigma \) is the RMS roughness under the length scale \( \lambda \). \( \lambda_a \) is the scan size during the roughness measurement, while \( \lambda \) is the length seen by the particle. \( \lambda \) is assigned to be the nominal contact radius between the smooth particle and surface because the interaction between two contacting surfaces is inherently correlated with the contact area as investigated by the previous studies [211, 213]. Zhou et al. [50] suggested that the surface roughness within the range of the contact area should be used for the correct determination of adhesion. Ibrahim et al. [212] also found that the surface roughness “seen” by the AFM probe is related to the contact radius between the AFM probe and the surface. Based on the JKR model [54], the nominal (assumed smooth surface) contact radius \( a_{JKR} = \left( 9 \pi R_p \frac{\gamma}{E^*} \right)^{1/3} \), while the nominal contact radius
\[ a_{\text{DMT}} = \left( 3\pi R_p^2 \gamma / 2E^* \right)^{1/3}, \]
in terms of the DMT model [55]. \( \gamma \) is the surface energy of adhesion and is estimated as \( \gamma = \sqrt{\gamma_1 \gamma_2} \), with \( \gamma_1 \) and \( \gamma_2 \) as the surface energy of surface and particle, respectively. \( E^* = \left[ \frac{1-v_1^2}{E_1} + \frac{1-v_2^2}{E_2} \right]^{-1} \) is the composite Young’s modulus. \( v_1 \) and \( v_2 \) are Poisson ratio, and \( E_1 \) and \( E_2 \) are Young’s modulus for the surface and particle, respectively.

A variety of studies [65, 66, 214] have shown that the surface roughness could be represented by a Gaussian distribution of asperity height for any random rough surface:

\[ p_h = \frac{1}{(2\pi)^{1/2}\sigma} e^{-h^2/(2\sigma^2)} \quad (7.2) \]

where \( \sigma \) is the RMS roughness under the scale \( \lambda \). This would be used to represent the surface roughness feature in the following derivation.

7.2.2 Van der Waals force model

Generally, the JKR model [54] holds for large particles, high surface energies, and low elastic moduli, while the DMT model [55] is more suitable for small particles, low surface energies and high elastic moduli. Hence, both the JKR [54] and DMT models [55] would be modified to take surface roughness into consideration for the van der Waals force model. First, according to the theory of Muller et al. [215], the validity of a model in a certain set of conditions could be identified by a dimensionless parameter:

\[ \mu = \frac{32}{3\pi} \left[ \frac{8R_0 \gamma^2}{\pi E^* D^2} \right]^{1/3} \quad (7.3) \]
where $D \approx 0.3$ nm [58] is the equilibrium separation between two solids. If $\mu > 1$, the JKR model would be valid, while if $\mu < 1$, the DMT model would hold.

Based on the JKR [54] and DMT models [55], the relationships between the adhesion force for a smooth particle and surface and the contact radius are:

\[ F_v = \frac{E^*a_{JKR}^3}{3R_p}. \] (7.4) 
\[ F_v = \frac{8E^*a_{DMT}^3}{3R_p}. \] (7.5)

When a non-rigid particle is in contact with a surface, the particle deforms (compression) due to the van der Waals and forms a flat contacting spot between the particle and the surface. The distance between the centre of the particle and the surface is shortened compared to a rigid particle due to this deformation. This shortened distance (or the “approach”) caused by an adhesion force can be estimated by

\[ \delta_1 = \frac{1}{3R_p} \left( \frac{9\pi R_p^2 y}{E^*} \right)^{2/3}. \] (7.6) 
\[ \delta_1 = \frac{1}{R_p} \left( \frac{3\pi R_p^2 y}{2E^*} \right)^{2/3}. \] (7.7)

The maximum stretching of particle by the time the particle is detached from the surface can be estimated by

\[ \delta_2 = \frac{1}{3R_p} \left( \frac{27 \pi R_p^2 y}{4 E^*} \right)^{2/3}. \] (7.8) 
\[ \delta_2 = 0. \] (DMT) (7.9)

The nominal (assumed smooth surface) contact area is

\[ A_1 = \pi a^2. \] (7.10)

Here, $a$ represents $a_{JKR}$ or $a_{DMT}$, depending on which model (either JKR or DMT model) is valid for a specific case, according to Eq. (7.3). However, for the real
contact between two rough surfaces, the effective contact area, \( A_2 \), would be different from \( A_1 \) due to the existence of asperities such that \( A_2 = CA_1 \). \( C \) is the factor accounting for the percentage of actual contact area. Therefore, an effective contact radius, \( a' \), is introduced, which is related to the nominal contact radius by

\[
a' = \sqrt{Ca}
\]  

(7.11)

based on Eq. (7.10). Then, this effective contact radius would be plugged into Eq. (7.4) and Eq. (7.5) to calculate the adhesion force between the rough surfaces.

According to previous studies [73, 216], the contact between two rough surfaces could be modeled by the contact between a smooth surface and a combined rough one as shown in Figure 7.1. If the two original surfaces have the Gaussian roughness distributions, \( p_{h1} \) and \( p_{h2} \), respectively, the combined roughness distribution for modeling could be obtained by the convolution of \( p_{h1} \) and \( p_{h2} \) as:

\[
p_h(h) = \int_{h_{min1}}^{h_{max1}} p_{h1}(h_1) p_{h2}(h - h_1) dh_1 = 
\int_{h_{min2}}^{h_{max2}} p_{h1}(h_2) p_{h2}(h - h_2) dh_2
\]  

(7.12)

where \( P_h \) is the probability of combined surface height falling between \( h \) and \( h + dh \). \( h_{min1}, h_{max1}, h_{min2} \) and \( h_{max2} \) are the maximum height of peak and maximum height...
of valley for the two contacting surfaces (Figure 7.1). Substituting the Gaussian
distribution, Eq. (7.2), into Eq. (7.12) yields (See Appendix B)

\[ P_h(h) = \frac{1}{\sqrt{2\pi(\sigma_1^2 + \sigma_2^2)}} e^{-\frac{h^2}{2(\sigma_1^2 + \sigma_2^2)}}. \quad (7.13) \]

Eq. (7.6) and Eq. (7.7) give the approach between a smooth particle and surface due to
adhesion, and Eq. (7.8) and Eq. (7.9) give the extension of a particle during the pull-off between a smooth particle and surface. However, for rough surfaces in contact, the
approach and the stretching occur between asperities. Hence, the average radius ofasperity curvature, \( R' \), needs to be applied in Eq. (7.6) through Eq. (7.9). With the use
of the method shown in Figure 7.1 where the contact between two rough surfaces was
treated to be equivalent to the contact between a rough surface and a smooth one, the
approach and the stretching would occur in the asperities of the rough surface
touching the smooth surface. Based on the Majumdar and Bushan (MB) model, the
average radius of asperity curvature can be derived as [217] (See Appendix C)

\[ R' = 1.485\sigma, \quad (7.14) \]

which would be used in Eq. (7.6) through Eq. (7.9) to estimate the average approach
and deformation:

\[ \bar{\delta}_1 = \frac{1}{R'} \left(3\pi R'^2 \frac{\gamma}{E^*} \right)^{2/3} = 3.530 \left(\frac{\sigma^{1/2} \gamma}{E^*} \right)^{2/3}. \quad (JKR) \quad (7.15) \]

\[ \bar{\delta}_1 = \frac{1}{R'} \left(3\pi R'^2 \frac{\gamma}{2E^*} \right)^{2/3} = 3.207 \left(\frac{\sigma^{1/2} \gamma}{E^*} \right)^{2/3}. \quad (DMT) \quad (7.16) \]

\[ \bar{\delta}_2 = \frac{1}{3R'} \left(27\pi R'^2 \frac{\gamma}{4E^*} \right)^{2/3} = 2.914 \left(\frac{\sigma^{1/2} \gamma}{E^*} \right)^{2/3}. \quad (JKR) \quad (7.17) \]

\[ \bar{\delta}_2 = 0. \quad (DMT) \quad (7.18) \]

Then, the percentage of area in contact between the particle and surface is
\[ C = \int_{-h_{\text{min}}}^{\bar{h}_{1}+\bar{h}_{2}-h_{\text{min}}} p_{h} \, dh = \int_{-h_{\text{min}}}^{\bar{h}_{1}+\bar{h}_{2}-h_{\text{min}}} \frac{1}{\sqrt{2\pi(\sigma_{1}^{2}+\sigma_{2}^{2})}} e^{-\frac{h^{2}}{2(\sigma_{1}^{2}+\sigma_{2}^{2})}} \, dh = \]

\[ \frac{1}{2} \left[ \text{erf} \left( \frac{\bar{h}_{1}+\bar{h}_{2}-h_{\text{min}}}{\sqrt{2(\sigma_{1}^{2}+\sigma_{2}^{2})}} \right) - \text{erf} \left( \frac{-h_{\text{min}}}{\sqrt{2(\sigma_{1}^{2}+\sigma_{2}^{2})}} \right) \right], \quad (7.19) \]

where \( h_{\text{min}} \) could be approximated by \( 2.7\sigma \) as shown during the derivation of Eq. (7.13) (See Appendix B). Similar to the derivation of Eq. (7.13), Eq. (7.19) could be approximated by

\[ C = \frac{1}{2} \left[ \text{erf} \left( \frac{\bar{h}_{1}+\bar{h}_{2}-h_{\text{min}}}{\sqrt{2(\sigma_{1}^{2}+\sigma_{2}^{2})}} \right) + 1 \right]. \quad (7.20) \]

The van der Waals force would be

\[ F_{v} = \frac{E^{*}C^{3/2}a_{\text{vir}}^{3}}{3R_{p}}. \quad (7.21) \]

\[ F_{v} = \frac{8E^{*}C^{3/2}a_{\text{vir}}^{3}}{3R_{p}}. \quad (7.22) \]

\( C = 1 \) as the surfaces in contact are smooth, which means that the contact area is equal to the nominal one and the adhesion force goes back to the JKR model [54] or DMT model [55] as will be shown in Figure 7.4 (a).

**7.2.3 Capillary force model**

A theoretical formula for the capillary force between a rough particle and surface is proposed based on the method of Butt [64]. The criterion for the formation of liquid meniscus between two objects is that the height of meniscus is at least as high as the separation between the two objects, such that the meniscus forms a bridge between them. As shown in Figure 7.2 (c), the shape of meniscus could be approximated by the toroidal geometry, which has been shown to be valid where the effect of gravity
can be neglected [218] and continuum modeling of water can be used [60] as is the case here. The toroidal geometry is prescribed by the two principal radii of curvature, \( r_1 \) and \( r_2 \), which can be related to the Kelvin radius, \( r \), by the Kelvin equation as

\[
r = \left( \frac{1}{r_1} - \frac{1}{r_2} \right)^{-1} = -\frac{\gamma_w V_w}{R_g T' \ln(p/p_s)},
\]

where \( T' \) is the temperature, \( R_g = 8.314 \text{ Jmol}^{-1}\text{K}^{-1} \) is the gas constant, \( V_w = 18 \times 10^{-6} \text{ m}^3/\text{mol} \) is the molar volume of water, and \( \gamma_w = 0.073 \text{ N/m} \) is the surface tension of water at room temperature. \( p/p_s \) is the RH with \( p \) the vapor pressure and \( p_s \) the saturated vapor pressure. Following the same assumption of Butt [64] that the inclination of asperity surface is low, the extension of meniscus parallel to the surface would be significantly larger than that normal to the surface, which means \( r_1 \ll r_2 \), and \( 1/r_1 \gg 1/r_2 \). Hence, Eq. (7.23) becomes

\[
r \approx r_1 = -\frac{\gamma_w V_w}{R_g T' \ln(p/p_s)}.
\]

The height of meniscus is:

\[
h_l = 2cr,
\]

(7.25)

where \( c \) is the factor related to contact angles and \( c = \frac{\cos \theta_1 + \cos \theta_2}{2} \) with \( \theta_1 \) and \( \theta_2 \) the contact angles of surface and particle, respectively. Considering the equilibrium separation between two solids, \( D \approx 0.3 \text{ nm} \) [58], the extent of height beyond \( D \) to be influenced by the meniscus is (Figure 7.2 (c)):

\[
z = 2cr - D.
\]

(7.26)

Therefore the criterion of the formation of liquid meniscus between two rough surfaces is:

\[
z = 2cr - D > 0.
\]

(7.27)
The capillary force generally has two components: the capillary pressure force and the surface tension force. However, the contribution from the surface tension force is generally small compared to the capillary pressure force, except for the case when the contact angles are approximately 90°, which rarely happens [60, 176, 219]. For simplicity, the surface tension force is ignored and the capillary force would be considered only by the capillary pressure force:

\[ F_c = A \Delta P = A \frac{\gamma_w}{r} \]  

(7.28)

where \( A \) is the area where the capillary pressure acts (covered by meniscus). \( \Delta P = \frac{\gamma_w}{r} \) is the Laplace pressure. For the contact between two rough surfaces, the actual covered area (by meniscus) should be expressed by the multiplication between the maximum lateral area coverable, \( A_0 \), (parallel to surface) and the percentage accounting for the actual covered area, \( G(z) \):

\[ A(z) = A_0 G(z) \]  

(7.29)

where \( A_0 \) is equal to \( \pi R_p^2 \) for a spherical particle contacting with a surface (Figure 7.2 (a)). \( G(z) \) would be calculated based on the surface roughness distribution as follows. Therefore, the capillary force is

\[ F_c = \frac{A(z) \gamma_w}{r} = \pi R_p^2 G(z) \gamma_w / r \]  

(7.30)
Figure 7.2 A schematic diagram of the proposed capillary force model.

The surface characteristics are treated as two parts: the apparent, nominally smooth shape (Figure 7.2 (b): (i)) and the roughness (Figure 7.2 (b): (ii)) [64]. The height distribution of the apparent nominally smooth shape is \( g_h' \), while the surface roughness distributions of particle and surface are \( p_{h1} \) and \( p_{h2} \), respectively. \( P_h \), Eq. (7.13), is the convolution of the surface roughness distributions of particle and surface, \( p_{h1} \) and \( p_{h2} \) (Eq. (7.12)) as shown in the van der Waals force model. The overall height distribution is resultant by

\[
g_h(z) = \int_0^{H_{\text{max}}} g_h' (\zeta) p_h(\zeta - z) d\zeta \tag{7.31}
\]
where $H_{max}$ is the maximum separation distance available for the formation of meniscus and is equal to $R_p$ for the contact between a spherical particle and a surface. The deformation of particle is neglected here for the capillary force calculation, since it is far smaller than $H_{max}$. Therefore, the percentage of area covered by the meniscus is calculated by the integration of $g_h(z)$ from $-h_{min}$ to $z - h_{min}$:

$$G(z) = \int_{-h_{min}}^{z-h_{min}} g_h(\zeta) d\zeta$$  \hspace{1cm} (7.32)

where $h_{min} = h_{min1} + h_{min2}$.

Based on the joint probability distribution of surface roughness, Eq. (7.13), and the height distribution of the apparent nominally smooth shape, $g_h' = \frac{2}{R_p^2}(R_p - z)$ [64], the percentage of area covered by the meniscus, $G(z)$, can finally be derived as (See Appendix D)

$$G(z) = \frac{1}{R_p} \left\{ \begin{array}{l}
(z - h_{min}) \text{erf} \left( \frac{z-h_{min}}{\sqrt{2(\sigma_1^2 + \sigma_2^2)}} \right) - \\
\sqrt{\frac{2(\sigma_1^2 + \sigma_2^2)}{\sqrt{\pi}}} \left( \frac{(z-h_{min})^2}{2(\sigma_1^2 + \sigma_2^2)} \right) e^{-\frac{(z-h_{min})^2}{2(\sigma_1^2 + \sigma_2^2)}} - (-h_{min}) \text{erf} \left( \frac{h_{min}}{\sqrt{2(\sigma_1^2 + \sigma_2^2)}} \right) + \\
\sqrt{\frac{2(\sigma_1^2 + \sigma_2^2)}{\sqrt{\pi}}} \left( \frac{(h_{min})^2}{2(\sigma_1^2 + \sigma_2^2)} \right) \frac{\sigma_1^2 + \sigma_2^2}{R_p^2} \text{erf} \left( \frac{z-h_{min}}{\sqrt{2(\sigma_1^2 + \sigma_2^2)}} \right) - \end{array} \right\}$$  \hspace{1cm} (7.33)
The solution consists of six terms with the last term having two error functions. The first term represents the RH effect. The second, third and last terms represent the coupling effect of RH with surface roughness, while the fourth and fifth terms represent the roughness effect solely. A careful inspection of each term in Eq. (7.33) would show that the last term should generally be several orders of magnitude smaller than the other terms, since $\sqrt{\sigma_1^2 + \sigma_2^2}/R_p \ll 1$ would generally hold. This has been further confirmed by the more detailed analysis of comparing the absolute value of these separate terms versus the surface roughness and the RH (See Appendix E). Despite being negligible for the case $\sqrt{\sigma_1^2 + \sigma_2^2}/R_p \ll 1$, this term would not be neglected in the calculation of this work. Consequently, the area covered by the meniscus is

$$A(z) = \pi R_p \left[ z - \left( z - h_{\text{min}} \right) \text{erf} \left( - \frac{z - h_{\text{min}}}{\sqrt{2(\sigma_1^2 + \sigma_2^2)}} \right) \right. \right. \right.$$  

$$\left. \left. - \sqrt{2(\sigma_1^2 + \sigma_2^2)} e^{-\frac{(z-h_{\text{min}})^2}{2(\sigma_1^2 + \sigma_2^2)}} \right) \right.$$  

$$\left. \left. - (-h_{\text{min}}) \text{erf} \left( \frac{h_{\text{min}}}{\sqrt{2(\sigma_1^2 + \sigma_2^2)}} \right) \right) \right.$$  

$$\left. \left. + \sqrt{2(\sigma_1^2 + \sigma_2^2)} e^{-\frac{(h_{\text{min}})^2}{2(\sigma_1^2 + \sigma_2^2)}} \right) \right.$$  

$$\left. \left. - \pi(\sigma_1^2 + \sigma_2^2) \left[ \text{erf} \left( \frac{z-h_{\text{min}}}{\sqrt{2(\sigma_1^2 + \sigma_2^2)}} \right) - \text{erf} \left( \frac{-h_{\text{min}}}{\sqrt{2(\sigma_1^2 + \sigma_2^2)}} \right) \right] \right] \right.$$.  

(7.34)
And the capillary force is

\[ F_c = \frac{A(z)\gamma_w}{r} = \frac{\pi R_p \gamma_w}{r} \left( z - \left( z - h_{\text{min}} \right) \text{erf} \left( -\frac{z-h_{\text{min}}}{\sqrt{2(\sigma_1^2+\sigma_2^2)}} \right) - \right. \]

\[ \left. \frac{\left[ \frac{z}{2(\sigma_1^2+\sigma_2^2)} \frac{(z-h_{\text{min}})^2}{e^{2(\sigma_1^2+\sigma_2^2)}} \right]}{\sqrt{\pi}} - \left. \right( -h_{\text{min}} \right) \text{erf} \left( \frac{h_{\text{min}}}{2(\sigma_1^2+\sigma_2^2)} \right) + \frac{\sqrt{2(\sigma_1^2+\sigma_2^2)}}{\sqrt{\pi}} \right) \right) - \]

\[ \frac{\pi(\sigma_1^2+\sigma_2^2)\gamma_w}{r} \left[ \text{erf} \left( \frac{z-h_{\text{min}}}{\sqrt{2(\sigma_1^2+\sigma_2^2)}} \right) - \text{erf} \left( \frac{-h_{\text{min}}}{\sqrt{2(\sigma_1^2+\sigma_2^2)}} \right) \right]. \]

For a smooth particle on a smooth surface, \( h_{\text{min}} = 0, K = 0 \) and \( \text{erf} \left( -\frac{z-h_{\text{min}}}{\sqrt{2(\sigma_1^2+\sigma_2^2)}} \right) = -1 \), which leads to \( G(z) = \frac{2z}{R_p} = \frac{2(2\sigma r-D)}{R_p} \). Correspondingly, the capillary force, Eq. (7.35), devolves to

\[ F_c = \frac{\pi R_p g(z)\gamma_w}{r} = \frac{2\pi R_p (2\sigma r-D)\gamma_w}{r}. \]

(7.36)

This is consistent with the models of Derjaguin [220] and Butt [64] for the contact between smooth surfaces. When \( 2\sigma r \gg D \), the equilibrium separation distance \( D \) could be assumed to be zero and Eq. (7.36) could be further simplified to

\[ F_c = 4\pi R_p c\gamma_w = 2\pi R_p (\cos \theta_1 + \cos \theta_2)\gamma_w. \]

(7.37)

This is the same as the derived classical models for a smooth particle on a smooth surface by Orr et al. [59], Pakarnen et al. [60] which predict the capillary force to be independent of RH.
Finally, the total adhesion force is

\[ F_A = F_v + F_c. \] (7.38)

It should be noted that the currently proposed capillary force model is applicable for the capillary phenomenon of volatile liquid (e.g., water). Hence, in order to predict the adhesion force, including the capillary force from non-volatile liquid as measured by Rabinovich et al. [221], a further modification to the proposed model should be needed. However, it is beyond the scope of the current work and left as a task for future study.

The proposed model considers elastic deformation only, but partial or full plastic deformation may occur when the resultant stress from the adhesion force between a particle and a surface exceeds the yield strength of the material(s) involved. The understanding about the effect of plastic deformation in particle-surface adhesion force is far from complete, both experimentally and theoretically. There is still some controversy about the onset of plastic deformation from the experiments. For example, Zhou and Peukert [222] found that a 10 \( \mu \text{m} \) polystyrene particle could be plastically deformed when it contacted with a rough surface. A similar conclusion about a 5 \( \mu \text{m} \) polystyrene particle on an atomically smooth mica surface was reached in the study of Biggs and Spinks [223]. Contrarily, Cleaver and Looi [224] found that there was almost no plastic deformation for the contact between 12 \( \mu \text{m} \) polystyrene particles, if no external force was added to the contact. The study of Heim et al. [225] showed that the effect of plastic deformation in the adhesion force could be negligible between the contact of 2~20 \( \mu \text{m} \) polystyrene and gold particles, even when an external load up to 1 \( \mu \text{N} \) was added to the contact.
Existing models [226, 227] do not fully account for the effect of plastic deformation in adhesion force for the contact between a smooth particle and surface. The theoretical consideration of the effect of plastic deformation in the adhesion force between a rough particle and surface could be more complex and beyond the scope of this work. However, previous studies [222, 223, 228] showed that the impact on adhesion force due to the adhesion force-induced plastic deformation compared to the sole elastic deformation were no more than a factor of 2. Neglecting the plastic deformation in the proposed model should not impose major error to the model predictions. In the following model validation part, the experimental data from the studies where no plastic deformation was explicitly mentioned or observed were intentionally selected, which might further reduce the possible prediction error due to the neglecting of plastic deformation.

7.3 Model validation

The predictions from the proposed models were compared against the experimental data from Beach et al. [208] (Ref. 1), Segeren et al. [229] (Ref. 2), Paajanen et al. [230] (Ref. 3), Zwol et al. [231] (Ref. 4), Ata et al. [232] (Ref. 5), Matope et al. [233] (Ref. 6), Rabinovich et al. [57] (Ref. 7), Rabinovich et al. [63] (Ref. 8), Jacobs et al. [234] (Ref. 9), Leite et al. [235] (Ref. 10), Tormoen et al. [236] (Ref. 11), Fukunish and Mori [237] (Ref. 12), and Sedin and Rowlen [238] (Ref. 13). The study of Beach et al. [208] measured the adhesion force between glass (Gl) and polystyrene (PS) particles and the polypropylene (PP) surface with atomic force microscope (AFM). The Hamaker constants of particles and surface needed for model predictions were
taken from the study of Beach et al. [208] together with the relationship between the Hamaker constant and surface energy:

\[ A_h = 1.44 \times 10^{-18} \gamma. \]  \hspace{1cm} (7.39)

The exact value of RH has not been given in the study [208], instead it was denoted that the RH was no more than 30%. In the validation, the RH of 30% was used. Two scan sizes, \( \lambda_{a1} = 20 \) and \( \lambda_{a2} = 5 \) \( \mu \text{m} \), were used during the surface roughness measurements in the study [208], which resulted in several sets of \( \sigma_{a1} \) and \( \sigma_{a2} \). They are plugged into Eq. (7.1) to estimate the Hurst exponent (calculated \( H = 0.93 \)). However, for other experimental studies, only one scan size was used which makes the calculation of \( H \) impossible. Considering the Hurst exponent of 0.93 from the study of Beach et al. [208] and the typical value of the Hurst exponent is around 0.8 [213], \( H = 0.9 \) is used in Eq. (7.1) for the rest of the cases. Actually, the selection of this value would bring little influence to the predictions as to be shown below. The roughness of particle was not given in the study of Beach et al. [208], which is assumed negligible compared to the roughness of surface. The study of Segeren et al. [229] measured the adhesion force between silica (Sil) particles and silicon (Si) surfaces of different roughness levels. Paajanen et al. [230] measured the adhesion force between silica (Sil) spheres and silica (Sil) surface with respect to the RH from 0% to 80%. The roughness of particle is assumed to be negligible as well for this study. The adhesion force between borosilicate glass (Gl) spheres and gold-coated polystyrene (G-PS) particles and gold (Gd) surfaces have been measured by Zwol et al. [231], under the RH of 40%. The roughness provided there was the combined particle and surface roughness, as listed in Table 7.1. The scan size has not been given and 10 \( \mu \text{m} \) is assumed. The study of Ata et al. [232] measured the adhesion force between a glass (Gl) sphere and silver (Ag) and alumina (AlO) substrates as a
The study of Matope et al. [233] presented the adhesion forces between a silica (Sil) sphere and three types of metallic film surface [silver (Ag), copper (Cu), and aluminum (Al)] with the roughness ranging from 0.5 to 3 nm. Rabinovich et al. [57] measured the adhesion force between a glass (Gl) sphere and titanium (Ti) film surface. The RMS roughness of particle was mentioned to be less than 0.2 nm in the study [57], and 0.15 nm is assumed for the model predictions. The scan length is assumed to be 5 and 20 µm for the particle and surface, respectively. The study of Rabinovich et al. [63] measured the adhesion forces between a glass sphere and various types of substrates [silicon (Si), silica (Sil), sapphire (Sa), titanium (Ti) and silver (Ag)], as a function of RH. A particle RMS roughness of 0.15 nm is also assumed for the model predictions. Jacobs et al. [234] measured the adhesion forces between diamond (D) surface and diamond-like carbon (DLC) and ultrananocrystalline diamond (UNCD)-coated silicon AFM tip of the radii ranged from 2.33 to 115.51 nm. The scan size for measuring roughness of the tip was not given but was suggested to be related to the radius of the tip. Hence, the assumed scan sizes as listed in Table 7.1 would be applied for the model predictions. Although the RH during the experiments was not given, no capillary force related phenomenon was mentioned in the study. Hence, it is assumed that the RH was low (10%) here. The study of Leite et al. [235] showed the adhesion force between the mica (Mic) surface and oxidized silicon (O-Si) AFM tip. Tormoen et al. [236] measured the adhesion force between gold-coated (Gd) wafer and gold-coated (Gd) silicon AFM tips modified with self-assembled monolayers (SAM). Fukunishi and Mori [237] measured the adhesion forces between the glass (Gl-W) particle washed by a mixed solution and surfaces of mica (Mic) and silica (Si-W) washed by a mixed solution under different RHs. They also measured the adhesion forces between a silicon (Si)
AFM tip and surfaces of silica (Sil-W) washed by a mixed solution and of etched silica (Sil-E) under different RHs. The study of Sedin and Rowlen [238] presented the adhesion force between the silica-terminated AFM tip and mica (Mic) surface, as a function of RH. The relevant parameters for the model predictions of all these studies are listed in Table 7.1.

The process of calculating the total adhesion force is as follows:

1. The dimensionless parameter, \( \mu \) (Eq. (7.3)), is calculated to determine which van der Waals force model (JKR-based or DMT-based) is valid for the van der Waals force prediction for a given case. According to the calculation, \( \mu > 1 \) is obtained for most of experimental cases and thus the JKR-based model is valid for these cases, while the DMT-based model holds for some cases (highlighted in Figure 7.3) from the studies of Jacobs et al. [234], Leite et al. [235], Tormoen et al. [236], and Sedin and Rowlen [238] where the particles or tips of nano-sized radii and surfaces (e.g., diamond) of high moduli were applied.

2. The van der Waals force, Eq. (7.21) or Eq. (7.22), is calculated and then the criterion of capillary condensation, Eq. (7.27), is checked.

3. If the criterion is not satisfied, indicating no capillary force is induced, the van der Waals force will serve as the total adhesion force.

4. Otherwise, the capillary force, Eq. (7.35), is subsequently calculated and added to the van der Waals force to result in the total adhesion force, Eq. (7.38).

The comparison between the predictions of models and the experimental data is shown in Figure 7.3.
Table 7.1 Parameters for the model predictions against the existing experimental data.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Surface/Particle</th>
<th>(R_p) (µm)</th>
<th>(\gamma_1/J/m^2)</th>
<th>(\gamma_2/J/m^2)</th>
<th>(\theta_1/\theta_2) (%)</th>
<th>RH</th>
<th>(\sigma_1/\lambda_{x_1}) (µm)</th>
<th>(\sigma_2/\lambda_{x_2}) (µm)</th>
<th>(H) (GPa)</th>
<th>(E_1/E_2) (GPa)</th>
<th>(v_1/v_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. 1</td>
<td>PP/Gl</td>
<td>4.76</td>
<td>0.034/0.04</td>
<td>109°/30°</td>
<td>30</td>
<td>6.53-39.58/5</td>
<td>0.93</td>
<td>0.8/69</td>
<td>0.42.</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Ref. 1</td>
<td>PP/PS</td>
<td>4.07</td>
<td>0.034/0.046</td>
<td>95°/66°</td>
<td>30</td>
<td>6.53-39.58/5</td>
<td>0.93</td>
<td>0.8</td>
<td>0.42.</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>Ref. 2</td>
<td>Si/Sil</td>
<td>2.5</td>
<td>0.09/0.09</td>
<td>50°/70°</td>
<td>40</td>
<td>0.1-17.27/1/5</td>
<td>0.90</td>
<td>130/100</td>
<td>0.25.</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Ref. 3</td>
<td>Sil/Sil</td>
<td>1.0/2.5</td>
<td>0.09/0.09</td>
<td>70°/70°</td>
<td>0-80</td>
<td>0.141/1</td>
<td>0.90</td>
<td>100/100</td>
<td>0.25.</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Ref. 4</td>
<td>Gd/GL</td>
<td>17.3</td>
<td>0.28/0.04</td>
<td>70°/30°</td>
<td>40</td>
<td>1.79-7.73/1/0</td>
<td>0.90</td>
<td>78/69</td>
<td>0.42.</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Ref. 4</td>
<td>Gd/G-PS</td>
<td>99.5</td>
<td>0.28/0.046</td>
<td>70°/70°</td>
<td>40</td>
<td>2.59-8.81/1/0</td>
<td>0.90</td>
<td>78/1</td>
<td>0.42.</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>Ref. 5</td>
<td>Ag/GL</td>
<td>10</td>
<td>0.28/0.04</td>
<td>60°/30°</td>
<td>18-70</td>
<td>1.2/0.2/5</td>
<td>0.90</td>
<td>85/69</td>
<td>0.37.</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Ref. 5</td>
<td>AlO/GL</td>
<td>10</td>
<td>0.17/0.04</td>
<td>100°/30°</td>
<td>0-80</td>
<td>0.2/0.5</td>
<td>0.90</td>
<td>85/69</td>
<td>0.23.</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Ref. 6</td>
<td>Ag/Sil</td>
<td>2.5</td>
<td>0.28/0.09</td>
<td>60°/70°</td>
<td>20</td>
<td>0.5-1.41/10/0</td>
<td>0.90</td>
<td>85/100</td>
<td>0.37.</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Ref. 6</td>
<td>Cu/Sil</td>
<td>2.5</td>
<td>0.14/0.09</td>
<td>60°/70°</td>
<td>20</td>
<td>0.9-2.72/1/0</td>
<td>0.90</td>
<td>68/100</td>
<td>0.34.</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Ref. 6</td>
<td>Al/Sil</td>
<td>2.5</td>
<td>0.17/0.09</td>
<td>90°/70°</td>
<td>20</td>
<td>1.2/2.3/0</td>
<td>0.90</td>
<td>75.9/100</td>
<td>0.33.</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Ref. 7</td>
<td>Ti/GL</td>
<td>10</td>
<td>0.21/0.04</td>
<td>100°/30°</td>
<td>25</td>
<td>0.17/1.64/20/0</td>
<td>0.90</td>
<td>120/69</td>
<td>0.26.</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Ref. 8</td>
<td>O-Si/GL</td>
<td>30</td>
<td>0.09/0.04</td>
<td>50°/30°</td>
<td>0-77</td>
<td>0.2/0.15/15</td>
<td>0.90</td>
<td>130/69</td>
<td>0.25.</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Ref. 8</td>
<td>P-Sil/GL</td>
<td>30</td>
<td>0.09/0.04</td>
<td>60°/30°</td>
<td>0-72</td>
<td>0.3/0.15/15</td>
<td>0.90</td>
<td>100/69</td>
<td>0.25.</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Ref. 8</td>
<td>E-Sil/GL</td>
<td>30</td>
<td>0.09/0.04</td>
<td>105°/30°</td>
<td>42-80</td>
<td>0.7/0.15/15</td>
<td>0.90</td>
<td>100/69</td>
<td>0.25.</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Ref. 8</td>
<td>Sa/GL</td>
<td>30</td>
<td>0.17/0.04</td>
<td>95°/30°</td>
<td>0-67</td>
<td>0.3/0.15/15</td>
<td>0.90</td>
<td>37/69</td>
<td>0.23.</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Ref. 8</td>
<td>Ti/GL</td>
<td>30</td>
<td>0.21/0.04</td>
<td>100°/30°</td>
<td>25-76</td>
<td>1.4/0.15/15</td>
<td>0.90</td>
<td>120/69</td>
<td>0.26.</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Ref. 8</td>
<td>Ag/GL</td>
<td>30</td>
<td>0.28/0.09</td>
<td>60°/30°</td>
<td>28-70</td>
<td>3/0.15/15</td>
<td>0.90</td>
<td>85/69</td>
<td>0.37.</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Ref. 9</td>
<td>D/DLC-Si</td>
<td>0.0023</td>
<td>0.21/0.49</td>
<td>60°/60°</td>
<td>10</td>
<td>0.091/0.48/0.05/0.1</td>
<td>0.90</td>
<td>100/13</td>
<td>0.06.</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Ref. 9</td>
<td>D/UNCD-Si</td>
<td>0.0174</td>
<td>0.0025</td>
<td>60°/60°</td>
<td>10</td>
<td>0.091/0.48/0.05/0.1</td>
<td>0.90</td>
<td>100/13</td>
<td>0.06.</td>
<td>25</td>
<td></td>
</tr>
</tbody>
</table>

| Ref. 9    | D/UNCD-Si       | 0.1155       | 0.21/0.7        | 60°/60°         | 10              | 0.091/0.48/0.05/0.1 | 0.90 | 100/13         | 0.06. | 25              |
It is shown in Figure 7.3 that the model predictions are in a good agreement with the experimental data and the difference between the model predictions and the experimental data generally falls within 1 order of magnitude, which validates the derived models of van der Waals force and capillary force. The proposed models employ the fractal theory to correlate the surface RMS roughnesses under different scan lengths (sizes) and regard that the effective RMS roughness corresponding to the nominal contact radius determines the adhesion forces. The proposed models use the effective RMS roughness converted (Eq. (7.1)) from the actual (or measured) RMS roughness, making the proposed model applicable to a wide range of actual RMS roughness (from nano- to milliscale). Figure 7.3 shows that the model predictions are reasonably close to the experimental data, corresponding to the RMS roughness of about 0.4 µm under the scan length of 20 µm from the study of Beach et al. [208] (Ref. 1).
7.4 Parameter investigation

The proposed models enable the prediction of van der Waals force and capillary force between a rough particle and surface free of the limitation of roughness scales compared to the existing models commonly valid for nanoscale roughness. The capillary force model also captures the effect of RH on capillary force, which is important for relating the environmental humidity to the adhesion force. These would contribute to expand the capability of the adhesion force relevant analysis. As follows, a variety of associated parameters, including surface roughness, RH, contact angle and Hurst exponent, would be investigated. The parameter investigation was based on
the case of 2.5 μm silica particle on the silica surface from the study of Paajanen et al. [230] by varying the very parameter.

The attempt is made to compare the proposed models of this work with the existing models, including the van der Waals force model of Rabinovich et al. [57] (Eq. (2.1)), the capillary force model of Rabinovich et al. [63] (Eq. (2.2)), and the capillary force model of Butt [64] (Eq. (2.3)). The equilibrium distance, \( D \approx 0.3 \) nm was used for the capillary force model of Rabinovich et al. [63]. The roughness parameter, \( \delta_0 \) in the model of Butt [64], is approximated by \( 2h_{\text{min}} = 5.4\sigma \) for the comparison.

7.4.1 Surface roughness

Surface roughness influences the van der Waals force and the capillary force by affecting the contact area and the capillary condensation between a particle and a surface, respectively. Schaefer et al. [239] found that the measured adhesion force between the rough surfaces could be a factor of 50 smaller than the theoretical value for the smooth surfaces from the JKR model. Coelho and Harnby [240] indicated that surface roughness significantly affected the capillary adhesion force by decreasing the effective adsorbed layer thickness. Zwol [231] mentioned that the capillary force is so sensitive to nanoscale roughness that the increase of RMS roughness from 2.5 – 6 nm could lead to a 2 orders of magnitude decrease of capillary force.

As mentioned during the model derivation, the measured RMS roughness generally corresponds to a certain scan length; that is, the measured RMS roughness is scan length (size) dependent. If there are two surfaces measured to have the same RMS
roughness under different scan lengths, the surface under the smaller scan length should be rougher than another one. The effect of the same roughness under different scan lengths on the adhesion forces should be different, which has been considered by the proposed models of this work. Hence, for the illustrative purpose, two scan lengths (0.1 and 1 µm) for the same roughness range (0 – 5 nm) are employed for the following parameter investigation based on the models of this work. A RMS roughness range of 0 – 5 nm was used to represent the smooth (0 nm) to extremely rough (5 nm) surface in the parameter investigation. According to existing studies [229, 241], it was regarded that 10 nm of RMS roughness under the scan length of 10 µm was extremely rough. In the current study, 0.1 µm and 1 µm scan lengths are used. Using Eq. (7.1), 5 nm of RMS surface roughness under 0.1 µm and 1 µm scan lengths corresponds to an RMS surface roughness way larger than 10 nm under a 10 µm scan length. In the current model predictions, when the RMS roughness goes above 5 nm, the adhesion forces are not sensitive to the change in roughness. The RH is set to be 40%, and the values of all other parameters are the same as those shown in Table 7.1. The results are shown by Figure 7.4 (a) and the predictions by the classical van der Waals force [54] and capillary force models [64] for the contact between a smooth particle and surface are also added for the illustrative purposes.

The predictions from the existing models are also added to Figure 7.4 (a) for comparison. The peak-to-peak distance is needed for the model prediction of Rabinovich et al. [57]. However, the peak-to-peak distance cannot be determined with only knowledge of the RMS roughness. Hence, a simplified operation is performed: the peak-to-peak distance for every RMS roughness is calculated by multiplying the roughness with 280 which is the multiplier between the peak-to-peak distance and
RMS roughness in the basic case from Segeren et al. [229]. The variation of adhesion forces within the roughness range of 0 – 0.15 nm is redrawn as Figure 7.4 (b) to better show the model comparison within the small RMS roughness range.

Figure 7.4 The influence of roughness towards the van der Waals force and capillary force based on the models of this work and the existing studies for (a) RMS roughness range from 0 – 5 nm and (b) RMS roughness range from 0 – 0.15 nm. The constant parameters for modeling are listed in Table 7.1.

It is shown by the models of this work that the decrease of the adhesion forces could be several orders of magnitude, when the RMS roughness increases from 0 to 5 nm. The decreasing trend generally follows the pattern that it is very fast initially and then gradually becomes slower. Rabinovich et al [57] experimentally observed the same trend with the AFM measurements. Cheng et al. [242] also presented a similar pattern with their numerical calculations of van der Waals force. Also shown are the predictions from the classical solutions of the van der Waals force (JKR model [54]) and capillary force [64] between a smooth particle and surface. When the surface
roughness is asymptotic to zero, the predictions from the models of this work converge to the classical solutions. For the contact between a smooth particle and surface, the van der Waals force (Eq. (7.4)) is about 10 times larger than the capillary force (Eq. (7.36)). This is because (1) the surface energy used for van der Waals force calculation is moderately large (0.09 J/m$^2$) and (2) the RH is not high (40%) and the contact angle is large (e.g., 70º) for the contact. If the situation is reversed, that is, the surface energy is small, while the RH is high (e.g., 80%) and the contact angle is small (e.g., 20º), the capillary force could be significantly larger than the van der Waals force for the smooth contact.

It is shown that the model of Rabinovich et al. [63] predicts a quick decrease of capillary force from 200 to 0 nN, as the roughness increases from 0 to 0.056 nm, which should be related to the mandatory applicability condition of this model: $(H_c + D) \leq 2rc$ (where $H_c$ is the separation between a particle and the average surface plane caused by an asperity). This condition enforces the capillary force to be zero once the equals sign is satisfied, whatever the actual capillary force. It is also shown that the existing models do not consider that the RMS roughness is scan size dependent. Hence, these models will provide different adhesion results for the same particle-surface contact with the different RMS roughness data under the different scan lengths, which should be unreasonable.

### 7.4.2 RH

Several previous experimental studies [61, 62, 243] showed that the adhesion force between hydrophilic surfaces increases acutely as the RH increases. For instance, the
adhesion force could be increased by a factor of 2 – 5 all the way from 5% to 90% depending on various parameters such as particle size and surface roughness [243]. Čolak et al. [62] observed that the increase of adhesion force with RH was sharper at the range of 30% to 70%. In order to investigate the effect of RH in the adhesion forces, the RH is varied from 5% to 95%. The predictions from the existing models are also added for comparison. The adhesion forces are predicted by the models of this work under two different scan lengths (0.1 and 1 µm) for the same roughness (0.141 nm). The values of all other parameters are the same as those shown in Table 7.1. The results are shown by Figure 7.5.

Figure 7.5 The influence of RH towards the van der Waals force and capillary force based on the models of this work and the existing studies. The constant parameters for modeling are listed in Table 7.1.

It is shown by the model of this work that the variation of capillary force with respect to RH follows the pattern: when RH < 30% (critical RH), the capillary force is 0 as
the criterion of meniscus formation (Eq. (7.27)) is not satisfied; when RH >30%, the capillary force is formed and increases as the RH. This pattern of capillary force variation has also been observed in the previous experiments [63, 230] and is consistent with the description about liquid meniscus formation by Coelho and Harnby [244]. When RH>30%, the capillary force for the scan length of 1 µm is always larger than that for the scan length of 0.1 µm. This is because the scan length of 1 µm corresponds to a smoother surface for the same RMS roughness than the scan length of 0.1 µm, and thus more liquid condensation could be formed between the particle and surface under the same RH.

The capillary force model of this work and that developed by Butt [64] predict the same critical RH (30%) due to the same criterion of meniscus formation used. However, the model developed by Rabinovich et al. [63] predicts a higher critical RH (52%). This is because the critical RH is determined by the condition \((H_c + D) = 2rc\) in the model by Rabinovich et al. [63], which leads to a larger RH compared to the criterion of the current model as well as Butt’s model [64], Eq. (7.27). Additionally, it is shown that both the proposed model of this work and the model of Rabinovich et al. [57] predict a constant van der Waals force with respect to RH. However, it should be noted that van der Waals force may decrease with increasing RH, since the condensed meniscus at the interface between a particle and a surface could lead to the decrease of Hamaker constant (surface energy) and thus the van der Waals force. Rabinovich et al. [63] developed an approximate method to account for the effect of meniscus in Hamaker constant for a contact between a smooth particle and surface. However, it will be more difficult to account the effect of meniscus in Hamaker constant for a rough contact. The framework of the proposed model allows for the incorporation of
the humidity effect on the Hamaker constant, but instead of using the Hamaker constant, an effective Hamaker constant (surface energy), as suggested by Kim et al. [245], should be used. At present, the knowledge about the variation of the effective Hamaker constant with respect to RH is still rare. The humidity effect on van der Waal force is not included in the currently proposed model. Another reason is that when the Hamaker constant is significantly affected by the condensed liquid, there should be a significant amount of liquid condensed between a particle and a surface, which might suggest the dominance of capillary force over the van der Waals force (e.g., RH>60% as shown by the predictions from the models of this work in Figure 7.5). Therefore, the variation of van der Waals force in this case should have a minor effect on the total adhesion force, which is the summation of capillary force and van der Waals force.

7.4.3 Contact angle

The contact angle has been generally used to describe the relative hydrophobicity and hydrophilicity of a surface and is related to the formation of the meniscus between a particle and a surface, and thus the capillary force. The study of Hsiao et al. [246] showed that the capillary force decreased as the contact angle increased from 0º to 90º and attributed this to the decrease of meniscus size. The decreasing trend of adhesion force versus contact angle was also found by De Souza et al. [247] for two parallel flat plates. In order to investigate the effect of contact angle in the adhesion force, the particle and surface are set to have the same contact angle varied from 5º to 95º under the RH of 40%. The adhesion forces are predicted by the models of this work under two different scan lengths (0.1 and 1 µm) for the same roughness (0.141 nm). The
predictions from the existing models are added for comparison. The values of all other parameters are the same as those shown in Table 7.1. The results are shown by Figure 7.6.
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Figure 7.6 The influence of contact angle towards the van der Waals force and capillary force based on the models of this work and the existing studies. The constant parameters for modeling are listed in Table 7.1.

The capillary force model of this work predicts that the capillary force disappears due to the incapability of forming the meniscus between the particle and surface under the RH of 40%, when the contact angle is larger than 75º. That is, for a given level of RH, there is a critical contact angle above which the capillary force would not exist. Consequently, similar to the case of RH, a two-stage pattern for the capillary force variation as the contact angle is also predicted. The model of this work predicts that the capillary force for the scan length of 1 µm is always larger than that for the scan...
length of 0.1 µm, which is due to the fact that the scan length of 1 µm corresponds to the smoother surface for the same roughness.

The critical contact angle predicted by the current model is the same as the one predicted by the model developed by Butt [64]. However, this critical contact angle is larger than the one predicted by the model of Rabinovich et al. [63]. It is due to the fact that the critical contact angle is determined by the condition \((H_c + D) = 2rc\) in the model by Rabinovich et al. [63] compared to \(D = 2rc\) in the current model and Butt’s model.

### 7.4.4 Hurst exponent

Based on the fractal theory, the Hurst exponent is used for calculating the surface roughness effective for the adhesion forces in the proposed models. This exponent is related to the fractal dimension, \(D_f\), by \(H = 3 - D_f\) with \(2 < D_f < 3\) that makes \(0 < H < 1\). For the same type of surface, the rougher surfaces will have the higher fractal dimension [248]. The relationship between the adhesion force and the fractal dimension (Hurst exponent) has rarely been explored. Until recently, the study of Tanaka et al. [249] experimentally showed that the adhesion force between two toner particles was inversely proportional to the fractal dimension and thus proportional to the Hurst exponent. The influence of the Hurst exponent towards the adhesion forces is shown in Figure 7.7 with the Hurst exponent varied from 0.05 to 0.95 under the RH of 40%. Since the concrete relationship between the surface roughness and the Hurst exponent is impossible to define, the RMS roughness is fixed to be 0.141 nm. The adhesion forces are predicted by the models of this work under two different scan
lengths (0.1 and 1 µm) for the same roughness. The values of all other parameters are the same as those shown in Table 7.1.

Figure 7.7 The influence of Hurst exponent towards the van der Waals force and capillary force based on the models of this work. The constant parameters for modeling are listed in Table 7.1.

Figure 7.7 shows that the adhesion forces generally increase as the Hurst exponent, which is consistent with the existing experimental results [249]. Considering that the typical value of Hurst exponent is 0.8 and the reported values of Hurst exponent for various surfaces are mainly distributed in the range of 0.6 to 1 [250-253], the error produced by using 0.9 falls on average within a factor of 2 and 3 for the scan lengths of 0.1 and 1 µm, respectively, which further justifies the use of the Hurst exponent equal to 0.9 during the model validation. But the actual value of the Hurst exponent or fractal dimension would be preferred whenever it is available from the measurements or literatures.

7.5 Conclusions
The understanding of the adhesion forces between a rough particle and surface is of practical significance for modeling particle resuspension processes. Previously proposed models are subject to various limitations in predicting the van der Waals force and capillary force between a rough particle and surface. Aiming to overcome these limitations, a set of new mathematical models for the van der Waals force and capillary force between a rough particle and surface is developed, by considering the characteristic of multiple roughness scales with the fractal theory and the Gaussian distribution of surface roughness. The new models are validated against the existing experimental data, showing good agreement. The new models converge to the classical solutions for the contact between a smooth particle and surface.

With the use of the new models, the influences of roughness for the combination of particle and surface, RH, contact angle and Hurst exponent towards the particle-surface adhesion forces have been investigated. The decline mode of the adhesion force with surface roughness and contact angle as well as the increase mode with RH and Hurst exponent observed previously can now be reasonably explained by the new models. And the comparison between the models of this work and the existing studies has also been performed during the parameter investigations in terms of roughness, RH, and contact angle. The models of this work identify the fact that the RMS roughness is scan length dependent and thus consider the effect of roughness together with the corresponding scan length based on the fractal theory compared to the existing models.

The new models contribute to calculate the mean van der Waals force and capillary force, whereas the adhesion force between particles and the surface generally follows
a distribution (e.g., log-normal distribution and Weibull distribution) in reality. Hence, the sole mean adhesion force does not fully account for the adhesion force distribution between rough particles and the surface. In next chapter, the concept of adhesion force distribution would be introduced and a more complete picture about the adhesion force distribution between rough particles and the surface would be developed based on the relevant centrifuge experiments.
Chapter 8 Development of Adhesion Force Distribution Model

8.1 Introduction

The developed models in Chapter 7 related the adhesion forces with the RMS roughness. If a surface is divided into some sub-areas, it is possible that the surface morphology and, thus, the RMS roughness will vary from sub-area to sub-area. In other words, there will be a distribution of RMS roughness in terms of location. When identical particles are deposited onto different sub-areas of a surface, different RMS roughnesses may be experienced by these particles, which will lead to the adhesion force of different magnitudes, and thus an adhesion force distribution according to the models of Chapter 7. Ideally, if identical smooth particles contact with a smooth surface, there will be no distribution, because of the same RMS roughness (i.e., zero) everywhere. Actually, existing studies [50, 68, 254, 255] have suggested that the distribution of adhesion force should be resultant from the distribution of surface roughness. If the RMS roughness distribution could be figured out, integrating the RMS roughness distribution into the mean adhesion force models could lead to the development of an adhesion force distribution model. It should be noted that the RMS roughness distribution is different from the Gaussian roughness distribution of asperity height (Eq. (7.2)) described in Chapter 7.

In this chapter, a general adhesion force distribution model was developed by integrating the RMS roughness distribution into the mean adhesion force models of Chapter 7. The integration was performed by both a statistical analysis method and
Monte Carlo simulation. In order to validate the proposed model, the measured adhesion force distributions from a series of centrifuge experiments were compared with model predictions. Further validation was accomplished by comparing model predictions with existing experimental data. Finally, the effect of RMS roughness distribution on the adhesion force distribution was explored based on the proposed model.

### 8.2 Adhesion force distribution model

The morphology of a surface varies from sub-area to sub-area. Correspondingly, the RMS roughnesses may be different for different sub-areas [68]. In other words, the RMS roughnesses for different locations of a surface may follow a certain distribution. When particles are deposited onto different sub-areas of a surface (Figure 8.1), the resultant RMS roughness \( \sigma = \sqrt{\left(\sigma_1^2 + \sigma_2^2\right)} \) for different particles could be different due to the existence of a RMS roughness distribution. As a result, this will lead to the variation of adhesion force from particle to particle according to the mean adhesion force models (Eq. (7.21) or Eq. (7.22) for van der Waals force and Eq. (7.35) for capillary force), that is, the distribution of adhesion force. Once the RMS roughness distribution is known, the adhesion force distribution model could be developed by integrating the RMS roughness distribution into the mean adhesion force models (Eq. (7.21) or Eq. (7.22) and Eq. (7.35)), via either a statistical analysis method or Monte Carlo simulation. The mean adhesion force models of Chapter 7 are not repeated. The methods (statistical analysis and Monte Carlo simulation) that are used to integrate the RMS roughness distribution into the mean adhesion force models are presented as follows.
8.2.1 Statistical analysis

Let $\Sigma_1$ and $\Sigma_2$ be the random variables representing the RMS roughness on the surface and particle, respectively, and the probability density distributions for $\Sigma_1$ and $\Sigma_2$ are $f_{\Sigma_1}(\sigma_1)$ and $f_{\Sigma_2}(\sigma_2)$, respectively. Let $X_1$ and $X_2$ be the independent random variables representing the mean square roughnesses on the surface and particle, respectively; that is, $X_1 = \Sigma_1^2$ and $X_2 = \Sigma_2^2$. If $f_{\Sigma_1}(\sigma_1)$ and $f_{\Sigma_2}(\sigma_2)$ are continuous probability distribution, the corresponding distributions for $X_1$ and $X_2$ will be

$$f_{X_1}(x_1) = f_1(\sqrt{x_1})/2\sqrt{x_1} \quad \text{and}$$

$$f_{X_2}(x_2) = f_1(\sqrt{x_2})/2\sqrt{x_2},$$

respectively. Then, the distribution of random variable $Y = X_1 + X_2$ is obtained by the convolution of $f_{X_1}(x_1)$ and $f_{X_2}(x_2)$ as:

$$f_Y(y) = f_{x_1 \min}^{x_1 \max} f_{X_1}(x_1) f_{X_2}(y - x_1) dx_1 = \int_{x_2 \min}^{x_2 \max} f_{X_1}(x_2) f_{X_2}(y - x_2) dx_2,$$

where $Y$ actually accounts for the sum of the mean square roughnesses for the surface and particle; that is, $Y = \Sigma_1^2 + \Sigma_2^2$. 

Figure 8.1 A schematic diagram of adhesion force distribution model.
According to Eq. (7.21), Eq. (7.22) and Eq. (7.35), the adhesion force is a decreasing function of $Y$, $(f' = u_t(y_r))$, which has the inverse function of $y_r = v_t(f')$. Hence, the cumulative probability distribution of adhesion force $F'$ is

$$J_{F'}(f') = P(F' \leq f') = P(u_t(y_r) \leq f') = P(y_r \geq v_t(f'))$$

$$(8.3)$$

The corresponding probability density function could be obtained by the derivative of Eq. (8.3) as

$$f_{F'}(f') = -f_Y(v_t(f')) \cdot v_t'(f').$$

$$(8.4)$$

For the special case where the particle is significantly smoother than the surface as that in the following centrifuge experiments, the RMS roughness of particle could be assumed negligible. In this case, $f_{\Sigma_2}(\sigma_2)$ will be a degenerate distribution:

$$f_{\Sigma_2}(\sigma_2) = \begin{cases} 1 & \sigma_2 = 0 \\ 0 & \sigma_2 \neq 0 \end{cases}$$

$$(8.5)$$

The degenerate distribution of $f_{\Sigma_2}(\sigma_2)$ is not continuous at $\sigma_2 = 0$ and the corresponding distribution of $X_2$ is

$$f_{X_2}(x_2) = \begin{cases} 1 & x_2 = 0 \\ 0 & x_2 \neq 0 \end{cases}$$

$$(8.6)$$

which is also a degenerate distribution. As a result, Eq. (8.2) becomes [256]

$$f_Y(y_r) = f_{X_1}(x_1),$$

$$(8.7)$$

which means that $Y$ follows the same type of the distribution of $X_1$.

The derived mean adhesion force models of van der Waals force (Eq. (7.21) or Eq. (7.22)) and capillary force (Eq. (7.35)) provide the relationship between the force and the sum of the mean square roughnesses, $f' = u_t(y_r)$. Therefore, for every adhesion force, a corresponding $y_r$ could be found and subsequently plugged into Eq. (8.3) to
calculate the cumulative probability of \( f' \). The accumulation of \( f' \) and the corresponding cumulative probability will lead to the determination of the adhesion force distribution.

8.2.2 Monte Carlo simulation

Monte Carlo simulation could be employed to model the occurrence of random events. Based on the RMS roughness distribution, Monte Carlo simulation could be used to model the situation that different roughnesses are experienced by the particles when they are deposited onto different sub-areas of a surface, and thus the distribution of adhesion force. The procedure for Monte Carlo simulation-based model is as follows.

1. During each run of simulation, two random roughnesses, \( \sigma_{1ai} \) and \( \sigma_{2ai} \) \((i=1, 2 … N, \) is the number of the simulation sequence) are generated from the RMS roughness distributions for the surface and particle, respectively.

2. Both of these RMS roughnesses are plugged into Eq. (7.1) for the calculation of the effective roughnesses, \( \sigma_{1i} \) and \( \sigma_{2i} \), which are subsequently substituted into Eq. (7.21) or Eq. (7.22) and Eq. (7.35) for the calculation of van der Waals force and capillary force (if any), respectively. The total adhesion force is calculated as the summation of the van der Waals force and capillary force (Eq. (7.38)).

3. The above procedure is repeated until all runs of simulation have been finished. The total adhesion force obtained from each simulation run is accumulated to calculate the statistical cumulative probability.

4. The adhesion force distribution is presented as the relationship between the cumulative probability and the corresponding total adhesion force. The workflow chart of this model is shown by Figure 8.2.
8.3 Validation experiments
8.3.1 RMS roughness measurements

Three types of square-shaped substrate (stainless steel (SS), aluminum (AL) and plastic (PL)) with the size of $3 \text{ cm} \times 3 \text{ cm}$ were used in the experiments. The relevant mechanical and physical properties for the substrate materials are listed in Table 8.1. For each type of substrate, 4 pieces were prepared and roughed with a file for 1 minute. The roughing of substrates serves to (1) reduce the particle-surface adhesion force to the level which the applicable centrifugal force can afford to overcome, and (2) make the roughness of particles negligible compared to that of substrates. The surface topography of a $15 \text{ mm} \times 15 \text{ mm}$ area on each piece of substrate which would be deposited with particles in the following centrifuge experiment was scanned by a profilometer (Talyscan 150, Taylor Hobson Ltd.). The surface roughness was obtained by filtering the surface waviness from the scanned topography using the standard cut-off of 0.8 mm. The typical surface roughness characteristic manifested by pseudo-color images for three types of substrate are shown in Figure 8.3. In order to find the RMS roughness distribution for each type of substrate, the RMS roughnesses of 50 randomly located sub-areas ($2 \text{ mm} \times 2 \text{ mm}$) were read from the scanned area of each substrate. The position coordinates of 50 random points were obtained by using a random number generator. Finally, appropriate probability distributions were fitted to the RMS roughness data of the substrates.

Table 8.1 Mechanical and physical properties of various materials

<table>
<thead>
<tr>
<th>Materials</th>
<th>Young’s modulus (GPa)</th>
<th>Poisson ratio</th>
<th>Surface energy (J/m$^2$)</th>
<th>Contact angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>4[257]</td>
<td>0.38[257]</td>
<td>0.046[258]</td>
<td>30º[259]</td>
</tr>
<tr>
<td>SS</td>
<td>215[260]</td>
<td>0.3[260]</td>
<td>0.007[175]</td>
<td>75º[261, 262]</td>
</tr>
<tr>
<td></td>
<td>AL</td>
<td>75.9[263]</td>
<td>0.33[263]</td>
<td>0.25[174]</td>
</tr>
<tr>
<td>-----</td>
<td>-------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td>PL</td>
<td>6[257]</td>
<td>0.35[257]</td>
<td>0.054[176]</td>
<td>10°[266]</td>
</tr>
</tbody>
</table>

(a) μm

(b) μm
Figure 8.3 The surface roughness characteristic for the substrates of (a) stainless steel, (b) aluminum, and (c) plastic, respectively.

The measured cumulative probability data versus the RMS roughness for the substrates of different materials are shown in Figure 8.4. It could be seen that the measured roughness distributions for different substrates of the same material are generally consistent with each other. The plastic substrates are the roughest followed by the aluminum and stainless steel substrates. In order to find out the appropriate statistical distribution for the measured data, 22 non-negative continuous probability distributions were fitted to the data using the software of Easyfit (Mathwave Technologies). The goodness of fit was examined with the test of Kolmogorov-Smirnov, Anderson-Darling and Chi square, respectively. The best fit was the one that had the top average ranking from all three tests and it was found that the gamma distribution provides the best fit towards the measured RMS roughness data. Hence, the gamma distribution is employed for further analysis. The probability density function and cumulative probability function of the gamma distribution are...
\[ f_{\Sigma_1}(\sigma_1) = \frac{\sigma_1^{\alpha-1} e^{-\frac{\sigma_1}{\beta}}}{\beta^\alpha \Gamma(\alpha)}, \]  
(8.8)

and

\[ F_{\Sigma_1}(\sigma_1) = \frac{\Gamma(\sigma_1/\beta(\alpha))}{\Gamma(\alpha)}, \]  
(8.9)

respectively, where \( \alpha \) and \( \beta \) are the shape and scale parameters, respectively. \( \Gamma \) and \( \Gamma_{\sigma_1/\beta} \) are the gamma function and incomplete gamma function, respectively. The mean and standard deviation of the gamma distribution are \( E(\sigma_1) = \alpha \beta \) and \( S(\sigma_1) = \sqrt{\alpha \beta^2} \). Another important statistical parameter is the coefficient of variation (CV) defined as the ratio of the standard deviation to the mean \( (S(\sigma_1)/E(\sigma_1)) \). CV is a normalized parameter used to measure the dispersion of a probability distribution.
Figure 8.4 The surface RMS roughness data and the corresponding fits of the mean, lower and upper gamma distributions for the substrates of (a) stainless steel, (b) aluminum and (c) plastic, respectively.
For each type of substrate, there are four gamma distributions \( \Gamma(\alpha_i, \beta_i), i = 1,2,3,4 \) corresponding to four pieces of substrates. The CV of the fitted roughness distribution ranges from 0.1 to 0.5 for different substrates and a rougher substrate intend to have a larger CV. For each type of substrate, the mean gamma distribution \( \Gamma(\bar{\alpha}, \bar{\beta}) \) was obtained by averaging the means and standard deviations of the four individual gamma distributions for the four pieces of substrate. In order to account for the variation of the measured RMS roughness distribution from piece to piece for the same type of substrate, two more gamma distributions are added: one (denoted as the upper gamma distribution: \( \Gamma(\bar{\alpha}_+, \bar{\beta}_+) \)) is resultant by summing the mean of the mean gamma distribution by two times of its standard deviation; another one (denoted as the lower gamma distribution: \( \Gamma(\bar{\alpha}_-, \bar{\beta}_-) \)) is resultant by subtracting the mean of the mean gamma distribution by two times of its standard deviation. The shape and scale parameters of the individual gamma distributions \( \Gamma(\alpha_i, \beta_i) \) for each piece of substrate, the mean gamma distribution \( \Gamma(\bar{\alpha}, \bar{\beta}) \) and the lower and upper gamma distributions for each type of substrate are listed in Table 8.2. The fitted mean, lower and upper gamma distributions are also shown in Figure 8.4. It could be found that the scope between the lower and upper gamma distributions well covers the measured data.

<table>
<thead>
<tr>
<th>Material No.</th>
<th>Substrate distributions for each substrate</th>
<th>Mean gamma distributions for each material</th>
<th>Upper gamma distributions for each material</th>
<th>Lower gamma distributions for each material</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS 1</td>
<td>10.735 75.426 17.839 48.459 22.895 42.776 13.413 55.885</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The roughness of the used NIST traceable standards particles (Polysciences, Inc.) is at the order of nanometer [267], which is several orders of magnitude smaller than that of the roughed substrates. Hence, the roughness of particles is assumed negligible. This could also be qualitatively illustrated by the microscopic image of particles on the stainless steel substrate which has the smallest mean RMS roughness (Figure 8.5).

![Figure 8.5 The microscopic image of particles on a stainless steel substrate.](image)

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>14.095</td>
<td>60.125</td>
</tr>
<tr>
<td>3</td>
<td>26.967</td>
<td>35.052</td>
</tr>
<tr>
<td>4</td>
<td>27.270</td>
<td>31.370</td>
</tr>
</tbody>
</table>

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>42.925</td>
<td>28.676</td>
</tr>
<tr>
<td>2</td>
<td>26.489</td>
<td>44.122</td>
</tr>
<tr>
<td>3</td>
<td>9.990</td>
<td>130.430</td>
</tr>
<tr>
<td>4</td>
<td>37.892</td>
<td>37.449</td>
</tr>
</tbody>
</table>

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PL</td>
<td>1</td>
<td>21.778</td>
<td>115.650</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5.060</td>
<td>441.600</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>9.989</td>
<td>156.710</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>13.127</td>
<td>142.350</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AL</td>
<td>23.446</td>
<td>54.611</td>
<td>31.978</td>
<td>46.762</td>
<td>16.236</td>
</tr>
<tr>
<td>1</td>
<td>21.778</td>
<td>115.650</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5.060</td>
<td>441.600</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>9.989</td>
<td>156.710</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>13.127</td>
<td>142.350</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PL</td>
<td>10.356</td>
<td>197.641</td>
<td>20.511</td>
<td>140.437</td>
<td>3.638</td>
</tr>
</tbody>
</table>
8.3.2 Sample preparation

The sample preparation procedure serves to deposit particles onto the substrates to be used for the subsequent centrifuge experiments. All substrates were firstly wiped with tissue paper dipped with ethanol to remove any impurities before being deposited with particles. Since the monodispersed PS particles (size range: 146.1±1.99 μm) are packaged in a 15mL dropper-tipped bottle with a very high particle concentration, ten drops of suspension from the bottle were mixed with 1 ml de-ionized water for the purpose of dilution. The dilution could moderate the occurrence of aggregation during the following drying process. A pipette (Eppendorf Research plus) was used to dip 40 drops of the diluted liquid onto a designated area (~1.5 mm × 1.5 mm) of substrate with each drop of 1.5 μl. 40 drops were dipped to allow sufficient particles to be deposited for the statistical accuracy of experiments. Then, the substrates were dried in a forced convection laboratory oven (Esco Isothermo, Model OFA-54-8) at 80°C for 20 hrs [268]. After the drying, the aggregated particles were slowly separated with a needle under the stereomicroscope (Olympus SZX7) and the number \(n_0\) of particles within the designated area was counted. A total of 2 images were captured side by side to include enough number of particles (~>50) for accurate statistical analysis, as Ibrahim et al. [260] showed that 30 – 40 particles are needed to produce a statistically accurate result during calculating the fraction of particles resuspended from a surface. The number of particles in each image was counted and summed to give the total number of particles within the designated area.
8.3.3 Centrifuge experiment

8.3.3.1 Centrifuge method

The adhesion force distributions between particles and various types of substrates were measured by the centrifuge method. The centrifuge method adjusts the centrifugal detachment force by changing the rotational speed. This method is a relatively easy way of obtaining the particle-surface adhesion force, especially, the adhesion force distribution, compared to other methods such as atomic force microscopy (AFM) method and electrostatic detachment method [269]. The centrifugal force detaching particles from the surface is given by (Figure 8.6):

\[ F_d = m_p \omega_i^2 d \]  \hspace{1cm} (8.10)

where \( m_p = \frac{4}{3} \pi R_p^3 \rho_p \) is the mass of a single particle of the radius \( R_p \) and density \( \rho_p \). \( R_p = 73.05 \mu m \) and \( \rho_p = 1050 \text{ kg/m}^3 \) for the polystyrene particles used in the experiments. \( d = 0.05 \text{ m} \) is the rotational radius. \( \omega_i \) is the rotational speed which was adjusted in an ascending sequence during the centrifuge experiments. After each rotation (\( \omega_i \)), the number of particles \( n_i \) within the designated area of each substrate was microscopically counted and the fraction of detached particles is calculated by

\[ f_r' = 1 - \frac{n_i}{n_0} \]  \hspace{1cm} (8.11)

where \( n_0 \) is the initial number of particles within the designated area.
8.3.3.2 Procedure of centrifuge experiment

Four pieces of substrate of the same type from the above sample preparation procedure were vertically secured into the drum rotor (Mikro, Cat. No. 1161) of the centrifuge (Mikro 220R, Cat. No. 2205) by four fabricated adapters (Figure 8.7 (a)). The adapters are made of nylon which allows them to be of great strength and light mass. Each adapter is composed of two separate parts which can be bolted together. The substrate is clamped in-between the two parts. Four adapters were placed into the drum rotor symmetrically as illustrated by Figure 8.7 (b), which helps to maintain the balance of drum rotor. Then, the drum rotor was capped and the centrifuge was switched on to the designated rotational speed for 2 minutes. The duration of 2 minutes is used because the study of Felicetti et al. [67] suggested that a longer duration had no effect on the observed adhesion force from the centrifuge experiments. Since the adhesion force distributions are different for different substrate cases, different arrangements of rotational speed were employed for different substrate cases. For the case of stainless steel substrate, five rotational speeds (3000, 4000, 4500, 5000
and 6000 RPM) were applied. For the case of aluminum substrate, seven rotational speeds (1000, 2000, 3000, 4000, 5000, 6000 and 7000 RPM) were applied. For the case of plastic substrate, seven rotational speeds (1000, 2000, 3000, 4000, 5000, 6000 and 7000 RPM) were applied. The RH and temperature during the experiments were measured to be 85% ±5% and 27 ± 3 °C, respectively, by a RH-temperature sensor (OMEGA, RH-USB).

Figure 8.7 A schematic diagram of (a) an adapter, (b) the centrifuge with four adapters and (c) the centrifuge with the drum rotor capped.

8.3.3.3 Microscopic counting

After each run of centrifuge experiment, the test substrates were microscopically observed to count the number of particles left within the designated area. After finishing the particle counting for each run, the substrates were returned to the centrifuge for the experiment under a closely higher rotational speed followed by another run of particle counting. This procedure was repeated until the particle counting corresponding to the centrifuge experiment of the highest rotational speed has been finished. The fractions of detached particles (Eq. (8.11)) for four pieces of
substrate of the same material were averaged for the model validation. The typical microscopic images after the centrifuge experiments under different speeds are shown by Figure 8.8. It could be seen that the particles are detached by different rotational speeds due to the existence of adhesion force distribution: for the speed of 1000 RPM, only a few particles have been detached, while all particles have been detached for the speed of 7000 RPM.

Figure 8.8 The microscopic image of particles on the plastic substrate after the centrifuge experiments under different rotational speeds: (a) 0 RPM (before the centrifuge experiment); (b) 1000 RPM; (c) 3000 RPM; (d) 5000 RPM; (e) 7000 RPM.

8.4 Results and discussion

8.4.1 Model validation

8.4.1.1 Comparison between model predictions and measurements of this work

Since the predictions from the statistical analysis-based model and the Monte Carlo simulation-based model are similar to each other (See Appendix F), only the predictions from the former are shown during the validation. For each type of substrate, the model predictions are conducted in terms of the mean, lower and upper gamma distributions, respectively. The validation is performed by comparing the
measured adhesion force distributions with the corresponding model predictions as shown in Figure 8.9.

![Graph showing cumulative probability against adhesion force (µN)](image-url)
Figure 8.9 The comparison between the measured adhesion force distributions and the modelled ones for particles on the substrates of (a) stainless steel, (b) aluminum and (c) plastic. The error bar indicates one standard deviation. The vertical error bar indicates one standard deviation of measured fraction, while the horizontal error bar indicates the variation of measured adhesion forces caused by the variation of particle size ($146.1\pm1.99\mu m$), rotational radius ($d\pm0.01d$) and rotational speed ($\omega_i\pm0.01\omega_i$).

It is shown in Figure 8.9 that the modeled distributions are generally in good agreement with the experimental ones: both the shape and magnitude of the measured adhesion force distributions are reasonably predicted by the model, validating the proposed adhesion force distribution model. Both the modeling and experimental results show that the median adhesion force is the largest for the stainless steel substrate case followed by the aluminum and plastic substrate cases, respectively. For the dispersion of adhesion force distribution, the case of plastic substrate has the largest one followed by that of aluminum and stainless steel substrates. This should be related to the dispersion of RMS roughness distribution as listed in Table 8.2, where it
has been shown that the plastic substrates have the largest dispersion of RMS roughness distribution followed by the substrates of aluminum and stainless steel, respectively. As an extreme case, it could be expected that there will be no adhesion force distribution for smooth particles contacting with a smooth surface, as there will be no RMS roughness distribution. It should be noted that the variation of the measured fractions indicated by the vertical error bars (Figure 8.9) is generally the smallest for the case of stainless steel substrate among the three cases. This is related to the fact that the roughness variation from piece to piece is the smallest for the case of stainless steel substrate as already shown by Figure 8.4. The horizontal error bars (Figure 8.9) show that there is small measuring error (7%) of the adhesion force due to the variation of particle size, rotational radius and rotational speed.

8.4.1.2 Comparison between model predictions and results of existing study

Further validation is conducted by comparing the model predictions to the experimental data from the study of Prokopovich and Perni [74], where the adhesion force distributions between 60 µm polybutylene terephthalate (PBT) particles and two types of substrates (glass and silicone) were measured. There was no complete RMS roughness distribution data except for the mean RMS roughness. The mean RMS roughnesses for the glass and silicone substrates were 65.78 nm and 43.25 nm, respectively, under the scan size of 4 µm. The standard deviations of the RMS roughness distributions were estimated based on the measurements of this work. As described in Section 8.3.1, the CV of the measured RMS roughness distribution ranges from 0.1 to 0.5 and a rougher substrate intend to have a larger CV. For the model predictions, the CV for the glass and silicone substrates of Prokopovich and
Perni [74] are assigned with 0.2 and 0.1, respectively. The gamma RMS roughness distribution is also employed for the model predictions and the corresponding parameters ($\alpha$ and $\beta$) are listed in Table 8.3. Following the original study [74], the roughness of particles is assumed to be negligible compared to that of substrates. The mechanical and physical properties of various materials used for modeling are listed in Table 8.4. The comparison between the model predictions and the experimental data is shown in Figure 8.10.

Table 8.3 Parameters of the gamma roughness distributions for the study of Prokopovich and Perni [74].

<table>
<thead>
<tr>
<th>Material</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
<td>25.000</td>
<td>2.631</td>
</tr>
<tr>
<td>Silicone</td>
<td>69.444</td>
<td>0.610</td>
</tr>
</tbody>
</table>

Table 8.4 Properties of various materials from the study of Prokopovich and Perni [74].

<table>
<thead>
<tr>
<th>Materials</th>
<th>Young’s modulus (GPa)</th>
<th>Poisson ratio</th>
<th>Surface energy ($J/m^2$)</th>
<th>Contact angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBT</td>
<td>0.01</td>
<td>0.4</td>
<td>0.032</td>
<td>93.5º</td>
</tr>
<tr>
<td>Glass</td>
<td>50</td>
<td>0.3</td>
<td>0.037</td>
<td>78º</td>
</tr>
<tr>
<td>Silicone</td>
<td>$7.5 \times 10^{-4}$</td>
<td>0.5</td>
<td>0.032</td>
<td>77 º</td>
</tr>
</tbody>
</table>

It can be seen from Figure 8.10 that the measured adhesion force distributions are generally well predicted by the proposed model. For the case of silicone substrate, the model prediction is almost overlapping with the experimental data, suggesting the gamma roughness distribution well describes the actual RMS roughness distribution. For the case of glass substrate, there is slight difference between the measurement and the prediction in the small adhesion force range (2 – 20 nN). Obviously, the measured
adhesion force displays a bimodal distribution as mentioned by the study of Götzinger and Peukert [68] as well. It is speculated that a bimodal roughness distribution may be more appropriate for describing the actual roughness distribution than the employed gamma distribution, meaning that the RMS roughness is not necessarily gamma distributed. However, due to the lacking of relevant information, further analysis in terms of a bimodal roughness distribution is impossible at the moment but left for future study. This finding will not affect the application of the proposed model, because whenever the actual RMS roughness distribution is available, it could be plugged into the model for predicting the adhesion force distribution. It will be important to accumulate the data bank about the RMS roughness distributions for different types of surfaces, which should be a meaningful topic for future study.
Figure 8.10 The comparison of adhesion force distributions between the model predictions and the experimental data of Prokopovich and Perni [74]: (a) glass substrate and (b) silicone substrate.
8.4.2 Effect of RMS roughness distribution on adhesion force distribution

The effect of RMS roughness distribution (the mean and standard deviation of a RMS roughness distribution) on the adhesion force distribution is further explored using the proposed model. This will project useful information for the control of adhesion force relevant processes. The basic case is PS particles on the stainless steel substrates as that in the centrifuge experiments, but the diameter of particle is set to be 150 μm. To study the effect of the mean of RMS roughness distribution, the mean of RMS roughness distribution in the basic case is increased and decreased by 20% and 40%, respectively, while keeping the standard deviation constant. To study the effect of the standard deviation of RMS roughness distribution, the standard deviation of RMS roughness distribution of the basic case is increased and decreased by 20% and 40%, respectively, while keeping the mean constant. All other parameters are the same as those in the basic case (Table 8.1). The adhesion force distributions corresponding to different RMS roughness distributions are shown in Figure 8.11.
It is shown in Figure 8.11 (a) that the median of adhesion force distribution decreases (or increases) as the increase (or decrease) of the mean RMS roughness. This is consistent with the fact that the adhesion force decreases as the increase of roughness as shown by Eq. (7.21), Eq. (7.22) and Eq. (7.35). The shape of adhesion force distribution scarcely varies as the change of the mean RMS roughness. This suggests that the CV of adhesion force distribution could rarely be affected by the variation of the mean RMS roughness. However, since CV is defined as the ratio of the standard deviation to the mean, the standard deviation of adhesion force distribution decreases as the increase of the mean RMS roughness that leads to the decrease of the mean adhesion force (as indicated by the median). Correspondingly, one extreme case could be expected: the standard deviation of adhesion force distribution will be asymptotic to zero as the surface roughness goes to infinity, leading to zero adhesion force. As a
whole, the mean of RMS roughness distribution could influence both the median and standard deviation of adhesion force distribution.

In Figure 8.11 (b), it is shown that the adhesion force distribution becomes narrower (or wider) as the standard deviation of RMS roughness distribution decreases (or increases). This has also been observed by the previous experimental studies [50, 68, 254]. The significant narrowing (or widening) suggests the decrease (or increase) of the standard deviation of adhesion force distribution. Reasonably, there is the extreme case that the adhesion force distribution has zero standard deviation (i.e., there is only a single value for the adhesion force), when there is no roughness distribution (smooth contact). The median of adhesion force distribution slightly decreases (or increases) as the decreasing (or increasing) standard deviation of RMS roughness distribution. This might be related to the positive skewness of the gamma roughness distribution which increases when the standard deviation increases and the mean keeps constant. The increase of skewness means that the probability for the occurrence of small roughness would be higher, which increases the occurrence probability of large adhesion forces and thus the median adhesion force. Hence, the median adhesion force will increase as the increase of the standard deviation of RMS roughness distribution. In conclusion, both the median and standard deviation of adhesion force distribution could be affected by the RMS roughness distribution (the mean and standard deviation).

8.5 Conclusions

In this chapter, a model for the adhesion force distribution between particles and the surface has been proposed by integrating the RMS roughness distribution into the
mean adhesion force models of Chapter 7. The integration was performed by the statistical analysis and Monte Carlo simulation, respectively. The validation of the proposed model was accomplished by comparing the measured adhesion force distributions from a series of centrifuge experiments and the existing study to the model predictions and a good agreement has been found. The influence of the RMS roughness distribution towards the adhesion force distribution was analyzed based on the proposed model. It was found that both the median and standard deviation of adhesion force distribution could be affected by the mean and standard deviation of RMS roughness distribution, respectively, meaning that controlling adhesion force distribution could be practically achieved by adjusting the mean or standard deviation of RMS roughness distribution. Unlike the existing models, this model could predict both van der Waals force and capillary force distributions, greatly extending the current capability of adhesion force distribution prediction.
Chapter 9  A New Theoretical Model for AIPR

9.1 Introduction

It could be identified that the process of AIPR actually bears some fundamental characteristics by examining the hydrodynamic detachment forces, adhesion force and physical phenomena of the process. These fundamental characteristics should be considered for the development of a physically reasonable AIPR model.

Turbulent flow always exists in indoor environments and ventilation ducts [30, 31]. As reviewed in Chapter 2, existing studies (e.g., [81, 83]) have shown that turbulent flow is continually erupting with turbulent bursts leading to an unsteady boundary layer inside. The occurrence of turbulent bursts intends to modify the hydrodynamic detachment forces experienced by particles and thus influence the particle resuspension process. Consequently, turbulent bursts should be taken into consideration by the resuspension model to reflect the underlying fluid mechanics of the process. Meanwhile, the occurrence of turbulent bursts generally follows a certain spatial and temporal intervals, which allows for the mathematical consideration of turbulent bursts.

Both particles and surfaces are rough in real scenarios of indoor environment and ventilation duct. In this case, the adhesion force between particles and a surface will follow a distribution rather than be a single value [50, 67-76] as described in Chapter 8. The existence of adhesion force distribution means that some particles tightly adhered to the surface are more difficult to be resuspended, while some other particles
lightly adhered to the surface are easier to be resuspended. This partly contributes to the phenomenon that some particles are resuspended leaving others to remain on the surface during the process. Furthermore, as particle resuspension proceeds, more and more particles are detached from the surface, leaving the ones that are more and more difficult to be resuspended, that is, the amount of resuspendable particles on the surface is gradually depleted. This matter of fact has been referred as the “harvesting effect” by [119] and is phenomenally reflected by the decay of resuspension rate with respect to time during the process [109, 270, 271]. Therefore, the physical phenomenon behind AIPR cannot be appropriately captured without taking the adhesion force distribution and the depletion of resuspendable particles into consideration.

In indoor environments and ventilation ducts, water vapour could condense at the interface between particles and a surface and form meniscuses, when the environmental RH is high enough (higher than the critical RH) [30, 63, 272] as shown in Chapter 7. The capillary forces will be induced due to the formation of meniscuses, which will affect the total adhesion forces between the particles and surface and thus the particle resuspension process. Generally, the capillary force between a particle and surface varies as RH, when the environmental RH is larger than the critical one. This means that the influence of the induced capillary force towards AIPR depends on the RH level. Considering the variability of RH in real environments, the capability of predicting the effect of RH (capillary force) will be crucial for the practical application of an AIPR model.
On the whole, the essential characteristics underlying AIPR could be summarized as: (1) turbulent bursts play an important role for particle resuspension; (2) the adhesion force between particles and a surface follows a distribution and the amount of resuspendable particles will be depleted as resuspension progresses; (3) environmental RH is closely related to the capillary force and thus the particle resuspension process. Despite the characteristics underlying the process, the existing models fail to take one or several of them into consideration as reviewed in Chapter 2. In this chapter, a turbulent burst-based model was proposed with the consideration of the depletion of resuspendable particles on the surface, the adhesion force distribution and the effect of RH. The model would significantly extend the current capability of modelling AIPR theoretically. The validation of the proposed model was accomplished by comparing existing experimental data to model predictions.

9.2 Model development

9.2.1 Detachment mode of resuspension

Generally, it was regarded that there were three detachment modes for AIPR: lift-off, sliding and rolling. The study of Wang [273] suggested that particles could be most easily detached by the mode of rolling for resuspension. Several other studies [274, 275] further validated that the mode of detachment is rolling rather than sliding and lift-off. Hence, rolling is adopted as the detachment mode in this work. According to the moment balance, as shown in Figure 9.1, the detachment criterion for the rolling mode is

\[ 1.4 R_p F_D + a F_L \geq a (F_A + F_G). \]  

(9.1)
where $F_D$, $F_L$, $F_A$ and $F_G$ are the hydrodynamic drag, hydrodynamic lift, adhesion force and gravitational force, respectively. $R_p$ is the particle radius. $a$ is the contact radius. The drag force acts at $y = 1.4R_p$ considering the non-uniformity of the flow field [97]. Based on Eq. (9.1), the critical detachment force is defined as

$$F_{cA} = \frac{1.4R_pF_D}{a} + F_L - F_G.$$  

(9.2)

When the adhesion force between the particle and surface is smaller than the critical detachment force, the particle will be detached.

![Figure 9.1 A schematic diagram of the rolling detachment mode.](image)

**9.2.2 Hydrodynamic and adhesion forces**

**9.2.2.1 Hydrodynamic forces**

According to the wall law of turbulent boundary layer, the relationship between the mean non-dimensional velocity $u^+$ and the non-dimensional height $y_h^+$ in the viscous sublayer is given by Eq. (2.4) in Chapter 2. The mean non-dimensional velocity is substituted into the lift and drag force models to calculate the mean hydrodynamic forces.
Turbulent bursts lead to the formation of streaks in the viscous sublayer and make the viscous sublayer unsteady [83]. The airflow velocity will be modified in the case of turbulent bursts, which results in the fluctuation of the hydrodynamic forces experienced by particles. The relationship between the non-dimensional instantaneous velocity \( u_t^+ \) and non-dimensional height \( y_h^+ \) during a turbulent burst-sweep event is given by Eq. (2.8) in Chapter 2. The instantaneous velocity is used in the lift and drag force models to calculate the instantaneous hydrodynamic forces.

The lift force is calculated using the model from [95] or [96] as shown by Eq. (2.9) in Chapter 2. The drag force model has been derived by O’Neill (1968) as shown by Eq. (2.10) in Chapter 2.

### 9.2.2.2 Adhesion force distribution

As reviewed in Chapter 2, the van der Waals force and capillary force serve as the major interaction forces for submicron-sized or micron-sized particles as considered in indoor particle exposure analysis. Due to the existence of roughness distribution, there is an adhesion force distribution between particles and a surface, which will affect the particle resuspension process. The adhesion force distribution model has been developed in Chapter 8 by integrating the RMS roughness distribution into the mean adhesion force models of Chapter 7. This model is capable of predicting both van der Waals force and capillary force distributions. Applying this model for AIPR modelling allows the effect of RH to be considered. Considering that the predictions from the statistical analysis-based model and the Monte Carlo simulation-based model
are similar to each other, only the Monte Carlo simulation-based model is applied here. The predicted adhesion force distribution is presented as the relationship between the cumulative probability and the corresponding total adhesion force. A typical cumulative probability distribution of adhesion force is shown by Figure 9.2. More details about the adhesion force distribution model are shown in Chapter 7 and Chapter 8 and are not repeated here.

![Figure 9.2 The cumulative distribution of adhesion force between particles and a surface.](image)

9.2.2.3 Gravitational force

The gravitational force for a particle is given by

\[ F_G = m_p g, \]  

(9.3)

where \( m_p \) is the mass of a particle. \( g = 9.81 \text{ m/s}^2 \) is the gravitational acceleration. For submicron-sized and micron-sized particles, the gravitational force is actually
negligible in Eq. (9.1), since it is generally two to three orders of magnitude smaller than the adhesion force. But it is still considered here for the purpose of completeness.

9.2.3 Principle of resuspension model

In turbulent flow, turbulent bursts are distributed fairly uniformly with a certain non-dimensional spanwise and longitudinal spacings $\lambda_s^+$ and $\lambda_l^+$, and occurred with a certain non-dimensional period $T^+$. According to Table 2.1, the non-dimensional spanwise spacing, longitudinal spacing and period between bursts are:

$$\lambda_s^+ = \frac{\lambda_s u^*}{\eta} = 100,$$

$$\lambda_l^+ = \frac{\lambda_l u^*}{\eta} = 630 \text{ and}$$

$$T^+ = \frac{T u'^2}{\eta} = 80. \quad (9.4)$$

Similar to the study of Cleaver and Yates [99], a circular area of the radius, $r' = \frac{10 \eta}{u^*}$, is used to denote the scope that one burst can affect and a rectangular area of the dimensions $\lambda_s \times \lambda_l$ is used as the control area where bursts occur randomly in space and periodically per $T^+$ (Figure 9.3). In order to model the occurrence of turbulent bursts in the control area, Monte Carlo simulation is carried out. The spanwise and longitudinal positions of new bursts are determined by a random number generator: a random number between 0 and 1 was firstly generated and then multiplied by the spanwise and longitudinal spacing to calculate the position coordinates.
Without the occurrence of turbulent burst, particles will experience the mean hydrodynamic forces that lead to the critical detachment force $F_{CA1}$ (Eq. (9.2)) corresponding to the cumulative probability, $P_1$, in the adhesion force distribution as illustrated in Figure 9.2. This means that the fraction, $P_1$, of particles have the adhesion forces smaller than the critical detachment force, $F_{CA1}$, and thus will be resuspended. Once these particles are resuspended from the surface, they are depleted and no longer available for further resuspension. When a turbulent burst occurs, particles will experience the instantaneous hydrodynamic forces that lead to the critical detachment force $F_{CA2}$ ($F_{CA2} > F_{CA1}$) (Eq. (9.2)) corresponding to the cumulative probability, $P_2$, in the adhesion force distribution (Figure 9.2). In this case, the fraction, $(P_2 - P_1)$, of particles in the circular area of $\frac{\pi}{4} \left( \frac{20\eta}{u^*} \right)^2$ will be resuspended. However, when the new burst overlaps with the previous bursts, there will be no particle resuspension within the overlapping area where the particles have been depleted; that is, there is only particle resuspension within the newly occupied area by the new burst. Hence, the newly occupied area needs to be modeled.

When the new burst overlaps with only one previous burst, the newly occupied area can be calculated as (Figure 9.4 (a))

---

Figure 9.3 A schematic diagram of turbulent bursts in the model.
\[ S_n = \pi r'^2 - S_o = \pi r'^2 - (2r'^2 \cos^{-1} \frac{L}{2r'^2} - L\sqrt{r'^2 - \frac{L^2}{4}}), \quad (9.5) \]

where \( S_o \) is the overlapping area and \( L \) is the distance between the centers of two bursts. However, when the new burst overlaps with 2 or more than 2 previous bursts (Figure 9.4 (b)), some of which might also overlap with each others, the calculation of the newly occupied area is a prohibitive traversal problem. In this instance, a simplified calculation is conducted as

\[ S_n = \pi r'^2 - S'_o = \begin{cases} \pi r'^2 - S'_o & (\pi r'^2 - S'_o) \geq 0 \\ 0 & (\pi r'^2 - S'_o) < 0 \end{cases}, \quad (9.6) \]

where \( S'_o \) is the sum of individual area that the new burst overlaps with each previous burst calculated based on \( S_o \) in Eq. (9.5). Considering that a large number of bursts occur during the resuspension process, the adverse effect from this simplification is believed to be averaged and small.

Figure 9.4 A schematic diagram of overlapping bursts. (a) The new turbulent burst overlaps with only one previous burst. (b) The new turbulent burst overlaps with 2 or more than 2 previous bursts. Circles 1 and 1' indicate the areas occupied by the previous bursts. Circles 2 indicate the areas occupied by the new burst. Newly occupied area is highlighted by the red shadow lines.
The procedure of the resuspension model is summarized as follows.

(1) When the airflow is initiated, the fraction, $P_1$, of particles which have the adhesion forces smaller than $F_{cA1}$ corresponding to the mean air flow velocity, Eq. (2.4), will be resuspended. These particles are depleted from the surface and are no longer available for further resuspension.

(2) A turbulent burst randomly occurs in the control area. It resuspends the fraction, $(P_2 - P_1)$, of particles in the circular area of $\frac{\pi}{4} \left(\frac{20\eta}{u^*}\right)^2$. The resuspended particles have the adhesion forces larger than $F_{cA1}$ but smaller than $F_{cA2}$ corresponding to the instantaneous flow velocity, Eq. (2.8). Once resuspended, they are no longer available for further resuspension as well.

(3) After a period of $T$, a new burst randomly occurs again in the control area. If this burst occupies some new area, that is, there are some areas that the new burst does not overlaps with the previous bursts, the fraction, $(P_2 - P_1)$, of particles within this new area will be resuspended. These particles also have the adhesion forces larger than $F_{cA1}$ but smaller than $F_{cA2}$. This process will be repeated per period of $T$ until the time of simulation is up.

9.3 Results

9.3.1 Model validation

The experimental data from existing studies [212, 260, 274] are adopted for the model validation. In the studies of Ibrahim et al. [260, 274], the experimental data were presented as the detachment fraction (fraction of particles resuspended) with respect
to the free stream velocity, while the experimental data were presented as the threshold velocity with respect to the particle diameter in the study of Ibrahim et al. [212]. Hence, the model validation is performed in terms of these two types of experimental results, respectively.

9.3.1.1 Detachment fraction versus free stream velocity

In the study of Ibrahim et al. [274], 70 µm stainless steel particles (SS70), 32 µm and 72 µm glass particles (GL32 and GL72) were resuspended from the glass substrate (GL) under the RH of 25%. Whereas, in the study of Ibrahim et al. [260], 70 µm stainless steel (SS70) particles were resuspended from the glass substrate under the different RHs (36%, 61% and 67%). The mechanical and physical properties for the materials of the particles and substrate are listed in Table 9.1. The RMS roughness of glass substrate has been measured using an atomic force microscope (AFM) under the scan length of 20 µm. The measured RMS roughness of glass substrate ranged from 1.08 to 13.7 nm and could be fitted by the gamma distribution with the shape parameter $\alpha = 1.954$ and the scale parameter $\beta = 0.869$. The measured roughness data and the corresponding gamma distribution are shown by Figure 9.5. The roughness information of particles were not given in the original studies [260, 274]. The RMS roughness of particles is assumed to be gamma distributed as well for the modelling. The estimation of the mean RMS roughness ($\mu_r$) for different particles is based on other existing studies [276, 277] which measured the roughness of micron-sized particles. The estimation of the standard deviation of RMS roughness distribution ($\sigma_r$) for different particles is based on the standard deviation of the RMS roughness distribution for the glass substrate. The shape and scale parameters ($\alpha$ and
\( \beta \), the mean \((\mu_r)\) and standard deviation \((\sigma_r)\) for the gamma roughness distributions of different particles are listed in Table 9.2.

![Figure 9.5 The measured RMS roughness data and the corresponding fit of the gamma distribution.](image)

Table 9.1 Mechanical and physical properties of the materials of particle and substrate in the studies of [212, 260, 274].

<table>
<thead>
<tr>
<th>Material</th>
<th>Density (kg/m(^3))</th>
<th>Poisson ratio</th>
<th>Young’s modulus (GN/m(^2))</th>
<th>Surface energy (J/m(^2))</th>
<th>Contact angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GL</td>
<td>2420</td>
<td>0.22</td>
<td>69</td>
<td>0.2</td>
<td>60</td>
</tr>
<tr>
<td>SS</td>
<td>8000</td>
<td>0.3</td>
<td>215</td>
<td>0.3</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 9.2 Parameters of the gamma distributions for various particles in the studies of [212, 260, 274]

<table>
<thead>
<tr>
<th>Particle</th>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>(\mu_r) (nm)</th>
<th>(\sigma_r) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS70</td>
<td>1.978</td>
<td>2.276</td>
<td>4.5</td>
<td>3.2</td>
</tr>
<tr>
<td>GL32/30.1</td>
<td>26.694</td>
<td>0.116</td>
<td>3.1</td>
<td>0.6</td>
</tr>
</tbody>
</table>
The predicted adhesion force distributions from the Monte Carlo simulation-based model (Chapter 8) for various cases could be fitted by the lognormal distributions whose parameters are listed in Table 9.3. The lognormal adhesion force distribution between particles and a surface has also been found in the previous experimental studies [67-70, 72]. The adhesion force distributions for various cases are shown in Figure 9.6. It is seen from Table 9.3 and Figure 9.6 that the mean adhesion force of GL72/GL is larger than that of SS70/GL. Despite the significantly smaller particle size, the mean adhesion force of GL32/GL is similar to that of GL72/GL, which is due to that the roughness for GL32 is smaller than that of GL72 as shown by Table 9.2. The smaller dispersion of the adhesion force distribution for GL32/GL than GL72/GL corresponds to the smaller standard deviation of the RMS roughness distribution for 32 µm particles (Table 9.2). The mean adhesion force of SS70/GL increases significantly as the RH due to the increase of capillary force.

Table 9.3 The parameters of adhesion force distributions for various cases in [212, 260, 274].

<table>
<thead>
<tr>
<th>Particle/Substrate</th>
<th>RH</th>
<th>$\mu_{adh}$</th>
<th>$\sigma_{adh}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS70/GL</td>
<td>25%</td>
<td>5.3117</td>
<td>0.90954</td>
</tr>
<tr>
<td>GL32/GL</td>
<td>25%</td>
<td>5.7332</td>
<td>0.43979</td>
</tr>
<tr>
<td>GL72/GL</td>
<td>25%</td>
<td>5.7239</td>
<td>0.91914</td>
</tr>
<tr>
<td>SS70/GL</td>
<td>36%</td>
<td>5.4324</td>
<td>0.94766</td>
</tr>
<tr>
<td>SS70/GL</td>
<td>61%</td>
<td>6.8934</td>
<td>1.108</td>
</tr>
<tr>
<td>SS70/GL</td>
<td>67%</td>
<td>7.5398</td>
<td>0.9882</td>
</tr>
<tr>
<td>GL</td>
<td>Adhesion Force (nN)</td>
<td>Cumulative Probability</td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>---------------------</td>
<td>------------------------</td>
<td></td>
</tr>
<tr>
<td>GL30.1/GL</td>
<td>5.9349</td>
<td>0.50109</td>
<td></td>
</tr>
<tr>
<td>GL52.6/GL</td>
<td>6.0334</td>
<td>1.0089</td>
<td></td>
</tr>
<tr>
<td>GL72.6/GL</td>
<td>5.8317</td>
<td>0.86645</td>
<td></td>
</tr>
<tr>
<td>GL90.3/GL</td>
<td>5.4307</td>
<td>0.61675</td>
<td></td>
</tr>
<tr>
<td>GL111/GL</td>
<td>5.4829</td>
<td>0.59231</td>
<td></td>
</tr>
</tbody>
</table>

![Graph showing cumulative probability against adhesion force for different samples.](image)

(a)
Figure 9.6 The lognormal adhesion force distributions for (a) 70 µm stainless steel particles, 32 µm and 72 µm glass particles on the glass substrate under the RH of 25% [274]; (b) 70 µm stainless steel particles on the glass substrate under the RH of 36%, 61% and 67%, respectively [260].

During the resuspension modelling, the relationship between the free stream velocity and friction velocity was $u^* = 0.0375U_\infty + 0.0387$ and the particle surface concentration was $5 \times 10^6 \text{#/m}^2$ according to the original studies [260, 274]. The comparison of the detachment fraction versus the free stream velocity between the experimental data and the model predictions is shown by Figure 9.7.
Figure 9.7 The comparison between the experimental data and the model predictions for (a) 70 µm stainless steel particles, 32 and 72 µm glass particles on the glass substrate under the RH of 25% [274]; (b) 70 µm stainless steel particles on the glass substrate under the RH of 36%, 61% and 67%, respectively [260].
It is shown by Figure 9.7 that the model predictions are in good agreement with the experimental data. The sigmoid-shaped relationship between the detachment fraction and the free stream velocity has been well captured by the model. In Figure 9.7 (a), the resuspension of GL72/GL is generally more difficult than that of SS70/GL, which is consistent with the fact that the overall adhesion force for the case of GL72/GL is larger than that for the case of SS70/GL as shown in Figure 9.6. Figure 9.7 (a) also shows that the resuspension is significantly more difficult for the case of GL32/GL than GL72/GL. On the basis of the proposed model, the significantly smaller diameter of GL32 than GL72 leads to both the smaller detachment force and lever arm, which results in the even smaller detachment moment (Eq. (9.1)). As a result, the detachment fraction will be much smaller for the case of GL32/GL than that for the case of GL72/GL at the same free stream velocity. In Figure 9.7 (b), the particle resuspension becomes more and more difficult as the RH increases. This corresponds to the increase of total adhesion force (Figure 9.6 (b)) due to the increase of capillary force when the RH increases. Hence, the influence of RH towards AIPR has been reasonably predicted by the model, which has rarely been achieved by the existing AIPR models.

9.3.1.2 Threshold friction velocity versus particle size

The threshold friction velocity is defined as the friction velocity necessary to detach 50% of particles on the surface in [212] which measured the threshold velocities for the glass particles of diameter 30.1 (GL30.1), 52.6 (GL52.6), 72.6 (GL72.6), 90.3 (GL90.3) and 111 (GL111) μm on the glass substrate. The RMS roughness distribution of the glass substrate is the same as that shown in Figure 9.5. The RMS
roughness distributions for various glass particles were not given and are assumed to be gamma ones as well whose parameters are listed in Table 9.2. The RMS roughness distributions for GL30.1 and GL72.6 are set to be the same as that for the above GL32 and GL72, considering their similar diameters, respectively. The predicted adhesion force distributions for different particles could also be fitted by the lognormal distributions (Figure 9.8) whose parameters are listed in Table 9.3. The particle surface concentration in the experiments was $5 \times 10^5$ #/m$^2$ and the RH was 29% according to the original study [212]. Other relevant parameters are listed in Table 9.1. The comparison between the model predictions and experimental data is shown in Figure 9.9. For better comparison, a power law trend-line is fitted to the model predictions.

![Figure 9.8 The lognormal adhesion force distributions for various cases in the study of [212].](image-url)
It is shown in Figure 9.9 that the model predictions are consistent with the experimental data. The decreasing trend of threshold friction velocity with respect to the particle diameter is successfully captured by the model, which further validates the proposed model. The declination of threshold velocity versus the particle diameter is mainly due to the fact that the hydrodynamic forces (Eq. (2.9) and Eq. (2.10)) are at least second order proportional to the particle size, while the adhesion forces (Eq. (7.21), Eq. (7.22) and Eq. (7.35)) are only first order proportional to the particle size. This means that the ratio between the detachment forces and adhesion forces is higher for larger particles. As a result, the larger particles would be more easily detached than the smaller ones; that is, larger particles correspond to smaller threshold friction velocities.

Figure 9.9 The comparison between the experimental data of [212] and the model predictions.

9.4 Conclusions
A new theoretical AIPR model has been developed with the following considerations: (1) turbulent bursts play an important role for particle resuspension; (2) the adhesion force between particles and a surface follows a distribution due to the existence of surface roughness and the resuspendable particles will be depleted as resuspension progresses; (3) environmental RH could affect AIPR via the induced capillary force. The Monte Carlo simulation was performed to model the occurrence of turbulent bursts and the depletion of resuspendable particles. The employment of the adhesion force distribution model developed in Chapter 8 allows the adhesion force distribution and RH effect to be considered. The model validation was accomplished by comparing the model predictions with the existing experiment data (detachment fraction vs. free stream velocity and threshold friction velocity vs. particle diameter) and a good agreement was found. The proposed model provides a physically reasonable framework for describing AIPR. Especially, the ability of predicting the RH effect greatly enhances the current capability of modelling AIPR practically.
Chapter 10  Conclusions and Suggestions for Future Work

10.1 Conclusions

Deposited pathogens could be resuspended by airflow or mechanical disturbances and become airborne again, leading to the prolonged inhalational exposure risk. Hence, pathogen resuspension can serve as a possible route for infection transmission. Understanding the impact of resuspension on infection transmission is crucial for developing a complete risk assessment scheme. This work serves to improve the current capability of modelling resuspension processes and explore the impact of the resuspension processes on infection transmission.

Particle resuspension is governed by the interaction between particle-surface adhesion forces and detachment forces. Depending on the detachment forces, there are two common types of particle resuspension process related to indoor environments: airflow-induced particle resuspension (AIPR) and walking-induced particle resuspension (WIPR), both of which were investigated in this work.

The particle resuspension in the ventilation duct in the case of a bioterrorist attack was explored as a major AIPR case relevant to infection transmission. The corresponding particle concentration dynamics model was developed based on the existing empirical AIPR models and validated by the experimental data from wind tunnel experiments. It was found that the particle concentration increased immediately after the initiation of airflow in the duct and gradually decreased as the time went on. The spatial particle concentration variation along the duct after resuspension was also explored based on
the proposed model. The concentration increased downstream until reaching a critical point after which the concentration dropped sharply to the background level. The proposed model serves as the foundation for predicting the pathogen concentration in the ventilation duct with AIPR and in the occupied space.

In the case of WIPR, a scaled resuspension chamber into which a pair of model feet was installed was fabricated. The resuspension rate during the simulated walking activities was calculated based on the mass balance model and the power law was applied to fit the resuspension rate data. The resuspension rate was further normalized for investigating the effects of various factors (e.g., flooring material, particle size, walking rate, RH and mechanism) on WIPR. It was found that the normalized resuspension rate of PM\(_{10}\) was about 2.5 times that of PM\(_{2.5}\) for both carpet and wood PVC. Carpet had the highest resuspension rate, followed by wood PVC and vinyl. The reduction of normalized resuspension rate due to the lower walking rates was less significant for carpet than for vinyl. The normalized resuspension rate under the low RH (42%) was significantly higher than the rates under the higher RH (63% and 82%). The normalized resuspension rate is much smaller in the aerodynamic case than in the contact case, indicating that the addition of mechanical mechanism is critical for WIPR. The time-dependence of the resuspension rate of WIPR roughly follows the power law. The power exponent \(b_r\) ranged from 0.42 to 0.79 with the mean and standard deviation of 0.62 and 0.11, respectively, for WIPR. Based on the power law relationship, an airborne particle concentration model has been developed. The developed model could predict the overall variation of airborne particle concentration involved with human walking. The method adopted for deriving the model provides a
hint for developing the more integrative indoor airborne and surface particle concentration models.

The model of particle concentration dynamics in the ventilation duct with AIPR and the power law resuspension rate for WIPR were then substituted into the mass balance models of indoor particle dynamics to develop a set of airborne and surface particle concentration models. The contributions of AIPR and WIPR towards indoor particle dynamics could be clearly identified based on the developed models. The developed models serve as the basis for the pathogen exposure analysis and thus risk assessment.

A set of inhalational exposure analysis models was developed based on the proposed indoor particle concentration models. A risk assessment scheme of infection transmission was proposed by integrating the exposure analysis into the dose response model. This scheme is capable of quantifying the effect of pathogen resuspension on infection transmission. The impact of resuspension on infection transmission was examined by studying two hypothetical cases on bioterrorist attack. In the case about ventilation systems-based attack, the AIPR served to prolong occupants’ exposure to BW pathogen. In this case, the WIPR could significantly affect the infection probability only if a large amount of pathogens were dosed and the walking started long time after the resuspended pathogens enter indoors so that there were enough pathogens on the floor for the WIPR. In the case that pathogens were placed on the indoor floor by the attack, the WIPR could lead to both prolonged exposure and high infection probability. Early identification of the bioterrorist attack and evacuation of occupants were found to be critical for effectively mitigating the attack in this case.
Further effort was put to develop an improved theoretical AIPR model which has the potential to be used in exposure modelling in the future. The mean adhesion force models were firstly developed by considering the characteristic of multiple roughness scales with the fractal theory and the Gaussian roughness distribution. The new models were validated against the existing experimental data, showing good agreement. The new models converge to the classical solutions for the contact between a smooth spherical particle and a surface. On the basis of the new models, the influences of roughness, RH, contact angle and Hurst exponent towards mean adhesion forces were investigated. The decline mode of adhesion force with surface roughness and contact angle as well as the increase mode with RH and Hurst exponent observed previously can now be reasonably explained by the new models. The comparison between the models of this work and the existing studies was performed during the parameter investigations in terms of roughness, RH and contact angle, respectively. The models of this work identify the fact that the RMS roughness is scan length dependent and consider the effect of roughness together with the corresponding scan length based on the fractal theory, which has been rarely achieved by the existing models.

The model of adhesion force distribution between particles and a surface was then proposed by integrating the RMS roughness distribution into the developed mean adhesion force models. The integration was performed by the statistical analysis and Monte Carlo simulation, respectively. The validation of the proposed model was accomplished by comparing the model predictions with the measured adhesion force distributions from a series of centrifuge experiments and the existing study. The influence of RMS roughness distribution towards the adhesion force distribution was
analyzed based on the proposed model. It was found that both the median and standard deviation of adhesion force distribution could be affected by the mean and standard deviation of RMS roughness distribution, respectively. This means that controlling adhesion force distribution could be practically achieved by adjusting the RMS roughness distribution. Unlike the existing models, this model is able to predict both van der Waals force and capillary force distributions, greatly extending the current capability of modeling adhesion force distribution.

The adhesion force distribution model was then applied during the development of the new theoretical AIPR model which considers some essential characteristics underlying AIPR (i.e., turbulent burst, adhesion force distribution, depletion of resuspendable particles and RH). The Monte Carlo simulation was performed to model the occurrence of turbulent bursts and the depletion of resuspendable particles. The model validation was accomplished by comparing the model predictions to the existing experiment data (detachment fraction vs. free stream velocity and threshold friction velocity vs. particle diameter). The proposed model provides a physically reasonable framework for describing AIPR. The ability of predicting the RH effect on AIPR greatly enhances the current capability of modelling AIPR practically.

10.2 Suggestions for future study

Despite the above work accomplished, some more studies are still needed to complete the understanding about resuspension and its impact on infection transmission.
(1) The deposited particles as considered in Case 2 (section 6.4.2) may interact with the existing particles on the floor, which may affect the actual resuspension rate for the introduced particles. Future study is suggested to explore the potential effect of existing particles on the resuspension of newly introduced particles.

(2) The developed adhesion force (distribution) models are applicable for the contact between rough spherical particles and a surface. Considering that the shape of pathogens is not limited to sphere, future study is suggested to combine the shape effect into the developed models of this work. This may be achieved by comparing the experimentally determined adhesion forces between non-spherical particles and a surface with the model predictions of this work and introducing a shape factor for correction.

(3) The existing models of hydrodynamic forces are applicable for spherical particles. It will be desirable to develop the hydrodynamic force models for non-spherical particles, which can also be done by introducing a shape correction factor into the existing models according to experimental or numerical analysis.

(4) Considering the possible effect of plastic deformation on the adhesion force between particles and a surface, it will be desirable to model this effect on adhesion forces in the future. This will definitely contribute to complete our understanding about the adhesion phenomena between particles and a surface.

(5) The adhesion force distribution model is based on the concept of RMS roughness distributions of particles and surfaces. Different types of surfaces (particles) may have
different types of RMS roughness distribution. Hence, further exploration about the relationship between the type of surface and the type of RMS roughness distribution will be beneficial for the model application in the future.

(6) The developed AIPR model has the potential to be used in exposure modeling. This can be achieved by combining the developed AIPR model with the CFD simulation of airflow field.

(7) The developed airborne concentration models are based on the well mixed assumption. Two methods are suggested in the future to handle the case where the well mixed assumption does not hold. The first method is to divide indoor space into smaller zones which the well-mixed assumption and thus the developed models are applicable for. Then, these different zones are related to each other by Markov chain model [200]. The second method is to integrate the AIPR model and the resuspension rate of WIPR into the CFD simulation of indoor particle dynamics.
Appendix A. Derivation of Eq. (3.4)

The governing equation is

\[ A_v \frac{\partial c_{ov}(x,t)}{\partial t} + Q_s \frac{\partial c_{ov}(x,t)}{\partial x} = -V_d c_{ov}(x,t) P_v \]  

(A.1)

under the boundary condition of

\[ c_{ov}(x,t) \big|_{x=0} = C_0 + \frac{N_0 S_v r_{1} t - r_{2}}{Q_s} \]  

(A.2)

and the initial condition of

\[ c_{ov}(x,t) \big|_{t=0} = C_{t0} \]  

(A.3)

Making a coordination transformation to \( t \) and \( x \) with \( \xi = t \) and \( \eta = Q_s t - A_v x \), and having \( \omega(\xi,\eta) = c_{ov}(x(\xi,\eta), t(\xi,\eta)) \) yield

\[ \frac{\partial c_{ov}}{\partial t} = \frac{\partial \omega}{\partial \xi} \frac{\partial \xi}{\partial t} + \frac{\partial \omega}{\partial \eta} \frac{\partial \eta}{\partial t} = \frac{\partial \omega}{\partial \xi} + Q_s \frac{\partial \omega}{\partial \eta} \]  

and

\[ \frac{\partial c_{ov}}{\partial x} = \frac{\partial \omega}{\partial \xi} \frac{\partial \xi}{\partial x} + \frac{\partial \omega}{\partial \eta} \frac{\partial \eta}{\partial x} = -A_v \frac{\partial \omega}{\partial \eta}. \]  

(A.4)

(A.5)

Based on Eq. (A.4) and Eq. (A.5), Eq. (A.1) will become

\[ \frac{\partial \omega}{\partial \xi} + \frac{V_d P_v}{A_v} \omega = 0, \]  

(A.6)

which can be further changed to

\[ \frac{\partial}{\partial \xi} \left( e^{\frac{V_d P_v}{A_v} \xi} \omega \right) = 0. \]  

(A.7)

Integrating Eq. (A.7) with respect to \( \xi \) results in

\[ e^{\frac{V_d P_v}{A_v} \xi} \omega = f(\eta) \]  

(A.8)

which gives

\[ \omega = f(\eta) e^{-\frac{V_d P_v}{A_v} \xi}. \]  

(A.9)

Substituting \( \xi(x,t) \) and \( \eta(x,t) \) back into Eq. (A.9) leads to
\[ C_{ov}(x, t) = f(Q_s t - A_x x) e^{-\frac{V_d P_v x}{A_x}}. \quad (A.10) \]

Based on the boundary condition, Eq. (A.2), the differentiable function \( f(Q_s t - A_x x) \) in Eq. (A.10) can be defined and Eq. (A.10) becomes

\[ C_{ov}(x, t) = \frac{N_0 S_v r_{n1}}{Q_s (t - \frac{A_x x}{Q_s})^2} e^{-\frac{V_d P_v x}{Q_s}} + C_0 e^{-\frac{V_d P_v x}{Q_s}}. \quad (A.11) \]

Obviously, if \( t \leq \frac{A_x x}{Q_s} \), Eq. (A.11) will become unreasonable. Actually, when \( t \leq \frac{A_x x}{Q_s} \), the location \( x \) will not be affected by the particle resuspension and upstream concentration \( C_0 \). Considering the initial condition, Eq. (A.3), the solution of Eq. (A.1) should be finalized as

\[ C_{ov}(x, t) = \begin{cases} C_{t0} & (0 < t \leq \frac{A_x x}{Q_s}) \\ \frac{N_0 S_v r_{n1}}{Q_s (t - \frac{A_x x}{Q_s})^2} e^{-\frac{V_d P_v x}{Q_s}} + C_0 e^{-\frac{V_d P_v x}{Q_s}} & (\frac{A_x x}{Q_s} < t) \end{cases} \cdot (A.12) \]
Appendix B. Derivation of Eq. (7.13)

The Gaussian distribution is

$$ p_h = \frac{1}{(2\pi)^{1/2}\sigma} e^{-h^2/(2\sigma^2)} \quad (B.1) $$

The combined roughness distribution is obtained by the convolution of \( p_{h1} \) and \( p_{h2} \) as:

$$ p_h(h) = \int_{h_{min1}}^{h_{max1}} p_{h1}(h_1) p_{h2}(h - h_1) dh_1 = \int_{h_{min2}}^{h_{max2}} p_{h1}(h_2) p_{h2}(h - h_2) dh_2 \quad (B.2) $$

where \( p_{h1} \) and \( p_{h2} \) are the Gaussian roughness distributions of the two contacting surfaces. \( h_{min1}, h_{max1}, h_{min2} \) and \( h_{max2} \) are the maximum height of peak and maximum height of valley for the two contacting surfaces. Substituting the Gaussian distribution into Eq. (B.2) yields

$$ P_h(h) = \int_{h_{min1}}^{h_{max1}} \frac{1}{(2\pi)^{1/2}\sigma_1} e^{-h_1^2/(2\sigma_1^2)} \cdot \frac{1}{(2\pi)^{1/2}\sigma_2} e^{-(h-h_1)^2/(2\sigma_2^2)} dh_1 = \int_{h_{min1}}^{h_{max1}} \frac{1}{2\pi\sigma_1\sigma_2} e^{-\sigma_1^2 h_1^2 + \sigma_2^2 h_2^2 - 2\sigma_1 h_1 h_2 + \sigma_1^2 h_2^2/(2\sigma_2^2)} dh_1 = \int_{h_{min1}}^{h_{max1}} e^{-\left(\frac{\sigma_1^2 + \sigma_2^2}{2}\right) h_1^2 + \frac{\sigma_1^2}{2\sigma_2^2} h_1 h_2 + \frac{\sigma_2^2}{2\sigma_2^2} h_2^2} dh_1 \quad (B.3) $$

Let \( \frac{\sigma_1^2 + \sigma_2^2}{2\sigma_1^2}=a_1, \frac{h}{\sigma_2^2}=a_2 \), then Eq. (B.3) becomes

$$ P_h(h) = \frac{1}{2\pi\sigma_1\sigma_2} e^{-h^2/(2\sigma_2^2)} \int_{h_{min1}}^{h_{max1}} e^{-a_1 h_1^2 + a_2 h_1} dh_1 = \int_{h_{min1}}^{h_{max1}} e^{-a_2 h_1 + a_2^2/4a_1} + a_2^2/4a_1 dh_1 = \frac{1}{4\pi\sigma_1\sigma_2} e^{\frac{h^2}{2\sigma_2^2} + a_2^2/4a_1} \sqrt{\frac{a_1}{\pi}} \left[ \text{erf} \left( \sqrt{\frac{a_1}{a_1}} h_{max1} - \frac{a_2}{2\sqrt{a_1}} \right) - \text{erf} \left( -\sqrt{\frac{a_1}{a_1}} h_{min1} - \frac{a_2}{2\sqrt{a_1}} \right) \right] \quad (B.4) $$
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Wahid and Madhusudana [278] found that the separation between two contacting solid surfaces is about $2.7\sigma_1$, slightly larger than $2.58\sigma_1$ (99% confidence interval of the Gaussian distribution). This might suggest that the effective maximum height of asperity $h_{\text{max}1}$ and the effective maximum depth of valley, $h_{\text{min}1}$, could be approximated by $2.7\sigma_1$. If $\sigma_1$ is intentionally chosen so that $\sigma_1 \geq \sigma_2$, it would lead to

$$\sqrt{a_1} h_{\text{max}1} - \frac{a_2}{2\sqrt{a_1}} \gg 1,$$

and

$$-\sqrt{a_1} h_{\text{min}1} - \frac{a_2}{2\sqrt{a_1}} \ll -1,$$

which means that

$$\text{erf} \left( \sqrt{a_1} h_{\text{max}1} - \frac{a_2}{2\sqrt{a_1}} \right) \sim 1,$$

and

$$\text{erf} \left( -\sqrt{a_1} h_{\text{min}1} - \frac{a_2}{2\sqrt{a_1}} \right) \sim -1.$$ It would result in

$$\text{erf} \left( \sqrt{a_1} h_{\text{max}1} - \frac{a_2}{2\sqrt{a_1}} \right) - \text{erf} \left( -\sqrt{a_1} h_{\text{min}1} - \frac{a_2}{2\sqrt{a_1}} \right) \approx 2.$$ Hence, Eq. (B.4) could be approximated as

$$P_n(h) = \frac{1}{2\pi \sigma_1 \sigma_2} e^{-\frac{h^2}{2\sigma_2^2}} \frac{a_1^2}{\sqrt{a_1 \sigma_1 \sigma_2}} = \frac{1}{2\pi (\sigma_1^2 + \sigma_2^2)} e^{-\frac{h^2}{2(\sigma_1^2 + \sigma_2^2)}}.$$ (B.5)
Appendix C. Derivation of the Average Radius of Asperity Curvature, Eq. (7.14)

According to the Majumdar and Bushan (MB) model, the asperity height could be expressed as [217]:

\[ h = G' l^{D-1} l^{2-d_f}, \]  

\[(C.1)\]

where \( G' \) is a characteristic length scale determining the position of the spectrum. \( l \) is the length scale of a fractal asperity as shown in Figure C.1. The radius of the curvature at the summit of asperity is:

\[ R' = \frac{l^{D_f}}{\pi^2 G' l^{D_f-1}}. \]  

\[(C.2)\]

The multiplication of Eq. (C.1) and Eq. (C.2) results in:

\[ hR' = \frac{l^2}{\pi^2}. \]  

\[(C.3)\]

\( h = \sqrt{2} \sigma \) [213]. Generally, there would be approximately equal amount of peaks and valleys [214], which means that \( l \approx \frac{\lambda'}{2} \) with \( \lambda' \) the peak to peak distance. Hence, Eq. (C.3) becomes

\[ R' \approx \frac{\lambda'^2}{4\sqrt{2} \pi^2 \sigma} = \frac{\lambda'^2}{56 \sigma}. \]  

\[(C.4)\]

This is in good agreement with the result of Rabinovich et al. [58]: \( R' = \frac{\lambda'^2}{58 \sigma} = 1.485 \sigma \). Therefore, in the proposed model, \( R' = 1.485 \sigma \) would be used in Eq. (7.6) through Eq. (7.9) to estimate the average approach and deformation.
Figure C.1 A schematic of parameters of asperities
Appendix D. Derivation of the Percentage of Area Covered by Meniscus, Eq. (7.33)

The overall height distribution is resultant by

\[ g_h(z) = \int_0^{H_{\text{max}}} g_h'(\zeta) P_h(\zeta - z) d\zeta, \]  

(D.1)

where \( H_{\text{max}} \) is the maximum separation distance available for the formation of meniscus and is equal to \( R_p \) for the contact between a spherical particle and a surface. The deformation of the particle is neglected here for the capillary force calculation, since it is far smaller than \( H_{\text{max}} \). Therefore, the percentage of area covered by the meniscus is calculated by the integration of \( g_h(z) \) from \(-h_{\text{min}}\) to \( z - h_{\text{min}}\):

\[ G(z) = \int_{-h_{\text{min}}}^{z-h_{\text{min}}} g_h(\zeta) d\zeta, \]  

(D.2)

where \( h_{\text{min}} = h_{\text{min1}} + h_{\text{min2}} \).

The joint probability distribution of surface roughness,

\[ P_h(h) = \frac{1}{\sqrt{2\pi(\sigma_1^2+\sigma_2^2)}} e^{-\frac{h^2}{2(\sigma_1^2+\sigma_2^2)}}, \]  

(D.3)

is plugged into Eq. (D.1) for the calculation of the combined height distribution. For a spherical particle of radius \( R_p \) on a planar surface, the height distribution of the apparent nominally smooth shape is \( g'_h = \frac{2}{R_p^2} (R_p - z)[64] \). Consequently, Eq. (D.1) would be

\[ g_h(z) = \int_0^{H_{\text{max}}} \frac{2}{R_p^2} (R_p - \zeta) \cdot \frac{1}{\sqrt{2\pi(\sigma_1^2+\sigma_2^2)}} e^{-\frac{(\zeta-z)^2}{2(\sigma_1^2+\sigma_2^2)}} d\zeta = \]  

(D.4)
\[
\frac{2}{R_p^2 \sqrt{2\pi(\sigma_1^2 + \sigma_2^2)}} \int_0^{H_{\text{max}}} (R_p - \zeta) e^{-\frac{(\zeta-z)^2}{2(\sigma_1^2 + \sigma_2^2)}} d\zeta.
\]

Let \(\frac{2}{R_p^2 \sqrt{2\pi(\sigma_1^2 + \sigma_2^2)}} = B\) and \(\sqrt{2(\sigma_1^2 + \sigma_2^2)} = K\), Eq. (D.4) becomes

\[
g_h(z) = BR_p \int_0^{H_{\text{max}}} e^{-\frac{(\zeta-z)^2}{K^2}} d\zeta - B \int_0^{H_{\text{max}}} \zeta e^{-\frac{(\zeta-z)^2}{K^2}} d\zeta = B(R_p - z)K \left\{ \frac{\sqrt{\pi}}{2} \left[ \text{erf} \left( \frac{H_{\text{max}} - z}{K} \right) - \text{erf} \left( -\frac{z}{K} \right) \right] \right\} = B \frac{K^2}{2} \left\{ e^{\frac{z^2}{K^2}} - e^{\frac{(H_{\text{max}} - z)^2}{K^2}} \right\}. \tag{D.5}
\]

Since \(H_{\text{max}} (H_{\text{max}} = R_p)\) is generally significant larger than \(z\) and \(K\) which are of the order of magnitude of the effective roughness, it means that \(\text{erf} \left( \frac{H_{\text{max}} - z}{K} \right) \sim 1\), and \(e^{\frac{(H_{\text{max}} - z)^2}{K^2}} \ll e^{\frac{z^2}{K^2}}\). Therefore, Eq. (D.5) can be simplified to

\[
g_h(z) = BR_pK \left\{ \frac{\sqrt{\pi}}{2} \left[ 1 - \text{erf} \left( -\frac{z}{K} \right) \right] \right\} = B \frac{K^2}{2} e^{\frac{z^2}{K^2}}. \tag{D.6}
\]

Plugging Eq. (D.6) into Eq. (D.2) results in

\[
G(z) = \int_{z - h_{\text{min}}}^{z} BR_pK \left\{ \frac{\sqrt{\pi}}{2} \left[ 1 - \text{erf} \left( -\frac{z}{K} \right) \right] \right\} = B \frac{K^2}{2} e^{\frac{z^2}{K^2}} d\zeta =
\]

\[
BR_pK \left\{ \frac{\sqrt{\pi}}{2} \left[ z - \left( z - h_{\text{min}} \right) \text{erf} \left( -\frac{z - h_{\text{min}}}{K} \right) \right] - \frac{K^2 e^{\frac{(z-h_{\text{min}})^2}{K^2}}}{\sqrt{\pi}} \right\} = B \frac{K^3}{2} \frac{\sqrt{\pi}}{2} \left[ \text{erf} \left( \frac{z-h_{\text{min}}}{K} \right) - \text{erf} \left( \frac{h_{\text{min}}}{K} \right) \right] - \frac{\sqrt{\pi}}{2} e^{\frac{(h_{\text{min}})^2}{K^2}}. \tag{D.7}
\]

Putting \(B = \frac{2}{R_p^2 \sqrt{2\pi(\sigma_1^2 + \sigma_2^2)}}\) and \(K = \sqrt{2(\sigma_1^2 + \sigma_2^2)}\) back into Eq. (D.7) yields

\[
G(z) = \tag{D.8}
\]
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\[
\frac{1}{\text{R}_p}\left( z - \left( (z - h_{\text{min}}) \text{erf}\left( - \frac{z-h_{\text{min}}}{\sqrt{2(\sigma_1^2 + \sigma_2^2)}} \right) - \frac{\sqrt{2(\sigma_1^2 + \sigma_2^2)} e^{\frac{(x-h_{\text{min}})^2}{2(\sigma_1^2 + \sigma_2^2)}}}{\sqrt{\pi}} \right) \right) - \left( -h_{\text{min}} \right) \text{erf}\left( \frac{h_{\text{min}}}{\sqrt{2(\sigma_1^2 + \sigma_2^2)}} \right) + \left( \frac{\sqrt{2(\sigma_1^2 + \sigma_2^2)} e^{\frac{(h_{\text{min}})^2}{2(\sigma_1^2 + \sigma_2^2)}}}{\sqrt{\pi}} \right) \right) - \frac{\sigma_1^2 + \sigma_2^2}{\text{R}_p^2} \left[ \text{erf}\left( \frac{x-h_{\text{min}}}{\sqrt{2(\sigma_1^2 + \sigma_2^2)}} \right) - \text{erf}\left( \frac{-h_{\text{min}}}{\sqrt{2(\sigma_1^2 + \sigma_2^2)}} \right) \right].
\]
Appendix E. Comparison of Magnitude of Different Terms in Eq. (7.33)

The analysis was conducted to compare the absolute value of different terms in Eq. (7.33) for the surface roughness of 0.4 – 5 nm and the RH of 30% – 95%, as shown in Figure E.1. In the figure, A represents \( \frac{z}{R_p} \), B represents \( \frac{(z-h_{\text{min}})}{R_p} \text{erf} \left( \frac{z-h_{\text{min}}}{\sqrt{2(\sigma_1^2+\sigma_2^2)}} \right) \), C represents \( \frac{1}{2(\sigma_1^2+\sigma_2^2)e^{\frac{(z-h_{\text{min}})^2}{2(\sigma_1^2+\sigma_2^2)}}} \), D represents \( \frac{(-h_{\text{min}})}{R_p} \text{erf} \left( \frac{h_{\text{min}}}{\sqrt{2(\sigma_1^2+\sigma_2^2)}} \right) \), E represents \( \frac{1}{\sqrt{\pi}} \text{erf} \left( \frac{z-h_{\text{min}}}{\sqrt{2(\sigma_1^2+\sigma_2^2)}} \right) \text{erf} \left( \frac{-h_{\text{min}}}{\sqrt{2(\sigma_1^2+\sigma_2^2)}} \right) \), and F represents \( \frac{\sigma_1^2+\sigma_2^2}{R_p^2} \left[ \text{erf} \left( \frac{z-h_{\text{min}}}{\sqrt{2(\sigma_1^2+\sigma_2^2)}} \right) - \text{erf} \left( \frac{-h_{\text{min}}}{\sqrt{2(\sigma_1^2+\sigma_2^2)}} \right) \right] \]. For the RH range that satisfies the meniscus formation criterion (Eq. (10.1)) but is not too high (30% < RH < 45%), the magnitude of last term is generally 5 orders of magnitude smaller than other terms. For very high RH (RH > 45%), although the last term might become comparable or even significantly larger than the third term, it is still generally 5 orders of magnitude smaller than the other terms. But the magnitude of the combination of the first five terms is also much larger than the last term, which suggests that the last term could be neglected without major impact to the result.
Figure E.1 The comparison of the magnitude of different terms in Eq. (7.33) in terms of the variation of (a) surface RMS roughness $\sigma_1$ ($\sigma_2=0$ nm, RH=40%, $R_p = 2.5$ µm) and (b) RH ($\sigma_1=0.4$ nm, $\sigma_2=0$ nm).
Appendix F. Comparison of Predictions between Statistical analysis-based Model and Monte Carlo simulation-based Model

The adhesion force distribution for the case of 150 µm PS particles on the stainless steel substrate is predicted by the statistical analysis-based model and Monte Carlo simulation-based model, respectively. The relevant parameters required for modeling are listed in Table 8.1 and Table 8.2. The comparison of the predicted adhesion force distributions is shown by Figure F.1. It is shown that the predicted adhesion force distribution from the statistical analysis-based model is consistent with that from the Monte Carlo simulation-based model.

Figure F.1 The comparison of the predictions between the statistical analysis-based model and the Monte Carlo simulation-based model.
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