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Abstract

Computer-aided language learning (CALL) involves the studies and applications of speech and language processing technologies to improve the process of language acquisition. Ideally, an effective computer-aided language learning system should be able to accurately assess the performance of a language learner and generate meaningful feedback during his learning process. This thesis addresses several issues which are relevant to computer-aided language learning systems, particularly for learning of English as a second language (L2).

The first issue is about the evaluation of prosody of the learner’s speech utterances. Prosody evaluation plays an important role in automatic assessment of English proficiency of L2 learners. It requires segmentation of a speech utterance into appropriate units to achieve effective modeling of prosodic features. A segmentation scheme is proposed to improve the prosody evaluation results by taking into account prosodic units. Unlike lexical units such as word or phoneme, prosodic units correspond to the phrasing and rhythm information and are more appropriate for the purpose of prosody evaluation. An algorithm is designed to segment the speech signal into prosodic units automatically, and it is shown that the algorithm can detect the proposed prosodic unit with reasonable accuracy.

The production of audio feedback which is an important component of CALL is studied in this thesis. The learner’s vocal features and the teacher’s linguistic gestures are combined to produce effective feedback utterances which can facilitate the acquisition of English speaking skills. An accent reduction scheme which reduces the perceived accents in the learner’s utterances is studied. A multi-corpora experiment designed to examine effects of external factors on the accent reduction results resolves some ambiguities in the literature. In addition, different speech synthesis methods are described and implemented to perform accent reduction. Voice conversion is also applied as a new method to generate
feedback utterances which possess the learner’s vocal features and the teacher’s linguistic gestures. The feedback utterances generated by various accent reduction methods are compared with that produced by voice conversion in order to identify an optimal way to produce feedback utterances with high nativeness and acoustic quality. Consequently, a multi-stage feedback scheme is proposed.

Finally, the phonetic segmentation process is studied and its performance is improved to produce more accurate phone boundary information. Such kind of information can contribute to the development of speech technology areas which can be applied to the design of computer-aided language learning systems. Three different refinement methods, i.e., statistical correction, multi-resolution fusion, and predictive model based refinement, are presented. These methods are combined appropriately to improve the accuracy of the baseline phonetic segmentation system using forced alignment. The proposed refinement scheme is also extended to a cross-corpora scenario, which enables the analysis of a new corpus with limited labeled data and thus facilitates the application of the new corpus for various purposes such as speech recognition and linguistic research.
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Chapter 1 Introduction

Accompanying the rapid internationalization of the world, global interactions and cooperation are increasing at an unprecedented speed. As a result, foreign language skills, especially English, are becoming more and more important in communication, trade, industry, culture and other aspects in the development of open societies. Traditional way of language learning in a classroom setting, even though widely used by most people, still has a lot of limitations which include inflexibility of learning materials and restrictions on time and location. To address the increasing demands of English language learners, computer-aided language learning (CALL) systems have been experimented and adopted to complement teaching of English in recent decades.

Compared to traditional learning in a classroom environment, CALL systems for English training possess the following benefits:

1. Self-adaptive Learning: it enables language learners to schedule and pace their learning according to their time constraint and ability.
2. Anxiety-free Practice: it allows learners to practice the language without direct interaction with other people and thus reduces the anxiety and/or shyness of learners.
3. Personalized Learning: learners can choose the most suitable learning materials or style offered by various CALL systems.

Therefore, a CALL system can be an effective tool to assist the English learning process especially of non-native learners.

In recent years, with the ever increasing computer processing speed and memory capacity at decreasing costs and the availability of advanced speech processing technology, CALL systems are becoming more and more sophisticated and effective. Although a decade ago, CALL techniques were specialized only for limited use in classroom teaching environments, it has now become a popular and convenient choice for students and teachers all over the
world for either self-learning or interactive-learning. This trend is also accelerated by the ubiquitous internet connectivity in many countries.

1.1 History of Computer-aided Language Learning

The history of CALL can be traced to 1960s. According to [1], the early developmental history of CALL possesses three stages: behavioristic CALL, communicative CALL, and integrative CALL.

From 1960s to 1970s, most behavioristic CALL systems mainly worked as a machine tutor to provide students with information and studying materials for their own practices, such as grammar learning, through computer software. In the communicative CALL era from 1970s to 1980s, with the advent of PC, the developed systems can not only work as a machine tutor, but also offer students a platform for communicative and interactive learning in groups, creating opportunity for language learning in a more realistic environment. From 1990s, the prosperous internet technology enables the development of integrative CALL systems, which integrate the features of both behavioristic CALL and communicative CALL to provide students with a more enriched learning environment.

From the history of CALL in early stages, it is clear that CALL progressed rapidly by incorporating novel information and computer technologies. Numerous reviews and summaries on CALL have been reported in [1, 2], which demonstrate the demands for and the value of CALL. However, limited by the less than mature technology in speech processing, CALL systems before 1990s mainly focused on text-based learning such as grammar and vocabulary. The very important part of language learning, i.e., speaking skills, was ignored for a long time. After 1990s, with the development of modern speech recognition and speech processing techniques, there was a revival in R & D interests for computer-aided speaking skills training and more systems have been proposed and developed based on new speech processing technologies as presented in [3-5]. In [3], the authors focus on adoption of speech recognition and speech processing method, and discuss the task design, model construction and teaching of linguistic structure in a modern CALL system. In [4], the online technique and
CD-Rom based teaching system on Chinese are discussed. In [5], a group of popular techniques and correlated software for CALL are listed and discussed and a summary of the developments in this field is given.

1.2 Structure of CALL System for Speaking Skills Training

The literatures listed in the previous section show that CALL systems targeting at speaking skills training receive more and more attention recently. Specifically, speaking skills training systems for second language (L2) English learners are in high demand. The reason is that L2 learners suffer from a number of problems such as entrenched effects and habits arising from the use of their own native language and low frequency of using L2 [6]. All of these problems hinder them from producing native utterances and lead to a perceived foreign accent in their speech utterances.

Foreign accent perceived in an utterance can be defined as the deviation from the standard segmental (formants, spectral envelope) and prosodic (pitch, duration and energy) norms of a spoken language from native speakers [7]. The English speech from non-native speakers may possess a certain degree of understandability and intelligibility to a listener [8], but the word recognition of those accented utterances always requires more efforts, especially in a noisy environment [9]. Some studies have shown that foreign accent in an utterance can actually affect the performance of speech recognition by both humans and computers [10-13]. As demonstrated in [10], speech utterances with foreign accent reduce the intelligibility by 40% compared with speech pronounced by native American English speakers. The increased speaking rate in some scenarios also reduces the intelligibility of accented speech [11]. The experiments performed by [12, 13] using speech recognition algorithms for different American accents also show significantly different recognition accuracies across American accents, which means even accents of native speakers may affect the recognition process. In addition, speakers with foreign accents may suffer from other disadvantages even when their speech utterances are understandable and intelligible to the listeners. The study in [14] demonstrates that the required processing time (the time taken to understand and
react to the speech) for listeners of non-native speech is generally longer than that of native speech, handicapping non-native speakers in scenarios in which response time is very important, e.g., business meeting or lifesaving. Besides, foreign accent can lead to discriminations or adverse treatments on the speakers as shown in [15-18]. Studies in [8] also indicate that accented speech is especially obvious and even annoying to native speakers. Such a disadvantaged situation is even more pronounced if the foreign accented speaker works with native speakers because the perceived foreign accent level may increase due to the comparison with the surrounding native speakers [19].

Factors influencing L2 learning have been discussed in a number of papers [6, 20-22]. Age of learning is proposed as a factor in determining the foreign accent of a non-native speaker in some studies [6, 21]. Other factors such as length of residence in an L2-speaking country, gender, formal instruction, motivation, language learning aptitude and amounts of native language (L1) used in daily life are also highlighted by [6]. However, the uncertainty about these factors limits their applications on the development of effective feedback for the acquisition of English by L2 learners. Although a “critical learning period” is proposed by some studies (before age of 15 as proposed in [22]), there are also counter-arguments to such a hypothesis as presented in [23, 24]. It is argued in [23] that adults may learn a foreign language more efficiently and accurately (especially in terms of phonology) according to certain neurolinguistic studies. Native-like foreign pronunciation can also be achieved by adult after puberty as shown in [24]. According to these conclusions, it is possible for an L2 learner, even starting from post-pubertal period, to obtain proficient foreign language skills.

Therefore, long-term training of speaking skills is feasible and necessary, making CALL a convenient and effective tool for this purpose due to its properties of self-adaptive and personalized learning. In addition, it is also shown that the acquisition of English speaking skills and the reduction of perceived accents are critical issues for L2 English learners. Because of the negative effects of foreign accents as well as the importance of speaking skills in international communications, this thesis mainly addresses several aspects of the CALL system for speaking skills training of L2 learners.
An effective CALL system for speaking skills training should take into account both the assessment of the learner’s performance as well as the feedback information provided to the learner. The automatic assessment of the learner’s speaking skills enables the system to “understand” the learner’s proficiency in English so that appropriate feedback can be provided. In particular, the feedback can give the learner valuable cues about his overall performance. Moreover, the feedback provided by a CALL system should also include the information which can help the learner identify the problems of his utterances so that his speaking skills can be improved accordingly. The proposed system diagram of CALL with feedback to learners is shown in Figure 1.1.

According to the diagram, the learner utters an English sentence as an input to the CALL system. The system first assesses the proficiency of the input utterance, which is defined as the deviation in terms of prosody and pronunciation of the utterance from a reference norm, such as native British, Australian or American English, and generate a machine score, e.g., from 1 to 5, to indicate the overall performance of the learner. In addition to this machine score, the system will also generate feedback information which identifies the
differences between the learner’s non-native utterance and the reference norm, providing cues for the learner to practice and improve their speaking skills.

1.3 Research Topics

1.3.1 Prosody Evaluation for Speaking Skills Assessment

Speech signals can be represented by both segmental features, i.e., pronunciation, and supra-segmental features, i.e., prosody. Unlike segmental features associated with spectral information, prosody is defined as the combination of intonation and rhythm which reflect phrasing and prominence (or stress) information in the speech signal [25]. Particularly, intonation refers to the contour of pitch and intensity not used to distinguish words, because pitch is used to reflect lexical meanings in some tonal languages like Mandarin. Rhythm is correlated to the appropriate manipulation of duration and stress, which divides an utterance into equal portions based on stress (e.g., English), syllable (e.g., Spanish), or mora (e.g., Japanese). This definition of prosody will be used in the scope of this thesis. English is a stress-timed language and prosody in English can be generally modeled by some acoustic features of speech.

Figure 1.2 Illustration of Prosodic Features
utterances, e.g., pitch, duration and intensity. A simple illustration of these prosodic features is shown in Figure 1.2, with the top plot showing speech waveform, the middle plot showing the corresponding pitch contour, and the bottom plot showing the corresponding intensity contour.

An important part of a CALL system is automatic scoring, which can indicate the proficiency of the learner by evaluating his speaking skills automatically. Considering the composition of speech signals, two kinds of automatic scoring scheme exist, i.e., pronunciation evaluation which focuses on the accuracy of the pronunciation as well as the phoneme errors of a language learner and prosody evaluation which assesses the prosody of the utterances produced by language learners.

Although pronunciation conveys lexical meanings and requires efforts in the English learning process, prosody is also very important for second language acquisition. As prosody mainly consists of supra-segmental features such as stress, rhythm and intonation of speech, it can reflect various non-lexical features of utterances which include the emotion of speakers, the type of sentences (statement, question or command), the irony, emphasis or contrast of sentences and other language elements that cannot be conveyed by grammar or vocabulary. In addition, prosody can help the listener to identify the lexical contents of an utterance even with reduced intelligibility [26]. Therefore, the evaluation of the prosody of speech utterances can give feedback about the learner’s manipulation of stress, phrasing, and other non-lexical elements of English, thus contributing to the language acquisition process.

Besides, from the viewpoint of language acquisition, prosody is the hardest and the last to be acquired [27]. This conclusion given by linguists further argues for the importance of developing a CALL system for prosody training. Prosody acquisition process requires the learner to understand the use of prosody appropriately and form a speaking style similar to that of native speakers. It is quite a demanding and long-term task which particularly requires help from fields beyond education and linguistics, such as CALL. Basically, there are three main prosody problems of non-native English learners:
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1. Prosody influenced by the accents and knowledge of their own native language.
2. Failure to manipulate stress and phrasing in English.
3. Inappropriate usage of prosody in different situations.

Although pronunciation training systems have been in existence for years with the advent of speech recognition techniques [28-30], prosody evaluation demands further investigations and receives increased attention. A number of papers concerning prosody evaluation are published in recent years [25, 31-34]. In an attempt to achieve more accurate evaluation results, however, it is desirable to develop an improved evaluation method based on the combination of prosodic concepts and signal processing/machine learning methods so as to obtain more meaningful and accurate assessment results. Therefore, one aspect to be addressed in this thesis is prosody evaluation which can assess the proficiency of an English learner in terms of the nativeness of prosody by incorporating linguistic concepts.

1.3.2 Feedback Utterances for Language Learning

Feedback information functions as an important part of a CALL system for speaking skills training as well. The machine score can only provide the learner with a general understanding of his overall performance, giving no information to the learner on how to improve his speaking skills. Although some systems like [35] also highlight the mispronounced components in a learner’s utterance, more information is still required to guide the learner in the practice stage.

One way is to show the diagram of the human pronunciation system as well as the movements of tongue, teeth and other related organs [36]. This visual feedback can work in certain situations, but it may be difficult for some learners to actively control the movements of their organs appropriately according to the provided demonstration. The alternative method, which is quite popular not only for CALL but also in the real world tutoring process, is to ask the learner to listen to the sentence produced by a native speaker and reproduce it. This kind of feedback is mainly based on the auditory system and it enables the learner to listen and practice repeatedly to improve his speaking skills.
The conventional approach for speaking skills training requires the learner to repeat a sentence after listening to the utterance from a native speaker. However, it is proposed in [37] that a native speaker who possesses the voice with the highest similarity to the learner would be the best in offering the most appropriate feedback to the L2 learner, enabling him to concentrate on the pronunciation and prosody issues. Unfortunately, even if voices from a number of different speakers are recorded in the system, it is difficult to guarantee that an appropriate pattern for every user can be included. Therefore, a number of papers [38-41] have argued that it is beneficial for language learners to listen to their own accent-corrected voices rather than follow the teacher’s utterances. Those methods to obtain the learner’s own accent-reduced speech as feedback for language learning purposes are called “accent reduction” or “accent conversion”. For consistency, we will use the term “accent reduction” in this thesis.

As the proposed feedback is the combination of the correct prosody or pronunciation of the teacher and the vocal features (in the scope of this thesis, vocal feature refers to features related to speaker identity) of the learner, an alternative method to achieve the desired feedback is to convert the vocal features of the teacher’s speech to those of the learner by using a voice conversion (VC) [42, 43] method. Although voice conversion techniques have been in existence for years, such an application has not been proposed in the past. Therefore, it is desirable to study the generation of feedback utterances using voice conversion techniques.

An illustration of different feedback utterances is given in Figure 1.3(a) shows the traditional feedback utterances which are just utterances pronounced by a native speaker directly. Figure 1.3(b) shows the feedback utterances generated by an accent reduction method. This kind of feedback modifies the linguistic gestures, i.e., features related to linguistic contents such as prosody and pronunciation, of the learner’s utterances, so that the re-synthesized feedback utterances are more native-like while preserving the learner’s identity, simulating the utterances given by a native speaker whose vocal features are highly similar to that of the learner. The target of Figure 1.3(c) is similar to that of Figure 1.3(b), i.e., generating utterances with the learner’s identity and the teacher’s linguistic
gestures. However, it starts from the teacher’s utterances and uses voice conversion techniques to change the vocal features rather than linguistic gestures.

Accent reduction refers to the modification of accented speech so that the processed utterances have less deviation from a reference norm in terms of prosodic and/or segmental features and sound more native-like. In our case, the reference norm is standard American English utterances produced by native speakers. Generation of feedback utterances based on voice conversion is a new application in CALL. Therefore, a series of experiments are needed to evaluate the performance and applicability of this kind of methods for feedback generation. Comparison between feedback utterances given by voice conversion and accent reduction methods should also be conducted to decide situations in
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which application of a specific method is appropriate as well as the effectiveness of the synthesized feedback utterances.

1.3.3 Phonetic Segmentation

The labeling of speech signals plays an important role in many speech processing areas. Labeling at the phone level is one of the most popular ways of segmentation, as phone is the smallest unit of speech utterance with which other units (e.g., syllable, word, etc.) can be constructed. The time labeling of the basic unit of speech utterances, i.e., phonetic segmentation, can provide valuable cues for a number of speech processing applications which can potentially be used for advanced CALL systems. In order to perform accurate speech recognition, speech synthesis, or other applications, an appropriate and informative speech corpus is indispensable. To facilitate the development of speech tools, the corpus must provide information about the content (labeling) as well as the time alignment (segmentation) of speech signals [44, 45].

One of the well-known topics related to phonetic segmentation is the concatenative text-to-speech (TTS) synthesis [46, 47]. It requires accurate time labeling to generate segmented speech units for synthesis. The TTS system may be used for the purpose of CALL to provide desired stimuli conveniently. In addition, it has been shown that segmentation results are linked to speech recognition processes as highlighted in [48, 49]. These studies indicate that poor segmentation can lead to increased errors in a context-dependent phone recognition system. Hence, refining the segmentation scheme appropriately can generate more accurate identification of phone boundaries and improve the recognition results. The enhanced phone recognition systems can enhance pronunciation evaluation, which is one of the important topics of CALL.

Accurate phonetic segmentation can also facilitate the accent reduction process by providing phone boundaries for the mapping between non-native and native prosodic features. Different from voice conversion which can be performed without transcriptions [42], accent reduction requires accurate time alignment to enable the modification of prosodic features such as pitch and duration of the non-native speech at the phone-level. Considering the wide
applications of phonetic segmentation, an appropriate scheme must be developed to obtain reliable phone boundaries.

One example of phonetic segmentation, which identifies the onset and end of each phone of an utterance, is shown in Figure 1.4, with both the spectrogram and its transcription displayed. Phonetic segmentation can be done either manually or automatically. Manual segmentation refers to the process in which the trained linguistic experts identify phone boundaries using audio and visual information about the speech signal. Human labelers can first observe the waveform or spectrogram to get the “coarse segmentation” in their mind. Then, they can zoom into the region around that coarse segmentation and listen to the speech signal in detail to find the accurate phone boundary along with visual information. For instance, the onset of voicing can be identified from the appearance of periodic glottal pulses in the waveform or spectrogram as well as the increase of energy level due to airflow pushed from the oral tract by the raising of the velum. Although the accuracy of manual segmentation is highest, several drawbacks prevent it from applications in a CALL system and result in the demand for a reliable automatic phonetic segmentation system.

First, manual segmentations can introduce subjectivities from the labeler and
may not be able to maintain the consistency [50, 51]. It means that the results generated by different labelers can vary somewhat, making it difficult to compare manually obtained results. Furthermore, the segmentation results given by the same human labeler for the same samples may also vary due to the change of concentration, perspective or even mood of the labeler across time.

Second, manual segmentation is very labour-intensive and time-consuming as discussed in [52, 53]. As a result, automatic segmentation is needed to facilitate the training process of a concatenation-based TTS system. This is because one utterance with a length of several seconds usually contains a lot of phones and each of them demands efforts from the labeler to delimit its boundaries. Normally, it could take up to 400 times real time [54] or 30 seconds per phone [55]. The compensation required to employ human experts for segmentations is also very high.

Finally, the most important problem which prevents manual segmentation to be applied in a CALL system is that manual segmentation cannot be done in a real-time manner. As CALL applications using phonetic segmentations always require a real-time or online response, the manual approach cannot be used under such a scenario.

Automatic segmentation systems can overcome all of the disadvantages mentioned above. The trained segmentation models can maintain the consistency of generated phone boundaries. Further, it possesses a much higher efficiency and can be implemented in real time. As phone is the lowest level from the linguistic perspective, segmentations based on the other phonetic units such as syllable or word can also be obtained from the phone level segmentations and the transcriptions of the speech signals. Due to all the benefits and potential applications, an advanced phonetic segmentation system is necessary and desirable for the enhancement of current CALL systems.

1.4 Major Contributions

This thesis addresses three aspects of a CALL system for speaking skills training, i.e., prosody evaluation, feedback utterances generation, and phonetic segmentation. The main contributions of the thesis are listed below. More
elaborate discussions on the contributions are presented at the end of each of the following chapters.

1. Prosody Evaluation:
   - A new ‘quasi-foot’ segmentation scheme is proposed to give an improved modeling of prosodic features. An algorithm based on word-level pitch accent detection is designed to identify prosodic units with reasonable accuracy.
   - Text-independent prosody evaluation is implemented based on this new segmentation scheme to provide learners with increased flexibility.

2. Feedback Utterance Generation:
   - A multi-corpora accent reduction is experimented and the effects of various factors, such as nationality and corpus, in relation to the produced feedback utterances are examined.
   - Three different synthesis methods are involved for the purpose of accent reduction. Experiments are performed to identify the most appropriate method in terms of various criteria like acoustic quality and nativeness.
   - Voice conversion is applied for the generation of feedback utterances. A multi-stage learning scheme combining accent reduction and voice conversion methods is proposed.

3. Phonetic Segmentation:
   - A statistical correction based on relative ratio is used to refine phone boundaries, with state-selection performed to identify the most appropriate search range of each phone boundary class. Multi-resolution fusion is proposed by taking into account of HMMs with different time resolutions.
   - A comprehensive refinement scheme which appropriately combines statistical correction, multi-resolution fusion, and predictive model is proposed to improve the phonetic segmentation results.
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- The refinement scheme is experimented under a new cross-corpora scenario which conducts training and testing on two different corpora to investigate the possibilities of segmenting a new corpus with limited labeled data.

1.5 Organization of the Thesis

The organization of this thesis is as follows:

In Chapter 2, a literature review of the three topics mentioned above is given. Previous studies are presented to provide an overview in these areas.

Chapter 3 discusses prosody evaluation based on prosodic unit segmentation. The incorporated linguistic concepts and reasons for using such concepts are introduced and discussed. A scheme is proposed to detect the prosodic unit automatically. The proposed segmentation is employed in both reference-dependent and reference-independent prosody evaluation systems for experiments. Several different segmentation methods are applied and compared. Different measurements based on accented word ratio and a feature selection experiment are incorporated to assess the accuracy and robustness of the proposed scheme.

In Chapter 4, a detailed discussion on the generation of feedback utterances is provided. Both accent reduction and voice conversion methods are applied to provide English learners with audio feedback by maintaining their own vocal features and quality. To study the effects of external factors on the overall performance of an accent reduction system, multi-corpora experiments which involve a number of different non-native English learners are carried out to assess the quality of feedback utterances produced by students with different nationalities using different corpora. In addition, Feedback utterances generated by accent reduction using three different speech synthesis methods and voice conversion are discussed and compared in terms of a number of measures.

Automatic phonetic segmentation is studied in Chapter 5. A multi-stage refinement process is proposed to improve the accuracy of phonetic segmentation. With the preliminary phone boundaries generated by forced alignment, the statistical correction method is first applied to correct the
systematic biases of the acoustic models of phone boundaries. After that, a multi-resolution fusion step is performed to further improve the segmentation accuracy by considering the effects of time resolutions. Finally, predictive models taking into account a number of acoustic features around the preliminary phone boundaries are used to refine the phone boundaries. Assessments in terms of various criteria are performed and analyzed to test this segmentation scheme. In addition to experimenting on a single corpus, a cross-corpora segmentation scenario is also studied for evaluating the effectiveness of the refinement scheme.

Chapter 6 summarizes all the previous chapters to fulfill the requirement of a comprehensive CALL system. The main contents of each chapter are reviewed and summarized in detail. Several prospective research directions are also proposed and discussed to facilitate future studies.
Chapter 2 Literature Review

In this chapter, a literature review of the three topics relevant to CALL as discussed in the previous chapter is presented. The basic structures and relevant techniques of recent prosody evaluation systems are described. The generation of feedback utterances for non-native English learners is discussed and the past endeavors on accent reduction methods are studied. Different refinement schemes for automatic phonetic segmentation are also reviewed.

2.1 Prosody Evaluation

Although there is no standard taxonomy of prosody evaluation systems in the literature, a general classification can be made according to the system’s structure and reliance on reference speech utterances in the evaluation process. Therefore, prosody evaluation schemes can be categorized into two groups: reference-dependent scheme and reference-independent scheme.

2.1.1 Reference-dependent Evaluation

The reference-dependent prosody evaluation assesses a student’s prosody based on reference utterances. It provides the machine score of a learner’s prosody using pre-recorded reference speech utterances. A reference-dependent evaluation system mainly consists of a reference corpus pronounced by native speakers, a segmentation method to segment the speech utterance into smaller units, a feature extraction algorithm to obtain feature vectors, and a distance measurement scheme to calculate the distance between the learner’s prosody feature vector and that of the reference speaker. Detailed descriptions of such kind of systems can be found in [25, 31, 56].

The basic flowchart of the reference-dependent prosody evaluation scheme is given in Figure 2.1. It is clear that both the learner’s utterance and the reference utterance are processed in the same way in the above scheme. Therefore, reference-dependent evaluation is a kind of “symmetrical” system as the processing procedures are the same for both the reference and the learner’s utterance. Since the distance measurement mainly relies on the reference
utterance pronounced by native speakers, the construction of a reference corpus is an important aspect of the system design. The reference utterances should be pronounced by native speakers without regional accents, e.g., by radio news broadcasters. The distance measurement is performed by dynamic time warping (DTW) [57], so that two feature vectors with different lengths and shapes can be compared appropriately. This process is demonstrated in Figure 2.2. The similarity matrix between feature vectors from two parallel speech files with different time durations is shown, with the darkness indicating the value of cost, i.e., difference between each pair of frames of the two vectors. The two vectors are aligned appropriately by the dash line which denotes the correspondence between them. It can be seen that the dash line goes through the light parts of the similarity matrix and thus obtains the lowest-cost path to align the two vectors appropriately. More details of DTW will be given in Chapter 3.

With DTW alignment, the baseline reference-dependent evaluation system first segments the speech signal into individual words and then measures the distances between two feature vectors to obtain the evaluation score:

\[
W_j = \sum_{n=1}^{N_j} D(s_j(n), t_j(n)) \\
S = \sum_{j=1}^{J} W_j
\]

where \(W_j\) is the \(j\)-th word, \(s_j(n)\) and \(t_j(n)\) indicate the \(n\)-th feature vector of \(j\)-th word from the student and the teacher respectively, \(D\) is the distance calculated via DTW, and \(S\) indicates the sentence level score. A number of
studies relevant to reference-dependent prosody evaluation have been performed in [25, 31, 32, 34, 58, 59], which are discussed below.

In [31], a prosody evaluation system used for evaluating the intonation score based on multiple reference sentences is proposed. It focuses on how to deal with the existence of multiple scores in the evaluation process. Since reference-dependent method evaluates the machine score by calculating the distance between two prosodic contours, it is possible to include multiple reference utterances for each sentence. In such a case, the distance measurements obtained by comparing the learner’s utterance with each of the reference utterances should be combined appropriately to yield a reliable evaluation result. A total of four methods are experimented to combine the obtained measurements. These methods include: Minimum, choosing the best score as the final score; Maximum, choosing the worst score as the final score; Median, choosing the median of the all scores; Regression, linearly combining all the scores by some weighting coefficients. It shows that the regression method can achieve the highest human-machine correlation.

Studies presented in [34, 58] pertain to a prosody evaluation system with a structure similar to that in [31] and propose a parameter called “word important
factor”. A number of different factors obtained by a decision tree are used to weigh different words. The detailed algorithm for designing the decision tree can be found in [34]. Questions related to the characteristics of the word such as its position in the sentence and part of speech (POS) information are used to determine to which class the word belongs, and the word important factor is then calculated for each class. The evaluation scores are calculated at the word level, with the sentence level score obtained by the weighted summation of word level scores.

In [59], Mahalanobis rather than Euclidean distance is applied for distance measurement. Unlike Euclidean distance which measures the difference between a pair of points with the same weight, Mahalanobis distance takes into account the correlation of two vectors. The Mahalanobis distance between two sequences $s$ and $t$ with covariance matrix $\Sigma$ is calculated as follows:

$$D(s, t, \Sigma) = \sqrt{(s - t)^T\Sigma^{-1}(s - t)}$$  \hfill (2.3)

where $D$ is the Mahalanobis distance. Using the covariance matrix in distance calculation, Mahalanobis distance introduces a weight to each dimension of features by considering the correlation information. Therefore, the distance measurement process can be more reliable. In addition, this paper also presents the idea which uses synthesized rather than recorded natural speech as the reference for prosody evaluation. The human-machine correlation of the proposed reference pattern is comparable to that obtained via natural speech. Although experiments are only performed on Japanese accented English speech, this work shows the potential of using a speech synthesis system to evaluate prosody under the reference-dependent scheme.

In [25], a prosody evaluation system using Mel frequency cepstral coefficients (MFCCs) for alignment is proposed as shown in Figure 2.3. In this system, the alignment process is done by using MFCCs rather than prosodic features. DTW is used to align two sequences of MFCCs and the similarity estimation between two utterances is then obtained by comparing the two sets of intonation feature vectors based on the obtained alignments. Therefore, the distance measurement process combines both MFCCs and intonation features,
with the former for alignment and the latter for distance measurement. After obtaining the alignment information using MFCCs, the pitch score is calculated by measuring the correlation between the learner’s pitch contour and that of the reference speech, while the stress score is obtained by comparing the learner’s energy contour with that of the reference speech. Subsequently, the pitch scores and stress scores are merged together by a linear function to provide the assessment result.

Tone and Break Index (TOBI) [60] is used to model the intonation contour in [32] and some other papers which will be mentioned in the next section. It is a set of conventions for transcribing and annotating prosody. In TOBI, “H” and “L” indicate the rise or fall of intonation contour, “*” indicates the pitch accent which marks the stressed syllable of specific words for certain semantic effects, “%” indicates boundary tone which is the end of the phrase, and “-” indicates phrase tone which is the interval between the last pitch accent and the final boundary tone. The combination of these symbols is then used to denote the prosody of a specific utterance.

In [32], a different intonation measurement scheme is used. Four types of intonation contours are used: H*L, L*H, H*LH and L*HL, which can be considered as “falling”, “rising”, “falling followed by rising” and “rising followed by falling”, as showing in Figure 2.4. If the intonation types of the
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learner’s and the reference speech utterances are the same, a distance of “0” is assigned to the syllable. If one of the intonation types is H*LH and the other is L*HL, a distance of “2” is assigned. In all the other cases, a distance of “1” is assigned. The evaluation is done at the syllable level and the syllable level scores are combined to obtain the sentence score. However, rather than measuring distances directly, the intonation contour of each syllable is divided into four types mentioned before and the score is generated according to the discrete score of “0”, “1” and “2” obtained from the comparison of intonation types of the learner’s and the reference speech utterances in each syllable.

The study in [56] also assesses the prosody of a student by comparing the intonation contour of the learner with that of the reference utterances. In addition, it designs a number of tasks to test the prosody evaluation system from different aspects, including “lexical stress task” (asking the student to follow a non-sense word), “emphatic stress task” (asking the student to repeat an utterance with a specific word stressed), “affect task” (asking the student to say a fixed phrase with different emotions), etc. Results show that all of these tasks can be accomplished by the prosody evaluation system to a certain degree, and pitch is identified as a very important factor in the evaluation process.

2.1.2 Reference-independent Evaluation

The reference-independent prosody evaluation, unlike the reference-dependent one, estimates the machine score of prosody based on a pre-trained model which can assess the nativeness of prosody given relevant features of the input utterance without referring to the pre-recorded reference utterances.

Compared to reference-dependent method, the reference-independent method consists of three steps: (1) segmentation and feature extraction which play the same roles as those in the reference-dependent method, (2) training of the
evaluation model which is used to estimate the machine score, and (3) estimation process which generates the machine score given a set of input feature vectors. The flowchart of the reference-independent method is given in Figure 2.5. The model is first trained based on the training utterances and their corresponding subjective scores given by human evaluators. After obtaining parameters of the evaluation model, the evaluation process can be performed on the extracted features of input speech pronounced by a learner. Since it is based on machine learning and pattern recognition techniques rather than distance measurement, the learner can pronounce any sentences and obtain the machine score as feedback. In contrast, in the reference-dependent method, the pronunciations of learners are limited to a pre-designed transcription set. Inclusion of any new transcriptions requires the addition of new reference utterances in the reference corpus so that the distance measurement can be performed. Therefore, the use of reference-independent evaluation method allows the learners to have increased flexibility which results in a more stimulating experience.

Unlike reference-dependent methods which basically apply distance measurement to evaluate the prosody, the evaluation models used in reference-independent method may vary. Some studies related to reference-independent methods have been reported in [61-66]. They use either hidden Markov model (HMM) or regression methods for prosody evaluation.

In [61-63], HMM is used to evaluate the prosody of the utterances from English learners. This idea originates from tone recognition in Mandarin speech recognition. Unlike other stress-timed languages such as English, Mandarin always uses tones for differentiating lexical meanings of words. For example, the
pronunciation of “ma” in Mandarin may mean “mother” (flat tone), “dull” (rising tone), and “horse” (falling-rising tone). Therefore, tone recognition is used in Mandarin speech recognition. In HMM based speech recognition for Mandarin, a series of tone models are constructed to recognize the tone of each syllable. In HMM based prosody evaluation system, these schemes are applied to model intonational units in English and evaluate the learner’s prosody.

The HMM based prosody evaluation system in [61-63] includes three steps. First, the HMMs are trained to model a series of intonational units. TOBI symbols as given in the previous section are used as different models to recognize intonational units. Again, the difference between tone and intonation is that intonation conveys no lexical meanings of the utterance. Second, for each utterance, the recognition process is performed to recognize the sequence of intonational units present in the utterance. The output can be a sequence of labels like HL*HL%. Finally, the confidence score is calculated based on the posterior probability of each label to indicate the nativeness of the learner’s prosody. Overall, this kind of method follows the similar steps used in pronunciation evaluation systems, with MFCCs replaced by prosodic features and acoustic models replaced by intonation models. The intonation recognition model is similar to that for speech recognition, i.e., :

\[ P(M_t|O) = \frac{P(O_t|M_t)P(M_t)}{\sum_n P(O_t|M_n)P(M_n)} \]  (2.4)

\[ S = \frac{1}{T} \sum_{t=1}^{T} P(M_t|O) \]  (2.5)

where \( O \) is the speech observation in prosodic features, \( M_t \) is the recognized model and corresponds to one of the TOBI intonation label, \( P(M_t) \) denotes the prior probability, \( T \) is the number of intonation labels, and \( S \) is the sentence level score.

The intonation recognition grammar is shown in Figure 2.6. The upper one is the simpler intonational grammar which only recognizes the pitch accent “∗” and boundary tone “%”. It starts with a silence, and after one pitch accent, can go back to the previous state to handle the situation that multiple pitch accents exist in a sentence. The first “%” of this sentence represents the initial boundary,
which is also modeled by an HMM. The lower diagram shows the more detailed grammar which includes the low and high pitch accents or boundary tones.

In [64], a similar but more complex evaluation scheme is proposed. To evaluate the prosody, the HMM based model is used, with additional models included for intonation recognition. In addition to units like H*, L*, H%, and L% mentioned in [63], HMMs are also trained for H- and L- to model phrase tones which indicate the intervals between the last pitch accent and the final boundary tone. Besides, since prosodic features are suprasegmental and affected by surrounding intonations, the posterior probability of observations should also relies on the previous state. As a result, a bigram model is proposed:

$$P(M_t|O,M_{t-1}) = \frac{P(O_t|M_t)P(M_t|M_{t-1})}{\sum_{n}P(O_t|M_n)P(M_n|M_n - 1)}$$  \hspace{1cm} (2.6)$$

where $O$ is the speech observation in terms of prosodic features, $M_t$ is the recognized model or phone intonation label, $P(M_t|M_{t-1})$ is the bigram probability given the previous model, and $n$ is the number of HMMs.

Experimental results in [64] demonstrate the superiority of this bigram scheme in terms of the correlation coefficient with subjective scores given by human evaluators.

In contrast to the approach discussed above, a different regression based evaluation model is proposed recently as in [65, 66]. In [65], prosody evaluation is achieved using a regression technique. Since human evaluation of prosody is to give a score according to the input feature vectors extracted from the learner’s
utterance, the machine score can be obtained by building a mapping from the prosodic features to human scores while minimizing the mapping errors. In this paper, support vector regression (SVR) is used to generate the machine score based on the input prosodic features. A number of features which describe various properties about the pitch and energy contours like their positions, ranges and slopes are involved. The evaluation model is then constructed by the input features and the corresponding human scores to assess the prosody.

A similar scheme is also applied in [66]. It involves a subjective test which asks a group of experienced labelers to identify several sentences which are most prone to prosody errors for L2 speakers (from the ISLE corpus). These sentences are then used as the transcriptions of the prosody evaluation experiment. Features similar to [65] are involved and cross-validated forward feature selection (CV-FS) is used to add features sequentially based on the performance of the prosody evaluation system. Different from the approach adopted in [65], linear multiple regression rather than SVR is trained in this scheme to assess the prosody.

Another study [67] uses the same evaluation scheme but experiments on three different groups of labelers, i.e., experts, phoneticians, and naïve labelers who do not receive formal training of the labeling process. It is demonstrated that subjective scores from naïve labelers can be used to train the prosody evaluation system if a sufficient number of labelers are involved. This observation shows that the efforts and compensations for finding qualified labelers can be saved if a large group of naïve labelers are available.

Compared to the HMM based evaluation, the regression method presented in [65, 66] does not require TOBI labeling for training purposes, which can be difficult or at least time-consuming to obtain. Although prosody evaluation using regression methods is an effective and convenient approach, current studies only take into account lexical units for the segmentation of sentences. It is also noted that experiments reported in [65] only involve German and Japanese, which are very different from English in terms of prosodic structures. Therefore, it is worthy to study the potential of reference-independent evaluation along this direction.
2.2 Feedback Utterances Generation

In a CALL system, feedback utterances can be generated in various ways to provide the learner with informative cues for the process of speaking skills training. To generate effective feedback utterances, the characteristics of the traditional and alternative feedback are first discussed and recent studies on the generation of feedback utterances are then reviewed.

2.2.1 Feedback Utterances in CALL Systems

Traditional speaking skills training in classroom, though widely used by most teachers and learners, still has some drawbacks which include inflexibility of learning materials and constraints on time and location [1, 2]. To address the increasing demands from English language learners, CALL systems play an important role in the acquisition of good speaking skills. Considerable efforts have been made in this area and a number of software has been developed [35, 68-70]. The traditional speaking skills training systems still focus on the evaluation of the learner’s speech and provide the learner with assessment score for their reference and practice. Both pronunciation evaluation [30, 71] and prosody evaluation [34, 58, 65] are studied in the development of computer-aided speech evaluation systems. However, one problem of these CALL systems using only evaluation scheme is the limited accuracy as all the systems presented in the literature can only achieve a human-machine correlation from 0.4 to 0.8, which is bounded at the upper end by the correlation across human scores. To address this issue, some systems alternatively detect the problematic phone or phrase and highlight those part for the learner to repeat and practice [35]. The limitation of such a system is that the learner may fail to make improvement upon achieving certain benchmarks without further feedback [29]. Besides, studies in [72] compare the influence of different feedback on foreign accent reduction, showing that aural feedback is the most important to learners in their learning process. Therefore, it is essential to create appropriate aural feedback, in addition to numerical scores, for the learners to practice and reduce their foreign accents.
A popular way to give feedback for speaking skill training in current CALL software is to ask the learner to repeat the sentence after a native speaker’s utterance is played to him (e.g., ISLE [68], CASTLE [70] and The CUHK Experience [35]). However, there are two issues with such a scheme. First, the dissimilarity between the vocal features of the learner and that of the native speaker may reduce the learning efficiency as illustrated in [37]. As the vocal features between the two speakers can be quite different, they may distract the information to be conveyed by the feedback utterances. It means that the learner may be distracted by the vocal features of the teacher when listening to the feedback utterances, and hence fails to focus on the differences in his prosody and pronunciation from those of the teacher.

Secondly, as illustrated in a linguistic study [73], a system which provides the learner with reference utterances by considering his English proficiency is more effective. This study proposes that an adaptive feedback which takes into account the changes of the learner’s performance can be more effective, because different feedback utterances are desirable in different learning stages. When the learners’ speaking skills are poor, following a very native speech may sometimes frustrate them, and thus lowering their interest in the learning process. Further, using only the teacher’s utterances as the feedback may not meet the preferences of different English learners. For example, some English learners may prefer to focus on prosodic issues while other students may prefer to concentrate on pronunciation problems, depending on their backgrounds and learning experiences. Therefore, there should be some intermediary feedback utterances to provide the English learners with more choices in the learning process.

Some research also proposes assistant conversions of speech utterances to obtain more informative audio feedback for the learner, such as CASTLE [70] which extends the duration and enlarges the pitch variation of native speech to help English learners or WinPitch LTL [74] which allows manual manipulations of prosody. Exaggeration of the f0 (fundamental frequency of the speech signal) differences between the teacher and the learner as well as synthesis of a third-person speech as audio feedback are also applied in [75]. These investigations,
however, do not correctly reduce the perceived accents in the learner’s speech utterances.

Compared to the traditional way of feedback which is simply the utterance from a native speaker, a different reference utterance converted from the learner’s own voice seems to be a better choice. According to [37, 73], a “golden speaker” who can consider the learner’s English proficiency and speaking characteristics can offer the most appropriate feedback to L2 learners. The “golden speaker”, as proposed in [37], possesses the voice with the highest similarity with the learner, thus enabling the learner to focus on the pronunciation and prosody issues. However, the inclusion of a “golden speaker” cannot be achieved easily, because a large number of native speakers must be recorded in the corpus so that there can be some utterances with vocal features similar to those of the learner. Moreover, even if a group of speakers are included in the system, it can hardly be guaranteed that a “golden speaker” for any user can be picked from the group. For example, even when the recorded utterances include those from native speakers of different ages and genders, it is likely that some learners may have special vocal features and therefore no perfect “golden speaker” can be found using pre-recorded utterances.

To overcome this problem, studies in [38-41, 76] suggest that language learners can listen to their own accent-corrected voices in order to achieve better training results. It means that the learner’s own utterances are processed to become more native-like without changing the speaker identity of the learner. As a person is the most appropriate “golden speaker” for himself, the accent-corrected utterance of a learner whose vocal features are preserved in the correction process can be used as an effective feedback for the learner to imitate and practice. Specifically, subjective evaluation results presented in [39, 41] demonstrate the reduction of perceived accent after appropriate modifications of non-native speech. Further, pedagogical study in [40] suggests that prosody-corrected speech of the learner is a more effective stimuli for L2 learners compared with pre-recorded native speech. Therefore, it is desirable to correct the learner’s utterances and use the corrected utterances as feedback.
2.2.2 Differences between Voice Conversion and Accent Reduction

Accent reduction shares some properties with voice conversion because both of them involve transformations of speech signals. However, there are two main differences between them.

The first difference lies in their objective: unlike voice conversion which transforms the vocal features of the source speaker (the one who pronounces the original utterance to be converted) to that of the target speaker (the one with the desired vocal features), accent reduction only reduces the accent of the non-native speaker to a more native one, while leaving the vocal features unchanged. As shown in Figure 2.7, voice conversion changes the vocal features of utterances. The objective is to modify the speech signal so that the output is perceived as if it were pronounced by the target speaker rather than the source speaker. In contrast, accent-reduced speech signals have the same vocal features as the input, but the perceived accents are reduced. Therefore, the objectives of the two schemes are related to vocal features and perceived accents, respectively.

The second difference stems from the dependence on linguistic information. As voice conversion only concerns the conversion of speaker identity features, the linguistic information can be separately treated to a certain extent and therefore it is possible to implement cross-lingual voice conversion under some
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(a) Voice Conversion Process – Vocal features Changed

![Accent Reduction Process](image2)

(b) Accent Reduction Process – Perceived Accent Changed

Figure 2.7 Comparison between Voice Conversion and Accent Reduction
scenarios [77]. For accent reduction, however, the linguistic information is very important and alignment information is always required, because the transformation is performed on the linguistic gestures rather than the vocal features to reduce perceived foreign accents.

These unique features of accent reduction make it stand as an independent component of speech processing techniques and it certainly deserve further studies. Recent literature about accent reduction can mainly be grouped into two categories: rule-based reduction and reference-based reduction.

### 2.2.3 Rule-Based Accent Reduction

Rule-based accent reduction relies on a thorough study of a group of accents and involves modifications of those features which make different accents distinguishable, to convert or reduce the perceived accents. With this kind of accent reduction methods, the linguistic and phonetic differences between two different accents are studied by analyzing two large groups of utterances belonging to each accent. As the differences across accents characterize the features used to identify or distinguish them, some specific rules can be developed to change the perceived accents by adjusting parameters correlated to these differences. A general flowchart of this kind of system is shown in Figure 2.8.
Some studies related to rule-based accent reduction have been done in [39, 78-81]. In [78], a group of stimuli from Japanese L2 learners of French are recorded and manipulated using phonetic analysis software PRAAT [82] for f0 contour and duration analysis. Pitch-synchronous overlaps and adds (PSOLA) [83] method is used to modify prosodic features. Experimental subjects are required to listen to short French phrases synthesized with French and Japanese segments in combination with duration and f0 given by Japanese learners and French native speakers. Different kinds of short phrases are played to the subjects: 1) phrases synthesized using standard and Canadian French utterances in combination with duration and f0 produced by Japanese and French native speakers, 2) phrases read by Japanese learners and French native speakers which are re-synthesized by manipulating local duration and f0. The final lengthening and continuing rise of f0 lacking in Japanese L2 Learners are added, and subjective tests performed on this modification indicate reduced perceptions of accent.

The study in [79] is based on formant space comparison using a formant tracker developed based on HMMs and linear predictive coefficients (LPCs). The first step, which is the rule-developing phase, of this study is to compare the formant spaces of three different regional accents of English, i.e., American, British and Australian English. The formant spaces of each vowel under different accents are plotted and the characteristics of each kind of accent are summarized. A 2-D HMM scheme is applied to track the formants of all the three accents. According to the analysis, the formants of vowels are distinct among those different English accents. For example, American vowels display higher values of F2, i.e., the second formant frequency (similar symbols applied for other formant frequencies), compared to Australian English, whereas the F3 and F5 are consistently higher in the Australian English in comparison with British English. Further, lower F3 and F4 are detected in the utterances of American males, accounting for the relatively rare case of the vowels followed by “r” in American English.

All of these observations provide the guidelines for rule-based accent conversion. The second step is the conversion stage which modifies the formant
spaces of different accents based on the developed rules to achieve the transformation of perceived English accents. Formants are modeled by LPC analysis and modified by frequency warping and spectral shaping of the spectrum. The ABX tests, i.e., asking the subject to determine whether the transformed speech X is closer to target accent B or source accent A, performed in this study demonstrate that more than 75% of converted speech utterances are perceived as the desired accent. Related studies are also performed in [80] with the same formant tracker, showing that these different English regional accents have distinguished spectral features which can be potentially used for accent reduction purposes. In this paper, cross-entropy measurements are used to quantify the differences among formant spaces as well as cepstra of regional dialects of English. A clustering using a phonetic tree based on cross-entropy also demonstrates dissimilarities of different English accents in terms of formant spaces.

An accent reduction scheme is also employed among the same three regional accents of English in [81]. However, it is based on the modification of prosodic features. Rather than transforming spectral information, the duration and intonation contours of the three dialects are studied and transformation rules for prosody-related accent reduction are developed. It is shown that British speakers demonstrate the largest pitch range among all the three accents. British speakers prefer to use low-rise tone in non-final intonation groups whereas American and Australian speakers prefer to use high-rise tone. British speakers also incline to have a steeper pitch contour at the end of the sentence. According to all of those observations, pitch and duration modifications are performed using PSOLA synthesis methods to transform the perceived accents of the input speech. The ABX tests demonstrate that more than 70% of the converted stimuli are perceived as the target accents. Reviewing what have been done in [79, 81], it is noted that both segmental features, e.g., formant and spectrum, and supra-segmental features, e.g., duration and intonation, affect the perceived accents.

In [39], the tone sequence model (TSM) is used for intonation modeling of American L2 learners of Germany. Similar to TOBI as mentioned before, it models an f0 contour as a series of discrete labels. These labels can be used to
define particular f0 configurations. The speech utterances pronounced by non-native learners are re-generated by modifying the intonation according to a series of linguistic rules specified for both American English and German (e.g., the comparatively lower f0 value at the beginning of German speech and the less steep falling of the f0 contour at the stressed syllables of American English). Experiments show that the reconstructed German speech produced by American L2 learners follows the German intonational rules and thus has less perceived accents.

**2.2.4 Reference-Based Accent Reduction**

Different from rule-based accent reduction, the reference-based accent reduction performs the transformation according to parallel speech utterances from the learner and the teacher, as demonstrated in [38, 40, 41, 76, 84]. The flowchart of reference-based accent reduction is shown in Figure 2.9. Parallel speech signals from the source (accented) and target (native) corpus are first parameterized by a synthesis model. Then, the parameters of the source speech signal are modified according to that of the target one to address the accent without changing the vocal features. Finally, the accent reduced speech signal is reconstructed by the modified parameters.

The study in [38] presents an accent reduction for prosody modification at the
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word level. The learner is asked to pronounce a number of phrases and these phrases are then modified according to the duration and pitch produced by native speakers. Improved nativeness can be observed from the accent-reduced phrases. However, this work only focuses on the word level without considering more general cases such as prosodic and segmental modifications at the sentence level.

Research in [84] generates feedback utterances to correct stress issues for the learning of Japanese. The Japanese L2 learner is first required to pronounce a number of homonym pairs (Japanese words with the same pronunciation which can only be distinguished by their written communication or pitch patterns). For instance, “hashi” can mean “chopsticks”, “bridge” or "edge" in Japanese, depending on the pitch pattern. These pairs are to be segmented into mora (basic unit of Japanese) by a forced alignment system. Then, the accent types of these pairs are assessed according to f0 contours. In comparison to that of the teacher, it can be determined whether the f0 contour of each homonym is correct or not. For those homonyms with stress issues, the learner’s utterances should be modified appropriately to produce the audio feedback. The pitch and duration of each phone from the learner are modified and resynthesized by PSOLA method using new pitch marks according to the parallel speech signals from the teacher. Recordings from eight non-native Japanese speakers are involved in experiments and subjective evaluations are conducted by eight native speakers. It is shown that the proposed audio feedback is effective for the language acquisition process. Similar f0 modifications can also be found in [75], in which f0 contours of the learner are resynthesized according to that from the teacher to provide audio feedback for English and Japanese learners.

In [40], the accent reduction process is performed to reduce the perceived accents in German utterances produced by non-native Italian speakers using the PSOLA method to change prosodic features. Different feedback utterances are provided in this paper. They include the native speech given by native German speakers, the accent reduced speech which is generated by correcting and resynthesizing prosodic features of Italian L2 learners according to parallel native German speech, and the accent reduced speech putting emphasis on stressed syllables. Over 30 subjects with various ages are involved in the
evaluation tests and each of them is asked to assess the generated stimuli. The experimental results show that feedback utterances generated by accent reduction preserve the learner’s own voice and are more effective for the purpose of stress pronunciation training in comparison with pre-recorded reference utterances spoken by German native speakers.

Another study [76] performs accent reduction in a spoken language conversion system, i.e., resynthesizing a L2 language from the L1 corpus of a particular speaker, which may also be used in a speech-to-speech translation system. The perceived accents in the synthesized Japanese utterance using an English TTS system are reduced by this scheme. The input of the accent reduction system is the synthesized Japanese utterance generated by an English TTS system. Due to the different characteristics and phone sets between Japanese and English, the generated Japanese speech is not native-like. Therefore, the synthesized speech is considered as accented speech which is modified using parallel reference speech. Both segmental (spectral envelope) and prosodic features (pitch and duration) are modified to reduce the perceived accents. The prosodic modifications are performed by adjusting pitch and durations using PSOLA and the segmental modifications are performed by replacing the spectral envelope of the source speech signal by that of the corresponding frame in the target speech signal. The combination of segmental and prosodic modifications improves the intelligibility of synthesized speech from 56% to 84% based on subjective listening tests.

More thorough studies with intensive subjective tests are presented in [41, 85]. Modification schemes similar to that in [76] are performed in these work, with a pool of subjective tests performed on voice quality, accentedness and speaker identity. The speech utterances are separated into excitations, which are related to speaker identities, and spectral envelopes, which are mainly responsible for linguistic gestures. Then, the prosodic features of the learner’s speech are modified according to the corresponding features of the teacher at the phone level, leading to the prosodic modification. The spectral envelopes of the non-native utterance are also replaced appropriately by that of the native one to modify segmental features. In the experiments, the non-native utterances are
modified to different extents, i.e., prosodic modification only, segmental modification only, and combined modification. Subjective assessments are performed by a group of subjects to indicate the perceived accents, acoustic quality, as well as speaker identity of the speech utterances before and after accent reduction. It is shown that segmental and prosodic features can affect the perceived accents and acoustic quality of the accent-reduced utterances differently. In addition, the speaker identity of the non-native speaker is also preserved after accent reduction. As the subjective evaluation process of accent reduced utterances is time consuming and inconsistent, studies presented in [85] propose several different objective measurements to assess the acoustic quality and perceived accents of the modified speech. Outputs given by those objective measurements are compared with subjective evaluation results, demonstrating high human-machine correlations.

Considering all the discussions above, accent reduction can produce effective feedback utterances and provide more options of stimuli to help L2 learners in the acquisition of speaking skills. However, the effects of some external factors like nationalities of learners and the corpus in use are still unclear. Further, as most current manipulations of accents are based on PSOLA, implementation of accent reduction using different synthesis methods is also of interest. The objective is to find the most appropriate way and explore more possibilities for accent reduction.

2.3 Phonetic Segmentation

Phonetic segmentation can affect a number of speech technologies, such as concatenation based TTS, speech recognition, and accent reduction. As all of these applications have potentials to be applied in a modern CALL system, it is worthwhile to study how to improve the accuracy of phonetic segmentation systems.

There are mainly two kinds of phonetic segmentation methods: text-independent segmentation, which only uses acoustic features, and text-dependent segmentation which uses both acoustic features and transcriptions of the speech signal.
2.3.1 Text-independent Segmentation

Some studies on text-independent phonetic segmentation are done in [86-88]. The proposed methods detect phone boundaries using only acoustic features. This kind of segmentation systems does not use information from the linguistic content, i.e., the transcription of the speech utterances. Rather, it uses probability models to examine the existence of phone boundaries according to specific acoustic features.

Segmentation systems in [86, 87] apply the same scheme for text-independent segmentation. They first identify a number of frames which are detected as candidate boundaries according to spectral features. Next, probability modeling of each candidate frame and its neighboring frames is conducted to examine each candidate boundary. This segmentation process is shown in Figure 2.10. Supposing frame 1, frame m, and frame n are candidate frames, all the frames, i.e., frame 1 to n, can be segmented into two segments with the boundary located between frame m and m + 1. The two segments are either modeled by two separate statistical models (M1) or one single statistical model (M0). Acoustic features are assumed to be normally distributed. For M0, it is assumed that all the n frames of data follows a normal distribution \( (x_1, x_2, ..., x_n) \sim \mathcal{N}(\mu_Z, \Sigma_Z) \), i.e., the same distribution source \( Z \) (all the frames originating from the same phone). In contrast, M1 assumes that frame 1 to m follows one normal distribution \( (x_1, x_2, ..., x_m) \sim \mathcal{N}(\mu_X, \Sigma_X) \), and frames \( m + 1 \) to n follows the other normal distribution \( (x_{m+1}, x_{m+2}, ..., x_n) \sim \mathcal{N}(\mu_Y, \Sigma_Y) \), indicating a phone transition between the two segments. As a result, the possible phone boundary can be determined by calculating the log likelihood ratio given by the two models M1 and M0. If the likelihood given by the single statistical model \( P(X|M0) \), where \( X \) is the feature vector, is greater, the two frames are more likely to fall into the same statistical distribution and thus are not likely to be separated by a phone boundary. Otherwise if \( P(X|M1) \) is greater, a phone boundary is likely to exist between two frames as they fall into different statistical distributions. In this detection scheme, three candidate frames (e.g., frame 1, frame m and frame n in Figure 2.10) are examined and the process moves forward continuously so as to go through all the candidate frames. Once a
candidate frame is rejected as a phone boundary, it will not be considered in the next examination.

To measure $P(X|M0)$ and $P(X|M1)$, Bayesian information criterion (BIC) is used. The $\mu$ and $\Sigma$ of assumed normal distributions can be calculated from the feature vectors belonging to each segment, so that BIC of $M1$ and $M0$ in Equation (2.7) can be produced to determine whether a phone boundary should exist between two segments:

$$
\text{BIC}(M1,M0) = \text{BIC}(M1) - \text{BIC}(M0) = -2 \left\{ \sum_{i=1}^{N_X} \ln P(\mu_X, \Sigma_X) + \sum_{i=N_X+1}^{N_Z} \ln P(\mu_Y, \Sigma_Y) \right\} \\
+ 2 \left\{ \sum_{i=1}^{N_Z} \ln P(\mu_Z, \Sigma_Z) \right\} + \ln K
$$

(2.7)

where $K$ indicates the constant term which is not relevant to the features, $N_Z$ indicates the total number of frames considered, and $N_X$ indicates the frame number belonging to the left segment. If this BIC result is negative, $P(X|M1)$ is greater than $P(X|M0)$ which indicate that there should be a phone transition between two segments.

 Particularly, the approach proposed in [86] first calculates MFCCs of each frame and measures the spectral changes so as to identify a number of candidate
frames with peak spectral changes. Then, the process described above is used to examine each of these candidate frames to decide whether the candidate frame should be a phone boundary or not. To overcome the small size problem and outliers which may exist in the segmentation scheme, this paper also applies a selection scheme to choose the most appropriate method from a pool of models.

In [87], the microcanonical-multiscale formalism (MMF) resulted from physics field is applied to detect the candidate phonetic boundary by measuring the singularity exponential (SE) function over time. MMF function of a given signal $s(t)$ is defined by a scale-dependent function $\tau_r$:

$$\tau_r(s(t)) = \alpha(t)r^{h(t)} + o(r^{h(t)}) \quad r \rightarrow 0$$  \hspace{1cm} (2.8)

where $h(t)$ is the SE function, $\alpha(t)$ is a function of $t$, and $o()$ indicates convergence faster than what in the bracket. It can then be estimated by choosing $\tau_r$ to be the gradient-modulus measure as discussed in [89]. The SE function relates to the scaling of local power-law behaviors in the signal domain and is almost linear inside each phone, leading to a clear change in its slope at the phone boundary. Therefore, a number of candidate phone boundaries are identified according to SE functions. Subsequently, the two statistical models $M0$ and $M1$ as mentioned above are applied on each candidate frame to eliminate those incorrect candidates and thus obtain the phonetic boundaries.

Studies in [88] proposes a biometric model of the human auditory processing scheme for phone boundary detection. To calculate the neural features of frequency synchrony as well as average signal levels, a speech signal is filtered by a head-related transfer function and divided into different components using gammatone filters. The local maxima are located by a peak-picker scheme and the synchrony information is generated between peaks. With that information, the rate of synchrony and the average signal level are calculated accordingly. After obtaining all of these auditory based features, a two-layered support vector machine (SVM) system is used to identify phone boundaries.

### 2.3.2 Text-dependent Segmentation

Although endeavors on text-independent phonetic segmentation may contribute to certain speech processing areas, many target applications of phonetic
segmentation are those in which linguistic information is available, such as TTS system or the training of acoustic models in speech recognition. Furthermore, text-independent phonetic segmentation methods generally underperform the text-dependent methods which utilize linguistic information. Therefore, more focuses should be given to the text-dependent segmentation method.

The current mainstream text-dependent segmentation methods are based on forced alignment [90-94]. This process first trains acoustic models using HMMs as in speech recognition systems. The acoustic models consists of a group of HMMs, with each HMM representing one phone or phone boundary and modeled by three to four states. The acoustic features, normally MFCCs plus first and second order delta, are then input to the trained acoustic models along with the phone level transcription to detect the phone boundaries. The phone level transcription can be obtained by the word level transcription and a pronunciation dictionary. Normally, the speech utterances to be segmented are assumed to be pronounced correctly, i.e., it exactly matches the given transcription. With the obtained phone-level transcription, all the HMMs of each individual phones are connected to form the state sequence which passes through the whole sentence. The posterior probability of each input frame is calculated to decide whether to transfer to the next state or stay at the current state, so that the number of frames belonging to each state is estimated. The phone duration can then be obtained by summing the frame numbers of each state. More detailed descriptions on the forced alignment process will be given in Chapter 5.

Such a baseline segmentation system using forced alignment results in reasonable segmentation accuracy in the range of 30 ms – 50 ms as shown in [91-93, 95]. However, further studies on phonetic segmentation are still necessary to improve the detection process for improving other applications, e.g., avoiding audible errors from TTS systems as in [96]. To overcome these segmentation errors, a number of techniques have been proposed to refine the phone boundaries given by the baseline system.

- **Modification of Modeling Scheme**

  There are a number of studies that propose to modify the modeling scheme of segmentation systems. A large margin algorithm which uses a framework similar
to support vector machine (SVM) is proposed in [97] to do phonetic segmentation. This study casts the task of speech segmentation to a large margin problem and proposes effective solutions to this problem. A set of base functions is learned to measure the confidence for an alignment in a segmentation system, leading to performances better than the baseline HMMs method in [90]. In addition, it not only experiments on speech database, but also performs music-to-score alignment which aligns music signal to its corresponding transcriptions.

In [98], a phone boundary based segmentation model is proposed. In addition to phone HMMs, phone boundaries are also modeled with special 1-state HMMs. Each special 1-state HMM has only one emitting state, modeling the transitional property of phone boundaries. These phone boundary models are then combined with phone HMMs to perform forced alignment. State numbers used to train phone HMMs are also not identical, with 1-state, 3-state, and 5-state HMMs applied to different phones. It also demonstrates that using only isolated-unit training, i.e., training HMMs based on individual phones without embedded training, can lead to higher segmentation accuracy.

A modified HMM scheme incorporating artificial neural network (ANN) is also proposed in [99] to obtain phone boundaries. Instead of Gaussian mixture model (GMM), six ANN classifiers are used to generate phone and phone-transition probabilities. For each ANN, cepstral features plus energy-based features are taken as input, while the output indicates six kinds of phonetic features including manner, place, height and their transitions. These phonetic features are then combined by Bayes’ rule in the Viterbi decoding process to generate accurate phone alignments. All of these methods can contribute to the segmentation by providing more flexible structures and improved segmentation results. However, applying such kind of methods requires a re-structuring and re-training of all the acoustic models and thus it cannot refine segmentations given by existing acoustic models conveniently. Furthermore, some acoustic modeling techniques may sacrifice the segmentation performance for a certain range of resolution to improve the overall performance. For example, the segmentation accuracy of 5 ms is reduced as reported in [99] due to the inclusion of phone transition models.
• Statistical Correction and Fusion Methods

Statistical correction and fusion methods have also been proposed to improve phonetic segmentation results, as in [91, 100-102]. In [91], the concept of statistical corrections on phonetic segmentation is proposed and the experimental results demonstrate a significant improvement in segmentation accuracy. It uses a scheme to calculate statistics, i.e., two ratios, for each phone boundary class to refine the preliminary phone boundaries. The correction ratios are calculated from the difference between the manual and automatic segmentations from the training corpus. This scheme takes into account the relative duration of each phone as well as the phone transcription information to correct the phone boundary dynamically. However, it neither studies the performance of this method on context independent (i.e., monophone) models nor examines the effects of the change of search ranges on statistical correction.

In [101], a fusion method is used to combine a number of different HMMs to refine the phonetic segmentation results, as demonstrated in Figure 2.11. The system first trains 112 baseline segmentation engines (BSEs), which are HMMs with various parameter settings, including no. of mixtures, no. of states, context-
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dependent vs. context-independent, etc. In the training process, forced alignments are performed on each input speech signal to generate segmentation results using these different BSEs. These automatic segmentation results are then combined with manual segmentations to calculate the parameter $P$ for the fusion purpose. With obtained parameters and BSEs, segmentation results for the input speech signals are first generated by each individual BSE. A fusion is then performed to combine all the time alignments from different BSEs using the obtained parameters $P$. The author experiments on a number of fusion methods, such as linear regression, decision tree, and support vector regression. The experimental results show that the fusion based on support vector regression yields the best results.

Fusion methods are also adopted in [100]. The difference is that they do not include all the segmentation results for each individual phone boundary. Rather, a selection process is performed to find the most appropriate segmentation results from different automatic segmentation machines (ASMs). The flowchart of this system is given in Figure 2.12. Similar to [101], a number (55 in this case) of ASMs, which are also HMM based acoustic models with different parameters, are trained. Then, segmentations are performed on the training corpus in which
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the manual segmentations are available. Automatic segmentation results for those training speech utterances are obtained from each individual ASM. In the candidate selection process, all the observations from the same phone boundary are collected to calculate the difference between manual segmentation and automatic segmentation given by each of the ASM:

\[
M(i) = \arg\min_k \sum |S^R(i) - S^A_k(i)|
\]

where \(S^R\) is the real boundary of the \(i\)-th boundary class, \(S^A_k\) is the automatic boundary generated by model \(k\), and \(M(i)\) is the model selected for \(i\)-th boundary class. The phone boundary here is defined as a combination of two neighboring phones. The difference between manual and automatic segmentation can be used to select the most appropriate ASM for each phone boundary. With the selected ASMs, the time alignment of a specific phone boundary will be given by the selected ASM, thus yielding more relevant segmentation results. This work is extended in [102], which uses the appropriate combination of a subset of all the ASMs to detect phone boundaries for each boundary class.

A prominent drawback of fusion methods is that the massive processing time required for phonetic segmentations, because segmentation results must be generated by many different HMMs (from 55 to 112) and then merged together. Also, one drawback of all the work on statistical correction and fusion method mentioned above is that most of them are not tested on a standard corpus, except for [101] which uses TIMIT corpus to test the performance.

- **Predictive Model Based Refinement**

Text-dependent phonetic segmentation results have also been refined using various predictive models as in [93, 95, 103-106]. Such kind of methods searches frames around the preliminary boundary, identifying the frame which maximizes the posterior probability obtained from feature vectors and the refinement model as the corrected final boundary:

\[
t_{fm}^i = \arg\max_{t_n \in (t^{i-r}, t^{i+r})} \{P(t_n | o_n)\}
\]

where \(t_{fm}^i\) is the corrected final boundary, \(t^i\) is the \(i\)-th preliminary phone boundary given by forced alignment, either with or without statistical correction.
as stated before, \( r^i \) is the search range of \( i \)-th phone boundary, and \( o_n \) is the observed feature vector. A demonstration of this process is shown in Figure 2.13. Either classification model, which classifies frames far from or close to the real boundaries into different classes, or regression model, which estimates a continuous value for each frame, can be trained to calculate the probability score \( P(t_n|o_n) \). The data required for the training process mainly involves acoustic features, manual segmentations and sometimes automatic segmentations of the training corpus. Various models, like k-nearest neighborhood (KNN), multi-layer perception (MLP), and SVM can be implemented to refine phone boundaries.

A hybrid method is used in [103] to perform feature selection using sequential forward selection and to refine the boundary using KNN according to selected features. A number of features related to the phone boundary information like pitch or entropy are sequentially added to form the feature vector. Next, each KNN is trained for one phone boundary given the manual segmentation results and the feature vectors. Speech frames in the training set are grouped into two categories, frames far from the manual boundary and frames close to the manual boundary, to train the KNN model. In the refinement process, the frame
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**Figure 2.13** Predictive Model Based Refinement – Searching around the Preliminary Boundary

46
belonging to the class close to the manual boundary with the highest probability is identified as final boundary. The most suitable feature set is then decided by the segmentation accuracy given by the KNN model. This method improves the segmentation results given by the baseline forced alignment system, but the feature selection process is time consuming.

Work presented in [107] designs a different topology of HMMs to refine the segmentation process. During this scheme, a 3-state HMM topology is used to train the boundary classifier. Those frames at the left side of the manual boundary are used to model the first state, while frames at the right side of the manual boundary are used to model the last state. The frame corresponding to the manually labeled boundary is used to model the middle state. These boundary classifiers are then applied to examine a set of candidate frames around the preliminary boundaries given by a forced alignment system. However, the presented experiments are only based on a limited number of phone pairs.

A multi-layer perceptron (MLP) based refinement process is studied in [104]. It trains an MLP for each kind of phone transition group and using the obtained models for correction. In this method, the MLP model is trained for each phone boundary class to perform a post-refinement on the results given by a forced alignment system. The frame corresponding to the manual boundary is labeled as 1 and the frames neighboring to that frame are labeled as 0.5, with the rest of frames labeled as 0. An iterative training process is performed to partition the phone boundary space so that phone transitions with similar properties are refined by the same MLP. This process is performed as follows. First, an initial partition of the phone boundary space is given and MLPs are trained to refine the phone boundaries. Second, the obtained phone boundaries are compared to the manual segmentations to find the most appropriate MLP for each phone boundary which generates the smallest distance. Third, the phone boundary space is re-partitioned to regroup each phone boundary class into a new MLP by minimizing the distance between the real segmentations and the automatic segmentations given by the MLP to which the phone boundary class belongs. Finally, the MLPs are retrained with the modified partitions. This process is repeated a number of times to segment the phone boundary space into four
categories and then one MLP model is trained for each category of phone boundaries to refine the segmentation results. It is proven in [104] that this iterative scheme can finally converge and yield improved segmentation accuracy.

Several other studies [93, 95, 105, 106] refine the phone boundary using SVM models. The feature vectors combining both spectral and prosodic information (MFCCs, entropy, f0, etc.) are used to represent the frames around the preliminary boundary, and then SVM based classification or regression is used to identify the most probable boundary. Binary SVMs are trained for different phone boundary classes. Frames in the training corpus are grouped into different categories in a way similar to that presented in [103] to obtain these SVMs. Particularly, the study presented in [106] uses the SVM model to refine the segmentation on Chinese singing voices given by DTW and HMM models. In this paper, the note boundaries are generated by two systems based on both the DTW method, which compares the pitch information of the singing voice to the corresponding note transcription, and the HMM method, which performs segmentation based on forced alignment process. The SVM trained from acoustic features and manual segmentations are then applied to estimate the confidence scores of two boundaries given by DTW and HMM. The boundary with the higher confidence score is then selected and refined by SVM as in Equation (2.10) to produce the final boundary. This process is shown in Figure 2.14.

Statistical corrections and fusion methods mainly address the systematic bias – they either compensate for the drift of phone boundaries produced by acoustic models using a shift or combine results from multiple acoustic models so that those biases from different models are compensated by each other. However, these methods fail to compensate for all the possible errors inside each phone boundary class. One reason is that different phone boundaries in the same class can still be affected by its context information. Further, different segmentation machines may not be able to compensate for all the errors from each other. In contrast to these two methods, predictive models examine the relevant acoustic features of frames around each preliminary boundary to refine the results, but it
may not be able to incorporate the global statistics effectively and may suffer from low implementation speed.

2.4 Summary

This chapter covers a literature review on three topics relevant to a CALL system, namely prosody evaluation, feedback utterances generation, and phonetic segmentation.

In the review on prosody evaluation, reference-dependent and reference-independent methods are studied. The basic schemes and investigations related to the two evaluation methods are discussed. For reference-dependent evaluation, recent proposals about word important factor, combination of multiple scores, MFCC based alignment, Mahalanobis distance and intonation type comparison are elaborated. Different structures of the reference-independent evaluation methods are discussed, including HMM and regression based models.

The feedback utterance is an important component of an advanced CALL system. A detailed discussion on different types of feedback is given, showing that accent reduction is a reasonable choice to produce stimuli with the learner’s own vocal features. Two different kinds of schemes, namely rule-based and the reference-based schemes are discussed. Recent studies relevant to these two schemes are reviewed, which reduce perceived accents in the learner’s non-native speech using both prosodic and segmental modifications. These studies
show that accent-reduced feedback utterances can provide learners with effective stimuli to practice their speaking skills.

Phonetic segmentation can contribute to various speech technologies potentially beneficial to CALL systems, such as text-to-speech, speech recognition, and accent reduction systems. Recent work on phonetic segmentation includes text-independent system, which purely rely on acoustic features and spectral information without prior knowledge about the phonetic sequences, and text-dependent systems, which incorporate both phonetic transcriptions and acoustic features to produce phone boundaries. More focuses are given to the latter scheme. Recent studies on text-dependent systems are reviewed, including statistical correction, fusion, and predictive models. Implementation issues as well as the pros and cons of these methods are also discussed.

In this thesis, four corpora are used for various studies described in Chapter 1. These corpora include Boston university radio news corpus (BURNC), ARCTIC corpus, TIMIT corpus, and a non-native corpus collected by the author. BURNC is the corpus produced by Boston University for the purpose of speech synthesis and prosody modeling. ARCTIC is a phonetically balanced corpus developed by Carnegie Mellon University for the purpose of unit selection speech synthesis. TIMIT is developed by MIT, SRI, and Texas Instrument for the purpose of acoustic modeling and speech segmentation. The author collected corpus consists of a number of non-native English utterances produced by local and international students in Singapore. The detail of this corpus will be given in Chapter 3. All of the four corpora use a sampling rate of 16k Hz.
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3.1 Motivations & Proposed Work

In prosody evaluation, one important issue is the segmentation of input sentences. Before the evaluation, all the pronounced sentences should be segmented into small units appropriately, as shown in Chapter 2.

Currently, segmentation for prosody evaluation is mainly based on lexical units as studied in [31, 32, 34]. It means that sentences are segmented into units in terms of words and syllables. Although such a segmentation method is suitable and often used for pronunciation evaluation, it is not very appropriate for prosody evaluation. Unlike lexical units which include phoneme, syllable and word, prosody is basically the supra-segmental features of a sentence and may not be related to the lexical boundaries strictly. Hence, if we segment a sentence according to lexical or syllabic units, the evaluation results may fail to reflect the learner’s mastery of verbal articulatory accurately.

One logical solution is to perform the segmentation in the prosodic domain rather than in the lexical domain, i.e., the basic unit for segmentation should be a prosodic rather than a lexical unit. Unlike lexical units which mainly affect the lexical and syntactic meaning of an utterance, prosodic units can reflect the emotions, intentions and rhythm of an utterance. Considering these information given by prosodic units, it seems more reasonable to segment speech utterances in this way for prosody evaluation. In this chapter, segmentation based on a specific prosodic unit, i.e., foot, is applied for the evaluation of prosody. As manual labeling is time-consuming, an algorithm is also designed to perform the segmentation automatically.
To test the performance of the proposed segmentation in prosody evaluation, two different kinds of methods, reference-dependent evaluation and reference-independent evaluation, are experimented. Experiments using different segmentation methods for the reference-dependent and the reference-independent evaluation systems are performed, with the results given by the proposed segmentation method comparable to subjective scores from human experts.

### 3.2 Prosodic Unit

In order to segment a speech signal in the prosodic domain, it is pertinent to understand the hierarchy of prosodic units. Prosody is a supra-segmental layer of speech which consists of pitch, duration and intensity. It is generally used by a speaker to organize phonetic segments (vowels and consonants) into systematic units of various sizes. Since prosodic features are supra-segmental, many different levels exist, e.g., foot, phonological word, clitic, intonation unit, declination unit and utterance (from the low level to the high level) [108]. Hence, when applying prosodic units in the segmentation of utterances, the first problem is to select the appropriate unit.

In English, foot is defined as a phonological unit consisting of an accented syllable followed by any number of unaccented syllables. Specifically, a foot starts from the beginning of a stressed syllable and end at the beginning of the next stressed syllable. A phenomenon which should be noticed is that feet are mainly delimited by the stresses in a sentence. As a result, foot boundaries may not correspond to word boundaries. Thus, one word may cross two feet or one foot may consist of multiple words. For instance, the sentence “I felt that I might never stop the machine from running” and its pitch and intensity contours (extracted by Praat) are shown in Figure 3.1, with the discontinuous solid line indicating the pitch contour and the continuous dotted line indicating the intensity contour. The foot segmentation is “I / felt that I / might / never / stop the ma/chine from/ running” (delimited by vertical lines). Clearly, in this sentence, the boundary of a foot may locate inside a lexical word.
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One exception to the foot level definition is anacrusis. Since each foot is combined by a stress and the following unstressed parts, it is necessary to define the component before the first stress. Anacrusis is defined as one or more unstressed syllables preceding the first stressed syllable in an utterance. For example, the initial unaccented phrase “I” (the first accented syllable is “felt”) is called anacrusis and considered as an incomplete unit from linguistics point of view. In this thesis, anacrusis is taken as a foot in the proposed segmentation scheme to model a complete prosody contour.

Foot is selected due to its appropriate position in the prosodic domain as well as its correlation with stresses. First, to segment a pronounced sentence appropriately, it is obvious that the segmentation units should not be too long; otherwise, it may give rise to problems in the segmentation process of short sentences and reduce the accuracy of evaluation results. The position of foot in the hierarchy of the prosodic domain generally coincides with that of word in the lexical domain. It implies that foot is a suitable unit to measure prosody. Second, the definition of foot pertains to stresses which contain a lot of rhythm information. When the same sentence is spoken by the same native speaker, there

Figure 3.1 Waveform, Pitch and Intensity of the Sentence “I felt that I might/never stop the machine from/running”
is a tendency to keep the speaking rate of each foot not far away from the norm (relative to the tempo at the moment of the utterance). Accordingly, feet in a sentence can express significant rhythm information, which may contribute to the accuracy of evaluation results. Finally, when automatic segmentation is done at the foot level, existing techniques of stress detection can be used.

3.3 Automatic Quasi-foot Segmentation

The manual segmentation of foot is time-consuming and only feasible during the experimental stage and thus cannot be used in a real-time CALL system. Therefore, an automatic segmentation method is needed for the design of a CALL system.

For linguists who perform the segmentation manually, many detailed information including lexical meanings may be used to achieve accurate foot segmentation results. However, the basic and simplest definition of foot is unambiguous, i.e., a phonological unit consisting of an accented syllable followed by a number of unaccented syllables. Therefore, it is obvious that foot correlates to the stress or accentuation in English closely. Considering that a lot of work on stress and pitch accent detection has been done [109-113], segmenting sentences into feet according to stress or pitch accent detection technique is a reasonable and feasible approach. In English, pitch accent refers to the use of variation of pitch to express prominences and stresses. Therefore, it delimits the perceived stress as well as timing of English utterances.

The work in [110] conducts pitch accent detection at phone, syllable, and word level by determining whether there is a pitch accent in a phone, syllable, or word. The experiments are done by using the Naïve-Bayesian, Conditional Random Field and Logistic Regression methods. Boston University Radio News Corpus (BURNC) [114] is used for model training and testing. Experimental results demonstrate that pitch accent detection on word-level can reach a high level of accuracy. Besides, most of the foot boundaries coincide exactly with word boundaries.

Therefore it is reasonable to consider using word-level pitch accent detection method to obtain “quasi-foot” segmentations. Even though other methods such
as HMM based detection are also proposed by [109, 113], logistic regression as proposed in [110] is employed in our study because of its superior performance and simplicity.

Logistic regression is a kind of generalized linear regression. It is well known that linear regression approximates the real value by multiplying a feature vector with a weight vector. In logistic regression, the multiplication of the feature vector with a weight vector is first performed, and the result is further processed to obtain the probability of accentuation. The basic function of logistic regression is:

\[ f(z) = \frac{e^z}{e^z + 1} \]  

(3.1)

\[ z = w \cdot x \]  

(3.2)

where x is the feature vector, w is the weight vector, z is the dot product of weight and feature vectors, \( f(z) \) is the output with a value between 0 and 1, regardless of the value of z. Therefore, \( f(z) \) is especially useful to describe probability. In this case, the output is taken as a probability to indicate whether the word is accentuated. Normally, the threshold for accentuation judgement is set at 0.5.
The quasi-foot segmentation involves the following steps: first, word level segmentation is obtained by forced alignment which is implemented by HTK [115]. HMM based acoustic models are trained by the Wall Street Journal (WSJ) corpus involving context-dependent models [116]. A discussion about forced alignment will be given in Chapter 5. Second, logistic regression is performed to detect pitch accent at the word level. The parameters of logistic regression, i.e., the \( w \) in Equation (3.2), are trained by machine learning software WEKA [117] through feature vectors and manual labels. As proposed in [110], normalized pitch, energy and duration are used as elements of input feature vector. Pitch is extracted by the subharmonic-to-harmonic ratio method (SHR) [118], with an average estimation error of 5 Hz based on CSTR database as reported in [119]. Energy is defined in the root mean square (RMS) form. Pitch slope, calculated as the first order pitch regression line across two neighboring frames, is also added as an extra feature. The normalization is performed by dividing mean pitch and energy at the word-level by those at the sentence level. In prosody evaluation, the boundaries of detected accented words are taken as the quasi-foot boundaries.

In Figure 3.3, an example of automatic quasi-foot segmentation is shown. The solid lines are the word boundaries obtained by forced alignment, whereas the dash lines are quasi-foot boundaries detected by logistic regression. Almost all the manually detected foot boundaries are correctly identified in this example. From Figure 3.3(a), those words with POS tag as noun, verb, adjective, or adverb like “that’s”, “supporters”, “Safe”, “Road”, “Act”, “hopping” and “work” are detected as accented words. Similarly, in Figure 3.3(b), Figure 3.3(c) and Figure 3.3(d), words containing main information of the sentence like “choice”, “association”, “grilled”, “initially”, “involve”, “inmates”, “consequences” and “driving” are correctly identified. The obtained segmentations are reasonable since human speakers also usually put stress or emphasis on those kinds of words. Also, there is a series of unstressed syllables following those words just as what has been stated in the definition of foot.
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Figure 3.3 Example of Quasi-foot Segmentation

To analyze the performance of the quasi-foot segmentation method, experiments are performed on the BURNC corpus. In pitch accent detection, the detected pitch accents are compared with human labeled accentuation provided by the corpus. The estimated boundaries are compared with human labeled boundaries and the F-Measures are shown in Table 3.1. F-measure is defined as the harmonic mean of “precision” and “recall”, as given below:

\[
\text{Precision} = \frac{\text{number of correct results}}{\text{number of all the returned results}} \quad (3.3)
\]

\[
\text{Recall} = \frac{\text{number of correct results}}{\text{number of results that should have been returned}} \quad (3.4)
\]

\[
\text{F-Measure} = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \quad (3.5)
\]

The obtained results show that F-Measure for pitch accent detection accuracy is 0.81. The F-Measure of quasi-foot segmentation is 0.76 because some feet boundaries do not correspond to word boundaries. Although the detection is not perfect, the F-measure is comparable to those achieved in [120], which are considered as accurate for pitch detection and thus is good enough for prosody evaluation.
3.4 Reference-dependent Prosody Evaluation Based on Prosodic Unit

3.4.1 Framework of Reference-dependent Evaluation System

The system configuration used for reference-dependent prosody evaluation is shown in Figure 3.4. For each of the learner’s utterance, the corresponding teacher’s utterance must be available and used in the evaluation process. Segmentation is first performed on both of the teacher’s and the learner’s utterances. The manual segmentations were provided by human experts who are linguistic experts from School of Humanities and Social Sciences in Nanyang Technological University (NTU).

Secondly, feature extraction is then implemented on each unit which could be word or foot. In our study, each vector has four features. They are normalized log pitch, normalized log intensity and their first derivatives. As the human auditory system perceives tones in a way similar to the logarithmic function (instead of in a linear function), the logarithmic scale is a more appropriate measure of the perceptual effects of the differences in intonation. In addition, average values are subtracted from log pitch and log intensity for normalization.
After obtaining the sequences of prosodic features of the teacher and the learner, alignments between the two sequences are performed. Then, the accumulative distance between the teacher’s and the learner’s prosodic features is calculated unit by unit to obtain the score at unit level. Finally, the overall sentence score can be obtained by averaging all the unit scores.

### 3.4.2 Distance Measurement

Distance measurement is the most important part of the reference-dependent evaluation. It compares the feature vector of an input speech utterance with that of the reference utterance so as to obtain a “measure of the differences” between the two vectors as the evaluation results. However, the direct comparison between two feature vectors is not feasible due to two reasons.

Firstly, in most of cases, the lengths of the two feature vectors are different. Since there is no way to calculate the Euclidean distances between two vectors with different lengths, direct comparison does not work. Secondly, even in the very rare case that two feature vectors possess the same length, the intonation contour of the learner’s utterance and the reference utterance can be quite different. Therefore, a direct comparison between two feature vectors can lead to inaccurate evaluation results. One possible solution is to compare the
corresponding salient components of two feature vectors, e.g., the peak of one feature with those of the other. In such a comparison, the distance measurement concentrates on the prosodic contours represented by the feature vectors, which provides most of the information about the nativeness of the speech utterances in terms of prosody.

Considering the two problems mentioned above, dynamic time warping (DTW) is used. It is a scheme which can solve the line-up or alignment problem between two sequences with the same or different lengths. An example of DTW has been shown in Section 1 of Chapter 2. In very early years, DTW was used as a tool for isolated word recognition. With the advent of statistics based speech recognition techniques such as HMM and artificial neural network (ANN), its adoption in speech recognition has ceased. However, it is still an important tool for alignment of time series and sequences.

A lot of previous work on DTW can be found in [57, 121, 122]. From [122], the basic procedure of DTW can be summarized as follows:

Given two sequences, $T$ with index $n$ and $R$ with index $m$:

$$T = \{T(1), T(2), ..., T(N)\} \quad (3.6)$$

$$R = \{R(1), R(2), ..., R(M)\} \quad (3.7)$$

To measure the distance between two feature sequences, the accumulative distance $D_A$ is calculated to measure the difference between the two sequences:

$$D_A(n, m) = d(T(n), R(m)) + \min[D_A(n - 1, m),$$

$$D_A(n - 1, m - 1)] \quad (3.8)$$

The $D_A$ function defines the basic DTW iteration which allows each point to move to its 3 neighboring points. The movement direction should be the one leading to the smallest increase in $D_A$. This process iterates continuously until the terminal point is achieved by going through the two sequences. Then, the final distance between the two sequences is:

$$\bar{D} = D_A(N, M) \quad (3.9)$$

where $N$ and $M$ are the numbers of frames of two sequences, respectively.
Therefore, distance measurement in reference-dependent method can be achieved appropriately by the DTW algorithm. The approach of DTW resolves the alignment problem and hence allows the distance between two feature vectors to be calculated more appropriately. The evaluation score is calculated based on the distance between the learner’s and the teacher’s feature sequences.

In previous papers [31, 34, 123], Euclidean distance is used to measure the accumulative distance. However, it is noticed that the covariances of the features may also affect the evaluation results, as correlations and interactions among different features do exist. To overcome this problem, Mahalanobis distance is used as proposed in [59]. The Mahalanobis distance between two feature vectors \(s\) and \(t\) with covariance matrix \(\Sigma\) is calculated by considering their covariance matrix:

\[
d_M(s, t, \Sigma) = \sqrt{(s - t)^T \Sigma^{-1} (s - t)}
\]  

(3.10)

Let \(s_j(n)\) and \(t_j(n)\) be the \(n\)-th feature vector of the \(j\)-th prosodic unit (e.g. foot) of the learner’s and the teacher’s utterance, respectively. Assuming \(M_j(n)\) is the Mahalanobis distance of the \(n\)-th frame of the \(j\)-th prosodic unit, the machine score can be calculated as follows given the covariance matrix:

\[
M_j(n) = d_M(s_j(n), t_j(n), \Sigma) \quad \text{(3.11)}
\]

\[
U_j = \sum_{n=1}^{N_j} M_j(n) \quad \text{(3.12)}
\]

\[
S^W = \sum_{j=1}^{J} U_j(n) \quad \text{(3.13)}
\]

where \(N_j\) and \(J\) are the number of frames of the \(j\)-th prosodic unit and the number of units in a sentence, respectively. \(U_j\) and \(S^W\) represent the accumulative distance of the \(j\)-th prosodic unit and that of the whole sentence. The covariance matrix can be calculated as:

\[
\Sigma = \frac{1}{N-1} \sum_{j=1}^{J} \sum_{n=1}^{N_j} (t_j(n) - \bar{t}) (t_j(n) - \bar{t})^T
\]  

(3.14)

where \(\bar{t}\) is the average of the teacher’s feature vector.

In this way, the distance between each pair of the teacher’s and the learner’s prosodic features can be calculated. The distance can be used to indicate the similarity between the learner’s and the reference utterances in terms of their
prosodic contours, thus giving the assessment of the learner’s prosody. To test the accuracy of the evaluation results, subjective scores of each utterance done by human evaluators are first obtained. The correlation coefficient between human evaluation scores and machine measured distances can then be calculated to assess the performance of the prosody evaluation system.

### 3.4.3 Evaluation Experiment

To test the validity of the proposed segmentation method, an experiment based on both word and foot level segmentation is performed. In the experiment, sentences pronounced by a native speaker are used as the teacher’s utterances. The experimental conditions are described in Table 3.2.

Six unique sentences are used. They include two long sentences and four short sentences; five of which are statements and one is a question. Pronounced sentences from NTU students whose native language is not English are recorded for evaluation. Eight students were invited to record their utterances which are taken as the learners’ utterances.

With automatically detected word or foot boundaries, feature vectors of each prosodic unit are extracted for distance measurement. The pitch contours are obtained using harmonics-to-subharmonics ratio techniques as in [118]. Subjective scores are given by linguistic experts from School of Humanities and Social Sciences in NTU. The subjective evaluators were asked to evaluate each

<table>
<thead>
<tr>
<th>Learners</th>
<th>8 students from School of Humanities and Social Science and School of Electrical and Electronic Engineering in NTU</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Sentences</td>
<td>6 different sentences with 2 long sentences and 4 short sentences</td>
</tr>
<tr>
<td>Feature Vector</td>
<td>normalized log pitch, normalized log intensity, and their first derivatives</td>
</tr>
<tr>
<td>Subjective Evaluation Score</td>
<td>5 point evaluation score (from 1 to 5)</td>
</tr>
</tbody>
</table>
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of the utterances to give a score ranging from 1 to 5 (worst to best). The correlation coefficient between scores given by human evaluators or between human and machine scores used in this section is defined as follows:

$$r = \frac{\sum_{i=1}^{n}(X_i - \mu_X)(Y_i - \mu_Y)}{\sqrt{\sum_{i=1}^{n}(X_i - \mu_X)^2} \sqrt{\sum_{i=1}^{n}(Y_i - \mu_Y)^2}}$$  \hspace{1cm} (3.15)

where $X_i$ and $Y_i$ are two sequences of scores, $\mu_X$ and $\mu_Y$ are the mean of the two sequences, and $n$ is the number of scores.

With the automatic quasi-foot detection, prosody evaluation results are obtained based on the corpus as mentioned in Table 3.3. The inter-human correlation is 0.43. In Table 3.3 the human-machine correlation coefficients are given with the negative sign changed to positive for convenience. It can be observed that the human-machine correlation based on foot level segmentation is around 0.39. In contrast, experiments with the same conditions performed at word level give the human-machine correlation of around 0.33. Also, compared to other prosody evaluation systems based on word level segmentation [34, 59], the overall correlation coefficient obtained by the proposed foot level segmentation is higher.

The word-level segmentation using forced alignment can yield the same accuracy as that produced by manually segmented words. This is because forced alignment has evolved and been refined for years, and it has become a reasonably reliable segmentation scheme based on word boundary detection. The human-machine correlation obtained by quasi-foot segmentation is slightly lower than that given by the human labeled foot boundaries, but it still outperforms word level segmentation. The lower accuracy is mainly due to the uncertainty in pitch accent detection. T-tests are applied to test the significance of correlation coefficients. The statistics is defined as:

$$t = r \sqrt{(n - 2)/(1 - r^2)}$$  \hspace{1cm} (3.16)

where $r$ is the correlation coefficient, and $n$ is the number of observations.
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Table 3.3 Prosody Evaluation Results with Different Segmentation Methods

<table>
<thead>
<tr>
<th>Segmentation Unit</th>
<th>Techniques</th>
<th>Human-machine Correlation</th>
<th>T-test Results (p value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word (manually or automatically)</td>
<td>Forced Alignment done by a speech recognizer</td>
<td>0.33</td>
<td>0.0164</td>
</tr>
<tr>
<td>Foot</td>
<td>Human-labeling</td>
<td>0.39</td>
<td>0.0053</td>
</tr>
<tr>
<td>Quasi-foot (automatically)</td>
<td>Forced Alignment + Pitch Accent Detection</td>
<td>0.38</td>
<td>0.0065</td>
</tr>
</tbody>
</table>

3.5 Reference-independent Prosody Evaluation Based on Prosodic Unit

Even though the reference-dependent method can evaluate the prosody automatically, it is still not ideal for CALL application. One obvious problem is that the learner can only practice on those pre-recorded sentences pronounced by native speakers; otherwise, the evaluation process which measures the distance between prosodic features cannot be conducted. To allow for more flexibility in the language learning process, a number of reference-independent systems as described in Chapter 2 are also proposed. As the proposed prosodic unit based segmentation does not rely on a specific model, it can also be applied to the reference-independent evaluation process. To test the performance of reference-independent evaluation using the proposed quasi-foot segmentation method, the SVM based prosody evaluation as mentioned in [65] is used in our investigations.

A detail discussion of SVM is given to facilitate the understanding of the reference-independent evaluation process. The following sections first review the
theories of SVM and then discuss how it is used in a the prosody evaluation scheme.

### 3.5.1 Support Vector Machine

Support vector machine is a classical pattern recognition algorithm whose history can be traced to 1990s by Vladimir N. Vapnik [124]. With increasing demands for efficient and effective algorithms for pattern recognition, more and more researchers recognize the importance of SVM, and thus a lot of work related to SVM has been carried out. Recent reviews and discussions on SVM can be found in [125-128].

The objective of SVM is to solve classification or regression problems based on an existing database with corresponding labels. Label here means the correct class of each sample in a classification problem or the real value corresponding to each sample in a regression problem. Therefore, two main steps are involved in a typical SVM problem:

1. Training: The model of support vector machine is trained according to the samples in a training set and their corresponding labels. In such a process, the parameters for the SVM model are estimated to minimize misclassification errors or the difference between the real and estimated values. The selection of training samples should be appropriate to ensure the performance of SVM.

2. Testing: The parameters obtained in the training process can be used to estimate the values of the testing samples. The estimated values are then used to compare the difference between the actual and the estimated labels to assess the performance of the trained model.

The fundamental form of SVM addresses the classification problem of linearly separable data. It is essentially a binary classification model. However, multiple-class models can be easily generated by using either one-versus-one or one-versus-all modeling of binary classifiers. To represent the binary classification problem using SVM, the labeled feature vector set is defined as $x_i, y_i \in R^n \ (i = 1, 2, ..., l)$ and $y_i \in (-1, +1)$. It is supposed that the two classes can be separated by a hyperplane satisfying $w^T x + b = 0$, where $w$ is the weight and $b$ is the intercept.
In SVM, the margin is defined as the distance from the hyperplane to the nearest sample. Obviously, larger margin indicates a better separation. Therefore, the objective of SVM is to separate two kinds of data while maximizing the margin. To solve the linearly inseparable case, a slack variable $\xi_i$ is added so that the soft margin scheme is introduced. Without loss of generality, the classification problem can be described as:

$$w^T x_i + b \geq 1 \text{ for } y_i = +1 + \xi_i$$

(3.17)

$$w^T x_i + b \leq 1 \text{ for } y_i = -1 + \xi_i$$

(3.18)

which is equivalent to:

$$y_i (w^T x_i + b) \geq 1 - \xi_i$$

(3.19)

The margin can be defined as $\rho$ according to the following derivations:

$$\rho(w, b) = \min_{y=1} \min_{y=+1} d(w, b; x) + \min_{y=1} d(w, b; x)$$

$$= \min_{y=-1} \frac{|w^T x_i + b|}{||w||} + \min_{y=+1} \frac{|w^T x_i + b|}{||w||}$$

(3.20)

$$= \frac{1}{||w||} \left( \min_{y=-1} |w^T x_i + b| + \min_{y=+1} |w^T x_i + b| \right) = \frac{2}{||w||}$$

Therefore, maximization of the margin is equivalent to the minimization of $||w||$. The corresponding Lagrange equation is:

$$L_p = \frac{1}{2} ||w||^2 + C \sum_i \xi_i$$

(3.21)

$$- \sum_{i=1}^{l} \alpha_i [y_i (w^T x_i + b) - 1 + \xi_i] - \sum_{i=1}^{l} \beta_i \xi_i$$

where $\alpha_i$ represents the Lagrange multipliers, which is the parameter of SVM, and $\beta_i$ is also the Lagrange multipliers but can be eliminated by taking the dual problem of $L_p$. $C$ is the penalty parameter to be chosen by the user. It controls the tradeoff between the flatness of hyperplane and the upper bound of errors. By
taking the derivatives of $L_p$ and substituting the results to the original Equation (3.21), $L_p$ can be changed to a dual problem, i.e.,

$$
L_D = \sum_i \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j \langle x_i, x_j \rangle
$$

subject to $0 \leq \alpha_i \leq C$

and $\sum_i \alpha_i y_i = 0$  \hspace{1cm} (3.22)

where $\alpha_i$ is calculated as the SVM parameter. Those vectors $x_i$ corresponding to $\alpha_i > 0$ are called “support vector”, since if all the other points are removed and only support vectors are retained, the obtained SVM model will be the same. After obtaining $\alpha_i$, the separation problem can be solved by considering the sign of:

$$
 f(x) = \sum_{i=1}^{N} \alpha_i y_i \langle x_i, x \rangle
$$

where $N$ is the number of training data, $x_i$ is the support vector and $x$ is the testing feature vector. If the sign of $f(x)$ is “+”, then the input vector should be categorized as class “+1”; otherwise, it should be categorized as class “−1”.

Although slack variables are introduced, linear SVM cannot work well in many complex and non-separable situations. Therefore, SVM should be generalized to be more than a linear function. From previous equations of SVM, it is obvious that the training data set $x_i$ only exists in the inner product with the input test feature vector. Therefore, to generalize SVM into a non-linear function, a mapping from the original Euclidean space to a higher dimension can be proposed as:

$$
 \Phi: \mathbb{R}^d \rightarrow \mathcal{H}
$$

Therefore, the inner product of training samples becomes $\Phi(x_i) \cdot \Phi(x_j)$. For the convenience of description as well as calculation, a kernel function is defined as $K(x_i, x_j) = \Phi(x_i) \cdot \Phi(x_j)$. After mapping to the higher dimension, the data can become linearly separable and a linear function in the higher dimension is able to separate the nonlinear data in the original low dimension. Therefore, the nonlinear classification problem in SVM can be solved by introducing the kernel function, i.e., :
One example of non-linear SVM is shown in Figure 3.5. The two dotted curves indicate the margins of SVM and the circles located on the dotted curves refer to support vectors. It can be observed that the two data sets of circles are separated by a non-linear hyperplane with a small set of support vectors.

By using a kernel function, the complex calculation of mapping to \( \Phi(x_i) \) and \( \Phi(x_j) \) can be reduced to the simple calculation of \( K(x_i, x_j) = \Phi(x_i) \cdot \Phi(x_j) \).

Since \( K(x_i, x_j) \) is determined only by the product of \( x_i \) and \( x_j \) in the low dimensional space, the complexity is much reduced. For instance, the polynomial kernel function is defined as:

\[
K(x_i, x_j) = (x_i \cdot x_j + 1)^n
\]

Clearly, the computation complexity is decided by \( x_i \cdot x_j \) with any exponential variable \( n \). As a result, the kernel function can reduce the computation complexity greatly.

### 3.5.2 Segmentation Method & Features

To construct the evaluation model, both speech utterances and their corresponding subjective scores are required to train the evaluation model. In the
evaluation process, feature vectors should be constructed in the sentence level as the input of the evaluation model so that a score for each sentence can be generated. Sentences are first segmented into smaller units and the feature vectors for each segment are then extracted. The segment-level feature vectors are combined to form the sentence level feature vector as the input of the evaluation model.

To test the performance of prosody evaluation using quasi-foot segmentation, SVM based models are applied to assess the prosody of an input utterance without the use of reference utterances. Three segmentation methods based on (1) foot, (2) word and (3) voiced/unvoiced (v/uv) are used and the corresponding prosody evaluation results are compared. Segmentations based on smaller units such as syllable or pseudo-syllable are not included as they are too short to carry sufficient prosodic information. The v/uv segmentation is performed based on the method proposed in [65]. If the unvoiced part is longer than 50ms, the two neighboring voiced parts are separated into two segments; otherwise, they will be merged and interpolated as one segment.

Prosody evaluation is performed by SVM based regression. To be consistent with previous work in [58, 59, 65], a 5-level score (with 1 as the worst and 5 as the best) is assigned to each sentence by human evaluators. After training the SVM based on mean subjective scores from human evaluators, the machine score can be estimated according to the SVM regression model and the input feature vector. Although the SVM classification model is not so appropriate for prosody evaluation due to the loss of order information, it is also included as an alternative for comparison purposes. The loss of order information refers to the fact that the relationship between SVM class corresponding to score 5 and that corresponding to score 1, i.e., the former is superior to the latter, is not reflected by the classification models. In such case, each score given by the human evaluator is taken as one class. For example, if a 5 point scoring scheme is used in subjective assessment, then there are 5 classes in the SVM based classification. The SVM classification model is trained on a series of input utterances and their subjective scores, and then a class corresponding to one of the five scores is assigned during the evaluation process. The performances using
these two methods, i.e., regression and classification models, are evaluated in terms of human-machine correlation and classification accuracy, respectively.

A 20-dimensional feature vector is extracted from each segment given by various segmentation methods. The extracted features are as follows:

**Pitch Related Features:** maximum of pitch value, position of maximum pitch value, minimum of pitch value, position of minimum of pitch value, start pitch value, end pitch value, position of start pitch value, position of end pitch value, regression slope, regression intercept, and regression error.

**Energy Related Features:** maximum of energy value, position of maximum energy value, minimum of energy value, position of minimum of energy value, start energy value, end energy value, regression slope, regression intercept, and regression error.

All the pitch and energy values are converted to the log scale by taking the log of the original values. A total of 20 prosodic features are extracted for each segment. These features in all the segments are then combined to form the sentence level feature vector. The sentence level feature vector is composed by extracting the maximum, minimum and mean of each of the 20 features across all the segments. Therefore, a total of 60 features are obtained for each utterance. The 60-dimensional feature vector is then used for training and testing of the SVM based evaluation models.

To train SVM models appropriately, the kernel function must also be decided. As mentioned before, kernel function determines the performance of SVM model in the nonlinear case. Since most prosodic features are not linearly separable, an appropriate kernel function is necessary to improve the evaluation results. There are several kinds of popular kernel functions: linear kernel function, polynomial kernel function, radial basis function (RBF), sigmoid function and other pre-computed functions. It is shown in [129] that “if RBF is used with model selection, then there is no need to consider the linear kernel”. Since the distribution of prosodic features is always non-linear and complex, linear kernel function is first excluded. Studies in [130] also demonstrates that the positive definite property of kernel matrix may not be guaranteed by using sigmoid kernel and it generally underperforms RBF
kernel. Polynomial kernels can generate reasonable results with lower dimensions, but numerical difficulties tend to rise when higher dimensions are used. Besides, functions like Fourier kernel function are always too complicated to guarantee the generality. Therefore, RBF kernel seems a reasonable choice. In addition, from recent papers on kernel selection of SVM [131-133], RBF kernel is most commonly used. Since RBF kernel maps a feature vector into infinite dimensions, the empirical risk can be controlled to a certain extent [125]. Besides, even though its Vapnik–Chervonenkis (VC) dimension is high, experiments show that the expected risk is still small and acceptable as discussed in [131-133]. It means that RBF kernel can provide better regression or classification results while maintaining reasonable generality. Due to all the considerations above, RBF kernel is used in the prosody evaluation system. The RBF kernel is defined as:

$$K(x_i, x_j) = \exp\{-g|x_i - x_j|^2\}$$  \(3.27\)

where parameter \(g\) is a pre-defined parameter to control the performance of RBF kernel.

### 3.5.3 Experimental Results

To test the proposed prosody evaluation method, a larger database is also collected based on BURNC corpus as listed in Table 3.4. In this corpus, 20 unique sentences from BURNC are selected, including 15 normal sentences and 5 long sentences. Ten students in NTU with various nationalities including Chinese, Indians, Vietnamese and Singaporean were invited to read each of the 20 sentences, generating 200 utterances. Besides, utterances from BURNC by 3 speakers for each of the 20 sentences are also selected to form the 60 teachers’ utterances. Therefore, a total of 260 utterances are included in the corpus. The subjective scores of the students’ utterances in terms of the nativeness of prosody are given by linguists, while all of the teachers’ utterances are assigned a full score of 5. The overall correlation among human evaluators is 0.64. Both the training and testing of SVM are based on the corpus for prosody evaluation with 10-folds cross validation, i.e., dividing all the samples into 10 equal parts and use 9 of them for training and the rest of them for testing. This process is repeated
after each of the 10 parts is used for testing, and the mean evaluation results are reported. Particularly, each of the 10 sets has different sentences, so that the testing set consists of sentences not existing in the training set. This design can verify the text-independent property of the prosody evaluation process.

The SVM algorithm is implemented by LIBSVM [134], a public SVM software developed by National Taiwan University. The parameters involved in the SVM training process such as penalty variable $C$ and kernel parameter $g$ are determined by grid search as proposed in [127]. This process first sets a number of values for $C$ and $g$ separately, and then uses those value to form a 2-D “grid” to experimentally decide the most appropriate parameters. As recommended by [127], the value of $C$ is in the range of $[2^{-5}, 2^{-3}, ..., 2^{15}]$ while $g$ is in the range of $[2^{-15}, 2^{-13}, ..., 2^3]$. The SVM model is to be trained across all the points in the grid formed by the combination of two parameters with different values. After that, a similar but finer grid search is performed around the previously detected optimal point to refine the obtained parameters. The obtained values for $C$ and $g$ which can yield the best results are then used for the SVM. The 10-set
cross validation experimental results of three different segmentation methods mentioned before are shown in Figure 3.6.

Figure 3.6 Cross-validation Results of Different Segmentation Methods
It can be observed that the human-machine correlation using quasi-foot segmentation outperforms the other two methods across different subsets. Also, the influences of these differences can be averaged to assess the overall performance of each segmentation method. The overall performance in terms of classification accuracy and human-machine correlation are shown in Table 3.5.

Classification accuracy refers to the percentage that the machine scores obtained by the classification model are equal to the corresponding human scores. T-tests are performed to test the significance level of the difference between classification accuracies and correlation coefficients obtained by the three different segmentation methods, showing $p<0.01$ for each pair of segmentations. From the obtained results, the quasi-foot segmentation achieves the best results in terms of both human-machine correlation and classification accuracy. The quasi-foot segmentation shows the highest human-machine correlation (0.61) which is close to the inter-evaluators correlation (0.64).

From Table 3.5, the voiced/unvoiced segmentation underperforms the other two methods because neither lexical nor prosodic information is modeled in such a segmentation scheme. It is also shown that quasi-foot segmentation can achieve better evaluation results in terms of human-machine correlation and classification accuracy. The word segmentation approach can obtain acceptable results, but fails to match the performance of quasi-foot segmentation. The proposed segmentation is therefore a good choice for prosody evaluation.

<table>
<thead>
<tr>
<th>Segmentation Methods</th>
<th>Human-machine correlation (regression)</th>
<th>Classification Accuracy (classification)</th>
</tr>
</thead>
<tbody>
<tr>
<td>quasi-foot</td>
<td>0.61</td>
<td>51.7%</td>
</tr>
<tr>
<td>word</td>
<td>0.54</td>
<td>46.4%</td>
</tr>
<tr>
<td>v/uv</td>
<td>0.45</td>
<td>42.3%</td>
</tr>
</tbody>
</table>
According to the experimental design, the transcriptions of testing sentences do not exist in the training set. It means that the SVM based prosody evaluation can assess input utterances with new transcriptions which are not presented in the training corpus. Hence, this text-independent evaluation scheme can raise the interest of learners by enabling them to practice any sentences rather than being restricted by pre-designed practice sentences as is usually the case in reference-dependent systems like [58, 59].

### 3.5.4 Feature Selection Test

Although good results can be obtained by the proposed method with a 60-dimensional feature vector, feature selection is still desirable to determine the most reasonable and effective feature subset for prosody evaluation. An appropriate feature subset not only can improve the efficiency of the feature extraction and prosody evaluation process, but also can improve the evaluation results by eliminating redundant features. Feature selection methods in [135-137] have been reviewed and the minimum-Redundancy-Maximum-Relevance (mRMR) method proposed by [137] is used for its reliability and theoretical basis.

In this method, the correlation between labels and features is maximized whereas the inter-feature redundancy is minimized to select the best feature subset. Max-relevance refers to searching of features that maximize the relevance which is measured by mutual information between feature set \( S \) and class \( c \). The optimal feature subset \( S \) is calculated according to the mutual information values between the individual feature \( x_i \) and the class \( c \):

\[
\max D(S, c), \quad \text{where} \quad D = \frac{1}{|S|} \sum_{x_i \in S} I(x_i; c) \tag{3.28}
\]

where \( I(x_i; c) \) is defined as the mutual information between \( x_i \) and \( c \):

\[
I(x_i; c) = \int \int p(x_i, c) \log \frac{p(x_i, c)}{p(x_i)p(c)} \, dx_i \, dc \tag{3.29}
\]

In contrast, Min-redundancy refers to searching of features that minimize the dependence which is also measured by mutual information between different
features in the obtained subset. With two features highly dependent on each other, the classification result will not change much even if one of the two is removed. Therefore, Min-redundancy can reduce the feature dimension and therefore simplify the feature extraction process. This method is implemented by minimizing the mutual information between each pair of features, i.e.,

$$\min R(S), \text{ where } R = \frac{1}{|S|^2} \sum_{x_i, x_j \in S} I(x_i; x_j)$$ (3.30)

Using the mRMR algorithm, the optimal feature subset for prosody evaluation can be obtained by maximizing the relevance between the feature vector and the class, while minimizing the dependence between each pair of features.

In the feature selection experiment, the dimension of a feature vector is restricted from 10 to 60 as the target of this study is reducing the dimension of feature vector while achieving acceptable evaluation performance. The experimental results concerning the relationship between the feature dimension and the evaluation accuracy are presented in Figure 3.7.

![Figure 3.7 Relationship between Feature Dimension and Evaluation Accuracy](image)

Figure 3.7 Relationship between Feature Dimension and Evaluation Accuracy
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It is shown that the quasi-foot based segmentation method results in the highest human-machine correlation compared with the two other methods. This segmentation method achieves the best correlation coefficient of 0.66 with a feature dimension of 18, which is smaller than that for word segmentation (44) and v/uv segmentation (57). It means that quasi-foot segmentation can obtain a reasonable accuracy with a comparatively smaller feature subset, leading to less computational complexity.

Furthermore, the human-machine correlation achieved by quasi-foot segmentation generally outperforms that of the word based segmentation across different feature subset, demonstrating better robustness to the change of features. One explanation for such a phenomenon is that quasi-foot segmentation has implicitly involves some rhythmic information, thus its performance can outweigh that of word segmentation which contains few prosodic information for the cases where low dimensional feature vectors are used.

To study the obtained feature subset, the first 15 preferred features selected by mRMR algorithm for the quasi-foot segmentation are listed as follows: (1) maximum of energy regression error, (2) minimum of start pitch position, (3) minimum of maximum pitch position, (4) maximum of minimum energy, (5) minimum of minimum energy position, (6) minimum of maximum energy, (7) maximum of pitch regression slope, (8) minimum of minimum pitch, (9) mean of energy regression intercept, (10) mean of maximum pitch position, (11) maximum of end energy, (12) mean of pitch regression error, (13) minimum of energy regression slope, (14) maximum of minimum pitch position, and (15) minimum of pitch regression slope.

From this feature list, it is obvious that for the most important 15 features, the number of pitch correlated features and that of energy correlated features are nearly the same, demonstrating that both energy and pitch are important to produce natural prosody. Besides, the fact that a number of features related to the regression line are included in the 15 most important features shows the importance of pitch and energy contours in prosody evaluation, as those features are highly correlated to the contour information. This observation is in line with
the common idea that prosody is tightly linked to the contours of pitch and energy.

The feature selection process reduces the feature dimensions while retaining acceptable evaluation accuracy. In addition, the experimental results also show that the quasi-foot approach can outperform the other two methods in terms of evaluation accuracy as well as robustness to the change of features used for evaluation.

### 3.5.5 Relationship between Accented Word Ratio and Human Score

To further examine the contribution of the proposed segmentation approach, the relationship between the accented word ratios and subjective scores is studied. Accented word is defined as the word that has a pitch accent. It can be calculated as the number of accented words divided by the total number of words in an utterance. The distribution of subjective scores given by three evaluators (T1, T2 and T3) is shown in Table 3.6. It can be observed that very few sentences are assigned a score of 1, whereas the distributions of other scores are relatively even. Therefore, score 1 is excluded in the analysis of the relationship between accented word ratio, and the ratios are calculated for these sentences with a prosody score from 2 to 5. The mean value of accented word ratios and the distributions of the accented word ratios across different scores given by the three evaluators are shown in Figure 3.8 and Figure 3.9, respectively. The lines in Figure 3.9 connect the mean values of ratios in different groups.

It can be seen that the accented word ratio decreases as the subjective scores given by human evaluators increase. This phenomenon is explainable. As non-native speakers with poorer speaking skills tend to accentuate most of the words in their attempt to make correct pronunciations, more accented words will be detected in their utterances. In contrast, speakers with proficient speaking skills can manipulate stresses well and accentuate the words appropriately according to the rhythm of the sentence, thus leading to fewer accented words. Hence, accented words reflect the learners’ manipulation of English rhythm and affect the nativeness of their prosody.
Word or voiced/unvoiced segmentation does not differentiate accented and unaccented word, thus the obtained feature vector will not be affected by the rhythm information. In contrast, quasi-foot segmentation is based on accented word detection and each segment correlates to one accented word. As a result, the rhythm information correlated to accented words is thus modeled by the quasi-foot segmentation and contributes to the prosody evaluation. This observation further shows that the proposed prosodic unit segmentation is an appropriate approach for prosody evaluation.

Table 3.6 Subjective Score Distribution from Three Evaluators (Number of Sentences for Each Score)

<table>
<thead>
<tr>
<th></th>
<th>Score 1</th>
<th>Score 2</th>
<th>Score 3</th>
<th>Score 4</th>
<th>Score 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>1</td>
<td>35</td>
<td>72</td>
<td>36</td>
<td>56</td>
</tr>
<tr>
<td>T2</td>
<td>3</td>
<td>28</td>
<td>63</td>
<td>57</td>
<td>49</td>
</tr>
<tr>
<td>T3</td>
<td>12</td>
<td>48</td>
<td>54</td>
<td>37</td>
<td>49</td>
</tr>
</tbody>
</table>

Figure 3.8 Relationship between Accented Word Ratio and Human Score
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Figure 3.9 Accented Word Ratio Distribution across Scores Given by Three Evaluators
3.6 Summary

In this chapter, a segmentation approach based on a prosodic unit called foot is proposed for prosody evaluation. Since each prosodic unit corresponds to the phrasing information, such kind of segmentation is more similar to how human verbally articulate the prosodic contour.

To reduce the burden of human labeling, a segmentation method is proposed to obtain foot boundaries automatically based on pitch accent detection. As an important component in prosody study, the pitch accents of an utterance can be estimated from pitch, duration and intensity of a speech utterance. Since the pitch accent correlates to stresses in an utterance closely and most of foot boundaries still lie on word boundaries, it is reasonable to use accented words detection to achieve automatic quasi-foot segmentation. The proposed quasi-foot segmentation based on forced alignment and logistic regression can obtain reasonable segmentation results in comparison with human labeled data. In the experiment using reference-dependent evaluation, the human-machine correlation obtained by segmentation based on foot outperforms that obtained by word level segmentation, showing the effectiveness of the proposed method.

The proposed segmentation method is also tested on reference-independent evaluation system to provide more flexibility for the learners. The reference-independent evaluation is based on SVM classification and regression models. The adoption of kernel function in SVM enables the formation of complicated separation hyperplane while reducing computation complexity. The reference-independent evaluation is tested on a corpus based on BURNC using three different segmentation methods, i.e., word segmentation, quasi-foot segmentation, and voiced/unvoiced segmentation. The experimental results demonstrate that the proposed quasi-foot segmentation can outperform the other two segmentation methods in terms of both classification accuracy and human-machine correlation.

It can be observed that the results obtained from reference-independent evaluation outperform those given by reference-dependent evaluation. There are two main reasons that explain this observation. Firstly, the modeling scheme of
reference-independent method is more flexible and effective. This is because machine learning techniques like SVM can be used under such a scheme, and the evaluation models are optimized for the given features and thus it can link the correlated features to the labels (scores) in a precise manner. Secondly, the reference-dependent method uses DTW which only involves a direct comparison between the feature vectors from two speakers, without optimizations to increase the robustness of the system. DTW based measurement has already been proved to be ineffective in comparison with other methods like HMM or SVM in the topic of speech recognition. It can also be observed in the literature that the DTW based reference-dependent method underperforms reference-independent methods [65, 138].

A feature selection based on mRMR is performed to obtain the optimal feature subset. Experimental results show that the quasi-foot segmentation can maintain a reasonable human-machine correlation even with the reduced feature subset, demonstrating higher robustness as well as efficiency. The accented word ratio is also analyzed and discussed. The comparison between human scores and accented word ratios demonstrates that there is a negative relationship between them, i.e., the higher the accented word ratio the lower the human score. This observation shows that accented words are correlated to the human evaluation of prosody. The quasi-foot segmentation incorporates such kind of rhythm information appropriately and thus improves the prosody evaluation results.
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4.1 Motivations & Proposed Work

This chapter studies the generation of feedback utterances for non-native English learners. Different methods are used to produce feedback utterances, with experiments performed to obtain stimuli for evaluation.

Although a number of studies have been done in the literature, current accent reduction methods still have a number of problems. One of the major disadvantages of rule-based accent reduction lies in the required intensive study of linguistic rules. Although statistical studies can be easily performed on regional accents of English as in [79, 81], it is difficult to conduct the same study on other accent pairs in which the English corpus from L2 learners is not available, e.g., Vietnamese English, Thai English or Cambodian English. As a result, the rule-based accent reduction can only work for English learners whose regional English corpus is available, compromising its potential for commercialization and application.

Compared to rule-based accent reduction, reference-based system is more flexible as it is not constrained to a specific accent. Rather, the accented speech of the learner is modified according to the reference speech to yield the desired feedback utterances. Hence, the reference-dependent accent reduction is applicable to English learners with various accents. Unfortunately, current studies on reference-dependent accent reduction still leave some issues open to questions. In [76], the accent reduction process is performed on synthesized speech rather than natural speech, which is not the best for language learning purpose. Although [40] and [41] are based on natural speech, the experimental corpus is very limited (only 20 pairs of sentences from the same pair of learner and teacher). Some ambiguities concerning the effects of prosodic and segmental modifications still exist in the literature: while [76] and [40] indicate a higher
importance of prosodic modification, [41] shows an outperformance of segmental modification over prosodic modification. This difference also requires further study. In addition, previous work mainly uses the same synthesis method to perform accent reduction although other synthesis methods are also applicable for this purpose. Hence, an interesting issue is the effects of different synthesis methods for the accent reduction process.

Furthermore, the use of voice conversion techniques for the generation of feedback stimuli has not been studied before. Although the intent of voice conversion is different from that of accent reduction, the scheme can be applied to fulfill the target of accent reduction, i.e., combining the learner’s voice and the teacher’s linguistic gestures by converting the teacher’s voice to that of the learner. As voice conversion only transforms the speaker identity, the native speaking styles of the teacher’s speech utterances can be preserved (at least in most of the popular voice conversion methods, such as [77, 139-142]). Therefore, voice conversion technique may be used as a kind of rule-based accent reduction method (as the conversion from the teacher to the learner requires a training process). However, compared with rule-based methods in [79, 81], voice conversion methods just require a small training data set to achieve satisfactory conversion result as shown in [43]. Therefore, it is possible to provide learners with appropriate feedback utterances by using a voice conversion system. As there is a gap concerning this kind of application of voice conversion systems in the literature, it is desirable to study the feasibility of generating auditory feedback using this approach.

Therefore, three main aspects concerning feedback utterance generation are studied in this chapter:

1. Multi-corpora studies of accent reduction: the effects of different accent reduction components, e.g., prosodic or segment modification, across different corpora are studied. As stated before, there is a difference between the effects of prosodic and segmental modification. Because all the previous reference-dependent accent reduction studies are based on a single corpus, a multi-corpora study may give clues to understand the reason that leads to such a difference. In
addition, other influential factors such as nationality of English learners are also analyzed.

2. Accent reduction based on different speech synthesis methods: three popular speech synthesis methods are applied to the accent reduction process and the results are compared in terms of different criteria. This study can provide guidance for the selection of an appropriate synthesis method to generate high quality feedback utterances.

3. Application of voice conversion method to produce feedback stimuli: voice conversion is performed by using parallel speech from native and non-native English speakers to generate feedback utterances. Acoustic quality and accentedness of the converted speech are assessed and studied. Comparison between reference-dependent accent reduction and voice conversion based method is conducted, with pros and cons of each method discussed.

4.2 Multi-corpora Accent Reduction

As stated above, the influences of corpora as well as other factors from the English learners have not been studied in the literature. Therefore, this section performs a multi-corpora study by applying accent reduction on two corpora with different characteristics.

4.2.1 Accent Reduction Scheme

Current implementation of reference-dependent accent reduction process involves the well-known source-filter model, i.e., pitch-synchronous overlaps and adds (PSOLA), for its simplicity and effectiveness [41, 76]. As proposed by this model, a speech utterance can be decomposed into excitation, which is mainly responsible for the prosodic features and speaker identity, and vocal tract filter resonance, which represents the linguistic gestures of speech and partial speaker identity. As a result, accent reduction can be implemented by decomposing speech signals and processing each component (excitation and vocal tract resonance) separately to reduce the perceived foreign accent while retaining the speaker identity.

PSOLA is a kind of non-parametric method, which modifies pitch and duration by directly manipulating speech waveforms, as stated in [83, 143]. This
method decomposes speech signals into pitch-synchronous frames, and the pitch and duration modifications can be performed by overlapping and adding these frames. Hence, the first step of PSOLA is to detect the pitch marks of the speech signal, with each frame containing several pitch periods around each pitch mark.

\[ x(s,n) = h(n)x(n - k_t_a(s)) \]  

(4.1)

where \( x(s,n) \) is the \( n \)-th sample inside the \( s \)-th frame of the original signal, \( h(n) \) is the analysis window, \( k \) is the number of pitch period involved, and \( t_a(s) \) is the analysis pitch mark. Normally, a range of two local periods is used for each frame to allow around 50% overlapping across frames. To reconstruct the new signal with desired pitch and duration modifications, those pitch-synchronous frames should be overlapped and added according to new pitch marks:

\[ y(u,n) = (1 - a_u)x(s,n) + a_u x(s+1,n) \]  

(4.2)

\[ a_u = \frac{t_s(u) - t_a(s)}{t_a(s+1) - t_a(s)} \]  

(4.3)

Here, \( y(u,n) \) is the \( n \)-th sample inside the \( u \)-th frame of the synthesized signal, \( a_u \) is the factor to add analysis frames to generate the synthesis frame which is calculated according to the original and synthesis pitch marks, and \( t_s(u) \) is the synthesis pitch mark corresponding to the \( u \)-th frame of the synthesis signal. The synthesis pitch mark is decided according to the desired pitch and duration modification factors.

Overall, if the pitch is to be increased, the distance between neighboring frames should be reduced. If the pitch is to be decreased, the reverse manipulation applies. For the duration modification, the pitch-synchronous frames should be repeatedly added, i.e., frames are inserted, to increase the duration, or deleted appropriately, according to the duration modification ratio, to decrease the duration. An illustration of PSOLA based modification is shown in Figure 4.1.
There are mainly three kinds of PSOLA, namely time-domain PSOLA (TD-PSOLA), frequency domain PSOLA (FD-PSOLA), and linear predictive PSOLA (LP-PSOLA), as discussed in [143]. Theoretically, they are essentially doing the same thing – resampling in the frequency domain to change the pitch and duration. However, the implementations are different. TD-PSOLA directly overlaps and adds the pitch-synchronous frames to change the prosodic features, leading to very fast implementation speed but lower quality. In contrast, FD-PSOLA performs the overlapping and adding implementation in the frequency domain. Therefore, interpolation is required to obtain the spectrum of each frame, resulting in lower implementation speed but higher quality. LP-PSOLA first separates the excitation signal from the vocal tract filter using LPC filter. This overlapping and adding is then performed on the excitation to change the pitch and duration. The modified excitations are then combined with vocal tract filters to re-synthesize the speech. This implementation can achieve fast implementation and reasonable quality. Considering those properties described above, LP-PSOLA [83] rather than FD-PSOLA as in [41] is used, as LP-PSOLA possesses a higher efficiency (more than 10 times faster), which is important to a real-time CALL system.

In the modification process, parallel speech signals with the same transcription from two speakers (the teacher and the learner) are needed. Speech signals from both speakers are first decomposed into a series of pitch-
synchronous frames. Each frame is multiplied by a Hanning window with 50 percent overlap. Unlike [81] and [41] which only use formant features or phase vocoder to obtain the vocal tract features, the 20-order linear predictive coefficients (LPCs) of each frame are used to obtain an accurate vocal tract filter in the time domain. The speech signal is filtered by the inverse LPC filter to obtain the excitation signal. Subsequently, appropriate modifications are performed on excitations to change the prosodic features. Also, the LPCs are substituted to obtain the desired vocal tract features. Finally, the modified excitations and vocal tract filters (i.e., LPCs) are combined to synthesize the accent-reduced speech. The system diagram for accent reduction based on LP-

![Figure 4.2 Accent Reduction Flowchart Using LP-PSOLA](image)

PSOLA is demonstrated in Figure 4.2.

### 4.2.2 Prosodic Modification

In prosodic modification, the duration and pitch contours of the learner’s speech signal are modified according to that of the teacher. The energy is left intact as the global energy level is more correlated to the speaker identity while the relative energy levels of different frequency bands are to be modified by
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Segmental modification. Both the duration and pitch modifications are based on the manipulation of pitch-synchronous frames using LP-PSOLA.

The first step is to obtain the phonetic time alignment. This process is done by forced alignment using HTK [115] and acoustic models trained on TIMIT [144] database. The acoustic models can generate segmentation accuracy of over 96% with 30 ms tolerance for the TIMIT database. Since the accent reduction process modifies pitch and duration of continuous utterances, it is not as sensitive to small alignment errors as a concatenative TTS system which concatenates individual phone units. Hence, the forced alignment results can generally fulfill the requirement of accent reduction.

Following that, the time-scale modification ratio $\alpha$ of each phone is calculated by dividing the teacher’s phone length by that of the learner. This ratio $\alpha$ can then be used in PSOLA process to modify the learner’s phone durations. To prevent unnaturalness caused by time-scale modification, the duration ratio, $\alpha$, is constrained to the range of $[0.25, 4]$.

Subsequently, pitch modification is performed. The log pitch contour of each of the learner’s phone is linearly interpolated to have the same length as that of the teacher, so that the modified phone will have the same number of frames as that of the teacher. Thus, a frame level mapping can be found from the learner’s pitch contour to that of the teacher. Suppose the learner’s log pitch value to be replaced at time $t$ is denoted as $P^L(t)$ and the aligned teacher’s one in the same phone is $\psi(P^T(t))$, with $\bar{P}^T(t)$ and $\bar{P}^L(t)$ as the mean log pitch values of the teacher and the learner, then the pitch-scale modification factor is:

$$\beta(t) = \frac{\psi(P^T(t)) - \bar{P}^T(t)}{\bar{P}^L(t)}$$

It should be noted that the pitch and duration modification factors here are time-varying and calculated on a frame-by-frame basis.

4.2.3 Segmental Modification

The general idea of segmental modification is to replace the vocal tract filter of each frame of the learner by that of the teacher. Two steps are involved in this process.
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The first step is the alignment between two speakers’ vocal tract features. As the frame numbers of the two speakers’ utterances can be quite different, it is necessary to align frame pairs between the teacher and the learner to enable spectral envelope substitution. With the phone boundaries obtained from forced alignment, the alignment process is constrained to each phone of the learner’s and the teacher’s speech. Two different alignment methods, linear-piecewise alignment and DTW based alignment are proposed by [41] and [76], respectively. However, each method does have some disadvantages. The DTW alignment used in [76] aligns the learner’s frames and the teacher’s frames inside the same phone using acoustic features of the speech segment. One problem associated with this purely DTW based alignment is the discontinuity of the aligned frames. As shown in Figure 4.3, the dotted line which indicates the purely DTW based alignment aligns one of the teacher’s frame to a number of the learner’s frames. Therefore, after the substitution of spectral envelope, the difference between frame 2 and frame 3 will be large and thus reducing the smoothness of the synthesized speech. The linear-piecewise alignment proposed in [41] can achieve consecutive alignment by only considering the time-axis of frames inside each phone, but the accuracy of alignment can be lower as acoustic features are not utilized.

Figure 4.3 Interpolation of DTW Alignment.
A possible solution is to combine the linear-piecewise and DTW based alignment. With the combination, DTW based alignment is first performed to obtain the gross alignment results. Then, the teacher’s frames which correspond to a number of the student’s frames are identified and linear interpolations are performed to achieve smoother alignment results, as shown by the solid line in Figure 4.3. Different kinds of features, i.e., short time spectrum, MFCCs and line spectral frequencies (LSF), are considered and LSF based alignment is finally adopted due to its accuracy and high acoustic quality.

The second step of segmental modification is the vocal tract (or spectral envelope) substitution. After the alignment, the LPC filter of each frame of the learner’s speech should be replaced by the new LPCs. As a result of alignment, however, the index of corresponding teacher’s frame may not be continuous at phone boundaries and thus distortions may be introduced. Therefore, unlike [41, 76] which combine the modified frames directly, spectral interpolation based on LSF [47] is used to smooth the phone boundaries. Suppose the new LPC coefficient of \( n \)-th frame of the learner is \( V^L(n) \), and the corresponding teacher’s LPC is \( V^T(\psi(n)) \). Then, the new LPC for \( n \)-th frame is:

![Figure 4.4 Interpolation of Spectral Envelopes](image-url)
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\[ LSF(V^L(n)) = \frac{LSF(V^T(\psi(n))) + LSF(V^T(\psi(n - 1)))}{2} \] (4.5)

It means that the new LPC is the interpolation of two neighboring LPCs in the form of LSFs. Therefore, the spectral envelope can become smoother and the distortion can be reduced. This interpolation is shown in Figure 4.4. The spectral envelopes of two neighboring frames at the phone boundary are closer to each other after interpolation, thus smoothing the speech and reducing unnecessary distortions introduced by accent reduction.

Before combining the modified excitation and the new vocal tract filter to complete the segmental modification, vocal tract normalization (VTLN) is performed as in [145] to preserve the learner’s formant frequencies. Although previous studies in [146] show that the spectral envelope contains some speaker identity information, it is demonstrated in [77, 145] that VTLN can address this issue effectively. VTLN warps the frequency axis by mapping the formants from the teacher to that of the learner through spectrum interpolations, thus retaining the information related to the learner’s speaker identity. It is an effective step to maintain the original vocal features of the learner. The VTLN mapping is demonstrated in Figure 4.5.

Finally, all of these modified pitch-synchronous frames are combined using

![Figure 4.5 VTLN Warping to Preserve Speaker Identity](image-url)
PSOLA algorithm as proposed by [143]. The overall reconstruction process of spectral envelope is shown in Figure 4.6.

4.2.4 Experimental Conditions

To test the accent reduction scheme, two different corpora are applied, and the generated utterances are assessed in terms of accentedness and acoustic quality. The first corpus is based on BURNC, a prosody abundant database. It consists of 200 students’ utterances and 40 teachers’ utterances (as references for accent reduction). Students’ utterances are recorded in a quiet lab which is not a sound-proof room to simulate the real usage environment of a CALL system. The conditions are listed in Table 4.1.

To study the effects of reference corpus on accent reduction, the other corpus based on CMU_ARCTIC is also used in the experiment. A total of 120 sentences (6 times that of the experiments in [41]) of the speaker pair including Indian speaker WSP and US speaker RMS are selected as the student’s speech and the teacher’s speech, respectively.

Figure 4.6 Segmental Modification by Replacing LPCs
Chapter 4. Generation of Feedback Utterances

Table 4.1 Experimental Conditions for Accent Reduction

<table>
<thead>
<tr>
<th>Database</th>
<th>BURNC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recording Conditions</td>
<td>16k Hz, 16 bit, in a quiet lab</td>
</tr>
<tr>
<td>Transcriptions</td>
<td>20 unique sentences selected from BURNC</td>
</tr>
<tr>
<td>Students’ Utterances</td>
<td>A total of 200 students’ utterances from 10 NTU students including Chinese, Indian, Vietnamese and Singaporean</td>
</tr>
<tr>
<td>Teachers’ Utterances</td>
<td>Utterances from speaker M1B and F2B in BURNC with selected transcriptions</td>
</tr>
</tbody>
</table>

Objective measurements of accentedness and acoustic quality are performed according to [85]. These objective measurements methods are used to generate machine scores for accent-reduced utterances, while comparing the results to human scores given by a number of subjects. The experiments in [85] show human-machine correlations over 0.8 for both the methods, demonstrating their effectiveness and reliability.

4.2.5 Assessments of Accent Reduced Utterances

1. Accentedness Measurement

Accentedness, or perceived accent, can be defined as the deviation of prosodic and segmental characteristics of speech utterances from a specific standard norm, which can be American, British or Australian English. Therefore, a measurement of accentedness can be used to assess the extent of the deviation of the input utterances from the native one, in terms of prosodic and segmental features. The automatic speech recognition technique provides a scheme to conduct this measurement process. The speech recognition process involves the posterior probability score calculated from the observed features and the trained acoustic model, and the score is used to select the most probable output label. The output posterior probability score indicates the probability that a speech segment corresponds to the correct acoustic model trained by native speech. Hence, it measures the deviation of the input speech from native speech (or the
standard norm, which is American English in this case) used to train acoustic models. As pitch, duration and spectral envelope are correlated to the stress, duration and pronunciation of phones which model the acoustic model, the output probability will be affected by modifications on these parameters.

However, the output probability score from speech recognizer is given at the phone level, while the accentedness for the whole sentence is required to assess the performance of the accent reduction methods. Hence, the sentence level score is proposed to be defined as:

$$S_{accent} = -\text{mean} \left\{ \log \frac{p(o_j|\lambda_j)}{p(o_j|\lambda_{max})}; j = 1,2, ..., n \right\}$$  \hspace{1cm} (4.6)

where $S_{accent}$ is the sentence level accentedness score, $o_j$ is the observed features of $j$-th phone, $\lambda_j$ is the correct label of $j$-th phone, $\lambda_{max}$ is the phone label which generates $o_j$ with the highest probability, and $n$ is the total number of phones in the sentence. A lower score indicates lower accentedness, i.e., higher nativeness, of an utterance. The mean score rather than median score as in [85] is used to take into account the overall effects of all the scores. Further, the posterior score as suggested in [147] replaces the likelihood score in [85] to give a more accurate evaluation. The reason is that posterior score normalizes the probability score according to the specific features of the sentence, making the assessment results less susceptible to external factors such as the loudness, noise or other distortions in the utterance. This evaluation scheme is similar to the one for pronunciation evaluation as in [28, 30, 71], but here it is used to measure the similarity of the input speech signal to that of the acoustic models trained by native English to reflect the perceived accent. Experiments in [85] show a reasonable human-machine correlation for feedback utterances generated by prosodic, segmental, and combined modifications.

The speech recognition software HTK [115] is used to build acoustic models and perform the forced alignment process. The forced alignment rather than recognition is performed here, because the transcription is already known and the required output is the posterior probability rather than the phone label. The mean accentedness scores for all kinds of stimuli over 200 sentences are shown in
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Figure 4.7, with vertical axis indicating accentedness score and horizontal axis indicating different stimuli groups. The mean accentedness scores are connected by straight lines for comparison.

It is obvious that the accentedness score of the speech with prosodic modification and combined modification are lower than that of the students’ utterances, showing a reduction of perceived accent. In contrast, speech with segmental modification possesses accentedness score close to that of the students’ speech. Therefore, prosodic modification outperforms segmental modification, reducing perceived accent to a further extent. T-tests performed on each pair of stimuli show $p<0.01$ between segmental modification and students’ speech and $p<0.001$ for all the other stimuli. The $p$-value is the probability that the null hypothesis, i.e., the difference between scores from two groups of stimuli is not statistically significant, is true.

It can be observed from Figure 4.7 that some of the students’ accentedness scores are lower than those of the “teacher” and the generated stimuli. One explanation is that the accentedness scores are generated according to the probability score measured as the distance between individual phones and the corresponding phones of the native speakers used to train the acoustic models.
As a result, the sentence-level accentedness scores are affected by the particular transcript of the utterance. In other word, the accentedness scores for different native utterances can vary, making some of the students’ scores lower than those of the “teacher” with different transcriptions.

The experiment based on ARCTIC corpus, however, shows a different pattern of segmental and prosodic modification in Figure 4.8. In the experiment with ARCTIC corpus, t-tests show significant differences for all the pairs of stimuli ($p<0.01$), except for the pair between original students’ utterances and utterances with prosodic modification ($p=0.4$). Although the difference between the mean accentedness scores of students’ and teachers’ utterances is statistically significant, it is observed that the difference in ARCTIC is smaller than that in the BURNNC based corpus. The main reason of this difference may stem from the flat prosody of this corpus. Figure 4.8 shows a much more significant accent reduction from segmental modification compared with that of prosodic modification, giving the same observation as in [41, 85]. Nonetheless, the reversed observation is true in the experiment with the BURNNC based corpus as shown in Figure 4.7. Such conflicting observations can also be found in previous papers ([39] versus [40, 41, 85]), which are performed on different corpora.

Figure 4.8 Accentedness Score of ARCTIC Corpus
respectively. It should be noted that multi-corpora experiments with the same accent reduction method are carried out in our study, which is different from the previous studies confined to a single corpus. The different performances of prosodic and segmental modifications on the two corpora shows that the corpus on which accent reduction is based can affect the performance of accent reduction methods.

2. Acoustic Quality Measurement

The assessment of acoustic quality of the modified utterances requires a suitable scheme. For acoustic quality measurement, a number of different standards are available. They include perceptual evaluation of speech quality (PESQ) implemented by ITU P.862 and single-ended evaluation as in ITU P.563 [148]. However, unlike the usual assessment in speech enhancement or communication, the reconstructed speech from accent reduction should not have the same acoustic features as the original one, due to the desired modification of prosodic and segmental features. Therefore, those double-ended assessment methods such as P.862 which compare the output speech with the original speech are not suitable for measuring accent reduction. ITU P.563 is a single-ended method, which reconstructs the input speech to reduce distortions and then assesses the input speech by comparing it with the reconstructed one. Experiments on P.563 show an average human-machine correlation of over 0.85 in terms of acoustic quality of speech coding systems as stated in [148].

Although originally designed for evaluating telephone speech in terms of naturalness of vocal tract and noises, measurements provided by P.563 are also valuable cues for assessing the accent reduced speech in terms of acoustic quality. The basic assessment flowchart of P.563 is given in Figure 4.9. A series of distortion measures are applied in P.563 to identify different types of distortions in the speech signal.

The input speech signal is pre-processed by a voice activity detector (VAD) to identify speech components from noise by setting a dynamic threshold which is iteratively estimated as the mean plus two standard deviations of the power of the noise sections over the whole signal. Normalization is performed to set the energy of the signal to a specific level.
After the preprocessing, pitch period and voiced/unvoiced decision are also estimated. The vocal tract is then modeled by calculating pitch-synchronous linear predictive coefficients and cepstral coefficients. Those parameters are then transformed into a vocal tract area function with eight acoustic tubes using reflection coefficients [148]. The obtained acoustic tubes are further divided into three groups, i.e., rear (1-3), middle (4-6), and front (7-8) cavities. Parameters are obtained from these cavities to describe their sizes and rates of changes. Such kinds of information is used to measure the distortion and unnaturalness of the vocal tract features. In addition, each frame denoted as speech by VAD is also modeled by 21-order LPCs and the kurtosis and skewness are calculated. The average value of skewness and kurtosis across speech frames are then checked to see if they are within the expected range for natural speech.

The second component is a simulation of the intrusive (double-ended) method, providing a reference signal which is generated from a speech reconstruction module. The speech is reconstructed by first calculating the LPCs of each frame.
The LPCs are converted to LSFs and fitted to the typical vocal tract model of a human speaker. A moving average prediction based on two codebooks is used to quantize the obtained LSFs and the better of the two LSF approximations is applied to reconstruct the speech signal. A psychoacoustic model is used to compare the reconstructed reference speech with the input speech to measure the distortions removed by the reconstruction module.

Finally, various distortion-specific parameters are calculated to give a more comprehensive assessment of acoustic quality of the speech signal. Firstly, the signal to noise ratio (SNR) is calculated to identify very noisy sections in the speech signal. Then, robotization is estimated to assess the redundant periodicity in the speech signal by calculating the energy and cross-correlations among frames. Next, two types of temporal clipping are measured, including muting or interruption of speech and clipping of the front or back end of the speech signal. They are detected by analyzing the abrupt changes in the envelope of the speech signal. The last measurement is the signal correlated noise which measures multiplicative noise. This analysis process involves the evaluation of spectral statistics and uses spectral level range/deviation as the indicator of noise.

After that, a perceptual mapping is applied to include all of the above measures in calculating final mean opinion score (MOS) with a classification and regression model. The estimated quality is normalized to a standard MOS scale in the range of 1 to 5. Application of this standard on accent reduction shows an human-machine correlation over 0.8, as in [85].

To compare the performance of the proposed accent reduction scheme for different corpora, the MOS of both the BURNC and ACTIC based corpus are calculated with different modifications. The segmental modifications with and without interpolations are also compared in order to evaluate the performance of the proposed interpolation procedure. The MOS of different stimuli groups generated by the two corpora are shown in Figure 4.10.

The MOS of teachers’ utterances are not calculated as accent reduction is only performed on students’ utterances. Accent reduction leads to a degradation of acoustic quality of modified speech and MOS is used to reflect the quality of the modified speech. Results show that segmental modification introduces more
distortions than prosodic modification, and combined modification results in the highest degradation of acoustic quality. Such results are also consistent with those reported in previous studies [41, 85] which use the ARCTIC corpus. In addition, it can be observed that the accent-reduced speech without interpolations has a lower MOS compared to the one with interpolations, showing that the alignment and spectral interpolations are a desirable step to enhance the acoustic quality. The differences between each pair of MOS shown in Figure 4.10 are statistically significant ($p<0.001$).
4.2.6 Effects of the Nationality of Learners and the Corpus

The evaluation results demonstrate that the perceived accent of modified speech utterances is reduced. The performance of segmental modification for BURNC based corpus, however, is worse than prosodic modification, which is different from the results obtained from the ARCTIC corpus as reported in [41].

The first possible explanation is the difference in the nationality and characteristics of English learners. Most of the foreign students in the BURNC based corpus are Chinese, Singaporean, and Vietnamese (8 out of 10), whose pronunciations are generally acceptable whereas the prosody of their utterances is poor. In contrast, the non-native speaker in the ARCTIC corpus is an Indian whose utterances have prosody close to that of a native speaker but with more issues in pronunciation. In Figure 4.11, the reduction of accentedness scores using prosodic modification are plotted for all the 10 students in the BURNC based corpus. Vertical dash lines show the maximum and minimum of reduced accentedness and boxes show the 80 percent ranges. Mean values are shown by the central dotted line. It is clear that the reduction in accentedness of student 6 and student 7 (the two Indian students) are not obvious compared to all the other 8 students. The horizontal line across Figure 4.11 indicates the mean level of

![Figure 4.11 Reduction of Perceived Accents for Different Students](image)
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accentedness reduction of students 6 and 7. It can be observed that the mean reductions of accentedness for all the other students are much higher than the level specified by this line, i.e., the reduction of accentedness introduced by prosodic modification in the utterances of other students are more significant in comparison with that of students 6 and 7.

The other explanation for the difference could be the reference corpora used. Unlike ARCTIC, BURNC was collected primarily to support the generation of prosodic patterns for text-to-speech synthesis systems with abundant prosodic features. Since the prosody is comparatively flat in the ARCTIC corpus, the impact of prosodic modification is lower than that in BURNC. The flatness of prosody in ARCTIC has also been cited to explain the subjective evaluation results in [41].

4.2.7 Effects of Different Accent Reduction Setups

According to the experimental results, there is a tradeoff between accentedness reduction and speech quality: combined modification introduces more distortions but reduces accentedness to a further extent than segmental or prosodic modification alone. Although prosodic or segmental modification alone reduces accentedness to a lesser extent, it maintains a higher acoustic quality. Hence, the preference of language learners (i.e., quality vs. nativeness) should be considered when performing accent reduction.

Secondly, the nationality and characteristics of students are another issue. For students whose prosody is close to that of native speech but with pronunciation issues (e.g., the Indian speaker in ARCTIC corpus), segmental modification is more desirable. In contrast, students with unnatural prosody like Singaporean or Chinese speakers in the BURNC based corpus would prefer prosodic modification. The most effective accent reduction method can thus be selected by addressing the specific weakness of an English learner.

Finally, the reference corpus can also affect accent reduction significantly. A prosody abundant reference corpus requires more efforts in producing the desired prosody, thus prosodic modification is important. In contrast, a corpus with less
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prosody dynamics reduces the difficulties in imitating the native prosody, thus enabling students to concentrate more on the practice of pronunciations.

Therefore, during the generation of feedback stimuli using accent reduction, the learner’s preference, nationality, as well as the available reference corpus should all be taken into account.

4.3 Feedback Utterances Generated by Different Synthesis Methods and Voice Conversion Method

Although a number of studies about reference-based accent reduction have been presented [41, 76, 81], all these papers are based on the same synthesis method (PSOLA) which may have some limitations in producing feedback utterances with desired quality and effectiveness. To reduce the perceived accents in the learner’s speech signals effectively, other speech synthesis methods can also be considered in addition to PSOLA. They include harmonic stochastic model (HSM) and speech transformation and representation by adaptive interpolation of weighted spectrogram (STRAIGHT).

However, unlike PSOLA which separates the original excitations and the vocal tract filters of the learner, HSM and STRAIGHT do not separate the information responsible for speaker identity from that responsible for linguistic contents. In HSM, the speech signal is decomposed into a series of harmonic signals whose frequency is integer times of the fundamental frequencies plus a stochastic term. Due to such kind of property, HSM can be easily applied to prosodic modification by interpolating the spectral envelope cross frames, but it is difficulty to be used for segmental modification without changing the original speaker identity. Although STRAIGHT also works as a kind of source-filter model, it only separates the original spectrogram from fundamental frequencies of the learner while reconstructs excitations using random noise and values of the fundamental frequency based on zero-phase filters. Because the excitations are reconstructed in the synthesis process, the original excitations are not preserved as in the PSOLA method. As a result, all the speaker identity information is included in the spectrogram in STRAIGHT and thus linguistic contents cannot be modified separately. Actually, PSOLA is a non-parametric model which
manipulates the original speech signals, while HSM and STRAIGHT are parametric models which use a set of parameters to represent the speech signal. The substitution of parameters in HSM and STRAIGHT can lead to the change of perceived speaker identity which inconsistent with the objectives of accent reduction, i.e., reducing accentedness while maintaining the original vocal features.

Those properties of HSM and STRAIGHT prevent them from separating the segmental features and vocal features as in PSOLA method. Thus, it is not appropriate to apply these two methods to modify the segmental features of the learner’s utterances. As stated in [39, 40, 149] as well as the results shown in Figure 4.7, however, prosodic features play the main role of the perceived accents in the non-native speech under the scenario of abundant prosody. Therefore, it is still worthy to study the possibility of improving feedback utterances with different speech synthesis methods. In addition, an alternative method to achieve the desired feedback is to convert the vocal features of the teacher’s speech to those of the learner by using a voice conversion method [43]. Although voice conversion techniques have been in existence for years, such an application has not been proposed and studied in the past.

### 4.3.1 Accent Reduction Methods

This section is primarily focused on the modification of prosodic features. The overall scheme is similar to that in Figure 4.2, but only prosodic modification is performed and different synthesis methods are applied, as shown in Figure 4.12. In this modification scheme, a learner’s utterance and the corresponding teacher’s utterance are forced aligned to obtain the corresponding time alignment for each phone. Then, different synthesis methods are used to separate the prosodic features from the segmental features, i.e., spectrogram, so that the prosody-based accent reduction can be performed.

The phone-level time alignments, pitch modification factors, as well as duration modification factors are obtained in the same way as described in the previous section. Each phone of the learner’s utterance is modified by the corresponding phone in the teacher’s utterance, in terms of pitch and duration.
The modified prosodic features are combined with the original spectral information to generate the accent-reduced feedback utterance. The same scaling factors are applied to all the three synthesis methods. Brief introductions of the three synthesis methods used are given as follows:

1. PSOLA. The first method is PSOLA which is discussed in the last section. Here, the same implementation of LP-PSOLA is performed in our study to modify the prosodic features.

2. HSM. The second method is HSM [43], which is based on harmonics and stochastic components of the speech signal. HSM decomposes the speech into different frequency components, in a way similar to the classical sinusoidal model. However, the difference is that the sinusoidal model simply describes the speech signal as a summation of multiple sine or cosine signals plus noise terms, while HSM describes the speech signal as a summation of harmonics of the fundamental frequencies plus a stochastic term. The formula of HSM is shown below:

\[ x^{(k)}[n] = \sum_j A_j^{(k)} \cos\left(j2\pi f_0^{(k)} n + \varphi_j^{(k)}\right) + \sigma[n] \cdot e_{LPC}^{(k)}[n] \quad (4.7) \]

where \( j \) is the index of harmonics, \( k \) is the frame index, \( A_j \) is the amplitude, \( f_0 \) is the fundamental frequency, \( \varphi_j \) is the phase, \( e_{LPC} \) is the LPC filter of residuals, and \( \sigma \) is the white noise. Therefore, a HSM frame mainly has two parts, the
harmonics part and the stochastic part. The harmonic part is a number of cosine signals whose frequencies are harmonics of the fundamental frequencies. The amplitude and phase terms of each individual harmonic are calculated in a way to minimize the difference between the original speech signal and the reconstructed signal using those harmonic terms. In addition to the harmonic component, the stochastic component represents the information which cannot be described by harmonics, because speech signal is not perfectly periodic and not always has a stable structure as in voiced phones. Those stochastic terms are described by the LPC filters of the residuals, which come from the difference between original signals and the harmonic components.

Supposing the frame stepsize is $N$ samples, the reconstructed signal is denoted as the interpolation of neighboring HSM frames with modified amplitude, frequency, and phase:

$$x_0^{(k)}[n] = \sum_j A_j^{(k)} \cos\left(j2\pi f_0^{(k)}n + \varphi_j^{(k)}\right) + \sigma[n] \cdot e_{LPC}^{(k)}[n] \quad (4.8)$$

$$x(kN + m) = \frac{N - m}{N} x^{(k)}[m] + x^{(k)}[m - N] \quad 0 \leq m \leq N \quad (4.9)$$

In the reconstruction stage, a white noise signal is to be filtered by the LPC

![Diagram](attachment:image.png)

Figure 4.13 HSM based Prosodic Modification
filter, generating the stochastic component. This stochastic component is combined with the harmonics calculated earlier to obtain the reconstructed speech. The flowchart of HSM based modification is shown in Figure 4.13.

The modification of pitch and duration in HSM is implemented by interpolations among HSM coefficients. Because fundamental frequency is given by the $f_0$ coefficient in HSM, a desirable change of $f_0$ can lead to the modification of pitch value. However, because the spectral envelope should remain the same, the amplitude coefficients $A_j$ of different harmonics must be resampled to maintain the original spectral components so that the spectral envelope of the original speech signal is not subject to change. The duration modification can be done by the insertion or deletion of certain frames as in PSOLA method.

3. STRAIGHT. The third method is STRAIGHT as proposed in [150]. It is a high-quality speech synthesis method which can be viewed as an advanced version of a phase vocoder. It removes the periodicity from the spectrogram to enable flexible manipulations or reconstructions of prosodic features. The general formula of STRAIGHT is:

$$x(t) = \sum_{k} e_k(t) \cdot s_k(t)$$

where $e_k$ denotes the excitation generated from the new pitch contour which is calculated from the scaling factors; $s_k$ denotes the spectrogram of the learner’s utterances after the pitch periodicity is removed; and $k$ is the frame index. Different from PSOLA, the $s_k$ excitation in STRAIGHT is totally reconstructed from the given pitch value by filtering white noise signal using minimum phase filters. The produced excitation is then combined with the periodicity-free spectrogram obtained from the analysis stage to generate the modified speech signal. A more detailed formulation of STRAIGHT is shown below:

$$y(t) = \sum_{t_i \in Q} \frac{1}{\sqrt{g(f_0(t_i))}} s_{t_i}(t - T(t_i))$$

$$v_{t_i}(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} S(w, t_i) \Phi(w) e^{jw(t)} dw$$
Figure 4.14 Synthesis Scheme of STRAIGHT Model.

\[ T(t_i) = \sum_{t_k \in Q, k < i} \frac{1}{G(f_0(t_i))} \]  

(4.13)

where \( Q \) represent the positions of excitations in the synthesis, \( G(\cdot) \) is the pitch modification factor, \( S(w, t) \) is the spectrogram, \( \Phi(w) \) is the all-pass filter for fine tuning of pitch and temporal information.

The whole synthesis scheme of STRAIGHT is presented in Figure 4.14, which involves the modeling of the original speech signal and the reconstruction of the new speech signal with modified prosodic features. The high quality of STRAIGHT mainly results from two aspects -- the elimination of pitch mark detection in the analysis process and the use of group delay all-pass filters in the synthesis process for the fine control of pitch and excitations, as described in [150, 151].

4.3.2 Voice Conversion Method

An alternative way to generate desirable feedback utterances stems from voice conversion techniques. Voice conversion deals with vocal features which are correlated to speaker identities, leaving prosody and pronunciation unchanged. By performing voice conversion on the teacher’s utterances to transform the voice of the teacher to that of the learner, the output utterances can possess both the teacher’s linguistic gestures and the learner’s voice.
The voice conversion method used in this study is mainly based on [152], which proposes high quality voice conversion using GMMs. This method models the transformation between the source and target speakers using a number of mixtures of multi-variant Gaussian models (in our case 16 mixtures are used). Each individual multi-variant Gaussian model has its own covariance matrix and mean value calculated from the training data. Line spectral frequencies (LSFs) converted from HSM parameters as in [43] are used as the feature vector. It is assumed that there are $n$ frames of speech from the source speaker $\mathbf{X} = [\mathbf{x}_1, \mathbf{x}_2, ..., \mathbf{x}_n]$, with $\mathbf{x}_k = [x_{1k}, x_{2k}, ..., x_{dk}]^T$, and $m$ frames of speech from the target speaker $\mathbf{Y} = [\mathbf{y}_1, \mathbf{y}_2, ..., \mathbf{y}_m]$, with $\mathbf{y}_k = [y_{1k}, y_{2k}, ..., y_{dk}]^T$. Here, $d$ is the number of feature dimensions and speech signals from two speakers have the same transcription. Base on the trained GMMs and the feature vectors of the source speaker, the feature vector of converted speech can be obtained as:

$$\mathbf{\tilde{y}}_k = f(\mathbf{x}_k) = \sum_{i=1}^{M} P_i(\mathbf{x}_k) [\mu_i^Y + \Sigma_i^{YX}(\Sigma_i^{XX})^{-1}(\mathbf{x}_k - \mu_i^X)]$$ (4.14)

where $\mathbf{x}_k$ is the feature vector of $k$-th input frame, $P_i(\mathbf{x}_k)$ is the probability of $\mathbf{x}_k$ belonging to $i$-th mixture, $\mu_i^X$ and $\mu_i^Y$ are mean vectors of the $i$-th Gaussian mixture, $\Sigma_i^{XX}$ and $\Sigma_i^{YX}$ are sub-matrices of the covariance matrix of the $i$-th Gaussian mixture estimated as in Equation (4.18), $M$ is the number of mixtures, and $\mathbf{\tilde{y}}_k$ is the converted feature vector. For each frame of the input speech signal, the posterior probability that this frame belongs to each mixture is calculated according to the GMM and the feature vector of this frame. Then, a linear transformation proposed in Equation (4.14) is applied to map the feature vector from the source speaker to that of the target speaker. After that, all the transformed feature vectors for each mixture are combined by a weighted summation, with the weight set as the previously calculated posterior probability, i.e., $P_i(\mathbf{x}_k)$. The output feature vector is the transformed one which represents the vocal features of the target speaker.

To obtain $P_i(\mathbf{x}_k)$, the GMM can be obtained by estimating the distribution of $\mathbf{Z}$, which is the combination of $\mathbf{X}$ and $\mathbf{Y}$, i.e.,

$$P_{GMM}(\mathbf{z}_k) = \sum_{i=1}^{M} c_i N(\mathbf{z}_k; \mu_i, \Sigma_i)$$ (4.15)
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\[ z_k = [x_k^T, y_k^T]^T \]  \hspace{1cm} (4.16)

\[ \mu_i = \begin{bmatrix} \mu_i^x \\ \mu_i^y \end{bmatrix} \]  \hspace{1cm} (4.17)

\[ \Sigma_i = \begin{bmatrix} \Sigma_i^{xx} & \Sigma_i^{xy} \\ \Sigma_i^{yx} & \Sigma_i^{yy} \end{bmatrix} \]  \hspace{1cm} (4.18)

where \( c_i \) is the weight of \( i \)-th mixture which satisfies \( \sum_{i=1}^{M} c_i = 1 \). The symbol \( \mathcal{N}(\mathbf{z}, \mu_i, \Sigma_i) \) denotes a normal distribution with mean \( \mu_i \) and covariance matrix \( \Sigma_i \). All the parameters, i.e., \((c_i, \mu_i, \Sigma_i)\) representing the joint density of \( \mathbf{X} \) and \( \mathbf{Y} \), can be estimated from all the observation of \( \mathbf{z}_k \) by using the Expectation-Maximization (EM) algorithm. After calculating these parameters, mean and covariance matrix used in Equation (4.14) can then be obtained from Equations (4.17) and (4.18). The probability of the input feature vector belonging to \( i \)-th mixture is calculated as:

\[ P_i(\mathbf{x}_k) = \frac{c_i \mathcal{N}(\mathbf{x}_k; \mu_i^x, \Sigma_i)}{\sum_{i=1}^{M} c_i \mathcal{N}(\mathbf{x}_k; \mu_i, \Sigma_i)} \]  \hspace{1cm} (4.19)

Substituting parameters obtained from Equations (4.17) and (4.18) along with \( P_i(\mathbf{x}_k) \) calculated from Equation (4.19) into Equation (4.14), the output feature vector can be generated from the input feature vector \( \mathbf{x}_k \). These output feature vectors can be used to synthesize the speech signal of the target speaker. Various synthesis schemes can be applied to decompose the speech signal into frames as well as to resynthesize the speech signal from the converted feature vectors.

The overall voice conversion scheme is shown in Figure 4.15. In the training stage, a number of parallel speech samples from both the learner (target speaker) and the teacher (source speaker) should be gathered first. Those speech samples are analyzed and decomposed into frames. Each frame is then represented by LSFs which are common features used for voice conversion, to train the GMMs. Each LSFs vector represents one frame of speech from either speaker. All the parameters which represent the conversion GMM, including weights, means and covariance matrices, are estimated from the stacked feature vectors from two speakers using the EM algorithm.
In the conversion stage, the teacher’s speech signal will be analyzed and parameterized into LSFs frame by frame. Next, the LSFs are converted using the conversion formula as in Equation (4.14) to generate the new feature vectors representing the learner’s vocal features. Those LSFs are then applied to synthesize the output speech signal whose vocal features are more similar to that of the learner’s.

### 4.3.3 Comparison of Different Feedback Utterances

Experiments are performed to produce feedback utterances, by either using accent reduction based on different speech synthesis methods or the voice conversion approach, as well as to assess the generated stimuli according to several criteria. The experimental corpus contains 40 teachers’ utterances (as the reference speech for accent reduction or the source speakers for voice conversion) and 200 non-native speakers’ utterances as listed in Table 4.1. The same objective measurements of accentedness and acoustic quality based on [85] are used, as stated in the previous section. The HSM and STRAIGHT methods used
in this chapter are implemented by toolkits obtained from [153] and [154], respectively.

1. Accentedness Measurement

The mean accentedness scores for all the stimuli groups are shown in Figure 4.16. These stimulus groups include original learners’ utterances, original teachers’ utterances, and feedback utterances generated by either modifying learners’ utterances with three synthesis models or converting the vocal features of teachers’ utterances to those of learners using voice conversion method. The difference in accentedness scores between each pair of stimuli is statistically significant (t-tests show p<0.005), except for the pair of teachers’ speech and stimuli generated by the voice conversion method. After prosodic modifications using any of the three different speech synthesis models, the mean accentedness score is reduced, showing an improved nativeness. Compared to the other two synthesis methods, STRAIGHT achieves the lowest score, i.e., the highest nativeness. This should be due to the different working schemes of the three methods: STRAIGHT uses a new pitch contour to reconstruct the excitation for synthesis, whereas the other two models either overlaps and adds (PSOLA) or interpolates (HSM) original speech signal to change the intonation contour.
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Because the excitations in the STRAIGHT method are generated from the new pitch contour using minimum phase filters and not influenced by the original (learner’s) pitch contour, the synthesized speech has an intonation contour which is closest to the native one, leading to a higher nativeness. In contrast, PSOLA and HMS modify the original excitations by overlapping and interpolating, inevitably making the synthesized speech to contain prosodic features of the learner which affect the perceived accents.

The feedback utterances generated by voice conversion method demonstrate a low mean accentedness score which is similar to that of the original teachers’ speech. This is expected as only the vocal features are converted while the prosody and pronunciation remain unchanged. Compared to accent reduction which improves prosodic features, stimuli generated by voice conversion also possess correct pronunciations, resulting in higher nativeness.

In addition, the mean accentedness score generated by combined modification based on PSOLA, i.e., both prosodic and segmental features are modified accordingly as described in the previous section, is also presented here for comparison. Although the inclusion of spectral envelope substitution in PSOLA based modification can reduce accentedness to a further extent, the prosodic modification performed by STRAIGHT is more effective. Therefore, the gap between PSOLA based combined modification and STRAIGHT based prosodic modification is not big even though the former still outperforms the latter in terms of nativeness. Compared to the voice conversion method, the accentedness score given by the combined modification is still significantly higher. The reason is that the spectral envelope substitution cannot retain all the linguistic gestures of the teacher, which are nearly fully preserved by the voice conversion method.

It can be noted that the teacher's accentedness score are also positive and far from 0. The reason is that native speech utterances used in the experiment cannot have exactly the same acoustic features as the samples used to train acoustic models. Because the acoustic modeling process are also affected by the gender, speaker identity, transcriptions, or other conditions in the training dataset, even the accentedness scores of the teacher cannot be very close to 0. The positive value of teachers’ accentedness score can thus be considered as some systematic
biases between the acoustic models and the testing database. However, the significant and consistent difference between the teachers' and learners' accentedness score in our testing set can account for the non-native biases of the learners' speech, which results in stronger perceived accents.

2. Acoustic Quality Measurement

Acoustic quality is assessed by the MOS obtained from ITU P.563. Figure 4.17 shows the MOS of different stimuli groups, with t-tests showing a significant difference (p<0.01) for each pair of stimuli. The acoustic quality of the modified speech is degraded when using accent reduction methods. However, the quality of the modified speech using STRAIGHT is closest to that of the original learners' speech. Therefore, STRAIGHT can maintain a higher quality than the other two methods. The first reason is that STRAIGHT uses new generated excitations for speech synthesis and thus avoids the distortions as introduced by overlaps and adds in PSOLA or interpolations in HSM. In addition, the group-delay manipulation used in STRAIGHT, which enables finer pitch and excitation signal control by using phase interpolation, also leads to the higher acoustic quality [150, 151].

Again, the acoustic quality of feedback utterances generated by the combined modification is also listed here for comparison. The acoustic quality from this
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method is significantly lower than the three prosodic modification methods due to the replacement of spectral envelope. Therefore, although the combined modification using PSOLA can reduce the perceived accent more significantly compared with prosodic modification using STRAIGHT, the resulted acoustic quality is much lower. This tradeoff between the two modification methods should be considered in the selection of feedback utterances, depending on the learner’s preference for nativeness or acoustic quality. However, the quality of feedback utterances generated by the PSOLA combined modification is higher than that given by the voice conversion method, as the whole spectral envelope is directly substituted without manipulations, leading to less spectral distortions compared to voice converted speech signals. The stimuli given by voice conversion have the lowest MOS, due to the distortions and over-smoothness effects, i.e., the muffled voice resulted from the statistical average of parameters, introduced by the transformation of spectral information via GMMs.

### 4.3.4 Accented Word Comparison

Another issue that must be considered in the evaluation of generated feedback utterances is the change of pitch accents. As an important linguistic phenomenon in English, pitch accent is an important factor to determine the nativeness of English. It has been demonstrated in Chapter 3 that the accented word plays an important role in indicating the nativeness of the learners’ utterances. Therefore, an experiment is performed to test the pitch accent of original utterances from the learner and that of generated feedback utterances using various methods. This assessment is mainly related to the nativeness of prosodic features and thus suitable for comparison of prosodic modifications with different synthesis methods stated in this section.

The pitch accent detection system using logistic regression based on [110], as stated in Chapter 3, is performed to detect accented words. The accuracy of the detection system is 0.81 in terms of mean F-measure. Based on the trained pitch accent detection system, all the accented words of the original students’ speech, teachers’ speech and generated feedback utterances are detected. Each word is labeled by 0 or 1 to indicate whether it receives pitch accent or not. Therefore, each utterance can be represented by a binary sequence to indicate the status of
each word, i.e., accented or unaccented. Then, the assigned accented word labels of each of learners’ utterances and feedback utterances are compared to the corresponding utterance given by the teacher with the same transcription. The results are presented as a percentage which indicates the similarity between the accented word labels of the stimuli group and the teachers’ accented word labels, as shown in Figure 4.18.

It is observed that, compared to the learners’ utterances, the generated stimuli exhibit pitch accents which are more similar to that of the teacher. Particularly, the accented word similarity ratio of STRAIGHT generated utterances is significantly higher than that of PSOLA and HSM generated utterances, showing that this method has better ability to imitate the teacher’s rhythm. Stimuli given by voice conversion approach possess the highest similarity ratio, as the converted utterances have linguistic gestures similar to that of the teachers’ utterances.

Because the teachers’ pitch accents are considered to be correct and native, the pitch accents of the feedback utterances are improved. Hence, this
experiment also demonstrates that the nativeness of generated feedback stimuli is significantly higher than that of the learners’ utterances. The same pattern as that in the previous accentedness measurement, i.e., voice conversion is better than STRAIGHT and STRAIGHT is better than PSOLA & HSM, can be observed from the similarity ratios in this experiment. T-tests are also performed on each pair of stimuli groups with p<0.001, showing significant differences for different stimuli groups.

4.3.5 Discussion

From the experimental results on feedback utterances generated by different synthesis methods and the voice conversion technique, it can be found that the STRAIGHT method is the best for modifying the prosodic features of accented utterances because it results in the highest acoustic quality and the greatest reduction in accentedness. In addition, feedback utterances given by voice conversion approach sound more native like, resulting from the fully preserved linguistic gestures from the teacher. However, the lower quality of speech generated by voice conversion method is still an issue. Furthermore, the preservation of the learner’s voice in feedback utterances should also be examined. A comparison of spectrograms, which provides useful cues about speaker identity, is shown in Figure 4.19.

The duration of the original learner’s speech is longer as the teacher speaks faster than the learner. It is obvious that the spectrogram of the accent-reduced speech using STRAIGHT is similar to that of the original one. As a result, the learner’s speaker identity is almost fully preserved. In contrast, the utterance generated by voice conversion method shows a smoothed spectrogram that is significantly different from the learner’s one. Although some of the differences may result from the different pronunciations of two speakers, the obvious over-smoothness in the spectrogram introduced by GMMs obscures the speaker identity as well. In fact, an informal subjective listening test suggests that the voice of the converted speech is in-between that of the teacher and the learner: the converted speech still keeps some of the teacher’s vocal features, even though the voice is more similar to that of the learner. What’s more, the training corpus, i.e., a number of utterances produced by the learner, required by voice
conversion method may be difficult for English beginners who cannot speak fluently. Those characteristics lead to some difficulties for the application of voice conversion based feedback utterances in a CALL system for English beginners.

Arising from the above observation, a feedback system which encompasses the two methods may provide learners with more choices on auditory feedback. The proposed scheme is shown in Figure 4.20. At the beginning stage, the STRAIGHT based accent reduction method can be used. With the preserved speaker identity and the improved prosody, the learner can imitate the generated stimuli to improve their speaking skills. After a period of training, it will be possible to gather the learner’s utterances to train a voice conversion system. Thus, voice conversion method can then be used to generate feedback stimuli with both prosodic features and pronunciations closer to the standard, though at the cost of some acoustic quality degradation. Although this scheme has not been
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verified through pedagogical studies due to the limit of time and resources, it proposes a promising direction for designing adaptive CALL systems and will be studied in the next stage of our research.

The accent reduction method in the first stage can also be determined according to the preference of the learner. If the learner prefers nativeness to acoustic quality, the combined modification based on PSOLA can also be applied in the accent reduction stage, as this accent reduction method yields the highest nativeness apart from the voice conversion method. However, the improvement of nativeness of this modification scheme lowers the acoustic quality in comparison with STRAIGHT method, as shown in Figure 4.16 and Figure 4.17.

### 4.4 Summary

This chapter studies accent reduction techniques which generate reference speech with improved nativeness while retaining the learner’s vocal features for language learning purposes. To study the effects of different modifications and external factors in the accent reduction process, a multi-corpora experiment which has not been proposed before is performed. Both prosodic and segmental modifications are used to reduce the accentedness of speech. Spectral envelope interpolations are employed to enhance the quality of the generated feedback.
utterances. Results from different corpora demonstrate the effects of the reference corpus and the nationality of the learner on accent reduction. A tradeoff between prosodic and combined modifications is also observed. Hence, these issues should be considered in the construction of a speech corpus for language learning purpose as well as the selection of the most appropriate accent reduction method for a specific language learner or a group of language learners sharing some common characteristics.

Different synthesis methods are also compared in order to determine the most suitable technique for accent reduction in the form of prosodic modification. Moreover, the voice conversion method is proposed to generate feedback utterances for English learners with an alternative approach. Objective measurements show that the STRAIGHT method is the best for accent reduction in terms of both nativeness and acoustic quality. Feedback stimuli generated by the voice conversion method possesses the highest nativeness, but it yields the lowest acoustic quality and a partial loss of the learner’s speaker identity. In addition, the training corpus required by voice conversion creates a difficulty for English beginners. Therefore, both accent reduction and voice conversion methods have their advantages and disadvantages.

To take advantage of the two methods in the feedback generation process, a multi-stage feedback scheme is proposed to facilitate the learning process of non-native English speakers. Accent-reduced utterances are used as the feedback stimuli at the beginning stage, whereas voice conversion generated feedback utterances are used at the later training stage. As a result, the learner can receive feedback with increased nativeness and will gradually get used to the generated feedback utterances.
Chapter 5 A Hybrid Scheme for Automatic Phonetic Segmentation

5.1 Motivations & Proposed Work

Although prosodic segmentation is more effective in prosody evaluation as demonstrated in Chapter 3, accurate phonetic segmentation can facilitate computer-aided acquisition of speaking skills from different aspects. An automatic segmentation system can precisely identify the phone boundaries of learning materials assigned by teacher which normally are speech utterances without labeling. The obtained segmentations along with the segmentations of the learner’s speech utterance can help learners compare the waveforms of their uttered phones with those from the learning material. Another application of phonetic segmentation is in pronunciation evaluation which focuses on the evaluation of the learner’s ability to produce phones in continuous speech. This application requires the segmentation of speech signals into different phones so that the relevant features can be compared with trained assessment models. Therefore, the improvement of phonetic segmentation system is desirable for modern CALL systems. In addition, a natural text-to-speech system may provide language learners with flexible learning materials for their practices and thus is useful for CALL. The synthesis of natural speech utterances from input transcriptions always require concatenation of individual phones with different contexts, thus requiring an accurate phonetic segmentation system in the training process.

Therefore, phonetic segmentation is studied in this chapter to facilitate other aspects of CALL in addition to the evaluation and feedback components as discussed in the previous two chapters. This chapter mainly focuses on the refinement of phonetic segmentations given by a HMMs-based text-dependent segmentation system, as transcriptions are generally available for CALL purposes and can contribute to the segmentation process. As reviewed in Chapter
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2, post-processing methods such as statistical correction and predictive models can be applied to any existing segmentation system directly, e.g., using a trained speech recognizer, leading to increased convenience and flexibility for the segmentation process. This kind of methods also imitates the segmentation process of human labelers: first listening to the speech signal to get the rough boundary (baseline system), then examining the waveform and spectrogram in detail to identify the accurate boundary (post-processing). Therefore, the main focus of this chapter is the development of a hybrid post-processing scheme to overcome some gaps in current studies so as to improve the segmentation results obtained from a baseline system.

Recent studies on post-processing of text-dependent segmentation results still leave some issues to be addressed. The statistical correction proposed in [91] neither studies the performance of this method on monophone models nor examines the influence of different search ranges on statistical correction. It also only experiments statistical correction on a single-speaker subset without examining the overall performance of statistical correction over a multi-speaker test set. Simple statistical correction based on fixed shifts of boundaries is also applied in some studies like [98], but this kind of correction does not take into account dynamic information of each observation and thus cannot provide very effective corrections. As reported in [100-102], fusion methods are used to combine a number of different HMMs to refine the phonetic segmentation results. A problem with this kind of methods is that the segmentation process can be time consuming because segmentation results must be generated by many different HMMs (55 to 112 in these works) and then merged together. In addition, only study reported in [101] uses a speaker-independent corpus, i.e., the TIMIT corpus [144], while work in other papers only tests on data from a single speaker. The predictive model alone also cannot incorporate the global statistics as efficiently as statistical corrections and may suffer from low implementation speed. Hence, it is desirable to combine different post-processing methods appropriately so that the refinement process can be implemented with increased effectiveness and flexibility.
A hybrid scheme combining three kinds of methods, including statistical
correction which provides efficient corrections on the segmentation results, the
fusion method which enables different models to compensate for biases of each
other, and the predictive model which uses acoustic features to perform
refinement based on a classification process, is proposed in this chapter to
provide accurate and flexible refinements of phonetic segmentations. As a result,
segmentation errors, especially those within small tolerances, are compensated
from three aspects: (1) addressing systematic biases of acoustic models using
local information from the most relevant range, (2) incorporating complementary
effects from acoustic models with various stepsizes which are demonstrated to
affect the results significantly, and (3) correcting non-systematic segmentation
biases using predictive models.

To improve the segmentation accuracy and effectiveness, some issues are also
studied and addressed in this hybrid scheme. Different from the study reported in
[91], the search range of statistical correction is considered and a state selection
step is proposed to exploit the benefits of different search ranges, thus improving
the segmentation results. Although fusion methods have been used in previous
work [100-102], none of them studies the effects of different stepsizes of HMMs
on phonetic segmentation. However, this kind of information does contribute to
the segmentation process. The proposed fusion method just combines limited
segmentation machines to reduce the processing time in comparison with work
in [100-102] which combines from 50 to over 100 HMMs. In addition to the two
methods, a stepsize smaller than that of the HMMs is used in a classifier to
further refine the phone boundaries. The use of a smaller stepsize in the final step
aims to correct small errors ignored by the previous steps, while maintains the
efficiency as only a small region around the processed boundaries is examined.
Also, a joint model incorporating two kinds of classifiers is used to select the
most appropriate boundaries for refinements. All of these methods will be
examined on a multi-speaker corpus, i.e., TIMIT. The flowchart of this system is
shown in Figure 5.1. As a post-processing method, the proposed hybrid scheme
can be conveniently applied to phone boundaries generated from an existing
segmentation system.
There are two main reasons for using TIMIT in this study. First, TIMIT is originally designed for acoustic modeling and speech recognition/segmentation, unlike BURNC and ARCTIC which are designed for speech synthesis. Therefore, it contains extensive manual labeling of phone boundaries and uses the standard labeling scheme. Second, using TIMIT can facilitate the comparison with other methods as most of the previous studies on phonetic segmentations are based on this corpus.

In many scenarios, it is sometimes necessary to perform phonetic segmentation on a new corpus without labeled data or only with a small set of labeled data. Automatic segmentations may be required for a new English corpus to obtain segmentation information for linguistic analysis or speech recognition purpose. One way to obtain the required phonetic segmentation is first to train acoustic models on a standard corpus and then perform segmentation on the new corpus by using the obtained acoustic models. However, there are some drawbacks of this direct application of pre-trained models. Firstly, the new corpus may have properties different from the corpus used to train the acoustic models. For instance, if the corpus for models training is a small speech recognition corpus and the new corpus is for large vocabulary continuous speech recognition (LVCSR), both the transcriptions and reading styles can be different.

Figure 5.1 Proposed Refinement Scheme
in the two corpora and segmentation results will be affected. In addition, the new corpus may contain utterances with some English accents different from the corpus used to train acoustic models. Under such circumstances, the pronunciation variations in the two corpora can lead to extra biases in the segmentation process, generating poor results. Therefore, applying acoustic models from a standard corpus to a new corpus could result in much lower segmentation accuracies compared to the results given by the acoustic models trained on sufficient labeled data from the new corpus. All the recent studies of phonetic segmentations are mainly performed on a single corpus \[91, 93, 95, 100-102, 105, 106\], and they are not tested under a scenario of cross-corpora segmentation. To address this issue, the refinement process proposed is applied to another corpus with a different English accent to examine the effectiveness of cross-corpora segmentation.

5.2 Baseline Phonetic Segmentation based on Forced Alignment

The baseline phonetic segmentation system is based on forced alignment using a speech recognizer as stated in [90]. Forced alignment is an application of the speech recognition technique. This technique is originally applied in speech recognition to facilitate the embedded training process, but it can also be used for the purpose of phonetic segmentation. Unlike the recognition scenario in which the content of speech signal is unknown, the transcription is already given when performing phonetic segmentation. Therefore, the segmentation process only requires the acoustic models which can differentiate each phone or phone boundary using acoustic features, not relying on the language models which accounts for the grammar and linguistic structures of a specific language.

The term “forced alignment” is used because it “forces” the speech recognizer to go through specific acoustic models given corresponding transcriptions so that the phone duration information can be obtained accordingly. It uses the acoustic models developed in the training phase of the speech recognizer to identify phone boundaries. The forced alignment process is implemented by the
calculation of maximum a posterior (MAP) score of each frame of the speech signal given relevant observations (feature vectors of speech frames):

\[
\max_{q_0, q_1, ..., q_T} P(q_0, q_1, ..., q_T | O, \lambda) = \frac{\max_{q_0, q_1, ..., q_T} P(q_0, q_1, ..., q_T, o_1, o_2, ..., o_T | O, \lambda)}{P(O | \lambda)} \tag{5.1}
\]

where \( q_t \) is the state sequence, \( O \) is the observations (feature vectors), and \( \lambda \) is the acoustic model corresponding to phone sequences. Therefore, forced alignment continuously selects the state sequences which can maximize the MAP given the observation of speech signals.

As the transcription is already given, the acoustic models of all the phones in the input speech utterance can be concatenated to form the “state transcription” of the sentence. The illustration of this process is given in Figure 5.2, with hollow circles as non-emitting states while filled circles as emitting states. For example, if the speech utterance has only one word “ONE (W-AH-N)” and the acoustic model of each phone has three emitting states (emitting states are those states not at the beginning or end of the HMM), the sentence level “state transcription” will be “W1-W2-W3-AX1-AX2-AX3-N1-N2-N3”, for a total of 9 states of 3 phone models. With the “state transcription”, the posterior score given each individual acoustic model and feature vectors of the input frames can be calculated. The calculated posterior probability score can be used to determine whether to stay in the current state or transit to the next state, according to the left-right structure of the standard HMMs used for speech recognition. After going through the whole utterance with the above procedure, the forced alignment system can provide the information that each phone starts and ends at which frame. As a result, the duration of each phone can be easily calculated from the number of frames involved as well as the stepsize of the frame.

It can be seen from Figure 5.2 that the entry node can go through either “one” or “two” to the exit node, depending on the given transcription. The state sequences of all the individual phones are connected to generate the sentence level “state transcription”, and the number of frames gone through by each state can be determined based on the MAP criteria. Although the utterance given in
this example has only one word, it can be easily generalized to a long sentence by simply concatenating all the phones in each individual word and then applying the same scheme to obtain the state durations as well as phone durations.

The overall flowchart of a forced alignment based phonetic segmentation system is provided in Figure 5.3. Speech signals and corresponding manually labeled phone boundaries are used as input to train HMMs based acoustic models. Feature vectors extracted from the speech signals along with phone labels and corresponding time alignment information are used to train HMMs using Baum-Welch algorithm. The individual HMMs can either be context-independent, i.e., each HMM accounts for one phone, or context-dependent, i.e., each HMM accounts for one phone in combination with the previous or following phone. If context-dependent HMM are used, then there will be hundreds of acoustic models to accounts for the combination of different phones. When performing segmentation, the word transcription is first extended into phone transcription using a pronunciation dictionary. Feature extraction is also performed on the speech signal to obtain the feature vector of each frame. The time alignments of each phone can then be obtained by inputting all the feature
vectors into the acoustic models concatenated according to phone level transcriptions as demonstrated in Figure 5.2.

5.3 Refinement Scheme for Phonetic Segmentation

5.3.1 Statistical Correction

The baseline segmentation system based on forced alignment can suffer from systematic biases. The reason is that the forced alignment system seeks to maximize the probability of frame sequences according to the built acoustic models which are optimized to minimize word recognition error rates rather than segmentation errors. It has been shown that “HMM-based models have proved to be quite ‘inventive’ in the solutions they discover” [155].
To demonstrate this phenomenon, a forced alignment based segmentation system is trained using HTK [115] on TIMIT database, which is a multi-speaker database containing a total of 6300 utterances pronounced by 630 speakers. The general experimental conditions and setups in this paper are listed here for the convenience of discussion. The 61 phone set in TIMIT are merged into the classical 48 phone set as in [101, 156]. Baseline HMMs are trained with 4-state, 5 ms stepsize, and 25 ms frame length. Hamming window is used and the pre-emphasis coefficient is 0.97. Feature vectors consist of 12 MFCCs and normalized log energy plus their delta and acceleration (39-dimensional). HMMs are trained on TIMIT training set (3696 utterances excluding SA utterances). Both context-independent model (CI), i.e., monophone, and context-dependent model (CD), i.e., biphone, are studied in this paper. Biphone rather than triphone is used because biphone can model the transition between two phones, which is more relevant to the detection of phone boundaries between each pair of phones. A decision tree, which asks linguistic related questions (e.g., whether the left phone is a vowel, whether the right phone is a nasal, etc.) as in speech recognition tied-state clustering, is used to classify boundaries into 763 different classes, as demonstrated in Figure 5.4. To generate these classes, the
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Figure 5.4 Decision Tree based Clustering of Bi-phone Classes
outlier threshold, i.e., R0 parameter in HTK, is set as 100 and the cluster log-likelihood threshold, i.e., TB parameter in HTK, is set as 300.

The distribution of overall segmentation errors in the TIMT testing set (1344 utterances excluding SA utterances) using HMMs trained by the conditions mentioned above with 5 ms stepsize and the CD scheme is given in the upper

(a) Overall Segmentation Error Distribution for the Whole Testing Set in TIMIT

(b) Segmentation Error of Each Individual Phone

Figure 5.5 Segmentation Error Distribution
part of Figure 5.5. It can be seen that the statistical distribution of segmentation errors can be fitted with a Gaussian curve, whose mean is -5.05 ms and standard deviation is 10.81 ms. Because the mean is different from 0, a systematic bias exists for each trained HMM, degrading the segmentation accuracy. From the observations above, one possible way to reduce the segmentation error is to compensate for the systematic bias. A different systematic bias should be used to correct each class of phone boundary, because the acoustic features around different phone boundaries are different from each other. The mean segmentation errors of all the individual phones whose onset is given by the automatic phonetic segmentation systems are plotted in the lower part of Figure 5.5.

Two methods are considered to statistically correct the systematic bias. The first method is an absolute method whose correction term is a weighted sum of the error statistics from the statistical correction training dataset:

\[ s(i) = \sum_k p_k \cdot \text{bin}[S^{As}(i) - S^M(i)]_k \]  

where \( s \) is the correction term, \( i \) is the index of boundary class, \( p_k \) is the probability of segmentation errors falling into the bin ranging from \( k \) to \( k + 1 \) ms, according to the error distribution histogram of the boundary class \( i \) calculated from the training data. The \( \text{bin}[S^{As}(i) - S^M(i)]_k \) indicates the differences between automatic and manual segmentations falling in the \( k \)-th bin, having a value of \( k \) ms. Since more than 99% of segmentation errors are smaller than 35 ms, the bin size is set as 1 ms, from -40 ms to 39 ms, and \( k \) ranges from -40 to 39. The refined phonetic segmentation can then be calculated from the automatic segmentation result and the correction term of the corresponding boundary class \( i \):

\[ S^{corr} = S^{As}(i) - s(i) \]  

Although the absolute correction method (i.e., the correction term for each boundary class is a fixed number) can capture the systematic bias of acoustic models, the state-level alignment which is available from the forced alignment is not used. The automatically detected boundary is obtained by the state transition of neighboring HMMs and defined by the onset of the first state of the right phone. Therefore, the statistical correction term can be calculated as a ratio, i.e.,
a relative term, of the state-level segmentations around the automatically detected boundaries. As the manual segmentation may locate at either side of the automatic boundary, two ratios which account for the errors lie on either side of the automatically detected phone boundary should be calculated:

\[
Ls(i) = \text{mean}_{i_k} \left\{ \max \left( 0, \min \left( 1, \frac{SR_i^{AS}(i_k) - SM(i_k)}{SR_1^{AS}(i_k) - SL_{m-n+1}^{AS}(i_k)} \right) \right) \right\} \quad (5.4)
\]

\[
Rs(i) = \text{mean}_{i_k} \left\{ \max \left( 0, \min \left( 1, \frac{SM(i_k) - SR_1^{AS}(i_k)}{SR_1^{AS}(i_k) - SL_{m-n+1}^{AS}(i_k)} \right) \right) \right\} \quad (5.5)
\]

Where \( m \) is the total number of states, \( n \) is the search range (the number of considered states around the automatically detected phone boundary), \( SM(i_k) \), \( SL_j^{AS}(i_k) \) and \( SR_j^{AS}(i_k) \) are the manual segmentation, \( j \)-th state-level segmentation of the left phone, and \( j \)-th state-level segmentation of the right phone, corresponding to the \( k \)-th boundary of class \( i \); \( Ls(i) \) and \( Rs(i) \) are the error correction ratios on the left and right side of the boundary class \( i \). The scheme is similar to the one used in [91], but it considers additionally the correction ratio in different search ranges. The illustration of this relative correction method is given in Figure 5.6.

![Illustration of Relative Correction Method](image)

Figure 5.6 Illustration of Relative Correction Method
To enjoy the benefits of different search ranges, a state selection method is used. It calculates the statistics with different search ranges during the training phase and selects the appropriate range for each phone boundary class \( i \) by choosing the one minimizing the mean distance between corrected and manual segmentations. Hence, different classes can use different search ranges to refine phone boundaries. This selection process is shown in Figure 5.7.

Once the relative correction ratios for each boundary class are obtained, the phonetic boundaries can be refined according to the class index \( i \) of the current phone and the correction terms:

\[
S_{corr} = S_{AS}(i) + R_s(i) \times \left( S_{R_{AS}^{AS}}(i) - S_{R_{AS}^{AS}}(i) \right) \\
- L_s(i) \times \left( S_{R_{1}^{AS}}(i) - S_{R_{m-n+1}^{AS}}(i) \right)
\]  

(5.6)

### 5.3.2 Multi-resolution Fusion

It has been shown in [101, 157] that using regression to combine output from multiple HMMs with different parameter setups can improve the results. However, combining too many HMMs can be very time consuming. Even in systems using fusion methods like [101, 102], the differences among HMMs are only related to the number of states or mixtures, without considering the stepsize.
of HMMs. However, different stepsizes may affect the segmentation results to a certain extent.

To study the effects of stepsize, segmentations are performed on TIMIT using both CI and CD HMMs with stepsize ranging from 5 ms to 12.5 ms. The same parameter settings are applied to HMMs except for their stepsizes. The training and testing set mentioned before are used for experiments. Results are shown in Table 5.1, evaluated as either percentages of the difference between manual and automatic segmentations smaller than a specific number or MAE and RMSE between manual and automatic segmentations, which are commonly used figures of merit to evaluate automatic segmentation results.

### Table 5.1 HMMs Performance with Different Stepsizes

<table>
<thead>
<tr>
<th></th>
<th>&lt;5ms</th>
<th>&lt;10ms</th>
<th>&lt;20ms</th>
<th>&lt;30ms</th>
<th>&lt;40ms</th>
<th>&lt;50ms</th>
<th>MAE (ms)</th>
<th>RMSE (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI-5ms</td>
<td>45.10</td>
<td>70.60</td>
<td>88.83</td>
<td>94.18</td>
<td>96.36</td>
<td>97.77</td>
<td>9.57</td>
<td>16.60</td>
</tr>
<tr>
<td>CI-7.5ms</td>
<td>41.83</td>
<td>68.28</td>
<td><strong>89.10</strong></td>
<td><strong>94.91</strong></td>
<td>96.83</td>
<td>98.15</td>
<td>9.41</td>
<td>15.56</td>
</tr>
<tr>
<td>CI-10ms</td>
<td>36.57</td>
<td>62.23</td>
<td>87.36</td>
<td>94.76</td>
<td><strong>97.05</strong></td>
<td><strong>98.37</strong></td>
<td>10.38</td>
<td>16.09</td>
</tr>
<tr>
<td>CI-12.5ms</td>
<td>30.57</td>
<td>51.44</td>
<td>78.80</td>
<td>90.09</td>
<td>94.72</td>
<td>96.98</td>
<td>14.01</td>
<td>22.96</td>
</tr>
<tr>
<td>CD-5ms</td>
<td><strong>38.36</strong></td>
<td><strong>64.98</strong></td>
<td>86.23</td>
<td>92.79</td>
<td>95.88</td>
<td>97.52</td>
<td>11.31</td>
<td>19.13</td>
</tr>
<tr>
<td>CD-7.5ms</td>
<td>37.91</td>
<td>64.64</td>
<td><strong>87.02</strong></td>
<td><strong>93.75</strong></td>
<td>96.54</td>
<td>97.98</td>
<td>10.61</td>
<td>17.10</td>
</tr>
<tr>
<td>CD-10ms</td>
<td>32.33</td>
<td>59.44</td>
<td>84.93</td>
<td>93.72</td>
<td><strong>96.80</strong></td>
<td><strong>98.23</strong></td>
<td>11.50</td>
<td>17.47</td>
</tr>
<tr>
<td>CD-12.5ms</td>
<td>28.28</td>
<td>46.52</td>
<td>75.31</td>
<td>88.75</td>
<td>94.59</td>
<td>97.01</td>
<td>14.69</td>
<td>22.07</td>
</tr>
</tbody>
</table>
From Table 5.1, segmentation results given by stepsize of 12.5 ms deteriorate drastically due to the reduced resolution, showing that the stepsize should not be greater than 10 ms. In addition, it can be observed that the performances of HMMs with different stepsizes vary under different tolerances. For example, the CI model with 5 ms stepsize achieves highest accuracy for 10 ms tolerance while the one with 10 ms stepsize achieves the highest accuracy for 40 ms and 50 ms tolerance. Stepsizes smaller than 5 ms, e.g., 2.5 ms, are not studied, as overly small stepsize can result in low efficiency in both training and testing phase. The effects of smaller stepsizes are to be compensated by predictive models which only search a small region around the preliminary boundary with a stepsize smaller than 5 ms. This observation shows that different stepsizes can result in different accuracies in terms of various criteria. Specifically, smaller stepsize is more preferable in addressing smaller segmentation errors whereas the reverse is true for bigger stepsize. Thus, it is worthwhile to combine the segmentation results from HMMs with various stepsizes using a regression method so that they can compensate for each other to enhance the accuracy. The regression parameters should be estimated in a manner to minimize the differences between manual and automatic segmentations from training data. In our study, support vector regression (SVR) is used to combine results generated by HMMs with different stepsizes.

5.3.3 Refinement Using Predictive Models

Although statistical correction and fusion methods can reduce the segmentation errors to a certain extent, predictive models are able to utilize flexible acoustic features to improve the segmentation accuracy and are thus worthy of consideration. A joint method using support vector machine (SVM) [125] and linear discriminant analysis (LDA) [158] is considered to further refine the phone boundaries corrected by statistical variances and multi-resolution fusion. Although other methods like artificial neural network (ANN) may also be used, SVM and LDA are more favorable as they require less parameter tuning steps and thus can be readily adaptable to various scenarios.

The first step of predictive model based refinement is feature extraction. As in [93, 95, 105, 106], 13 Mel cepstral frequency coefficients (MFCCs) are
considered. In addition, normalized energy, log pitch value, entropy, bisector frequency, and burst degree as proposed in [159] are also included to form a more informative feature vector. In addition, the dynamic features are also calculated as given in [115]:

\[
DF(t) = \frac{\sum_{k=-M}^{M} F(t + k)k}{\sum_{k=-M}^{M} k^2}
\]

where \( F \) is the feature vector, \( t \) is the time index, and \( M \) is the dynamic range which is set as 2 in this case. The obtained dynamic features are then combined with static features to form a 36 dimensional feature vector for each frame.

In this study, frames are labeled using a scheme different from the previous one as in [103, 104], which labels frames close to and far away from the true boundary as two different classes. To maintain the accuracy of the refinement system, only a few samples around the true boundary, e.g., within 5-10 ms, should be labeled as positive instances (frames close to true boundary) while the rest should be labeled as negative instances (frames away from true boundary). Therefore, it can lead to more negative instances than positive instances. Because classifiers are trained to minimize the number of misclassified instances, the resulted classifier will be biased to predict more instances as negative in the testing phase. To overcome this issue, binary labels -1 or 1 are assigned to each frame to represent frames locating at the left or right of the manual boundary, and the change of labels from -1 to 1 is detected as the refined phone boundary. This labeling scheme can make sure that the training instances for both classes are approximately the same, thus resolving the dataset imbalance problem. When multiple changes of labels exist, e.g., “-1 -1 1 -1 -1 -1 1 1 …”, the change closest to the preliminary boundary is selected as the final boundary. The reason is that after statistical correction and multi-resolution fusion, the phone segmentation error is comparatively small and thus it is unlikely that the refined boundary is far from the real boundary, or at least only in very rare cases.

For each phone boundary class, a binary classifier is trained, with one class corresponding to frames on the left of the manual phone boundary while the other corresponding to frames on the right of the manual phone boundary. A 20
ms frame length and 2.5 ms stepsize are used in this process to compensate for the segmentation errors which may be neglected by the forced alignment process that has a minimum stepsize of 5 ms. The classifiers are trained by speech files and manual phone boundaries from the training set of TIMIT database. With each observation of the manual phone boundary, 20 frames left to the boundary and 20 frames right to the boundary are collected. Then, all the frames corresponding to the same phone boundary class are used to train the classification model. With the trained classification model, the refinement process can be performed by extracting 20 frames around the automatic boundary. To ensure the inclusion of enough training samples, only those boundaries with more than 10 observations in the training corpus are used to train models and refined in the testing phase using the trained models.

The SVM training process can be considered as an optimization problem which is described in section 3.5.1. The SVM used to refine phonetic boundaries is implemented by [134] using RBF kernel. A grid search method as proposed in [160] is used to decide the penalty variable $C$ and the kernel variable $g$.

The LDA method estimates a projection vector which can map the two classes of data into a space by minimizing the summation of variances while maximizing the difference of means across classes:

$$J(w) = \frac{|\mu'_1 - \mu'_2|^2}{V'_1 + V'_2}$$  \hspace{1cm} (5.8)

where $w$ is the feature vector corresponding to two classes, $\mu'_i$ and $V'_i$ are the mean value and variance of each class mapped to a new space by the projection vector, and $J(w)$ is the cost function to be maximized. The LDA based subspace projection can be demonstrated by Figure 5.8:

To calculate the projection vector $w$, the cost function can be transformed to:

$$J(w) = \frac{w^T S_{pw} w}{w^T S_w w}$$  \hspace{1cm} (5.9)
\[ S_W = \sum_{i=1}^{2} \sum_{n \in C_i} (x_n - \mu_i)(x_n - \mu_i)^T \]  
\[ S_B = (\mu_1 - \mu_2)(\mu_1 - \mu_2)^T \]

where \( x_n \) is the feature vector corresponding to two classes, \( \mu_i \) is the mean value of each class of data, \( S_W \) is the within-class scatter matrix, and \( S_B \) is the between-class scatter matrix. Therefore, to maximize the function \( J(w) \), we can take the derivative and finally yield:

\[
\frac{d}{dw} \left[ w^T S_B w \right] = 0
\]

\[
\Rightarrow \left[ w^T S_W w \right] \cdot 2S_B w - \left[ w^T S_B w \right] \cdot 2S_W w = 0
\]

\[
\Rightarrow S_W w - \left[ w^T S_B w \right] S_W w = 0
\]

\[
\Rightarrow S_B w - J(w) S_W w = 0
\]

\[
\Rightarrow S_W^{-1} S_B - J(w) w = 0
\]

This is a generalized eigenvalue problem which can leads to the projection vector \( w \):

![Figure 5.8 Separation of Two Groups of Data Using LDA Projection](image-url)
5.4 Experimental Results on a Single Corpus

To test the proposed refinement scheme, experiments are conducted on the TIMIT corpus. The same HMMs settings, features and boundary classes as mentioned in Section 3 are used. HMMs with different stepsizes are also trained for fusion purpose which is to be discussed later. A number of experiments are performed to examine the effects of the state-level statistical correction, search range of the statistical correction, multi-resolution fusion, and predictive model. The statistical correction ratio and regression parameters for fusion are calculated from a subset (1000 sentences) of the training set of TIMIT using the difference between manual and automatic segmentations. The same subset is used to train predictive models based on manual segmentations and acoustic features from the wav files.

Firstly, the state-level statistical correction is experimented. As in many of the previous papers [90, 99, 102], we start from HMMs with 5 ms stepsize. The correction statistics are calculated for each boundary class. The results of phonetic segmentation with and without statistical correction are shown in Table 5.2, with the relative method searching in 1 neighboring states (n=1). It is found that the scheme based on CI outperforms that based on CD models without statistical corrections. The reasons is that CD models include the transition of two phones and thus discriminate one phone from its context accurately, while CI models trained on individual phones have the ability to discriminate the current phone (which is fixed) from its context (which varies) and generate more accurate results as mentioned in [91]. However, CD models outperform CI models after statistical corrections, which stems from the context-dependent statistics involved in CD models. As compared to the CI models with limited groups of statistics, the CD models provide more detail classifications which generate correction statistics for each phone with various contexts, providing more detailed information to detect the phone boundary.
It is also shown that the relative method outperforms the absolute method, resulting from the variation of phone durations. The variation of phone durations due to different speaking styles or sentence patterns may degrade the performance of the absolute correction, e.g., the fixed correction bias can be too small for a longer observation or too big for a shorter observation of a specific phone. On the other hand, the relative method reflects the correction term as a ratio of the neighboring state durations, making it adaptive to the phone duration. This comparison shows that phone duration information should be taken into account as in the relative method.

Since the relative correction method works better, a study of the search range (or the number of states involved for correction) is performed as shown in Table 5.2.

<table>
<thead>
<tr>
<th></th>
<th>&lt; 5ms (%)</th>
<th>&lt; 10ms (%)</th>
<th>&lt;20ms (%)</th>
<th>&lt;30ms (%)</th>
<th>&lt;40ms (%)</th>
<th>&lt;50ms (%)</th>
<th>MAE (ms)</th>
<th>RMSE (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI - Original</td>
<td>45.10</td>
<td>70.60</td>
<td>88.83</td>
<td>94.18</td>
<td>96.36</td>
<td>97.77</td>
<td>9.57</td>
<td>16.60</td>
</tr>
<tr>
<td>CD - Original</td>
<td>38.36</td>
<td>64.98</td>
<td>86.23</td>
<td>92.79</td>
<td>95.88</td>
<td>97.52</td>
<td>11.31</td>
<td>19.13</td>
</tr>
<tr>
<td>CI - Relative</td>
<td>50.39</td>
<td>74.29</td>
<td>90.55</td>
<td>94.84</td>
<td>96.75</td>
<td>97.99</td>
<td>8.82</td>
<td>16.72</td>
</tr>
<tr>
<td>CD - Relative</td>
<td>51.67</td>
<td>75.86</td>
<td>91.33</td>
<td>95.23</td>
<td>97.50</td>
<td>98.52</td>
<td>8.43</td>
<td>15.95</td>
</tr>
<tr>
<td>CI - Absolute</td>
<td>49.03</td>
<td>73.35</td>
<td>88.96</td>
<td>94.28</td>
<td>96.50</td>
<td>97.88</td>
<td>9.23</td>
<td>16.93</td>
</tr>
<tr>
<td>CD - Absolute</td>
<td>49.45</td>
<td>73.88</td>
<td>89.37</td>
<td>94.62</td>
<td>96.85</td>
<td>97.91</td>
<td>9.03</td>
<td>16.96</td>
</tr>
</tbody>
</table>
5.3. From the results, a tradeoff can be observed that the smaller search range (1-state) results in a higher accuracy for the case of a smaller tolerance, e.g., < 10 ms, whereas a larger search range (4-state) leads to a higher accuracy for the case of a higher tolerance, e.g., < 50 ms. The reasons are as follows: searching in a smaller range can provide the most accurate local information and thus generates highest accuracy for small segmentation errors, but may fail to compensate for larger errors. In contrast, searching in a larger range will be able to compensate for the large errors such as incorrect phone recognition, but may degrade the ability to correct small errors because states far from the preliminary boundary may not be able to provide the most relevant local information.

Segmentation performance using state selection is also shown in the last row of Table 5.3. It yields both lowest MAE and RMSE. This fact indicates an overall reduction of the segmentation errors by involving the state selection step.

Table 5.3 Relative Correction with Different Search Ranges

<table>
<thead>
<tr>
<th></th>
<th>&lt; 5ms (%)</th>
<th>&lt; 10ms (%)</th>
<th>&lt; 20ms (%)</th>
<th>&lt; 30ms (%)</th>
<th>&lt; 40ms (%)</th>
<th>&lt; 50ms (%)</th>
<th>MAE (ms)</th>
<th>RMSE (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-State (n=1)</td>
<td>51.67</td>
<td>75.86</td>
<td>91.33</td>
<td>95.23</td>
<td>97.50</td>
<td>98.52</td>
<td>8.43</td>
<td>15.95</td>
</tr>
<tr>
<td>2-State (n=2)</td>
<td>50.26</td>
<td>74.67</td>
<td>91.46</td>
<td>95.98</td>
<td>97.37</td>
<td>98.55</td>
<td>8.32</td>
<td>14.99</td>
</tr>
<tr>
<td>3-State (n=3)</td>
<td>50.46</td>
<td>75.18</td>
<td>91.05</td>
<td>96.25</td>
<td>97.70</td>
<td>98.72</td>
<td>8.11</td>
<td>15.03</td>
</tr>
<tr>
<td>4-State (n=4)</td>
<td>50.35</td>
<td>75.03</td>
<td>91.01</td>
<td>95.34</td>
<td>97.59</td>
<td>98.77</td>
<td>8.24</td>
<td>15.25</td>
</tr>
<tr>
<td>State Selection</td>
<td>51.83</td>
<td>76.51</td>
<td>91.72</td>
<td>96.01</td>
<td>97.97</td>
<td>98.85</td>
<td>8.01</td>
<td>14.89</td>
</tr>
</tbody>
</table>
Because state selection can choose the most appropriate search range for different phone boundary classes and generate correction statistics accordingly, the resulted correction process can be more effective.

After statistical corrections, segmentation results from HMMs with different stepsizes are fused using SVR, which is implemented by LIBSVM [134] with RBF kernel. A grid search as proposed in [160] is used to set the SVR parameters. Regression parameters are obtained from the training set by minimizing the differences between the manual boundaries and the fused boundaries given by HMMs with different resolutions. Three groups of HMMs with different resolutions (5 ms, 7.5 ms, 10 ms) are used to generate phone boundaries. All the boundaries are statistically corrected with state selection and results are shown in Figure 5.9, where “Fusion (CD)” means fusion results only using CD models and “Fusion (all)” means fusion results incorporating both CD and CI models. The segmentation results given by the fusion method consistently outperform that generated by individual HMMs with various resolutions in terms of accuracy, MAE, and RMSE.

In addition, results generated by CI models are also included in the fusion process. It can be observed that the fusion of HMMs with different resolutions have the main contributions and the inclusion of CI models just achieves some incremental improvements on the results. Therefore, the fusion process enables HMMs with different resolutions to compensate each other and enhance the segmentation results.
Chapter 5. A Hybrid Scheme for Automatic Phonetic Segmentation

After the fusion process, predictive models are applied as the final refinement step. It attempts to provide further refinements with even smaller stepsizes, i.e., 2.5ms, for resolving small segmentation errors. One classifier is trained for each phone boundary class. The same 763 phone boundary classes as used for CD models are used to train the classification models. SVM and LDA are

(a) Improvements of Accuracies across Different Tolerances

(b) MAE and RMSE Given by Single Resolution Model and Fusion

Figure 5.9 Segmentation Results of HMMs with Different Resolutions and Multi-resolution Fusion
Chapter 5. A Hybrid Scheme for Automatic Phonetic Segmentation

It can be observed that by using either LDA or SVM models, some improvements on the segmentation results can be achieved, with SVM method outperforms the LDA method. Compared to LDA, SVM is a more discriminative classifier which can maximize the margin between two classes and thus maintain the generality of the developed classification model. The RBF kernel used by SVM also maps acoustic features to a high-dimensional space which can address non-linear data more effectively, especially for the acoustic features which are not linearly separable. As compared to statistical correction which mainly addresses the systematic biases using global statistics, predictive models reduce segmentation errors based on local acoustic features around the preliminary boundary. It can be observed that segmentation accuracy with 5 ms tolerance is improved to the most extent by this step, which may result from the searching scheme of predictive model, e.g., small stepsize and preference for small shift from the preliminary boundaries. The obtained accuracy for 5 ms tolerance is better than that reported recently in [99, 101].

The error distribution after the whole refinement process as well as reduced MAE for each individual phone in TIMIT is given in Figure 5.10. The reduced MAEs are plotted for each phone whose onset is defined by the detected

<table>
<thead>
<tr>
<th></th>
<th>&lt; 5ms (%)</th>
<th>&lt; 10ms (%)</th>
<th>&lt; 20ms (%)</th>
<th>&lt; 30ms (%)</th>
<th>&lt; 40ms (%)</th>
<th>&lt; 50ms (%)</th>
<th>MAE (ms)</th>
<th>RMSE (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>38.36</td>
<td>62.98</td>
<td>86.23</td>
<td>92.79</td>
<td>95.88</td>
<td>97.52</td>
<td>11.31</td>
<td>19.13</td>
</tr>
<tr>
<td>Stats + Fusion</td>
<td>53.61</td>
<td>78.57</td>
<td>93.25</td>
<td>97.12</td>
<td>98.45</td>
<td>99.16</td>
<td>7.29</td>
<td>12.91</td>
</tr>
<tr>
<td>With LDA</td>
<td>55.52</td>
<td>79.91</td>
<td>93.51</td>
<td>97.25</td>
<td>98.57</td>
<td>99.27</td>
<td>7.03</td>
<td>12.51</td>
</tr>
<tr>
<td>With SVM</td>
<td><strong>58.02</strong></td>
<td><strong>81.31</strong></td>
<td><strong>94.19</strong></td>
<td><strong>97.56</strong></td>
<td><strong>98.70</strong></td>
<td><strong>99.36</strong></td>
<td><strong>6.54</strong></td>
<td><strong>11.92</strong></td>
</tr>
</tbody>
</table>

implemented by LIBSVM and Matlab, respectively. The results are shown in Table 5.4.
boundary. It can also be noted from Figure 5.10 (a) that the error distribution has a mean value much closer to 0 and is more similar to a standard Gaussian distribution. In addition, a positive reduction in the mean segmentation errors for each individual phone can be observed in Figure 5.10 (b).

In all the experiments above, T-tests show significant differences ($t<0.001$) of MAE, i.e., differences between manual and automatic segmentations, for

![Graph showing error distribution and MAE reduction](image)

(a) Overall Error Distribution before and after Refinements

(b) Reduced MAE of Individual Phones

Figure 5.10 Improvements of the Whole Test Set and Individual Phones on TIMIT
different segmentation setups. Overall improvements by including all the proposed methods are demonstrated in Figure 5.11. The left and right vertical axis indicates the MAE & RMSE in terms of ms and the accuracies in terms of percentage, respectively. Statistical correction, state selection and multi-resolution fusion all contribute to the improvements of segmentation results in terms of accuracy, MAE, and RMSE.

The achieved segmentation results are better than those in [101], which reports MAE of 10.01 and RMSE of 17.15 based on a post-processing fusion method involving over 100 segmentation machines with the same phone sets and experimental conditions on the TIMIT corpus. Compared to results in [99, 101], the reported results are more accurate across different tolerances. The obtained results also outperform those in [98] for 10 ms to 30 ms tolerances, although there are some differences between experiments in this paper and those in [98] in terms of phone sets. Similarly, the reported segmentation accuracies in Table 5.4 for 20 ms, 30 ms, 40 ms, and 50 ms tolerances are also higher than the inter-human agreements on TIMIT which are 93.49%, 96.91%, 98.51%, and 99.06% as given in [99]. In contrast, the inter-human correlation on TIMIT for 5 ms and 10 ms tolerance are over 60 % and close to 82% respectively, desiring further improvements. Therefore, studies on phonetic segmentation systems should focus on small segmentation errors which exhibit a gap between human and

Figure 5.11 Overall Improvements of Segmentation Results
machine performances. This hybrid scheme particularly addresses this issue and leads to more improvements for small segmentation errors, i.e., those within 5 ms and 10 ms.

It should be noted that this study focuses on a post-processing scheme to refine phone boundaries given by a baseline segmentation system in comparison to the methods presented in [97-99] which change the acoustic modeling scheme in various ways. Although these methods can contribute to the segmentation accuracy significantly, the proposed scheme provides a concatenation of several different refinement methods to improve the segmentation results. The inclusion of each step, i.e., statistical correction, fusion and predictive model, can be determined according to the availability of training data and the implementation time, allowing for increased flexibility and a tradeoff between efficiency and accuracy.

5.5 Cross-corpora Segmentation

A cross-corpora segmentation study is conducted in this section. The other corpus used in this section is Cambridge Wall Street Journal (WSJCAM0) [161], which is a British version of Wall Street Journal (WSJ) corpus recorded in Cambridge University, incorporating utterances produced by 140 speakers. Different from TIMIT which consists of regional dialects in American English, WSJCAM0 contains utterances with British English which possesses characteristics different from those of American English. TIMIT and WSJCAM0 not only have different accents, but are also designed for different purposes: TIMIT is designed for small set acoustic modeling or phone recognition, while WSJCAM0 is designed for LVCSR which can be used for both acoustic and language modeling. Considering these properties, it can be expected that the segmentation results on TIMIT given by acoustic models obtained from WSJCAM0 are likely to be worse as compared to that given by acoustic models trained on TIMIT.

To study cross-corpora segmentation, the acoustic models are trained by WSJCAM0 corpus and tested on TIMIT database with/without the proposed refinement scheme, because TIMIT is a standard corpus widely used for
segmentation studies and provides manual labels which can facilitate the evaluation of segmentation results. As the WSJCAM0 corpus has much more speech data than TIMIT, only a subset of WSJCAM0 data is used for a fair comparison. All the 5013 utterances in CD1 are used as the training set to train British acoustic model which are used to obtain phone boundaries of the testing set of TIMIT database. It should also be noted that the number of phones in TIMIT is bigger than that in WSJCAM0. Closures like “cl”, “vel” and “epi” are not labeled in WSJCAM0 and there seems to be no similar patterns in WSJCAM0 to replace those labels. As the focus of this paper is to resolve the effects of different accents or speaking styles on cross-corpora segmentations rather than dealing with transcription discrepancies, we therefore eliminate these phones in cross-corpora experiments and evaluate the results based on the rest of phones.

Under the cross-corpora segmentation task, the British acoustic models (BAM) with 5 ms stepsize and 25 ms frame length obtained from the British corpus (WSJCAM0) are used to generate segmentation results for the TIMIT testing set. The other parameter setups are the same as described in section 3. The results are then refined by 200 utterances in the training set of TIMIT. Again, TIMIT is considered as the new corpus here and only the labeling of the 200 utterances are considered available in this cross-corpora task. The refinement process including statistical correction and multi-resolution is performed with 100 utterances for statistical correction training and 100 utterances for regression training. The same 200 utterances are used to train the predictive models for refinements. This is applicable because the training process only requires the reference boundaries and speech files from the corpus, not relying on the automatic boundaries. All the refinement parameters are obtained from the training set of TIMIT while the refinement process is performed on the testing set of TIMIT. Segmentation results are compared with that generated by American acoustic models (AAMs) which are obtained from the whole TIMIT training set and also have 5 ms stepsize and 25 ms frame length. Similar as before, SA sentences in both training and testing sets are excluded.
Table 5.5 Cross-corpora Segmentation on WSJCAM0 Using AMA

<table>
<thead>
<tr>
<th></th>
<th>&lt; 10ms (%)</th>
<th>&lt; 20ms (%)</th>
<th>&lt; 30ms (%)</th>
<th>&lt; 40ms (%)</th>
<th>&lt; 50ms (%)</th>
<th>MAE (ms)</th>
<th>RMSE (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline BAM</td>
<td>57.67</td>
<td>79.60</td>
<td>88.11</td>
<td>93.06</td>
<td>95.03</td>
<td>14.33</td>
<td>24.23</td>
</tr>
<tr>
<td>BAM + Statistical</td>
<td>66.84</td>
<td>85.74</td>
<td>91.91</td>
<td>95.26</td>
<td>96.52</td>
<td>11.50</td>
<td>19.51</td>
</tr>
<tr>
<td>BAM + Statistical + Fusion</td>
<td>68.15</td>
<td>87.28</td>
<td>93.31</td>
<td>95.96</td>
<td>97.38</td>
<td>10.29</td>
<td>17.94</td>
</tr>
<tr>
<td>BAM + Statistical + Fusion + SVM</td>
<td>70.04</td>
<td>88.36</td>
<td>93.82</td>
<td>96.35</td>
<td>97.56</td>
<td>9.82</td>
<td>17.17</td>
</tr>
<tr>
<td>AAM</td>
<td>69.36</td>
<td>87.80</td>
<td>93.59</td>
<td>96.27</td>
<td>97.64</td>
<td>9.97</td>
<td>17.36</td>
</tr>
</tbody>
</table>

Although the CD approach slightly outperforms the CI approach with the hybrid refinement scheme, the CD structures of the two corpora are quite distinct due to different training transcriptions and accents. In addition, the limited training corpus for statistical correction (only 200 utterances) makes the training of large groups of correction terms unreliable. Therefore, CI models are used in this cross-corpora segmentation task and the correction statistics are trained for individual phones rather than CD to reduce the required training data. The obtained results are shown in Table 5.5.

Significant improvements of segmentation accuracies can be observed if the proposed statistical correction is applied using 100 labeled utterances from the TIMIT training set. With the fusion methods applied using additional 100 labeled utterances to combine results given by HMMs with stepsizes from 5 ms to 10 ms and refinements done by predictive models, the results can be further improved. The final refined results slightly outperform that obtained by AAM in terms of the tolerances and MAE & RMSE. Particularly, it can be observed that the
accuracies for 10 ms and 20 ms tolerances are improved significantly. The results demonstrate that the proposed refinement process trained on 200 labeled utterances from the new corpus can result in segmentation accuracy at least comparable to that achieved by well-trained acoustic models obtained from the new corpus, i.e., TIMIT, using the whole labeled training set (3696 utterances).

The improvements in terms of MAE for the whole database and individual phones in TIMIT under this cross-corpora scenario are also plotted in Figure 5.12. The upper part of Figure 5.12 shows the error distribution before and after the proposed refinement process. Compared to the distribution generated by the baseline system, the kurtosis is corrected with the error distributions more concentrated around 0. In addition, the improvements for each individual phone whose onset is given by the automatically detected phone boundaries are plotted in the lower part. It can be observed that the MAE for most of phones is reduced significantly. In addition, vowels like “AE”, “AH”, “AY”, “EH”, and “EY” receive high reduction in error, corresponding to their distinctions between British and American as studied in [79, 162]. Such kind of distinctions can result from both pronunciation differences and context variations around these vowels across two accents. These observations show that systematic biases under this cross-corpora segmentation scenario, especially those related to the differences between the two English accents in the training and testing sets, are reduced effectively.
Based on the experiments discussed above, the proposed refinement method provides a convenient and effective way to achieve segmentations for a new corpus by using a small group of labeled data, with accuracy comparable to that generated by a forced alignment system as if it were trained by sufficient labeled data from the new corpus.

Figure 5.12 Cross-corpora Improvements Using the Hybrid Refinement Scheme
5.6 Summary

This section proposes a refinement process for HMMs based automatic phonetic segmentation. The preliminary phone boundaries generated by forced alignment using HMMs are refined by various refinement methods to obtain the final phone boundaries.

Statistical corrections based on both absolute and relative statistics are compared using CI and CD models. Comparisons between the two methods show that the relative method with CD models can generate the highest accuracy. The reason is that relative statistical correction method takes into account phone duration information, generating correction term variable according to the duration of each phone. A state selection method, which is not considered in previous research using statistical correction [91], is used to refine the relative statistical correction. Experimental results support that different search ranges can affect the segmentation accuracy and the proposed state selection scheme can improve the refinement process by selecting the most appropriate search range for each phone boundary class.

Studies also show that HMMs with different resolutions are able to contribute to the segmentation process differently. The proposed multi-resolution fusion step embraces the benefits of HMMs with different stepsizes, which are not studied in other fusion methods [100-102]. Experimental results demonstrate significant improvements over all criteria by incorporating the multi-resolution fusion step. As only a small number of HMMs are involved, the implementation efficiency is higher than traditional fusion methods.

In addition, refinements based on predictive models are involved to deal with the nonlinear distortions inside the segmentation results. A different predictive model is trained for each phone boundary class using the acoustic features around real boundaries. Frames around the intermediary phone boundaries are extracted and correlated feature vectors are input to the predictive model, which is a classifier, corresponding to the specific phone boundary. The binary label of each frame is then given according to the feature vector and the predictive model.
The change of output label is determined as the change from left phone to the right phone, which accounts for the most probable phone boundary.

In addition, this chapter proposes cross-corpora segmentation which has not been studied in the past. This scheme performs segmentation on a new corpus with a different accent and purpose based on the segmentation system trained on a standard corpus. For experiment purpose, TIMIT, the American corpus for acoustic modeling, and WSJCAM0, the British corpus for LVCSR, are considered as the new corpus and the standard corpus, respectively. Experiments demonstrate that the segmentation results on TIMIT given by models trained on TIMIT significantly outperform those from the models trained on WSJCAM0, showing that the differences of the characteristics and accents of corpora can affect the segmentation accuracy. Also, the proposed refinement scheme can be applied, by using a small set of labeled data from the new corpus, to improve the accuracy of cross-corpora segmentation so that the results are comparable to that as if they were generated from models trained on the new corpus with large volume of labeled data. The refinement scheme under this cross-corpora segmentation scenario can facilitate the analysis and application of a new corpus with only a small set of manual segmentations by providing a reliable starting point.
Chapter 6 Conclusion & Recommendations for Future Research

This thesis addresses several aspects of a computer-aided language learning system. Three topics including prosody evaluation, feedback generation, and phonetic segmentation are studied.

6.1 Prosody Evaluation Based on Quasi-foot Segmentation

The proposed method segments speech utterances using a prosodic unit called foot to take into account the prosodic structure. Unlike word which is a lexical unit, foot works in the prosodic domain to segment speech utterances according to relevant rhythm and stresses, making it a more appropriate unit for the purpose of prosody evaluation. Since human labeling is time-consuming and infeasible for large databases, an automatic version of foot segmentation called quasi-foot segmentation is developed. By considering the definition of foot segmentation from the viewpoint of linguistics and the correlation between foot boundary and stresses, pitch accent detection is combined with forced alignment to segment the sentence automatically. As a simple but effective method, logistic regression is applied to detect the pitch accent for automatic foot-level segmentation. Experimental results show that this segmentation scheme can achieve reasonable accuracy.

To test the effectiveness of the proposed segmentation method, experiments are performed on a reference-dependent evaluation system to assess the prosody of English learners via a comparison with reference utterances produced by the teacher. The evaluation score is calculated by measuring the distance between the learner’s and the teacher’s prosody. Pitch and energy related features are included and DTW is used to align the teacher’s and the learner’s speech utterances. Experiments are performed on the traditional word segmentation, the
manually generated foot segmentation, and the automatically generated word and quasi-foot segmentation. Results show that the automatic foot segmentation can work well in generating evaluation accuracy similar to that given by manual segmentations.

In addition to reference-dependent evaluation, a SVM based reference-independent prosody evaluation is also experimented to resolve the constraint of transcriptions used for practice. A 60-dimensional feature vector which consists of representative features of pitch and energy is extracted for each sentence. Experiments using SVM for reference-independent prosody evaluation are conducted and the corresponding results show the outperformance of foot level segmentation compared with the other two segmentation methods. Feature selection and accented word ratio comparison are also performed to verify the superiority of the proposed scheme. It is shown that the quasi-foot segmentation is more robust to the change of features and can consistently outperform other methods. In addition, the rhythm information can be modeled appropriately, leading to improved evaluation accuracy.

6.2 Generation of Feedback Utterances

To overcome those limitations of traditional feedback utterances which are recorded from the native speaker directly, a feedback scheme which combines the learner’s vocal features and the teacher’s linguistic gestures can be a reasonable solution. By combining the learner’s vocal features and the teacher’s prosody & pronunciation, the learner can listen to native-like utterances in his own voice. Therefore, the learner can just focus on prosody or pronunciation issues which discriminate his speech utterances from native ones, improving speaking skills more efficiently. Further, the proposed feedback utterances can also work as an intermediary between the learner’s non-native speech and the teacher’s native speech, providing the learner with more choices of different stimuli in the learning process.

A multi-corpora experiment is designed to study several issues unsolved in the literature, including the effects of corpus and nationality of learners on the resulted feedback utterances. A number of steps including alignment
interpolation, spectral interpolation, and vocal tract length normalization are added to improve the quality of accent reduced utterances. Two different corpora, the BURNC based corpus and ARCTIC corpus are used for experiments. Three different modifications, namely prosodic modification, segmental modification, and combined modification, are performed on the two corpora. Results demonstrate that prosodic modification is dominant for prosody-abundant corpus like BURNC, while segmental modification is more important for prosody-flat corpus like ARCTIC. Also, the nationality of non-native speakers can affect their choices of the desirable modification methods. Besides, acoustic quality, based on MOS, shows that the prosodic modification generates feedback utterances with the highest quality while combined modification yields the lowest quality. It means that there is a tradeoff between prosodic modification and combined modification.

To seek more possibilities of feedback generation, three different synthesis methods, namely PSOLA, HSM and STRAIGHT, are applied for the purpose of accent reduction and compared according to the produced stimuli. As HSM and STRAIGHT do not separate speech components which mainly represent speaker identity from those mainly related to linguistic contents, only prosodic modifications are performed in this study. Voice conversion method is also performed to generate feedback utterances. With this method, the teacher’s utterances are converted into the learner’s voice while preserving the teacher’s linguistic gestures. The generated utterances can thus possess the learner’s speaker identity and desired prosody and pronunciations. Experiments based on accentedness and acoustic quality are performed to assess the feedback utterances obtained by different methods. It is shown that STRAIGHT method is the most appropriate for prosody based accent reduction due to its higher acoustic quality as well as nativeness compared to the other two synthesis methods. Voice conversion method can generate the highest nativeness among all the feedback generation methods, while yielding the lowest acoustic quality due to the introduced smoothness and distortions on spectral information. Considering these pros and cons of accent reduction and voice conversion methods, a multi-stage learning scheme, which presents the learner with accent
reduced utterances at the first stage and generates feedback utterances using voice conversion method at the second stage, is proposed. This scheme enables feedback utterances adaptive to the learner’s performance, offering flexible feedback stimuli in the CALL system.

6.3 Refinement of Phonetic Segmentations

A systematic bias is observed for each phone boundary class by studying the segmentation error distribution generated by forced alignment. Two different statistical correction methods, i.e., absolute and relative corrections, are proposed to compensate for this kind of bias. The first method uses an absolute or fixed value, i.e., the weighted summation of errors, as the correction term by studying the error distribution of each phone boundary class. The second method takes into account the state-level alignments and calculates two relative ratios for each phone boundary. The correction term can then be obtained by multiplying the relative ratio with the state-level duration around the preliminary boundary. For the relative method, a state selection scheme is also used to find the most appropriate search range for each phone boundary rather than applying uniform search range for all phone boundaries. Experiments performed on the TIMIT corpus show that the statistical correction can significantly improve the accuracy of segmentation results. Specifically, the relative correction outperforms the absolute correction in terms of all the measurements due to the duration information involved. A comparison across different search ranges of the relative correction method demonstrate that the proposed state selection method can achieve the highest accuracy and is thus necessary to be performed during the training of relative correction terms.

In addition to statistical correction, the resolution of HMMs is also studied. Different resolutions of HMMs can contribute differently to segmentation accuracy under different measures. Experimental results show that a smaller resolution can produce higher accuracy for smaller tolerances, while the reverse situation applies for larger resolutions. Hence, it is beneficial to use a fusion scheme to combine segmentation results generated by HMMs with different resolutions. Experimental results show a further improvement on segmentation
results after combining the corrected boundaries from HMMs with different resolutions.

Finally, a post-processing step based on predictive models is applied. For each phone boundary class, one binary classifier is trained using those speech frames around the manually labeled phone boundaries from this class. The change of labels is detected as the shift from the previous phone to the current phone, denoting a phone boundary. A further improvement is shown after involving such a predictive model based refinement scheme. In summary, the combination of statistical correction, multi-resolution fusion and predictive model based refinement can yield the most significant improvements of segmentation accuracy.

The cross-corpora segmentation, which is not explored before, is also investigated to obtain the phonetic segmentations for a new corpus with limited labeled data by using the proposed hybrid refinement scheme. Two corpora, i.e., TIMIT and WSJCAM0, which are not only in different English dialects but also designed for different purposes, are used. Experiments are performed by using WSJCAM0 to train baseline HMMs and taking TIMIT as the new corpus with limited alignment information. Segmentation results show that the proposed refinement scheme can achieve reasonable segmentation results on the new corpus as if the acoustic models were trained on the new corpus with sufficient alignment labels. Therefore, the proposed refinement scheme can facilitate the analysis as well as applications of a new English corpus in different dialects or with different purposes.

6.4 Recommendations for Future Research

Future work on prosody evaluation should focus on the improvement of automatic segmentation of the proposed prosodic unit. It is possible to merge several different detection schemes like logistic regression, HMM, and neural network for achieving improved detection accuracy. To improve the evaluation accuracy, subjective studies about prosodic features can be performed by questionnaires or linguistic analysis to examine all the relevant information such
as semantic or syntactic structures. Such kind of studies can exploit features for the identification of prosodic units as well as the evaluation of prosody.

The generation of feedback utterances in Chapter 4 may be studied in a more intensive way in cooperation with linguists or educators to consider effects of other factors, such as age and gender of language learners, on the acquisition of L2 language as well as learners’ preferences of different feedback utterances. It is beneficial to develop a detail classification of L2 language learners based on their preference on feedback utterances to provide the most appropriate stimuli for facilitating the language acquisition process. A more comprehensive database containing sufficient non-native English learners with various backgrounds, nationalities, and personalities may be collected to facilitate this process. Pedagogic studies can be involved in this process by combining prosody evaluation and feedback utterance generation systems so as to evaluate the learning experience of non-native learners. The overall performance of English learners using the CALL system after a period of training can then be compared with a control group who undergoes the traditional class room training. Pedagogic studies may involve a number of issues like the selection of learners, the learning materials, the learning period, and the assessment of English proficiency before/after the training process, thus requiring cooperation across engineering, linguistic, and education researchers. Although such kind of studies is time consuming and expensive, it may provide valuable cues about the effectiveness of a CALL system.

The current cross-corpora segmentation in Chapter 5 is based on two standard corpora with different dialect accents. However, both the corpora are considered as native English corpus. Therefore, it is interesting to collect a non-native English corpus with regional dialect(s) to further test the proposed scheme of cross-corpora segmentation. To assess the results appropriately, manual labels should be obtained for the corpus with regional dialect(s). In addition, it may be possible to extend this cross-corpora segmentation scheme to a cross-language scheme. For example, acoustic models trained by English corpora may be applied to segment a French or Japanese corpus with a small set of labeled data. Although this kind of scheme may only be applied to languages with similar
overlapping phone sets, it can potentially facilitate the analysis of corpora in rare foreign languages which are difficult to find appropriate human labelers. To perform the cross-language segmentation, however, the phone differences across languages must be studied carefully so that a mapping between different labeling systems can be constructed.
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