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Summary

One of the biggest obstacles that hinders the widespread use of automatic speech recognition technology is the inability to handle noise, which includes environmental noise, channel distortion and speaker variability, etc. Towards this end, we propose several feature compensation approaches to improve the robustness of automatic speech recognition (ASR) systems: 1) direct implementation of masking effect; 2) 2D psychoacoustic filter; 3) model based noise reduction. The first two are based on psychoacoustics, and the last one includes several algorithms based on a novel feature model. More details are given as follows.

The human auditory system can work properly in adverse environments, e.g. in a crowded shopping mall where thousands of people are talking loudly together with the background commercial broadcast. Therefore, modeling the human auditory system is a straightforward and logical approach to improve the performance of ASR systems. The first part of this thesis focuses on the study of masking effects, which describes how a clearly audible sound (maskee) becomes less audible because of the presence of another sound (masker). Masking effects can be classified as temporal masking and frequency masking (a.k.a. simultaneous masking). Chapter 3 introduces a novel Mel-Frequency Cepstral Coefficients (MFCC) based algorithm which simulates the properties of the human auditory system. It sequentially implements temporal masking and frequency masking in the time domain and the frequency domain, respectively.

For the second contribution on psychoacoustics, we further investigate the special property of the time-frequency domain and propose the 2D psychoacoustic filter.
In the time-frequency domain, the speech signal is represented over both time and frequency, which provides us the chance to address another psychoacoustic problem, i.e. temporal frequency masking. Temporal frequency masking describes the situation where the masker and maskee possess both different frequency and different commencing time. The 2D psychoacoustic filter implements not only temporal masking and frequency masking, but also temporal frequency masking and temporal integration. We also propose a unified model for the 2D psychoacoustic filter, which effectively models the equivalent masking phenomena. Mathematical derivations are provided to show the correctness of the 2D psychoacoustic filter based on the characteristic functions of masking effects.

The degradation of ASR performance is mainly due to the mismatch between the statistical model trained from the clean speech and the test features derived from the noisy speech. To reduce the mismatch, we propose to recover the clean speech from the noisy speech. Two different front-end noise reduction algorithms are presented, i.e. Smoothing & Noise Subtraction (SNS) and Newton & Log Power Subtraction (NLPS). SNS tries to recover the temporal structure of the speech power spectrum. The histogram of average speech log power spectrum shows that the contamination of noise leads to a shift of the noise peak. A two-step scheme is proposed to remove noise by first reducing the noise variance and then shifting the noise mean. As for NLPS, it works by solving a nonlinear function derived from the MFCC feature extraction algorithm.
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Chapter 1

Introduction

1.1 Motivation

Speech processing technology has drawn significant attention due to its numerous applications, e.g. hearing aids, cellular telephone, automated dialogue system, and real-time spoken language translation [3–12]. Speech processing technology consists of many different areas, such as speech enhancement, speech recognition and so forth [3, 5, 13–15]. In this thesis, we will investigate the noise robustness issues in automatic speech recognition (ASR) systems and propose different algorithms to improve the performance of ASR systems in adverse environments.

After decades of development, state-of-the-art speech recognition algorithms can work very well with clean speech. The word recognition accuracy can reach over 99% for small vocabulary tasks and over 90% for large vocabulary tasks [3,11,12,16,17]. However, with noise added in, the performance of ASR systems falls dramatically. Therefore, the development of noise-robust speech recognition algorithms is of vital importance [5,18,19]. Due to the imperfections in speech recording, trans-
mission, and storage, speech signal is often severely degraded. The contamination of the speech signal degrades the performance of automatic speech recognition systems [20–26]. An ASR system can be generally divided into two parts, i.e. feature extraction and pattern matching. In the feature extraction part, speech signals are transformed into feature vectors based on certain feature extraction algorithms, such as Mel-Frequency Cepstral Coefficient (MFCC) and Perceptual Linear Predictive (PLP) coefficients. In the pattern matching part, ASR systems usually model the speech using hidden Markov model (HMM) and adopt the maximum a posteriori (MAP) decision rule for classification [4, 5, 7, 27–29]. If the testing material matches the training material well, good recognition accuracies can be obtained. On the other hand, if the testing material and training material show different statistical properties due to certain reasons, e.g. environmental noise, channel distortion, etc, the recognition accuracies will become very poor. The degradation of ASR performance is mainly due to the mismatch between the statistical model trained from the clean speech and the test features derived from the noisy speech [23–25, 30].

Corresponding to the above mentioned two parts of ASR systems, there are generally two different categories of algorithms to solve the feature/model mismatch problem, namely, the feature approach and the model approach. The former works in the feature extraction part. It aims to remove the noise and recover the clean speech from the noisy speech. The algorithms described in this thesis belong to the feature approach. The model approach works in the pattern matching part, where the speech models are modified to match the statistical properties of the test speech. Examples of this approach include Support Vector Machine (SVM) / Hidden Markov Model (HMM) hybrid method [31], maximum likelihood linear regression adaptation (MLLR) [32], soft margin feature extraction (SMFE) [33], ensemble modeling [19, 34], STAtistical Reestimation (STAR) technique [35], etc.
1.1. Motivation

For the feature approach, speech enhancement algorithms are commonly adopted for noise removal. Traditional solution to the noise problem is to filter the noisy speech using an additional black box. Some more advanced systems combine the speech enhancement algorithm within the feature extraction part. Much work has been done by using traditional signal processing techniques, such as spectral subtraction, Wiener filtering, and Minimum Mean Square Error (MMSE) [36–44]. Such approaches are very successful because the reconstruction of clean speech spectra is nearly optimal under the given assumptions. Recently, a number of algorithms which require the so called stereo data have become popular due to the promising ability to recover clean speech. Stereo data contains both the clean and noisy version of the same speech sample. Usually, front-end noise removing algorithms require both the training and testing materials to be processed by the proposed algorithm to make up for the distortion. However, the stereo data based algorithms can work merely on the HMM models trained from the original clean speech [16, 45]. The main idea of the above mentioned algorithms is to estimate the clean speech from the noisy speech based on certain statistical models.

There is also another kind of approach which uses simple smoothing methods, which manages to achieve very promising results. One of the most significant differences between speech enhancement and speech recognition is that speech recognition does not necessarily need to estimate the ‘clean’ speech. It is because robust speech recognition algorithms are designed for computers but not for human listening. Mean subtraction Variance normalization & ARMA filtering (MVA), Temporal Structure Normalization (TSN) and the 2D psychoacoustic filter are good examples [46–50]. They simply normalize or smooth the temporal structure of the speech. Their theoretical basis lies in that the temporal differences between clean and noisy features can be reduced by smoothing or a specially designed normaliza-
tion filter, which in return leads to satisfactory results. The speech processed by the above mentioned algorithms is different from the original clean speech. However, the computer can recognize it easily.

1.2 Objectives

In this thesis, different kinds of noise reduction algorithms are studied. The main objectives of this thesis are:

- to study and apply psychoacoustic models to ASR systems.
- to develop a novel 2D psychoacoustic model which can implement Temporal Masking, Simultaneous Masking, and Temporal Integration at the same time.
- to derive new noise removal algorithms based on the MFCC feature extraction scheme.

1.3 Contributions

The major contributions of this dissertation are summarized as follows:

- A new auditory modeling algorithm is proposed. The algorithm successfully implements three different kinds of psychoacoustic effects, Temporal Masking, Simultaneous Masking, and Temporal Integration in a sequential manner.
- A novel hybrid feature extraction algorithm is proposed based on the threshold model of psychoacoustic effects. It implements Forward Masking, Lateral Inhibition, and Temporal Integration with a simple high pass 2D psychoacoustic filter. Detailed mathematical derivation is provided to show the correctness of
the 2D psychoacoustic filter based on the characteristic functions of masking
effects.

- The low-pass 2D psychoacoustic filter (L-filter) is derived based on the adap-
tation model of masking effects. The new 2D filter manages to fully explore
Temporal Integration effects and yields good results.

- Two different kinds of front-end noise reduction algorithms are presented,
i.e. Smoothing & Noise Subtraction (SNS) as well as Newton & Log Power
Subtraction (NLPS). They try to recover the clean speech based on certain
statistical model.

- Comparison of all the proposed techniques and some state-of-the-art speech
recognition algorithms is performed.

1.4 Organization of this Thesis

This thesis consists of seven chapters. In Chapter 2, a brief summary of speech
recognition algorithms is presented so as to pave the way to the original works in
the following chapters.

In Chapter 3, detailed discussion of different psychoacoustic models is presented.
Discussion is focused on masking effects, including temporal masking and simul-
taneous masking. A novel hybrid front-end noise removal algorithm is proposed,
which successfully implements different kinds of masking effects sequentially.

In Chapter 4, the proposed 2D psychoacoustic filter is elaborated at length.
The proposed algorithm implements three different kinds of psychoacoustic effects
(temporal masking, lateral inhibition, and temporal integration) with a novel 2D
psychoacoustic filter.
In Chapter 5, a unified system model is proposed to explain the equivalent masking phenomena. We successfully explain different psychoacoustic phenomena in a unified framework. Detailed theoretical analysis is provided to show the advantage of the 2D psychoacoustic filter.

In Chapter 6, two different kinds of front-end noise removal algorithms are presented, i.e. Smoothing & Noise Subtraction (SNS) and Newton & Log Power Subtraction (NLPS). SNS tries to recover the temporal structure of speech power spectrum. The histogram of average speech log power spectrum shows that the contamination of noise leads to a shift of the noise peak, which in return degrades the performance of speech recognition systems. A two-step scheme is proposed to weaken the noise effects by first reducing the noise variance and then shifting the noise mean. As for NLPS, it works by direct solution of the nonlinear function derived from the MFCC feature extraction algorithm.

Finally, Chapter 7 summarizes this thesis and discusses possible future research directions.
Chapter 2

Literature Review

2.1 General Description

In this chapter, we will first give a general description of a typical HMM based ASR system, and then briefly review several front-end noise removal algorithms. Speech recognition is the technology that can convert speech (spoken words captured by a microphone or other devices) into text. The first serious speech recognizer called Audrey was developed in 1952 by Davis, Biddulph and Balashek of Bell Labs. The system was able to achieve 97% accuracy on the spoken forms of ten digits [30]. However, the method adopted for the system required the storage of all the characteristics of the target signals, which limited its potential for real life applications.

Normally, the speech signal will firstly be converted into feature vectors such as PLP, Linear predictive coding (LPC), MFCC, etc. Then, the feature vectors that carry speech information are transferred to a speech recognizer. Speech recognizers are usually based on pattern recognition algorithms, e.g. Hidden Markov
2.1. General Description

Model (HMM), Dynamic Time Warping (DTW), and Artificial Neural Network (ANN) [5,8,28,51–53]. Detailed introduction of HMM will be given in Section 2.2.2. DTW is a method that allows a computer to find an optimal match between two given sequences (e.g. time series) with certain restrictions [53,54]. The sequences are ‘warped’ non-linearly in the time dimension to determine their similarity independent of certain non-linear variations in the time dimension. This sequence alignment method is often used in time series classification [55]. ANN is a mathematical model inspired by biological neural networks. A neural network consists of an interconnected group of artificial neurons [56, 57]. In most cases, a neural network is an adaptive system changing its structure during a learning phase. Neural networks can be used for modeling complex relationships between inputs and outputs or to find patterns in data [8,55].

Speaker enrollment is required by some systems, which means the user must provide samples of his/her speech for the training of the acoustic models before the system can be used. Other systems, which do not need the pre-training, is called speaker independent system. The input mode can be either isolated words or continuous speech. An isolated word recognition system requires that the speaker pause briefly between words, whereas a continuous speech recognition system does not. Some systems require the speaker to read from script so as to remove speech disfluencies. Language models or artificial grammars can be used to restrict the combination of words. Besides, not all the utterances that are processed by the speech recognizer are correct, so a confidence measure is usually provided as an indicator. In many practical situations, speech recognition systems may be used in noisy environments, such as in a car or in an airport, during which speech signals are corrupted by various types of background noises [3,6,7,11,58].

The performance of a speech recognition system can be measured by the recog-
nition rate, which is defined as

\[
\text{Recognition Rate} = \frac{N - D - S}{N} \times 100\%
\]

where \( N \) is the total number of labels or words, \( D \) is the number of deletions, and \( S \) is the number of substitutions in the test file.

\[2.2 \quad \text{Fundamentals of Speech Recognition}\]

Speech recognition is a multi-class sequential pattern recognition problem \([7, 28]\). The objective of speech recognition is to correctly convert sound utterances (or sound waves) into word sequences. To perform the recognition, two models are usually needed, i.e. acoustic model and language model \([3, 59, 60]\). The acoustic model allows us to evaluate how sound utterances are related to words, while the language model provides the information about the probability of all possible word sequences that could be generated from words (or vocabulary) \([7, 60]\). The information provided by the two models will be used to generate a statistical model that contains all possible word sequences and their corresponding prior probabilities. Then a search algorithm is used to find the most likely word sequence based on the observation. After recognition, confidence measuring module may reject the recognized words if the confidence measure of the recognized word sequence is too low \([3, 7]\).

![Figure 2.1: Speech recognition process.](image)

To sum up the above mentioned system, there are generally six modules involved,
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i.e. feature extraction, acoustic model, language model, word lexicon (vocabulary), pattern classifier, and confidence measuring [7, 61]. The relationship of these six modules are shown in Figure 2.1. A HMM model is usually designed and trained based on the prior knowledge of acoustic model, language model, and word lexicon to perform pattern classification. In the following parts, we will describe the modules that are related to the topic of this thesis, i.e. the robustness of speech recognition systems against noise distortion. Our discussion focuses specifically on the feature extraction process and the acoustic modeling of features as they are directly related to the topic.

2.2.1 Feature Extraction

In an ASR system, the speech waveform is first pre-processed to obtain discriminative feature vectors that carry useful information about the speech. Based on these feature vectors, a speech recognizer is utilized for pattern recognition. Feature extraction is of vital importance for ASR systems since it is the first step of the recognition process and generates the input variables that the recognition algorithm works on. Without an appropriate feature extraction method, the recognition performance will be impaired, whereas a good speech feature extractor can greatly improve the performance of the ASR system. Good speech features should be able to discriminate different speech classes, such as phonemes, and remain insensitive to distractions, e.g. environmental noise, speaker variations, etc [20, 24, 60, 62, 63]. The recognition results under noisy conditions are much worse when compared to clean conditions. Therefore, robustness against noise is one key challenge in feature extraction.
Theoretical Description

There are many different feature extraction algorithms, such as Mel-Frequency Cepstral Coefficient (MFCC) [60], Perceptual Linear Prediction (PLP) coefficient [5,60] and Linear Predictive Coefficient (LPC) [5,18,60]. Figure 2.2 shows the block diagram of MFCC. All the algorithms proposed in this thesis are developed based on MFCC.

The human speech signal is slowly time varying and can be treated as near-stationary when considered under a short time frame [7,60]. Therefore, the speech signal is usually separated into short duration blocks, called frames. Direct spectral analysis of the frames leads to high side-lobes in its frequency spectrum, which is called spectral leakage. Therefore, after partitioned into frames, the speech signal (each frame) is multiplied by a window function prior to the spectral analysis to reduce the discontinuity effect introduced by the framing process [64]. The spectral coefficients of the speech frames are estimated using the fast Fourier transform (FFT) algorithm. The spectrum of speech signal is then filtered by a group of triangular bandpass filters that simulate the characteristics of the human auditory system. These windows are called the Mel windows. The Mel filtering is to model the human auditory system that perceives sound in a nonlinear frequency binning.

The mapping relationship between Hz and Mel is represented by

\[
Mel(f) = 2595 \times \log_{10} \left(1 + \frac{f}{700}\right). \tag{2.1}
\]
The base of each triangular filter is determined by the centre frequencies (defined in Equation (2.1)) of the neighbouring filters, and all filters are of the same height (amplitude). The bandwidth of the window is narrow at low frequencies and gradually increases for higher frequencies [7]. Figure 2.3 gives an example of the Mel-scaled triangular filter bank [65].

![Figure 2.3: Mel-scaled triangular filter bank.](image)

While the Mel filtering approximates the nonlinear characteristics of the human auditory system in frequency, the natural logarithm deals with the loudness nonlinearity. It approximates the relationship between a human’s perception of loudness and the sound intensity [66]. The DCT is applied on the log Mel filterbank coefficients to generate the cepstral coefficients, and this process is modified Homomorphic processing [64].

In addition to the normal MFCC features, the energy of the speech frame is also used as part of the speech features. The log energy, called logE, is calculated directly from the time domain signal of each frame. Sometimes, it is replaced by $C_0$, the 0-th component of the MFCC feature (DCT coefficients), which is the sum
of the log Mel filterbank coefficients [7, 60].

Mathematical Description

Since Cepstral Mean & Variance Normalization (CMVN), which is implemented as part of the algorithms proposed in this thesis, is well known to be able to remove convolutive noise [47], only additive noise is taken into account in further discussion. Following the standard discrete-time notation, we can obtain the linear system model for the acoustic distortion in the time and frequency domains [45, 67]. Assuming that the clean speech, \( x(t) \), is corrupted by the independent additive noise, \( n(t) \), the resulting noisy speech waveform, \( y(t) \), is shown as follows,

\[
y(k) = x(k) + n(k),
\]

(2.2)

where \( k \) is the sample index, i.e. the \( k \)-th element in the signal sequence.

The speech signal is cut into frames and transformed into the frequency domain using Discrete Fourier Transform (DFT). Equation (2.2) becomes

\[
Y(f, t) = X(f, t) + N(f, t),
\]

(2.3)

where \( Y(f, t) \), \( X(f, t) \) and \( N(f, t) \) refer to the spectral domain signal of noisy speech, clean speech and additive noise, respectively; \( f \) is the frequency index, i.e. the \( f \)-th element in the DFT domain; \( t \) is the frame index, i.e. the \( t \)-th frame.

Then, the power spectrum of the noisy speech is given by

\[
|Y(f, t)|^2 = |X(f, t)|^2 + |N(f, t)|^2 + 2|X(f, t)||N(f, t)| \cos[\theta(f, t)].
\]

(2.4)

Define

\[
|\tilde{N}(f, t)|^2 = |N(f, t)|^2 + 2|X(f, t)||N(f, t)| \cos[\theta(f, t)],
\]

(2.5)
where $\theta(f, t)$ denotes the (random) angle between the two complex variables, $X(f, t)$ and $N(f, t)$. Then

$$|Y(f, t)|^2 = |X(f, t)|^2 + |\tilde{N}(f, t)|^2.$$  

(2.6)

After applying Mel-filterbanks to the power spectra,

$$\sum_f W^j_l |Y(f, t)|^2 = \sum_f W^j_l |X(f, t)|^2 + \sum_f W^j_l |\tilde{N}(f, t)|^2,$$

(2.7)

where $W^j_l$ stands for the transfer function for the $l$-th filter.

Changing Equation (2.7) to the log-power domain,

$$\log \left[ \sum_f W^j_l |Y(f, t)|^2 \right] = \log \left[ \sum_f W^j_l |X(f, t)|^2 + \sum_f W^j_l |\tilde{N}(f, t)|^2 \right],$$

(2.8)

where $\log(\cdot)$ is the natural logarithm.

Finally, the MFCCs can be calculated by

$$C(f_c, t) = DCT \left\{ \log \left[ \sum_f W^j_l |Y(f, t)|^2 \right] \right\},$$

(2.9)

where $f_c$ is the cepstral coefficient index.

### 2.2.2 Hidden Markov Model

So far, many different types of recognizers have been proposed. Typical recognizers are based on DTW (Dynamic Time Warping), HMM (Hidden Markov Model), Artificial Neutral Network (ANN) and SVM (Support Vector Machine) [60]. Under different conditions, they can perform very well and sometimes they can be combined to achieve better performance. Modern speech recognition systems are generally based on HMM.

Due to its rich mathematical structure and theoretical basis as well as high practicability for applications, Hidden Markov Models (HMM) are widely adopted
in ASR systems [18,68]. Hidden Markov Model is an extension of Markov Chain. In a regular Markov model, each state is visible and the state transition probabilities from one state to another are the only parameters. In a Hidden Markov Model, the state is not directly visible. Each state has a probability distribution over the possible output tokens [10,26]. Therefore, the sequence of tokens generated by a HMM provides information about the hidden sequence of states. The challenge of HMM is to determine the hidden sequence of states based on the sequence of tokens.

An isolated-word recognition process can be used as an example for explanation [59]: an N-state HMM is used for each word of a vocabulary of $W$. Assuming that the coding is done by using a spectral codebook with $M$ unique spectral vectors, each observation is the index of the spectral vector closest (in some spectral sense) to the original speech signal. Thus, for each vocabulary word, a training sequence consisting of a number of repetitions of sequences of codebook indices of the word (by one or more speakers) is obtained. The first step is to optimally estimate model parameters for each word model and build individual vocabulary word models. Secondly, each of the word training sequence is segmented into states and then the properties of the spectral vectors that lead to the observation occurring in each state can be studied. Finally, after the HMM models are optimized (via a training process), recognition of an unknown word is done by scoring each word model based on the given test observation sequence (the codebook of each test word) and select the word with the highest likelihood [59,68].

The fundamental rule in statistical speech recognition systems is Bayesian decision rule which is based on the posterior probability $p \left( w_1^M | c_1^T \right)$ of a word sequence, $w_1^M = w_1, \ldots, w_M$, given a sequence of acoustic observations (MFCC feature vectors), $c_1^T = C(1), C(2), \ldots, C(T)$. $M$ is the total number of ASR output words and $T$ is the total number of input speech frames. The word sequence $\{ w_1^M \}_{\text{opt}}$ which
maximizes this posterior probability also minimizes the probability of an error in
the recognized sentence [5, 59, 69].

\[
\{w_1^M\}_{\text{opt}} = \arg \max_{w_1^M} P(w_1^M | C_1^T) = \arg \max_{w_1^M} \frac{P(C_1^T | w_1^M) P(w_1^M)}{P(C_1^T)}, \tag{2.10}
\]

where \(P(w_1^M)\) denotes the language model probability; \(P(C_1^T | w_1^M)\) is the acoustic
model probability; \(P(C_1^T)\) is the probability of the acoustic observations.

In HMM based speech recognition, it is assumed that the sequence of observed
speech vectors corresponding to each word is generated by a Markov model as shown
in Figure 2.4 [59]. The joint probability that \(C_1^T\) is generated by the model \(H_m\)
moving through the state sequence \(X\) is calculated simply as the product of the
transition probabilities and the output probabilities [51, 59].

\[
p(C_1^T, X | H_m) = a_{12} b_2(o_1) a_{22} b_2(o_2) a_{23} b_3(o_3) \ldots \tag{2.11}
\]

In practice, only the observation sequence \(C_1^T\) is known and the underlying state
sequence \(X\) is hidden [59]. Given that \(X\) is unknown, the required likelihood is
computed by summing over all possible state sequences $\mathbf{X} = x(1), x(2), \ldots, x(T_s)$, that is
\[
P(c_t^T | M) = \sum_{\mathbf{X}} a_{x(0)x(1)} \prod_{t=1}^{T_s} b_{x(t)}(C_t) a_{x(t)x(t+1)}, \tag{2.12}
\]
where $T_s$ is the total number of the state sequence.

In this thesis, the HMM software toolkit called HTK (Hidden Markov Model Toolkit) is used for the experiments. HTK is the Hidden Markov Model Toolkit developed by the Speech Vision and Robotics Group of Cambridge University Engineering Department (CUED) in 1989 [70]. This toolkit aims at building and manipulating Hidden Markov Model (HMM). HTK consists of a set of library modules and tools available in C source code and is primarily used for speech recognition research. The tools provide sophisticated facilities for speech analysis, HMMs training, testing and results analysis [59,59,71].

### 2.3 Frontend Noise Removal Algorithms

Noise robustness is one of the most important objectives in speech recognition. ASR systems consist of two different parts, feature extraction and pattern matching. State-of-the-art statistical speech recognizer can work very well with clean speech. Therefore, noise reduction is a straight forward approach to achieve the above mentioned objective. There are different ways to remove noise. Ephraim et al. derived the short-time spectral amplitude (STSA) estimator using Minimum Mean Square Error (MMSE) in 1984 [36], which has become a standard approach for clean speech estimation in speech processing. The advantage of a MMSE estimator is very obvious. It is mathematically optimized, which theoretically can get the optimal estimation of the clean speech. Besides, there is solid derivation making it easier to analyze. Originally, the MMSE based algorithms are intended for speech
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For speech recognition, several MMSE based algorithms have been developed. Yu et al. in 2008 developed the MMSE estimator in the log-power domain [39]. The cepstral domain estimator is also published in 2008 [72]. Besides, different distortion models are developed to improve the performance of ASR systems [40, 72–75]. Recently, more complicated MMSE based algorithms which require the so-called stereo data input have been proposed [45]. Admittedly, MMSE works well for speech enhancement and speech recognition. The main idea of MMSE is to estimate the clean speech from the noisy speech. The success of MMSE in previous implementation demonstrates that it is one of the effective means to improve the performance of ASR systems.

![Figure 2.5: Different Domains in MFCC Feature Extraction Frontend.](image)

Although there are different kinds of feature domain methods, MFCC based feature domain methods mainly involve modifications in three different domains as shown in Figure 2.5. Depending on the location of their implementation, the filters can be divided into three types, time domain filter, time-frequency domain filter and cepstral domain filter. For time domain, temporal masking is a good example, including forward masking and backward masking [2, 76]. Time-frequency domain approaches include 2D psychoacoustic filter [49], auditory model [77], Lateral Inhibition [78], Spectral Subtraction [38] and Wiener filtering [40]. Cepstral Domain
approaches include MVA [47], RASTA [79] as well as Cepstral Mean and Variance Normalization [80].

### 2.3.1 Spectral Filtering

MFCC is one of the most commonly used speech features. In the MFCC feature extraction algorithm, the speech signal is first cut into frames and transferred into the spectral domain using Discrete Fourier Transform (DFT) [60, 81]. Then we obtain the time-frequency representation of speech signal [6, 60, 82–85]. The DFT representation is more suitable for stationary signals [82,83]. However, speech signal is quasi-stationary, which means that speech temporal and spectral characteristics change over time. Therefore, in speech processing, the DFT is applied to short speech segments (frames). It is assumed that during the short period (e.g. 10-30 ms) properties of speech do not change significantly. This is the so-called Short-time Fourier Transform (STFT) [60].

#### Frequency Domain Additive Noise Model

Since Fourier transform is a linear transform, the additive noise model is still applicable in the frequency domain. Therefore the noisy speech can be expressed in the frequency domain as follows,

$$Y(f,t) = X(f,t) + N(f,t),$$

where $Y(f,t)$, $X(f,t)$ and $N(f,t)$ are the complex Fourier transformed signals of noisy speech, $y(t)$, clean speech, $x(t)$, and noise signal, $n(t)$, respectively; $f$ is the frequency index.

Background noise is assumed to be stationary. Thus the expectation of noise spectrum can be estimated and updated during periods when speech is absent.
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Spectral Subtractive Filtering

The spectral subtractive filtering is one of the simplest algorithms proposed for noise reduction. The basic principle is described in [38]. An estimate of the clean speech spectrum is obtained by subtracting an estimate of the noise spectrum from the noisy speech spectrum. This process can be expressed as follows,

\[
\tilde{X}(f, t) = \max \{ |Y(f, t)| - E(|N(f, t)|), 0 \} e^{i\theta_Y(f, t)},
\]

(2.14)

where \( \tilde{X}(f, t) = |X(f, t)| e^{i\theta_Y(f, t)} \) is a complex number with noisy phase information, \( i \) is the imaginary unit defined as

\[
i^2 = -1,
\]

\( \theta_Y(f, t) \) is the phase information of noisy speech which is not processed during noise reduction filtering in most cases, \( E(\cdot) \) is the expectation function and \( E(|N(f, t)|) \) is the average noise magnitude. Ideally, it should be \( |N(f, t)| \) instead of \( E(|N(f, t)|) \) but there is no way of obtaining it. The half-wave rectification process is carried out by the max(\( \cdot \)) function. It is one of the many ways (such as full-wave rectification) of ensuring the nonnegative property of \( |\tilde{X}(f, t)| \).

Spectral Subtraction (SS) can also be implemented on the power spectra. The magnitude spectral subtraction algorithm can be easily extended to the power spectrum domain by multiplying Equation (2.13) with the conjugate \( Y^*(f, t) \). By assuming the noise is zero mean and uncorrelated with the clean speech, the estimate of clean speech power spectrum can be obtained as follows

\[
|\tilde{X}(f, t)|^2 = \max \{ |Y(f, t)|^2 - E[|N(f, t)|^2], 0 \}.
\]

(2.15)

Similar to \( E[|N(f, t)|], E[|N(f, t)|^2] \) can be estimated and be used to replace the unknown part \( |N(f, t)|^2 \). Half-wave rectification is also used to filter off the negative values. Equation (2.15) thus describes the power spectral subtraction algorithm.
From the above discussion, it can be seen that spectral subtractive algorithms are simple to implement. However, this simple subtraction comes at a price of introducing a distortion in the enhanced speech known as musical noise (or musical tone). The technique proposed in [86] mitigates the musical noise distortion to some extent by using power spectral subtraction together with the a-priori signal to noise ratio. Different variations of spectral subtraction have been developed over the years. The most common variations involve the use of an over-subtraction factor that controls the amount of speech spectral distortion caused by the subtraction process. Different methods have been proposed for computing the over-subtraction factor based on different criteria that include linear [87] & nonlinear [88] functions, psychoacoustic masking thresholds [89], etc.

**Minimum Mean Square Error Filtering**

The Minimum Mean Square Error (MMSE) Short-Time Spectral Amplitude (STSA) estimator was first reported by Ephraim and Malah in 1984 [36]. The algorithm models speech and noise spectral components as statistically independent Gaussian random variables. By minimizing the mean square error, the problem is formulated as

$$\min \left[ |Y(f, t)| - |\tilde{X}(f, t)| \right]^2.$$  \hspace{1cm} (2.16)

The enhanced speech is obtained by the following equation

$$\tilde{X}(f, t) = \Gamma (1.5) \sqrt{\frac{v(f, t)}{\gamma(f, t)}} M [-0.5; 1; -v(f, t)] Y(f, t)$$  \hspace{1cm} (2.17)

$$= \Gamma (1.5) \sqrt{\frac{v(f, t)}{\gamma(f, t)}} \exp \left[ -\frac{v(f, t)}{2} \right] \times
\left\{ [1 + v(f, t)] I_0 \left[ \frac{v(f, t)}{2} \right] + v(f, t) I_1 \left[ \frac{v(f, t)}{2} \right] \right\} Y(f, t),$$
where $\Gamma(\cdot)$ denotes the gamma function; $M(a;c;x)$ is the confluent hypergeometric function; $I_0(\cdot)$ and $I_1(\cdot)$ denote the zero and first order modified Bessel function; $\xi(f,t)$ and $\gamma(f,t)$ are the a-priori and a-posteriori signal-to-noise ratios (SNR), respectively [36].

\[ v(f,t) = \frac{\xi(f,t)}{1 + \xi(f,t)} \gamma(f,t). \]  

(2.18)

$\xi(f,t)$ and $\gamma(f,t)$, are defined by

\[ \xi(f,t) = \frac{\lambda_x(f,t)}{\lambda_n(f,t)}, \]  

(2.19)

\[ \gamma(f,t) = \frac{|Y(f,t)|^2}{\lambda_n(f,t)}, \]  

(2.20)

where $\lambda_x(f,t) \triangleq E[|X(f,t)|^2]$ , $\lambda_n(f,t) \triangleq E[|N(f,t)|^2]$ are the variances of the spectral component of the speech and the noise, respectively.

Function $M(\cdot;\cdot)$ in Equation (2.17) is the confluent hypergeometric function which is defined in [90]. It can be computed efficiently using the following series

\[ M(a;b;c) = \sum_{m=0}^{\infty} \frac{(a)_m}{(b)_m} \frac{c^m}{m!} = 1 + \frac{ac}{b!} + \frac{a(a+1)c^2}{b(b+1)2!} + \frac{a(a+1)(a+2)c^3}{b(b+1)(b+2)3!} + \cdots. \]  

(2.21)

Although the principle based on the squared error of the magnitude spectra is mathematically tractable, it may not be subjectively meaningful to the human auditory system [36]. The relationship between a human’s perception of loudness and the sound intensity is nonlinear [64,66]. Therefore, the natural logarithm is usually utilized to deal with the loudness nonlinearity. It has been suggested that a principle based on the squared error of the log-magnitude spectra may be more suitable for speech processing [37,91,92]. An estimator that minimizes the mean square error of the log-magnitude spectra is derived in [37]. The problem is formulated as

\[ \min \left[ \log |Y(f,t)| - \log |\hat{X}(f,t)| \right]^2. \]  

(2.22)
This optimal log-MMSE estimator is given by the following equation:

$$|\tilde{X}(f,t)| = \frac{\xi(f,t)}{1 + \xi(f,t)} \exp \left( \frac{1}{2} \int_{\nu(f,t)}^{\infty} \frac{e^{-t}}{t} dt \right) |Y(f,t)|,$$

where $\nu(f,t)$ is defined in Equation (2.20) and $\xi(f,t)$ is defined in Equation (2.19).

MMSE based speech enhancement algorithms are known to be good at noise reduction without leaving obvious annoying musical tones.

### 2.3.2 Subspace Filtering

Subspace filtering is a different class of algorithms that are based on linear algebra theory. More specifically, these algorithms are based on the principle that the clean signal might be confined to a subspace of the noisy Euclidean space [93, 94]. The decomposition of the vector space of the noisy signal into a signal subspace and a noise subspace can be performed by the Singular Value Decomposition (SVD), eigenvector-eigenvalue factorization or Karhunen-Loeve transform (KLT) to the noisy signal [93].

A KLT based algorithm is the process whereby KLT components are filtered by a gain function and then undergo the inverse KLT to restore the enhanced speech. Let $R_x$ denote the covariance matrix of clean speech, $x(t)$, with $K$ samples, the eigen-decomposition of $R_x$ is given by:

$$R_x = U \Lambda_x U^T,$$

where $\Lambda_x = \text{diag} [\lambda_x(1), \lambda_x(2), ..., \lambda_x(K)]$ is the eigenvalue matrix; $U$ is the eigenvector matrix of $R_x$; $U^T$ is the transpose of $U$.

As analyzed in [93], because for speech signals the number of basis vectors is smaller than the dimension of the vector, some of the eigenvalues of the covariance matrix must be zero, which means the covariance matrix of clean speech is not full.
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On the other hand, all eigenvalues of white noise are positive. In other words, the covariance matrix of noise is usually full rank. Hence, the vector space of a noisy speech is composed of a signal-plus-noise subspace, which should be processed by speech enhancement algorithms and a noise dominated subspace which can be simply discarded [6,93,95]. According to the spectral domain constrained estimator proposed in [93], a linear filter of the subspace speech enhancement method $H_{\text{sub}}$ can be obtained by

$$ H_{\text{sub}} = U G U^T = U \begin{bmatrix} G_{\mu} & 0 \\ 0 & 0 \end{bmatrix} U^T. $$

(2.25)

$G_{\mu}$ is a full rank $M \times M$ matrix where $M$ is the assumed number of non-zero eigenvalues of the autocorrelation matrix $R_x$. A possible solution of the spectral domain constrained estimator is

$$ G = \Lambda_x (\Lambda_x + \sigma_n^2 \Lambda_{\mu})^{-1}, $$

(2.26)

where $\sigma_n^2$ is the noise variance; $\Lambda_{\mu} = \text{diag}[\mu(1), \mu(2), \ldots, \mu(K)]$ is a diagonal matrix of Lagrange multipliers when deriving the estimator, $H_{\text{sub}}$, based on the criterion of minimizing the speech signal distortion with a permissible residual noise level [93]. The $k$th diagonal element of $G$ is given by:

$$ g(k) = \begin{cases} \frac{\lambda_x(k)}{\lambda_x(k) + \mu(k)\sigma_n^2}, & k = 1, 2, \ldots, M \\ 0, & k = M + 1, \ldots, K \end{cases}. $$

(2.27)

The algorithm given above is proposed by Ephraim [93], and is based on the white noise model. In 2000, Mittal et al. proposed the so-called signal/noise KLT-based approach for the colored noise condition in [96]. An adaptive algorithm [95] can also be used to solve this problem.
2.3.3 Stereo Data Based Noise Removal

The stereo data based algorithms have very promising ability to recover clean speech. Stereo data contains both the clean speech and the corresponding noisy speech. One of the most important features of the stereo data based algorithms is that the statistical recognizer (HMMs) is trained merely on the original clean speech [16, 45]. Normally, for most of the noise robust algorithms, the training materials have to be processed by the same noise removal algorithm to make up for the distortion caused by themselves. However, this kind of algorithms don’t need the compensation procedure, which means the processed speech is much closer to the clean speech. Stereo-based Piecewise Linear Compensation for Environments (SPLICE) is a good example. It produces an estimate of cepstrum of undistorted speech given the observed cepstrum of distorted speech [16].

Given the general model of distortion from a clean cepstral vector, \( C_x \), into a noisy one, \( C_y \), the probabilistic formulation of the basic (frame independent) version of the SPLICE algorithm can be described as follows. The first assumption is that the noisy speech cepstral vector follows the distribution of a mixture of Gaussians [16].

\[
p(C_y) = \sum_s p(C_y|s) p(s),
\]

(2.28)

where \( p(C_y|s) \) is assumed to be

\[
p(C_y|s) = N(C_y; \mu_s, \Sigma_s),
\]

(2.29)

where \( s \) is the state index of GMM.

The second assumption made by SPLICE is that the conditional probability density function (PDF) for the clean vector, \( C_x \), given the noisy speech vector, \( C_y \),
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and the region index, \( s \), is Gaussian whose mean vector is a linear transformation of the noisy speech vector, \( C_y \) \[16\]. The conditional PDF is assumed to have the form,

\[
p(x|y, s) = N(x; y + r_s, \Gamma_s).
\]

The MMSE is the following conditional expectation of clean speech vector given the observed noisy speech \[16\]

\[
\hat{x}_{\text{MMSE}} = E_x(x|y) = \sum_s p(s|y) E_x(x|y, s).
\]

It is clear that

\[
E_x(x|y) = y + r_s.
\]

Then

\[
\hat{x}_{\text{MMSE}} = y + \sum_s p(s|y) r_s.
\]

Since the noisy speech PDF, \( p(y) \), is assumed to be a mixture of Gaussians, the standard EM algorithm can be used to train \( \mu_s \) and \( \Gamma_s \) on noisy speech \[16\]. Initial values of the parameters are determined by a VQ clustering algorithm. If stereo data is available, the parameters, \( r_s \), of the conditional PDF, \( p(x|y, s) \), can be trained using the maximum likelihood criterion

\[
r_s = \frac{\sum_n p(s|y_n) (x_n - y_n)}{\sum_n p(s|y_n)},
\]

\[
p(s|y_n) = \frac{p(y_n|s) p(s)}{\sum_s p(y_n|s) p(s)}.
\]

This training procedure requires a set of stereo (two channels) data. One channel contains the clean utterance and the other contains the same utterance with distortion.
2.3.4 Cepstral Filtering

Clean speech estimation is one of the most popular front-end noise removal algorithms. All the above mentioned algorithms belong to this category. However, there is also another kind of approach which uses simple smoothing methods and manages to obtain very promising results. Mean subtraction, variance normalization & ARMA filtering (MVA) [47] is a good example. It simply normalizes or smoothes the temporal structure of the speech feature.

The algorithm proposes to first perform Mean subtraction (MS) and Variance normalization (VN), shown in Equation (2.36).

\[
\hat{C}(f_c, t) = C(f_c, t) - \mu_c, \tag{2.36}
\]

where \(\hat{C}(f_c, t)\) is the mean-subtracted and variance-normalized feature, \(\mu_c\) is a mean vector estimated from the cepstral data and \(\sigma_c^2\) is an estimate of the cepstral data variance.

Then, an auto-regression and moving-average (ARMA) filter is adopted to further process the cepstral feature.

\[
\tilde{\hat{C}}(f_c, t) = \frac{\hat{C}(f_c, t - M) + \ldots + \hat{C}(f_c, t - 1) + \hat{C}(f_c, t) + \ldots + \hat{C}(f_c, M)}{2M + 1}, \tag{2.37}
\]

where \(\tilde{\hat{C}}(f_c, t)\) is the MVA post-processed feature and \(M\) is the order of the ARMA filter. The special case of \(M = 0\) degenerates to no filtering.
Chapter 3

Psychoacoustic Modeling

3.1 Introduction

State-of-the-art automatic speech recognition (ASR) systems can work very well with clean speech, yielding a recognition rate of about 99% for small vocabulary tasks. However, when it comes to noisy speech, there is a dramatic drop in system performance. The human auditory system is extremely adept at handling noise [97–101]. Therefore, it is natural to study the auditory model and apply it to an automatic speech recognition (ASR) system. In this chapter, a feature extraction front-end with noise-robust characteristics based on psychoacoustic model is proposed to improve the performance of automatic speech recognition systems.

For human, hearing is not simply a mechanical phenomenon of wave indexing [18,102,103]. It is more like a sensory and perceptual process. Before we recognize the speech, the signal has already been processed by the human auditory system, which means the signal that we ‘hear’ is not the physical signal produced by the sound source. The basic idea of the proposed algorithm is to recognize speech based
on this ‘new’ version of speech. The science of studying how human perceives sounds including relationships between sound pressure level and loudness, human response to different frequencies and a number of masking effects is called psychoacoustics [18, 102]. Previous research shows that successful application of human auditory models can greatly improve the performance of ASR systems. The Mel-Frequency Cepstral Coefficients (MFCC) method can serve as a good example. In MFCC, an auditory-based warping of the frequency axis, called critical-band, is implemented which is so successful that MFCC has become a standard speech feature for ASR systems [104, 105]. The algorithm introduced in this chapter aims to integrate masking effects into the MFCC auditory model and study the resulting effects when applied to automatic speech recognition.

Masking effect is the phenomenon that describes how a clearly audible sound (maskee) is influenced by another sound (masker). To measure the effect of masking quantitatively, a masking threshold is usually determined. The masking threshold is the sound pressure level of a test sound, to be just audible in the presence of a masker. Masking effects may be classified as simultaneous or temporal according to the occurrence of the signals [102]. Masking effect between any two signals which occur at the same time is called simultaneous masking (a.k.a. frequency masking). In temporal asking, signals can be masked by the preceding sound, called forward masking, or by the sound after it, called backward masking. These masking effects are caused by the principal mechanism of neuronal signal processing both in time and frequency domains [76, 78, 106].
3.2 Temporal Masking

A weak sound emitted soon after the end of a louder sound can be masked by the louder sound. In fact, even a weak sound occurring just before a louder sound can also be masked by the louder sound. These two effects are called forward and backward temporal masking respectively. Forward masking (FM) reveals that over short durations, the usable dynamic range of the human auditory system depends on the spectral characteristics of the previous stimuli. Forward masking can be viewed as a consequence of auditory adaptation [107]. The parameters for forward masking are frequency dependent. Backward masking has the same characteristic but the masker comes after the signal rather than before it. Figure 3.1 shows the characteristic curve of temporal masking.

![Figure 3.1: Sketch of psychoacoustic data (temporal masking).](image_url)

Much work has been conducted to study temporal masking. In 1982, Jesteadt, Bacon and Lehmann presented a series of psychoacoustic experiment results for pure tone forward masking [2]. However, the longest probe delay involved was 40 ms which is not enough for complete adaptation. Some more complete experimental results and mathematical models have been proposed later. In 1997, Strope and
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Alwan proposed a more complete psychoacoustic model [107] which models temporal masking by psychoacoustic adaptation.

Models of adaptation have been successfully applied in ASR [41,107–110]. Adaptation and the popular RASTA techniques have obvious similarities to one another [79]. However, forward masking has a recovery step after adaptation as reported by Oxenham et al. [1]. Strope and Alwan [107] have demonstrated forward masking and its application to ASR. Tchorz and Kollmeier [108] tested various adaptation parameters in ASR systems. Recently, an adaptation model has been developed and evaluated based on AURORA2 and AURORA3 [111].

### 3.2.1 Type I Forward Masking Modeling

This type of forward masking model is based on three equations. The first, Equation (3.1), is for characterizing recovery, i.e. upward adaptation. It describes the models prediction of the forward-masking threshold with long maskers as a function of masker level and probe delay. The second equation, Equation (3.2), which takes into account masker duration, is to characterize an attack and the last is to calculate the probe threshold difference, i.e. downward adaptation. It describes the case where the model reaches the static threshold before the onset of the masker.

Equation (3.1) is a first order difference equation which leads to an exponential decay of the logarithmic distance to the target [107,112,113].

$$P = M(1 - m)a^u,$$

(3.1)

where $P$ is probe level (describes the amount of masking), $M$ is masker level, $u$ is discrete-time probe delay and $m$ is input/output (I/O) slope (see [107]). As the duration between masker and probe, $u$, increases, the amount of masking effect imposed on the incoming probe, $P$, decreases. This equation is used to determine
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Table 3.1: Forward Masking Model Parameters.

<table>
<thead>
<tr>
<th>Freq. (Hz)</th>
<th>Slope m</th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>0.19</td>
<td>0.864</td>
<td>0.474</td>
</tr>
<tr>
<td>500</td>
<td>0.20</td>
<td>0.854</td>
<td>0.510</td>
</tr>
<tr>
<td>1000</td>
<td>0.26</td>
<td>0.816</td>
<td>0.543</td>
</tr>
<tr>
<td>2000</td>
<td>0.29</td>
<td>0.851</td>
<td>0.525</td>
</tr>
<tr>
<td>4000</td>
<td>0.34</td>
<td>0.858</td>
<td>0.507</td>
</tr>
</tbody>
</table>

the model parameters \( m \) as well as \( a \).

In the case of downward adaptation, Equation (3.2) assumes incomplete adaptation and describes the amount of masking as a function of attack parameter, \( b \), and discrete time masker duration, \( nd \), as well as probe delay, \( nu \),

\[
P = M(1 - m)(1 - b^{nd})a^{nu}.
\]

The difference between Equations (3.1) and (3.2) is due to the assumption about whether complete adaptation has already occurred. The attack parameter, \( b \), is determined through the following probe threshold difference equation,

\[
\Delta P = M(1 - m)b^{nd}a^{nu}.
\]

The model parameters \((m, a, b)\) discussed above varies with the frequency of the input signal. Five sets of data corresponding to the frequencies at 250 Hz, 500 Hz, 1000 Hz, 2000 Hz and 4000 Hz are given in Table 3.1 [107]. The importance of these constants is that their ratio approximates the psychoacoustic data from physiological data presented by Goldhor in 1985 [114,115].

The frequency limits for the filter bank range from 0 Hz up till 8 kHz for the evaluation experiments. For the Mel scaled filter bank, the centre frequencies are important as they are used to calculate the model parameters for determining the dynamic model. The centre frequencies for 24 Mel filter banks from 0 Hz to 8 kHz
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Table 3.2: Centre Frequencies for Mel Scaled Filter Banks.

<table>
<thead>
<tr>
<th>Filter No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_c$ (Hz)</td>
<td>46.88</td>
<td>152.34</td>
<td>230.47</td>
<td>320.31</td>
<td>414.06</td>
<td>519.53</td>
<td>632.81</td>
<td>761.72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Filter No.</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_c$ (Hz)</td>
<td>46.88</td>
<td>152.34</td>
<td>230.47</td>
<td>320.31</td>
<td>414.06</td>
<td>519.53</td>
<td>632.81</td>
<td>761.72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Filter No.</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_c$ (Hz)</td>
<td>2589.84</td>
<td>2902.34</td>
<td>3242.19</td>
<td>&gt;4000</td>
<td>&gt;4000</td>
<td>&gt;4000</td>
<td>&gt;4000</td>
<td>&gt;4000</td>
</tr>
</tbody>
</table>

are tabulated in Table 3.2. It is easy to tell from Table 3.2 that only 20 filter banks are useful in the evaluation experiment due to the Nyquist theory.

The model parameters ($a$, $b$, and $m$) for each filter bank are calculated based on the centre frequency of each filter bank. Every filter bank will share a set of model parameters. Since only five sets of model parameters are available, linear interpolation is required to derive the model parameters for all the filter banks. The weights are determined using the distances between the centre frequency, the two neighboring frequencies and the corresponding parameters at these two frequencies, as follows

\[ V = \frac{w_1 \cdot v_1 + w_2 \cdot v_2}{w_1 + w_2}, \]

\[ w_1 = \frac{f_2 - f_c}{f_2 - f_1}, \]

\[ w_2 = \frac{f_c - f_1}{f_2 - f_1}, \]

where $f_1$ and $f_2$ take on either one of the 5 frequencies (250 Hz, 500 Hz, 1000 Hz, 2000 Hz and 4000 Hz) and $f_2 > f_1$. Thus, values of $f_1$ and $f_2$ correspond to one of five frequencies that is just below the centre frequency and one that is just above the centre frequency. The values, $v_1$ and $v_2$, are the model parameters at $f_1$ and $f_2$. 
3.2.2 Type II Forward Masking Modeling

Other than the first type of forward masking modeling, a first order infinite impulse response (IIR) high-pass filter can be used as the Type II forward masking model [116]. The transfer function of the high-pass filter is

\[ H(z) = \frac{2f_s \tau - 2f_s \tau z^{-1}}{1 + 2f_s \tau + (1 - 2f_s \tau)z^{-1}}. \]  

The relationship between input and output can be written as

\[ y_o(t) \cdot (1 + 2f_s \tau) = 2f_s \tau \cdot y_{in}(t) - 2f_s \tau \cdot y_{in}(t-1) - (1 - 2f_s \tau) \cdot y_o(t-1), \]  

\[ y_o(t) = \frac{2f_s \tau}{1 + 2f_s \tau} y_{in}(t) - \frac{2f_s \tau}{1 + 2f_s \tau} y_{in}(t-1) - \frac{1 - 2f_s \tau}{1 + 2f_s \tau} y_o(t-1), \]

where \( y_{in} \) and \( y_o \) are the input and output speech signal (noisy speech) respectively, \( f_s = 128 \text{ Hz} \), the MFCC frame rate in the evaluation experiments and time constant \( \tau = 240 \text{ ms} \).

The filter’s memory is initialized to zero and the first frame of logarithmic Mel spectra is subtracted from all the frames when applying this filter to avoid an initial transient.

3.3 Simultaneous Masking

Psychoacoustics is the scientific study of sound perception. Simultaneous masking studies how the amount of masking changes with frequency. The amount of masking refers to the difference in power level between the actual speech and what is perceived by humans. Usually it is defined as a subtractive energy level. Simultaneous masking has been widely used in many areas such as audio compression and speech enhancement [115, 117–119]. However, its implementation in speech recognition is
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relatively new. Lateral Inhibition (LI) is one effective approach for implementing simultaneous masking \[49, 77, 78, 106, 118\].

![Figure 3.2](image)

**Figure 3.2:** Sketch of psychoacoustic data (frequency masking).

In neurobiology, lateral inhibition is used to measure the capacity of an excited neuron to reduce the activity of its neighbors. It is a common phenomenon in sensory reception of biological systems. In speech processing, it stands for how two speech signals with different frequencies but the same commencing time affect each other. LI helps to sharpen spectral changes. Figure 3.2 shows the sketch of the psychoacoustic data given in Houtgast’s paper \[117, 120\]. The curve describes how the amount of LI masking changes with frequency.

Assume that a speech signal, \( x(k) \), is corrupted by noise, \( n(k) \), resulting in a noisy speech, \( y(k) \). The relationship is given by

\[
y(k) = x(k) + n(k),
\]

where \( k \) is the sample index as defined in Chapter 2. The speech signal is cut into frames and transformed into frequency domain using DFT. Then Equation (3.10)
becomes
\[ Y(f, t) = X(f, t) + N(f, t), \] (3.11)
where \( f \) is the frequency index; \( t \) is the frame index; \( Y(f, t) \), \( X(f, t) \), \( N(f, t) \) refer to the time-frequency domain signal of noisy speech, clean speech and additive noise.

By assuming the additivity on the powers of the components in the frequency domain \([18, 121]\), the power spectrum of the noisy speech becomes
\[ |Y(f, t)|^2 = |X(f, t)|^2 + |\tilde{N}(f, t)|^2. \] (3.12)

Let \( M_{LI}(f) \) represent the lateral inhibition masker. The lateral inhibition masker is modeled to satisfy the following constraint \([102, 117]\),
\[ \int_{-\infty}^{\infty} M_{LI}(f) \, df = 0. \] (3.13)

The LI masker is very effective in removing stationary noise. Assuming \( |\tilde{N}(f, t)|^2 \) in Equation (3.12) is stationary, after applying the given lateral inhibition masker in Equation (3.13) to the noisy speech, the processed speech, \( |\tilde{Y}(f, t)|^2 \), can be calculated by
\[
|\tilde{Y}(f, t)|^2 = \int_{-\infty}^{\infty} |Y(f, t)|^2 M_{LI}(f) \, df \\
= \int_{-\infty}^{\infty} |X(f, t)|^2 M_{LI}(f) \, df + \int_{-\infty}^{\infty} |\tilde{N}(f, t)|^2 M_{LI}(f) \, df \\
= |\tilde{X}(f, t)|^2 + \int_{-\infty}^{\infty} |\tilde{N}(f, t)|^2 M_{LI}(f) \, df \\
= |\tilde{X}(f, t)|^2.
\] (3.14)

Theoretically, the power spectrum of processed speech with white noise equals to that of the input clean speech. The algorithm not only sharpens the spectrum of the input signal but also removes noise.
3.4 Temporal Spectral Average (TSA)

Lateral inhibition is very sensitive to spectral changes and it will enhance the peaks in both speech signals and noise signals. Noise signals which do not have fairly stationary segments in the power spectrum such as subway noise, will be enhanced together with speech signals, thereby greatly degrading the recognition results. Hence, the temporal temporal average approach is proposed to alleviate this effect,
\[
\left| \tilde{Y}(f, t) \right|^2 = \frac{1}{2N_a + 1} \sum_{\Delta t = -N_a}^{N_a} Z_{\Delta t} |Y(f, t + \Delta t)|^2.
\]

Temporal averaging is a very commonly used technique in speech processing [38, 47, 122, 123]. For example, in Spectral Subtraction (SS) [38], Boll proposed to use local averaging of spectral magnitudes to reduce the spectral error, since the spectral error equals the difference between the noise spectrum and its mean. In our present implementation, the parameters are set as reported in [117], \( N_a = 2 \) and the smoothing parameter \( Z_{\Delta t} \) is given below,
\[
\begin{bmatrix}
Z_{-2} & Z_{-1} & Z_0 & Z_1 & Z_2 \\
0.4 & 1.3 & 1.6 & 1.3 & 0.4
\end{bmatrix}.
\]

3.5 Results and Discussion

3.5.1 Implementation Details

The proposed front-end feature extractor is modified from the MFCC script provided by Voicebox [124] by integrating Lateral Inhibition (LI), Temporal Masking (TM), and Temporal Spectral Average (TSA). The parameters given in Park’s paper [116] are used for temporal masking. The 1D Mexican hat introduced given in Equation (3.16) is used for Lateral Inhibition (LI) [49]. The proposed algorithm
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involves sequential implementation of Lateral Inhibition (LI), Temporal Masking (TM), Temporal Spectral Average (TSA), and Cepstral Mean & variance Normalization (CMVN). Since Forward Masking (FM) is dominant in temporal masking (stronger masking and longer effective range than backward masking), the algorithm is called LTFC short for LI, TSA, FM, and CMVN. The block diagram of the proposed algorithm is given in Figure 3.3.

\[
\begin{bmatrix}
-0.07 & -0.27 & -0.16 & 1 & -0.16 & -0.27 & -0.07
\end{bmatrix}
\] (3.16)

![Figure 3.3: Block Diagram of LTFC.](image)

The same recognizer is used for both the proposed front-end feature extraction algorithm and the baseline system for a meaningful comparison. Each digit is modeled by a simple left-to-right 18-state (including two non-emitting states) HMM model, with 3 Gaussian mixtures per state. Two pause models are defined. One is "sil", which has 3 HMM states and models the pauses before and after each utterance. The other one is "sp", which is a single state model (tied with the middle state of "sil") and models the pauses among words.

3.5.2 Experimental Results

Evaluation test is performed using the AURORA2 database. Recognition results are averaged over the noisy test sets with SNRs from 0 dB to 20 dB, which is denoted
Table 3.3: Recognition Results of LTFC for Clean Training Condition (%).

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subway</td>
<td>99.08</td>
<td>97.85</td>
<td>95.92</td>
<td>92.66</td>
<td>84.43</td>
<td>66.23</td>
<td>35.43</td>
<td>87.42</td>
</tr>
<tr>
<td>Babble</td>
<td>98.97</td>
<td>98.13</td>
<td>96.92</td>
<td>94.11</td>
<td>84.22</td>
<td>58.89</td>
<td>28.96</td>
<td>86.45</td>
</tr>
<tr>
<td>Car</td>
<td>99.19</td>
<td>98.33</td>
<td>96.75</td>
<td>93.38</td>
<td>83.63</td>
<td>59.23</td>
<td>27.05</td>
<td>86.26</td>
</tr>
<tr>
<td>Exhibition</td>
<td>99.20</td>
<td>97.44</td>
<td>94.63</td>
<td>89.48</td>
<td>78.19</td>
<td>56.77</td>
<td>32.98</td>
<td>83.30</td>
</tr>
<tr>
<td>Restaurant</td>
<td>99.08</td>
<td>98.34</td>
<td>97.48</td>
<td>94.50</td>
<td>86.67</td>
<td>64.05</td>
<td>33.71</td>
<td>88.21</td>
</tr>
<tr>
<td>Street</td>
<td>98.97</td>
<td>97.43</td>
<td>96.10</td>
<td>91.72</td>
<td>81.80</td>
<td>60.61</td>
<td>31.44</td>
<td>85.53</td>
</tr>
<tr>
<td>Airport</td>
<td>99.19</td>
<td>98.39</td>
<td>97.32</td>
<td>95.35</td>
<td>86.46</td>
<td>62.66</td>
<td>29.85</td>
<td>88.04</td>
</tr>
<tr>
<td>Train</td>
<td>99.20</td>
<td>97.93</td>
<td>96.85</td>
<td>93.27</td>
<td>84.70</td>
<td>61.71</td>
<td>29.22</td>
<td>86.89</td>
</tr>
<tr>
<td>Restaurant</td>
<td>98.96</td>
<td>96.96</td>
<td>94.47</td>
<td>89.93</td>
<td>78.42</td>
<td>55.82</td>
<td>24.56</td>
<td>83.12</td>
</tr>
<tr>
<td>Street</td>
<td>98.88</td>
<td>96.98</td>
<td>94.89</td>
<td>89.42</td>
<td>77.33</td>
<td>55.53</td>
<td>26.78</td>
<td>82.83</td>
</tr>
<tr>
<td>Avg</td>
<td>99.07</td>
<td>97.78</td>
<td>96.13</td>
<td>92.38</td>
<td>82.59</td>
<td>60.15</td>
<td>30.00</td>
<td>85.81</td>
</tr>
</tbody>
</table>

as Avg 0-20. Tables 3.3 and 3.4 present the experimental results for the proposed LTFC (LI+TSA+FM+CMVN) algorithm. The performance metric used is word recognition rate in percentage. Results are captured for both the clean and multi training conditions.

The first set of comparison is made against MFCC, FM, LI, TSA, FM+LI+TSA, and CMVN. The second set of comparison is made against three state-of-the-art front-end noise removal algorithms, RASTA [79], MVA [47], and the temporal frequency warped 2D psychoacoustic filter [102]. Tables 3.3 and 3.4 give the detailed experimental results for the clean training condition and multi training condition, respectively. Since the recognition results for the clean subset are all about 99%, it is meaningless to discuss improvement at such level. Only the experimental results for noisy test sets are used for further discussion.
3.5. Results and Discussion

Table 3.4: Recognition Results of LTFC for Multi Training Condition(%)..

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Set A</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subway</td>
<td>98.25</td>
<td>98.53</td>
<td>97.67</td>
<td>96.35</td>
<td>93.15</td>
<td>82.19</td>
<td>55.54</td>
<td>93.58</td>
</tr>
<tr>
<td>Babble</td>
<td>98.19</td>
<td>98.61</td>
<td>98.19</td>
<td>97.22</td>
<td>92.62</td>
<td>75.21</td>
<td>43.56</td>
<td>92.37</td>
</tr>
<tr>
<td>Car</td>
<td>98.15</td>
<td>98.51</td>
<td>98.00</td>
<td>96.51</td>
<td>92.54</td>
<td>80.17</td>
<td>48.46</td>
<td>93.15</td>
</tr>
<tr>
<td>Exhibition</td>
<td>98.46</td>
<td>98.43</td>
<td>97.38</td>
<td>94.82</td>
<td>88.77</td>
<td>73.90</td>
<td>51.00</td>
<td>90.66</td>
</tr>
<tr>
<td><strong>Set B</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restaurant</td>
<td>98.25</td>
<td>98.68</td>
<td>98.40</td>
<td>97.39</td>
<td>92.97</td>
<td>77.31</td>
<td>48.17</td>
<td>92.95</td>
</tr>
<tr>
<td>Street</td>
<td>98.19</td>
<td>98.1</td>
<td>97.76</td>
<td>96.10</td>
<td>91.44</td>
<td>78.14</td>
<td>50.06</td>
<td>92.31</td>
</tr>
<tr>
<td>Airport</td>
<td>98.15</td>
<td>98.66</td>
<td>98.15</td>
<td>97.20</td>
<td>93.2</td>
<td>80.52</td>
<td>48.76</td>
<td>93.55</td>
</tr>
<tr>
<td>Train</td>
<td>98.46</td>
<td>98.98</td>
<td>98.12</td>
<td>96.51</td>
<td>92.66</td>
<td>79.08</td>
<td>51.25</td>
<td>93.07</td>
</tr>
<tr>
<td><strong>Set C</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restaurant</td>
<td>98.28</td>
<td>98.25</td>
<td>97.36</td>
<td>95.79</td>
<td>91.31</td>
<td>76.94</td>
<td>47.96</td>
<td>91.93</td>
</tr>
<tr>
<td>Street</td>
<td>98.28</td>
<td>98.28</td>
<td>97.82</td>
<td>95.53</td>
<td>90.15</td>
<td>75.79</td>
<td>46.25</td>
<td>91.51</td>
</tr>
<tr>
<td><strong>Avg</strong></td>
<td>98.27</td>
<td>98.50</td>
<td>97.89</td>
<td>96.34</td>
<td>91.88</td>
<td>77.93</td>
<td>49.10</td>
<td>92.51</td>
</tr>
</tbody>
</table>

Comparison of Different Parts of LTFC

The first set of comparison is made against different parts of the proposed LTFC algorithm. From the experimental results in Tables 3.5 and 3.6, it can be seen that FM, LI, TI, and CMVN all help to improve the performance of the speech recognition system. All of them manage to obtain better results than the baseline MFCC(39) system. The relative improvements are given in Table 3.7. The relative improvements are calculated in terms of word recognition rate. Figure 3.4 gives a better view of the experimental results. It can be observed that for all noisy conditions the proposed LTFC algorithm performs better than all the above mentioned algorithms.

Compared with the baseline MFCC system, the proposed algorithm achieves very positive results. The relative improvements for the clean training condition are 0.42% at SNR of 20 dB, 2.80% at SNR of 15 dB, 13.82% at SNR of 10 dB, 47.43% at SNR of 5 dB, 111.87% at SNR of 0 dB, and 130.06% at SNR of -5 dB. For the multi training condition, the relative improvements are 0.34%, 0.31%, 0.86%,
### Table 3.5: Recognition results for comparison targets under clean training condition (%).

<table>
<thead>
<tr>
<th>SNR/dB</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC(39)</td>
<td>99.36</td>
<td>97.37</td>
<td>93.51</td>
<td>81.16</td>
<td>56.02</td>
<td>28.39</td>
<td>13.04</td>
<td>71.29</td>
</tr>
<tr>
<td>FM</td>
<td>99.03</td>
<td>97.02</td>
<td>93.91</td>
<td>85.89</td>
<td>68.24</td>
<td>41.65</td>
<td>21.30</td>
<td>77.34</td>
</tr>
<tr>
<td>LI</td>
<td>99.42</td>
<td>97.19</td>
<td>94.23</td>
<td>83.29</td>
<td>60.92</td>
<td>34.21</td>
<td>17.07</td>
<td>73.97</td>
</tr>
<tr>
<td>TSA</td>
<td>99.38</td>
<td>97.48</td>
<td>94.13</td>
<td>83.86</td>
<td>61.41</td>
<td>33.96</td>
<td>17.58</td>
<td>74.17</td>
</tr>
<tr>
<td>FM+LI+TSA</td>
<td>99.06</td>
<td>96.63</td>
<td>93.59</td>
<td>86.26</td>
<td>69.97</td>
<td>40.94</td>
<td>16.47</td>
<td>77.48</td>
</tr>
<tr>
<td>CMVN</td>
<td>99.32</td>
<td>96.97</td>
<td>94.32</td>
<td>87.59</td>
<td>71.20</td>
<td>38.84</td>
<td>13.90</td>
<td>77.78</td>
</tr>
<tr>
<td>RASTA</td>
<td>99.08</td>
<td>96.45</td>
<td>93.51</td>
<td>86.41</td>
<td>70.57</td>
<td>42.78</td>
<td>19.93</td>
<td>77.94</td>
</tr>
<tr>
<td>MVA</td>
<td>99.21</td>
<td>97.33</td>
<td>95.28</td>
<td>90.55</td>
<td>80.01</td>
<td>57.59</td>
<td>27.38</td>
<td>84.15</td>
</tr>
</tbody>
</table>

4.87%, 29.09% and 83.00% for SNR of 20 dB, 15 dB, 10 dB, 5 dB, 0 dB, and -5 dB, respectively.

In the clean training condition, the proposed algorithm manages to obtain noticeable improvements. At SNR of 20 dB and 15 dB, all the above mentioned algorithms achieve about 98% recognition rate. The relative improvements are about 1% at SNR of 20 dB over FM, LI, TSA, FM+LI+TSA, and CMVN. At SNR of 15 dB the relative improvements are about 2% compared with the above mentioned compari-

---

**Figure 3.4: Experimental results.**
3.5. Results and Discussion

Table 3.6: Recognition results for comparison targets under multi training condition (%).

<table>
<thead>
<tr>
<th>SNR/dB</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC(39)</td>
<td>99.11</td>
<td>98.18</td>
<td>97.60</td>
<td>95.52</td>
<td>87.61</td>
<td>60.37</td>
<td>26.83</td>
<td>87.85</td>
</tr>
<tr>
<td>FM</td>
<td>98.74</td>
<td>98.16</td>
<td>97.47</td>
<td>95.25</td>
<td>87.19</td>
<td>59.32</td>
<td>25.46</td>
<td>87.48</td>
</tr>
<tr>
<td>LI</td>
<td>99.13</td>
<td>98.19</td>
<td>97.62</td>
<td>95.53</td>
<td>88.06</td>
<td>61.93</td>
<td>26.59</td>
<td>88.26</td>
</tr>
<tr>
<td>TSA</td>
<td>99.24</td>
<td>98.38</td>
<td>97.82</td>
<td>95.50</td>
<td>88.03</td>
<td>61.20</td>
<td>26.93</td>
<td>88.19</td>
</tr>
<tr>
<td>FM+LI+TSA</td>
<td>98.59</td>
<td>98.11</td>
<td>97.43</td>
<td>95.06</td>
<td>87.90</td>
<td>64.16</td>
<td>28.56</td>
<td>88.53</td>
</tr>
<tr>
<td>CMVN</td>
<td>98.94</td>
<td>98.51</td>
<td>97.89</td>
<td>96.27</td>
<td>91.06</td>
<td>74.81</td>
<td>42.63</td>
<td>91.71</td>
</tr>
<tr>
<td>RASTA</td>
<td>98.60</td>
<td>98.41</td>
<td>97.57</td>
<td>95.86</td>
<td>90.23</td>
<td>74.31</td>
<td>44.75</td>
<td>91.27</td>
</tr>
<tr>
<td>MVA</td>
<td>99.04</td>
<td>98.49</td>
<td>97.87</td>
<td>96.15</td>
<td>91.13</td>
<td>77.49</td>
<td>49.04</td>
<td>92.22</td>
</tr>
</tbody>
</table>

...son targets. At SNR of 10 dB, the relative improvements become larger, 2.36% over FM, 10.91% over LI, 10.16% over TSA, 2.71% over FM+LI+TI, and 5.47% over CMVN. As SNR drops further, the relative improvements become larger. At SNR of 5 dB, the relative improvements range from 16% (CMVN) to 35.57% (LI). At SNR of 0 dB and -5 dB, the relative improvements are over 50%. For CMVN, the improvement even reaches 115.83%.

For the multi training condition, the recognition rates for SNR of 20 dB, 15 dB, 10 dB, and 5 dB are all above 90%. Therefore, the relative improvements appear to be small. It has to be noted that CMVN performs very well in multi training condition. Except for SNR of 0 dB and -5 dB, the relative improvements are less than 1%. However, the proposed algorithm still performs better, especially at low SNR levels. The relative improvements are 4.13% at SNR of 0 dB and 15.15% at SNR -5 dB.

For FM, LI, TI, and FM+LI+TI, the relative improvements for SNR of 20 dB and 15 dB are all less than 1%. For SNR of 10 dB, the relative improvements are around 1%. Some are larger than 1%, such as FM at 1.14% and FM+LI+TI at 1.35%. At...
Table 3.7: Relative Improvements (%).

<table>
<thead>
<tr>
<th></th>
<th>SNR/dB</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clean Training</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MFCC(39)</td>
<td></td>
<td>0.42</td>
<td>2.80</td>
<td>13.82</td>
<td>47.43</td>
<td>111.87</td>
<td>130.06</td>
<td>20.37</td>
</tr>
<tr>
<td>FM</td>
<td></td>
<td>0.78</td>
<td>2.36</td>
<td>7.56</td>
<td>21.03</td>
<td>44.42</td>
<td>40.85</td>
<td>10.95</td>
</tr>
<tr>
<td>LI</td>
<td></td>
<td>0.61</td>
<td>2.02</td>
<td>10.91</td>
<td>35.57</td>
<td>75.83</td>
<td>75.75</td>
<td>16.01</td>
</tr>
<tr>
<td>TSA</td>
<td></td>
<td>0.31</td>
<td>2.12</td>
<td>10.16</td>
<td>34.49</td>
<td>77.12</td>
<td>70.65</td>
<td>15.69</td>
</tr>
<tr>
<td>FM+LI+TSA</td>
<td></td>
<td>1.19</td>
<td>2.71</td>
<td>7.09</td>
<td>18.04</td>
<td>46.92</td>
<td>82.15</td>
<td>10.75</td>
</tr>
<tr>
<td>CMVN</td>
<td></td>
<td>0.84</td>
<td>1.92</td>
<td>5.47</td>
<td>16.00</td>
<td>54.87</td>
<td>115.83</td>
<td>10.32</td>
</tr>
<tr>
<td><strong>Multi Training</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MFCC(39)</td>
<td></td>
<td>0.34</td>
<td>0.31</td>
<td>0.86</td>
<td>4.87</td>
<td>29.09</td>
<td>83.00</td>
<td>5.30</td>
</tr>
<tr>
<td>FM</td>
<td></td>
<td>0.36</td>
<td>0.44</td>
<td>1.14</td>
<td>5.38</td>
<td>31.37</td>
<td>92.85</td>
<td>5.75</td>
</tr>
<tr>
<td>LI</td>
<td></td>
<td>0.33</td>
<td>0.29</td>
<td>0.85</td>
<td>4.34</td>
<td>25.84</td>
<td>84.66</td>
<td>4.82</td>
</tr>
<tr>
<td>TSA</td>
<td></td>
<td>0.13</td>
<td>0.08</td>
<td>0.88</td>
<td>4.37</td>
<td>27.34</td>
<td>82.32</td>
<td>4.90</td>
</tr>
<tr>
<td>FM+LI+TSA</td>
<td></td>
<td>0.41</td>
<td>0.48</td>
<td>1.35</td>
<td>4.53</td>
<td>21.46</td>
<td>71.92</td>
<td>4.50</td>
</tr>
<tr>
<td>CMVN</td>
<td></td>
<td>0</td>
<td>0.01</td>
<td>0.06</td>
<td>0.88</td>
<td>4.13</td>
<td>15.15</td>
<td>0.84</td>
</tr>
</tbody>
</table>

SNR of 5 dB, the relative improvements range from 4.34% to 5.38%. At SNR of 0 dB and -5 dB, very positive results are obtained. The relative improvements are all over 20% at 0 dB and over 70% at SNR -5 dB.

**Comparison with Other Algorithms**

The second set of comparison is made against three state-of-the-art front-end noise removal algorithms. Experimental results are given in Tables 3.5 and 3.6. The relative improvements are given in Table 3.7. It can be easily seen that the proposed algorithm successfully improves the performance of the speech recognition system. As SNR decreases, the improvement becomes larger and larger.

For the clean training condition, the advantage of the proposed LTFC algorithm can be easily observed. At SNR of 20 dB the recognition rate is 97.78%. The relative improvements over RASTA, TFW 2D, and MVA are 0.10%, 0.02%, and 0.46%, respectively.
respectively. For SNR of 15 dB, the relative improvements are 2.80%, 0.20%, and 0.89%. As SNR drops further to 10 dB, the relative improvements become 6.91%, 0.84%, and 2.02% for RASTA, TFW 2D, and MVA, respectively. For SNR of 5 dB and 0 dB, the relative improvements are 17.03% and 40.60% for RASTA, 2.70% and 6.91% for TFW 2D, 3.22% and 4.45% for MVA.

Table 3.8: Relative Improvements (%).

<table>
<thead>
<tr>
<th>SNR/db</th>
<th>RASTA</th>
<th>TFW 2D</th>
<th>MVA</th>
<th>RASTA</th>
<th>TFW 2D</th>
<th>MVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean Training</td>
<td>1.38</td>
<td>2.80</td>
<td>6.91</td>
<td>17.03</td>
<td>40.60</td>
<td>50.53</td>
</tr>
<tr>
<td>Avg 0-20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>0.02</td>
<td>0.20</td>
<td>0.84</td>
<td>2.70</td>
<td>6.91</td>
<td>23.10</td>
</tr>
<tr>
<td>Multi Training</td>
<td>0.46</td>
<td>0.89</td>
<td>2.02</td>
<td>3.22</td>
<td>4.45</td>
<td>9.57</td>
</tr>
<tr>
<td>Multi Training</td>
<td>0.10</td>
<td>0.34</td>
<td>0.50</td>
<td>1.83</td>
<td>4.87</td>
<td>9.72</td>
</tr>
<tr>
<td>Avg 0-20</td>
<td>0.10</td>
<td>0.34</td>
<td>0.50</td>
<td>1.83</td>
<td>4.87</td>
<td>9.72</td>
</tr>
</tbody>
</table>

For the multi training condition, as discussed in the previous sections at SNR of 20 dB to 5 dB, the recognition rates are all over 90%. Therefore, the relative improvements are small at high SNR levels. However, there are still noticeable improvements. At SNR of 20 dB the relative improvements are 0.10% over RASTA, 0.16% over TFW 2D, and 0.02% over MVA. At SNR of 15 dB, the relative improvements are 0.34% over RASTA, 0.10% over TFW 2D, and 0.03% over MVA. For SNR of 10 dB, the relative improvements are 0.50% over RASTA, 0.26% over TFW 2D, and 0.20% over MVA. For SNR of 5 dB, the relative improvements are 1.83% over RASTA, 0.87% over TFW 2D, and 0.82% over MVA. When it comes to SNR of 0 dB, the relative improvements become larger. The relative improvements are 4.87% over RASTA, 2.91% over TFW 2D, and 0.57% over MVA. At SNR of -5 dB, the largest improvements are observed, 9.72% over RASTA, 11.95% over TFW 2D, and 0.31% over MVA.
Bigger improvements can be obtained for certain noise types as shown in Figure 3.5, which shows the word recognition rate under different SNR levels for babble noise. It is clear that the recognition rate is improved by 20% to 30% within the middle range SNR, which is a relatively good improvement for ASR systems under noisy environment, hence vindicating that our algorithm has made the traditional recognizer more robust to the noisy condition.

To illustrate the negligible computational load of the proposed method, let us take lateral inhibition masker, Equation (3.16), as an example. Regardless of programming language, masking is implemented as a convolution process. For the proposed lateral inhibition masking, the convolution can be implemented using only 6 multiplications per point. Since there are 24 mel-filter coefficients, only 44 multiplications are required per 30-ms frame after taking endpoint conditions into account. Similarly, there are 104 multiplications for TI and 64 multiplications for FM per 30-ms frame.
3.6 Conclusion

In this chapter, a MFCC feature extraction algorithm integrated with lateral inhibition, temporal integration, forward masking and cepstral mean & variance normalization is proposed and applied to an automatic speech recognition system. The proposed algorithm is evaluated with a series of classification experiments based on HMM using the AURORA2 database. The obtained results verify that the proposed algorithm effectively improves the recognition rate under noisy environments.
Chapter 4

2D Psychoacoustic Filtering

4.1 Introduction

As described in Chapter 3, hearing is a sensory and perceptual process, which is different from simple wave indexing. One of the key features of the human auditory system is that the speech signal is pre-processed by certain sophisticated psychoacoustic mechanism. Psychoacoustics is the science that studies how human perceives sounds, including relationships between sound pressure level and loudness, human response to different frequencies and masking effects \([18,125]\). In order to estimate the ‘new’ version of speech signal (after the pre-processing), in Chapter 3 we implement different kinds of masking effects sequentially and manage to obtain promising results. However, the sequential approach only deals with the ‘single-direction’ masking effect. For example, forward masking stands for the psychoacoustic effect that describes the relationship between the amount of masking and signal delay. Nevertheless, there is also masking effect between two speech signals that are different both in frequency and commencing time (temporal frequency masking).
In order to obtain a more complete psychoacoustic model, a novel 2D psychoacoustic filter is proposed. It implements temporal masking, lateral inhibition, temporal frequency masking, and temporal integration altogether with a simple 2D filter. Mathematical derivations are provided to show the correctness of the 2D psychoacoustic filter based on the characteristic functions of masking effects. Evaluation tests are carried out using the Aurora2 database.

4.2 2D Psychoacoustic Modeling

4.2.1 Temporal Masking

According to [2, 126], forward masking follows the following equation

\[ M_{fm}(f, t, \Delta t) = a(f)[b(f) - \log(\Delta t)]Y(f, t - \Delta t) - c(f), \] (4.1)

where \( f \) is the frequency index; \( t \) is the time index; \( a(f), b(f) \) and \( c(f) \) are parameters listed in Table 4.1; \( M_{fm} \) is the amount of masking; \( \Delta t \) is the signal delay; \( \log(\cdot) \) is the common logarithm. Equation (4.1) describes how a speech signal, \( Y(f, t - \Delta t) \), affects other acoustic signal that is later in time, \( Y(f, t) \).

Since Cepstral Mean & Variance Normalization (CMVN) is utilized for all the algorithms in this thesis, the offset \( c(f) \) is simply ignored in the following discussion. Equation (4.1) is further simplified to

\[ M_{fm}(f, t, \Delta t) = a(f)[b(f) - \log(\Delta t)]Y(f, t - \Delta t). \] (4.2)

Define

\[ A_{fm}(f, \Delta n) = a(f)[b(f) - \log(\Delta n \times T)]. \] (4.3)
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<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>Parameters</th>
<th>( a(f) )</th>
<th>( b(f) )</th>
<th>( c(f) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>125</td>
<td>0.140</td>
<td>5.583</td>
<td>5.360</td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>2.538</td>
<td>2.541</td>
<td>2.567</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>2.877</td>
<td>2.886</td>
<td>2.890</td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>3.178</td>
<td>3.183</td>
<td>3.185</td>
<td></td>
</tr>
</tbody>
</table>

Equation (4.2) becomes

\[
M_{fm}(f, t, \Delta t) = A_{fm}(f, \Delta n) Y(f, t - \Delta t). \tag{4.4}
\]

Similarly, backward masking (BM) effect can be modeled as

\[
M_{bm}(f, t, \Delta t) = A_{bm}(f, \Delta n) Y(f, t + \Delta t). \tag{4.5}
\]

Equations (4.4) and (4.5) describe how a speech signal affects other signals. However, in order to imitate how the human auditory system processes the speech signal, it is more important to study how a specific speech signal is affected by other signals
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‘nearby’. For a sound element, \( Y(f, t) \), in the time-frequency domain, theoretically, it should be affected by all the sound near it in time as is shown in Figure 4.1.

Therefore, the overall influence on the target element is a joint effect of all the elements ‘before’ and ‘after’ it in time,

\[
M_{\text{total}}^{\text{tm}}(f, t) = \sum_{\Delta n=1}^{T_{fm}} A_{fm}(f, \Delta n) Y(f, t - \Delta n \times T) + \sum_{\Delta n=1}^{T_{bm}} A_{bm}(f, \Delta n) Y(f, t + \Delta n \times T).
\]  
(4.6)

Since backward masking is much weaker than forward masking, only forward masking is taken into consideration in the following discussion. Equation (4.6) becomes

\[
M_{\text{total}}^{\text{tm}}(f, t) = \sum_{\Delta n=1}^{T_{fm}} A_{fm}(f, \Delta n) Y(f, t - \Delta n \times T).
\]  
(4.7)

After being processed by Temporal Masking, the speech signal becomes

\[
\tilde{Y}(f, t) = Y(f, t) - M_{\text{total}}^{\text{tm}}(f, t)
\]  
(4.8)

Define the frame-wise speech vectors as

\[
Y_T(f) = \begin{bmatrix} Y(f, 1) & Y(f, 2) & \ldots & Y(f, T_s) \end{bmatrix}
\]

\[
\tilde{Y}_T(f) = \begin{bmatrix} \tilde{Y}(f, 1) & \tilde{Y}(f, 2) & \ldots & \tilde{Y}(f, T_s) \end{bmatrix},
\]

where \( T_s \) is the total frame number of the speech. Then, Equation (4.8) can be reformed as

\[
\tilde{Y}_T(f) = Y_T(f) \otimes \text{Mask}_{\text{tm}}
\]  
(4.9)

\[
\text{Mask}_{\text{tm}} = \begin{bmatrix} 0_{1 \times T_{fm}} & 1 & -A_{fm}(f, 1) & -A_{fm}(f, 2) & \ldots & -A_{fm}(f, T_{fm}) \end{bmatrix},
\]

where \( \otimes \) stands for convolution; \( 0_{1 \times T_{fm}} \) is a \( 1 \times T_{fm} \) zero matrix; \( T_{fm} \) is the effective range of Temporal Masking effect; \( \text{Mask}_{\text{tm}} \) is the masker for Temporal Masking.
4.2.2 Simultaneous Masking

Simultaneous masking has been widely used in audio compression and speech enhancement [117]. However, its implementation in speech recognition is relatively new. Lateral Inhibition (LI) is one effective approach for implementing simultaneous masking [77,106]. In neurobiology, lateral inhibition is used to measure the capacity of an excited neuron to reduce the activity of its neighbors. In speech processing, it describes how two speech signals with different frequencies occurring at the same time affect each other.

Following similar procedure as Temporal Masking, Lateral Inhibition can be modeled as

\[ M_{\text{li}}^{\text{total}}(f,t) = \sum_{\Delta m \neq 0} A_{\text{li}}(\Delta m,t)Y(f + \Delta m \times F,t), \]  

(4.10)

where \( \Delta m \) is the frequency bin difference defined in Equation (4.11); \( F \) is the frequency difference between neighboring frequency channels; \( A_{\text{li}}(\Delta m,t) \) is the LI parameter from [77,106].

\[ \Delta m = \frac{\Delta f}{F}. \]  

(4.11)

After being processed by Lateral Inhibition, the speech signal becomes

\[ \tilde{Y}(f,t) = Y(f,t) - M_{\text{li}}^{\text{total}}(f,t), \]  

(4.12)

\[ = Y(f,t) - \sum_{-F_1 \leq \Delta m \leq F_2, \Delta m \neq 0} A_{\text{li}}(\Delta m,t)Y(f + \Delta m \times F,t), \]

where \( F_1 \) and \( F_2 \) are parameters that are decided by the effective range of Simulta-
neous Masking. Define the frame speech vector as

\[ Y_F(t) = \begin{bmatrix} Y(1, t) \\ Y(2, t) \\ \vdots \\ Y(F_s, t) \end{bmatrix} \] (4.13)

\[ \tilde{Y}_F(t) = \begin{bmatrix} \tilde{Y}(1, t) \\ \tilde{Y}(2, t) \\ \vdots \\ \tilde{Y}(F_s, t) \end{bmatrix}, \] (4.14)

where \( F_s \) is the total frequency channel number of the speech. Equation (4.12) can be rearranged as

\[ \tilde{Y}_F(t) = Y_F(t) \otimes \text{Mask}_{\text{Sim}}. \] (4.15)

where \( \text{Mask}_{\text{Sim}} \) is the masker for Simultaneous Masking defined as

\[ \text{Mask}_{\text{Sim}} = \begin{bmatrix} -A_{\text{Sim}}(F_2) \\ -A_{\text{Sim}}(F_2 - 1) \\ \vdots \\ -A_{\text{Sim}}(F_1 - 1) \\ 1 \\ -A_{\text{Sim}}(-1) \\ \vdots \\ -A_{\text{Sim}}(-F_1 + 1) \\ -A_{\text{Sim}}(-F_1) \end{bmatrix}. \] (4.16)

4.2.3 Overall Joint Masking Effects

In the time-frequency domain, speech components are influenced by all the surrounding components. It means for a speech signal \( Y(f_i, t_i) \) it is affected by all
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the other speech signals within a certain range, \( \{ Y(f_i + \Delta f_i, t_i + \Delta t_i) \mid 0 \leq \Delta t_i \leq T_{fm}, F_1 \leq \Delta f_i \leq F_2 \} \). \( T_{fm}, -F_1, \) and \( F_2 \) are the effective ranges of Forward Masking and Lateral Inhibition.

Figure 4.2: Joint Masking Effect.

Figure 4.2 gives a better view of the above mentioned effect. All the speech components within the rectangle contributes to the final masking effect. The slashed area can be modeled using Temporal Masking defined in Equation (4.7) and the crossed area can be modeled by Frequency Masking defined in Equation (4.10). Finally, the remaining speech components in the rectangle can be modeled using the frequency dependent Forward Masking function from Jesteadt’s paper [2], which will be discussed in detail in later parts.

The overall joint masking effect can be described as

\[
M_{total}(f_i, t_i) = \sum_{\Delta t_i = 1}^{T_{fm}} A_{fm}(f_i, \Delta t_i)Y(f_i, t_i - \Delta t_i) + \sum_{\Delta f_i \neq 0} A_{li}(\Delta f_i, t_i)Y(f_i - \Delta f_i, t_i) \\
+ \sum_{\Delta f_i \neq 0} \sum_{\Delta t_i \neq 0} A_{diag}(\Delta f_i, \Delta t_i)Y(f_i - \Delta f_i, t_i - \Delta t_i).
\]  

(4.17)
To get a unified form of 2D psychoacoustic filter, a new masking parameter is defined as

\[
\alpha(\Delta f_i, \Delta t_i) = \begin{cases} 
1 & \Delta f_i = 0, \Delta t_i = 0 \\
A_{fm}(f_i, \Delta t_i) & \Delta f_i = 0, \Delta t_i \neq 0 \\
A_{li}(\Delta f_i, t_i) & \Delta f_i \neq 0, \Delta t_i = 0 \\
A_{diag}(\Delta f_i, \Delta t_i) & \Delta f_i \neq 0, \Delta t_i \neq 0 
\end{cases}
\]  

(4.18)

Then, the total masking effect becomes

\[
M_{total}(4.19) = \sum_{\Delta t_i=1}^{T} \sum_{\Delta f_i=-F_i}^{F_2} \alpha(\Delta f_i, \Delta t_i)Y(f_i - \Delta f_i, t_i - \Delta t_i) - \alpha(0, 0)Y(f_i, t_i),
\]

where \(\alpha(\Delta f_i, \Delta t_i)\) is the filter parameter, and \(F_1 > F_2\) according to the effective range of masking effects.

Equation (4.19) gives the total masking effect introduced by the surrounding speech components. As masking effects tend to weaken speech, Equation (4.19) describes how surrounding speech components weaken the centre component. Therefore, the target speech component changes to

\[
\tilde{Y}(f_i, t_i)
\]

\[
= Y(f_i, t_i) - M_{total}
\]

(4.20)

\[
= \sum_{\Delta t_i=1}^{T} \sum_{\Delta f_i=-F_i}^{F_2} [-\alpha(\Delta f_i, \Delta t_i)]Y(f - \Delta f_i, t - \Delta t_i).
\]

Define

\[
Y_{FT} = \begin{bmatrix}
Y(1, 1) & Y(2, 1) & \cdots & Y(1, T_s) \\
Y(2, 1) & Y(2, 2) & \cdots & Y(2, T_s) \\
\vdots & \vdots & \ddots & \vdots \\
Y(F_s, 1) & Y(F_s, 2) & \cdots & Y(F_s, T_s)
\end{bmatrix}
\]

(4.21)
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\[ \tilde{Y}_{FT} = \begin{bmatrix} \tilde{Y}(1, 1) & \tilde{Y}(2, 1) & \cdots & \tilde{Y}(1, T_s) \\ \tilde{Y}(2, 1) & \tilde{Y}(2, 2) & \cdots & \tilde{Y}(2, T_s) \\ \vdots & \vdots & \ddots & \vdots \\ \tilde{Y}(F_s, 1) & \tilde{Y}(F_s, 2) & \cdots & \tilde{Y}(F_s, T_s) \end{bmatrix} \]  

(4.22)

Then

\[ \tilde{Y}_{FT} = Y_{FT} \ast \text{Mask}, \]  

(4.23)

where

\[ \text{Mask} = \begin{bmatrix} 0_{(F_1 - F_2) \times T_{fm}} & 0_{(F_1 - F_2) \times (T_{fm} + 1)} \\ -\alpha(F_2, 0) & -\alpha(F_2, -T_{fm}) \\ \vdots & \ddots \\ -\alpha(1, 0) & -\alpha(1, -1) \\ 0_{(F_1 + F_2 + 1) \times T_{fm}} & 1 & -\alpha(0, -1) & \cdots & -\alpha(0, -T_{fm}) \\ -\alpha(-1, 0) & -\alpha(-1, -1) \\ \vdots & \ddots \\ -\alpha(-F_1, 0) & -\alpha(F_1, -T_{fm}) \end{bmatrix} \]  

(4.24)

4.2.4 Temporal Integration

Masking effect mainly describes how the amount of masking is affected by time and frequency. However, further study shows that the duration of speech signal also greatly affects the total amount of masking, which is the so called Temporal Integration (TI). According to [1, 126], when signal duration increases, there is a great decrease in the mean masking thresholds (or the amount of masking). For example, in the experimental data presented by Oxenham et al. shown in Figure 4.3 ([1]: Fig 1, pp735), at an offset of 9 ms, mean thresholds decreased by nearly
14 dB as the signal duration increased from 2 to 7 ms. In other words, in \([1, 126]\), an increase of 5 ms (7 ms - 2 ms) resulted in a 14 dB decrease in the amount of masking. Note that at the duration of 2 ms, the amount of masking is about 56 dB. It can be found out that the amount of masking drops about 25% due to a relatively slight increase (5 ms) in the signal duration.

Figure 4.3: TI experimental results [1].

As is known to all, since speech has active/non-active periods, its power is more concentrated in certain areas, both stronger in energy and longer in duration. Therefore, temporal integration tends to impose more influence on the speech. Then the total amount of masking becomes,

\[
\hat{M}_{\text{total}} = \begin{cases} 
    M_{\text{total}}, & \text{nonspeech} \\
    M_{\text{total}} - M_{TI}, & \text{speech}
\end{cases}
\]  \hspace{1cm} (4.25)

where \(M_{TI}\) stands for the decrease of masking caused by temporal integration.
After being processed by the new 2D filter, the speech power spectrum becomes

$$|	ilde{Y}(f_i, t_i)|^2$$

$$= |Y(f_i, t_i)|^2 * \tilde{\text{Mask}}_{f_i, t_i}$$

$$= (|X(f_i, t_i)|^2 + |\tilde{N}(f_i, t_i)|^2) * \tilde{\text{Mask}}_{f_i, t_i}$$  \hspace{1cm} (4.26)

$$= |X(f_i, t_i)|^2 * (\text{Mask}_{f_i, t_i} + \text{Mask}_{TI}) + |N(f_i, t_i)|^2 * \text{Mask}_{f_i, t_i}.$$  

Then, the clean speech becomes $$|X(f_i, t_i)|^2 * (\text{Mask}_{f_i, t_i} + \text{Mask}_{TI})$$, which will be denoted as $$|\tilde{X}(f_i, t_i)|^2$$. Therefore,

$$\frac{|\tilde{X}(f_i, t_i)|^2}{|\tilde{Y}(f_i, t_i)|^2} = \frac{|X(f_i, t_i)|^2 * (\text{Mask}_{f_i, t_i} + \text{Mask}_{TI})}{|X(f_i, t_i)|^2 * (\text{Mask}_{f_i, t_i} + \text{Mask}_{TI}) + |N(f_i, t_i)|^2 * \text{Mask}_{f_i, t_i}.$$  \hspace{1cm} (4.27)

From Equation (4.27), it can be easily seen that temporal integration can help to increase the SNR of the noisy speech. In our present implementation, Temporal Integration is calculated by

$$M_{TI} = \alpha_{TI} Y(f_i, t_i),$$  \hspace{1cm} (4.28)

where $$\alpha_{TI}$$ is the parameter for calculating TI.

Equation (4.20) becomes

$$\tilde{Y}(f_i, t_i) = \begin{cases} 
Y(f_i, t_i) - M_{total}, & \text{nonspeech} \\
Y(f_i, t_i) - M_{total} + M_{TI}, & \text{speech}
\end{cases} \hspace{1cm} (4.29)$$

Then the 2D psychoacoustic filter becomes

$$\text{Mask} = \begin{bmatrix}
0_{(F_1 - F_2) \times T_{fm}} & 0_{(F_2 - F_1) \times (T_{fm} + 1)} \\
0_{(F_1 + F_2 + 1) \times T_{fm}} & \hat{M}
\end{bmatrix} \hspace{1cm} (4.30)$$
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where $\hat{M}(f)$ is defined as

$$
\hat{M} = \begin{bmatrix}
0_{(F_1-F_2)\times T_{fm}} & 0_{(F_2-F_1)\times (T_{fm}+1)} \\
-\alpha (F_2, 0) & -\alpha (F_2, -T_{fm}) \\
\vdots & \vdots \\
-\alpha (1, 0) & -\alpha (1, -1) \\
0_{(F_1+F_2+1)\times T_{fm}} & 1 + \alpha_{TI} & -\alpha (0, -1) & \cdots & -\alpha (0, -T_{fm}) \\
-\alpha (-1, 0) & -\alpha (-1, -1) & \vdots & \vdots \\
-\alpha (-F_1, 0) & -\alpha (-F_1, -T_{fm}) 
\end{bmatrix}
$$

(4.31)

The proposed 2D psychoacoustic filter enhances the high frequencies and helps to sharpen the spectral peaks so as to improve the performance of the recognition system. For simplicity, $\hat{M}$ will be referred to as the 2D psychoacoustic filter in the following discussion.

4.3 Parameter Design

4.3.1 Original 2D Filter

The proposed 2D psychoacoustic filter is designed to achieve the effects of both Lateral Inhibition (LI) and Temporal Masking (TM) at the same time. Parameters of the 2D psychoacoustic modeling are developed based on the 1D Mexican-hat, i.e. $[-0.07 - 0.27 - 0.16 1 - 0.16 - 0.27 - 0.07]$. Figure 4.4 shows the 1D Mexican Hat.

By assuming that lateral inhibition and temporal masking share the same set of
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parameters [48,102], the initial parameter set of 2D filter is shown in Table 4.2

Table 4.2: Initial Parameter Set of 2D Filter.

<table>
<thead>
<tr>
<th>Freq \ Time (f \ t)</th>
<th>-3</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td></td>
<td></td>
<td></td>
<td>-0.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td></td>
<td></td>
<td>-0.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td></td>
<td></td>
<td>-0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-0.07</td>
<td>-0.27</td>
<td>-0.16</td>
<td>1</td>
<td>-0.16</td>
<td>-0.27</td>
<td>-0.07</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td>-0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>-0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The parameters in diagonal directions are calculated from Table 4.2 using linear interpolation.

The distance between the diagonal coefficients, \(\text{mask}(f, t)\), and the centre coefficient, \(\text{mask}(0, 0)\), is denoted as \(d\). \(d\) can be calculated using the following equation,

\[
d = \sqrt{t^2 + f^2}
\]  \hspace{1cm} (4.32)

As the masker is symmetric, the calculation can be performed using just one side of the curve shown in Figure 4.4. Take the right side of the curve as an example.
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The function of the characteristic curve is

\[
\text{mask}(d) = \begin{cases} 
1 - 1.16d & , \quad 0 \leq d < 1 \\
-0.05 - 0.11d & , \quad 1 \leq d < 2 \\
-0.67 + 0.2d & , \quad 2 \leq d < 3 \\
-0.07 + \frac{0.07}{3\sqrt{2} - 3}(d - 3) & , \quad 3 \leq d \leq 3\sqrt{2}
\end{cases}
\] (4.33)

It has to be noted that the last section is $3 \leq x \leq 3\sqrt{2}$ making the total input of Equation (4.33) to $-3\sqrt{2} \leq x \leq 3\sqrt{2}$. The objective is to have four zeros at the corners of the 2D mask, \(\text{mask}(\pm 3, \pm 3)\), shown in Table 4.3. The diagonal coefficient value is a function of \(d\) and it can be obtained from Table 4.2 using linear interpolation as described by Equation (4.33). Heuristically, 40 is an optimal value for the centre element.

<table>
<thead>
<tr>
<th>Freq \ Time (f\ \text{(t)}</th>
<th>-3</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>0</td>
<td>-0.0359</td>
<td>-0.0609</td>
<td>-0.07</td>
<td>-0.0609</td>
<td>-0.0359</td>
<td>0</td>
</tr>
<tr>
<td>-2</td>
<td>-0.0359</td>
<td>-0.1043</td>
<td>-0.2228</td>
<td>-0.27</td>
<td>-0.2228</td>
<td>-0.1043</td>
<td>-0.0359</td>
</tr>
<tr>
<td>-1</td>
<td>-0.0609</td>
<td>-0.2228</td>
<td>-0.2056</td>
<td>-0.16</td>
<td>-0.2056</td>
<td>-0.2228</td>
<td>-0.0609</td>
</tr>
<tr>
<td>0</td>
<td>-0.07</td>
<td>-0.27</td>
<td>-0.16</td>
<td>40</td>
<td>-0.16</td>
<td>-0.27</td>
<td>-0.07</td>
</tr>
<tr>
<td>1</td>
<td>-0.0609</td>
<td>-0.2228</td>
<td>-0.2056</td>
<td>-0.16</td>
<td>-0.2056</td>
<td>-0.2228</td>
<td>-0.0609</td>
</tr>
<tr>
<td>2</td>
<td>-0.0359</td>
<td>-0.1043</td>
<td>-0.2228</td>
<td>-0.27</td>
<td>-0.2228</td>
<td>-0.1043</td>
<td>-0.0359</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>-0.0359</td>
<td>-0.0609</td>
<td>-0.07</td>
<td>-0.0609</td>
<td>-0.0359</td>
<td>0</td>
</tr>
</tbody>
</table>

4.3.2 Temporal Warped (TW) 2D Psychoacoustic Filter

The original 2D filter is developed based on the assumption that lateral inhibition and temporal masking share the same set of parameters. However, further study shows that the validity of the assumption depends on many things such as sampling rate, frame rate and so on. Therefore, temporal warping is adopted to improve the performance of the 2D psychoacoustic filter.
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There are different mathematical models for describing temporal masking effect. All of them [107, 116, 127] come to a common conclusion that forward masking is more effective than backward masking. As shown in Figure 3.1, the effective range of forward masking is much longer than that of backward masking. Thus the parameters of temporal masking cannot be symmetric. It has to be warped to get a better set of temporal masking parameters. Since the 1D Mexican Hat is widely used as lateral inhibition parameters [102,116], it is chosen to be the primary parameter for temporal masking since it follows the general tendency of masking effects. Each side of the mask is linearly warped. Figure 4.5 shows the warped mask. The detailed steps for calculation are given in the following section.

![Warped Mexican Hat](image)

Figure 4.5: Warped Mexican Hat.

Starting from the 1D Mexican hat in Figure 4.4, the warping process consists of two steps. Firstly, each side of the Mexican hat is modified proportionally, making the right side 7/4 of the original length and the left side 1/4 of the original length. Figure 4.5 shows the warped parameter and the original. Each side of the Mexican hat contains four sections (right side: [0, 1), [1, 2), [2, 3), [3, 4); left side: [-1, 0), [-2, -1), [-3, -2), [-4, -3]). The length of each interval is 1. After the first step, the right side becomes [0, 1.75), [1.75, 3.5), [3.5, 5.25), [5.25, 7], and the left
side becomes \([-0.25, 0), [-0.5, -0.25), [-0.75, -0.5), [-1, -0.75)\). The length of the intervals on the left side is 0.25 and the interval length of the right side is 1.75. Like Equation (4.33), the two sections at the end (\([5.25, 7]\) and \([-1, -0.75]\)) need further modification. In Equation (4.33), the last interval is extended to \(3\sqrt{2} - 3\) times the original length. Similar operation is made to the warped Mexican hat. The second step is to extend interval \([5.25, 7]\) and \([-1, -0.75]\) to \([5.25 - 0.25 \times \frac{3\sqrt{2} - 3}{1}, -0.75]\) respectively. Hence, the linear interpolation equation for the warped Mexican hat is

\[
mask(d) = \begin{cases} 
-0.0239 - 0.02253d, & -1.06 \leq d \leq -0.75 \\
-0.067 - 0.08d, & -0.75 < d \leq 0.5 \\
-0.005 + 0.044d, & -0.5 < d \leq -0.25 \\
1 + 1.464d, & -0.25 < d < 0 \\
1 - 0.6629d, & 0 \leq d < 0.8 \\
-0.005 - 0.00629d, & 1.75 \leq d < 3.5 \\
-0.067 + 0.01143d, & 3.5 \leq d \leq 5.25 \\
-0.0239 + 0.00322d, & 5.25 \leq d \leq 7.42 
\end{cases}
\] (4.34)

The warped parameters are calculated using Equation (4.34) by setting \(d = -1, 0, 1, 2, 3, 4, 5\). The warped parameters are as follows,

\([-0.0137, 1.0337, -0.1757, -0.2386, -0.2129, -0.0986]\).

Following a similar procedure as the original 2D filter, the initial parameter set of the warped 2D filter is shown in Table 4.4.

In order to develop an equation to calculate the diagonal parameters, two things have to be made clear. Firstly, the proposed filter is implemented by convolution in the time-frequency domain. Another thing that has to be mentioned is the physical
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Table 4.4: Initial Parameter Set of the Temporal Warped 2D Filter.

<table>
<thead>
<tr>
<th>Freq \ Time (f \ t)</th>
<th>-3</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>-0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>-0.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>-0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-0.0137</td>
<td>1</td>
<td>0.3371</td>
<td>-0.1757</td>
<td>-0.2386</td>
<td>-0.2129</td>
<td>-0.0986</td>
</tr>
<tr>
<td>1</td>
<td>-0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

meaning of the parameters. The centre element stands for the target speech element. According to temporal masking and simultaneous masking, in time-frequency domain all the neighboring sound weakens the target sound. Therefore, all the other 48 elements of the mask are used to measure how much the signal at that location weakens the target signal. For that reason except the centre element all the parameters should be negative, which accounts for the weakening effect. Besides, masking effect will become weaker as two sounds become farther from each other. Therefore, the equation for diagonal parameters should possess the following form,

\[
mask(t, f) = \begin{cases} 
1, & f = 0, t = 0 \\
-\frac{[x(t) + y(f)]^{1/2}}{(t^2 + f^2)^{1/2}}, & \text{others}
\end{cases} 
\] (4.35)

where \( x(t) = \{-0.0800, 1, 0.3371, -0.1757, -0.2386, -0.2129, -0.0986\}, t = -1, 0, ..., 4, 5; \ y(f) = \{-0.07, -0.27, -0.16, 1, -0.16, -0.27, -0.07\}, f = -3, -2, ..., 2, 3; \) \( t \) stands for the frequency index of the mask, and \( t \) refers to the time index of the mask; \( x(f) \) and \( y(f) \) are the basic parameters; the minus sign corresponds to the fact that all the surrounding speech signal in the time-frequency domain tend to weaken the centre element, \( mask(0, 0) \); \( \frac{1}{(t^2 + f^2)^{1/2}} \) corresponds to the fact that masking effect becomes weaker as two sounds become farther from each other. With the initial parameters from Table 4.4, parameters of the mask are
Table 4.5: Temporal Warped 2D Psychoacoustic Filter.

<table>
<thead>
<tr>
<th>Freq</th>
<th>Time ((f \times t))</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td></td>
<td>-0.0226</td>
<td>-0.3341</td>
<td>-0.1089</td>
<td>-0.0525</td>
<td>-0.0586</td>
<td>-0.0448</td>
<td>-0.0207</td>
</tr>
<tr>
<td>-2</td>
<td></td>
<td>-0.1209</td>
<td>-0.5179</td>
<td>-0.1932</td>
<td>-0.1139</td>
<td>-0.0999</td>
<td>-0.0769</td>
<td>-0.0534</td>
</tr>
<tr>
<td>-1</td>
<td></td>
<td>-0.1136</td>
<td>-1.0127</td>
<td>-0.2639</td>
<td>-0.1063</td>
<td>-0.0908</td>
<td>-0.0646</td>
<td>-0.0369</td>
</tr>
<tr>
<td>0</td>
<td></td>
<td>1.0001</td>
<td>40</td>
<td>-1.0553</td>
<td>-0.5077</td>
<td>-0.3427</td>
<td>-0.2556</td>
<td>-0.201</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>-0.1136</td>
<td>-1.0127</td>
<td>-0.2639</td>
<td>-0.1063</td>
<td>-0.0908</td>
<td>-0.0646</td>
<td>-0.0369</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>-0.1209</td>
<td>-0.5179</td>
<td>-0.1932</td>
<td>-0.1139</td>
<td>-0.0999</td>
<td>-0.0769</td>
<td>-0.0534</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>-0.0226</td>
<td>-0.3341</td>
<td>-0.1089</td>
<td>-0.0525</td>
<td>-0.0586</td>
<td>-0.0448</td>
<td>-0.0207</td>
</tr>
</tbody>
</table>

calculated using Equation (4.35). Following the same procedure discussed in Section 4.3.1, the centre element is changed to 40. The warped mask is shown in Table 4.5.

### 4.3.3 Temporal Frequency Warped (TFW) 2D Psychoacoustic Filter

Figure 4.6 shows the characteristic curve of forward masking which describes how the amount of masking changes with time [2].

The sampling frequency of the AURORA2 database is 8 kHz. The frame length is chosen to be 200 (according to the Aurora2 database demo scripts). After transformation into the time-frequency domain, the frequency channels that are covered are 40 Hz $\sim$ 4000 Hz. Theoretically, forward masking parameters are different for different frequency. However, strictly following the above mentioned property will make the proposed filter too complicated for practical implementation. Therefore, the speech is split into two bands, high band and low band. The parameters are chosen to be fixed within different frequency bands. In this thesis, the 4 kHz and 1 kHz parameter sets are adopted for further analysis. For lateral inhibition, the
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Figure 4.6: Psychoacoustic Data of FM.

Table 4.6: Design of LI Parameters.

<table>
<thead>
<tr>
<th>Freq. Index</th>
<th>-3</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>LI Filter</td>
<td>-0.07</td>
<td>-0.27</td>
<td>-0.16</td>
<td>1</td>
<td>-0.16</td>
<td>-0.27</td>
<td>-0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masking Para.</td>
<td>0.07</td>
<td>0.27</td>
<td>0.16</td>
<td>0</td>
<td>0.16</td>
<td>0.27</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Warped Para.</td>
<td>0.0137</td>
<td>0</td>
<td>0.0914</td>
<td>0.1757</td>
<td>0.2386</td>
<td>0.2129</td>
<td>0.0986</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Warped LI Para.</td>
<td>-0.0137</td>
<td>1</td>
<td>-0.0914</td>
<td>-0.1757</td>
<td>-0.2386</td>
<td>-0.2129</td>
<td>-0.0986</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

warped parameters from Section 4.3.2 are adopted for further study. The detailed parameters are given in Table 4.6.

The diagonal parameters are one of the most important characteristics of the proposed algorithm. Most of the current algorithms focus on the relationship between two parameters. For example, as shown in Figure 4.7, forward masking focuses on how the amount of masking changes with time, and lateral inhibition studies the relationship between the amount of masking and frequency. However, it has to be noted that two signals that are different in both time and frequency also possess masking effect.

A two-step process is developed to calculate the amount of masking between two
speech signals of frequencies $f_1$ and $f_2$ with time difference $\Delta t$. Firstly, the forward masking result for $\Delta t$ is calculated using FM characteristic function. Then the amount of masking from FM is used to generate the LI result. Equation (4.36) gives a better view of the above mentioned process. Similarly, the diagonal result can also be calculated by the LI-first process shown in Equation (4.37) and illustrated by Route 2 in Figure 4.8.

Route 1:

$$M^{\text{diag}}(f, t) = F_{li}\{F_{fm}[Y(f, t), \Delta t], \Delta f\} \quad (4.36)$$

Route 2:

$$M^{\text{diag}}(f, t) = F_{fm}\{F_{li}[Y(f, t), \Delta f], \Delta t\} \quad (4.37)$$

Equations (4.36) and (4.37) can be viewed as going along two different routes in the time-frequency domain. As is shown in Figure 4.8, route 1 corresponds to Equation (4.36) while route 2 shows Equation (4.37). The diagonal parameter can
be calculated by

\[ M^{\text{diag}}(f, t) = F_{\text{fm}}\{ F_{\text{li}}[Y(f, t)]\} = F_{\text{li}}\{ F_{\text{fm}}[Y(f, t)]\} = \alpha_{f_{m}}\alpha_{l_{i}}Y(f, t). \quad (4.38) \]

Then taking into account the physical meaning of the proposed 2D filter

\[ M^{\text{diag}}(f, t) = -\alpha_{f_{m}}\alpha_{l_{i}}Y(f, t), \quad (4.39) \]

where \(\alpha_{f_{m}}\) and \(\alpha_{l_{i}}\) stand for FM and LI parameters respectively.

It has to be noted that under the above mentioned assumption, Route 1 and Route 2 should achieve the same results.

\[ F_{\text{fm}}\{ F_{\text{li}}[Y(f, t)]\} = F_{\text{li}}\{ F_{\text{fm}}[Y(f, t)]\}, \quad (4.40) \]

where \(F_{\text{fm}}\) stands for the FM characteristic function and \(F_{\text{li}}\) is the LI characteristic function.

FM and LI sharing similar form in the characteristic function is the sufficient condition for Equation (4.40)'s validity. It is well known that FM and LI share
similar property [2, 116, 120]. Based on the above mentioned fact, the two-step calculation approach for diagonal parameters is very reasonable since it follows the basic properties of psychoacoustics. The final form of the temporal frequency warped 2D psychoacoustic filter is given in Table 4.7.

Table 4.7: Temporal Frequency Warped 2D Psychoacoustic Filter.

<table>
<thead>
<tr>
<th>Freq \ Time</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>-0.0137</td>
<td>-0.0065</td>
<td>-0.005</td>
<td>-0.0041</td>
<td>-0.0034</td>
<td>-0.0029</td>
<td>-0.0025</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>-0.4736</td>
<td>-0.3622</td>
<td>-0.2971</td>
<td>-0.2508</td>
<td>-0.215</td>
<td>-0.1857</td>
</tr>
<tr>
<td>1</td>
<td>-0.0914</td>
<td>-0.0433</td>
<td>-0.0331</td>
<td>-0.0272</td>
<td>-0.0229</td>
<td>-0.0196</td>
<td>-0.017</td>
</tr>
<tr>
<td>2</td>
<td>-0.1757</td>
<td>-0.0832</td>
<td>-0.0636</td>
<td>-0.0522</td>
<td>-0.0441</td>
<td>-0.0378</td>
<td>-0.0326</td>
</tr>
<tr>
<td>3</td>
<td>-0.2386</td>
<td>-0.113</td>
<td>-0.0864</td>
<td>-0.0709</td>
<td>-0.0598</td>
<td>-0.0513</td>
<td>-0.0443</td>
</tr>
<tr>
<td>4</td>
<td>-0.2129</td>
<td>-0.1008</td>
<td>-0.0771</td>
<td>-0.0632</td>
<td>-0.0534</td>
<td>-0.0458</td>
<td>-0.0395</td>
</tr>
<tr>
<td>5</td>
<td>-0.0986</td>
<td>-0.0467</td>
<td>-0.0357</td>
<td>-0.0293</td>
<td>-0.0247</td>
<td>-0.0212</td>
<td>-0.0183</td>
</tr>
<tr>
<td>Freq \ Time</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>-1</td>
<td>-0.0022</td>
<td>-0.0019</td>
<td>-0.0017</td>
<td>-0.0014</td>
<td>-0.0012</td>
<td>-0.001</td>
<td>-0.0008</td>
</tr>
<tr>
<td>0</td>
<td>-0.1609</td>
<td>-0.1395</td>
<td>-0.1205</td>
<td>-0.1036</td>
<td>-0.0883</td>
<td>-0.0743</td>
<td>-0.0614</td>
</tr>
<tr>
<td>1</td>
<td>-0.0147</td>
<td>-0.0127</td>
<td>-0.011</td>
<td>-0.0095</td>
<td>-0.0081</td>
<td>-0.0068</td>
<td>-0.0056</td>
</tr>
<tr>
<td>2</td>
<td>-0.0283</td>
<td>-0.0245</td>
<td>-0.0212</td>
<td>-0.0182</td>
<td>-0.0155</td>
<td>-0.0131</td>
<td>-0.0108</td>
</tr>
<tr>
<td>3</td>
<td>-0.0384</td>
<td>-0.0333</td>
<td>-0.0288</td>
<td>-0.0247</td>
<td>-0.0211</td>
<td>-0.0177</td>
<td>-0.0147</td>
</tr>
<tr>
<td>4</td>
<td>-0.0343</td>
<td>-0.0297</td>
<td>-0.0257</td>
<td>-0.0221</td>
<td>-0.0188</td>
<td>-0.0158</td>
<td>-0.0131</td>
</tr>
<tr>
<td>5</td>
<td>-0.0159</td>
<td>-0.0138</td>
<td>-0.0119</td>
<td>-0.0102</td>
<td>-0.0087</td>
<td>-0.0073</td>
<td>-0.0061</td>
</tr>
<tr>
<td>Freq \ Time</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>-0.0007</td>
<td>-0.0005</td>
<td>-0.0004</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-0.0495</td>
<td>-0.0384</td>
<td>-0.0281</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-0.0045</td>
<td>-0.0035</td>
<td>-0.0026</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.0087</td>
<td>-0.0068</td>
<td>-0.0049</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.0118</td>
<td>-0.0092</td>
<td>-0.0067</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.0105</td>
<td>-0.0082</td>
<td>-0.006</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-0.0049</td>
<td>-0.0038</td>
<td>-0.0028</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.3.4 Adaptive 2D Psychoacoustic Filter

As the parameters of masking effects change with frequency, ideally there should be different 2D psychoacoustic filter for different frequency. For a speech sample denoted as $F_s \times T_s$ matrix, it is divided equally into two different parts, low band
and high band.

\[
Y_s = \begin{bmatrix}
Y_{s1} \\
Y_{s2}
\end{bmatrix},
\tag{4.41}
\]

where \(Y_{s1}\) and \(Y_{s2}\) are defined as

\[
Y_{s1} = \begin{bmatrix}
Y(1,1) & Y(1,2) & \cdots & Y(1,T_s) \\
\vdots & \vdots & \ddots & \vdots \\
Y\left(\frac{1}{2}F_s,1\right) & Y\left(\frac{1}{2}F_s + 1,2\right) & \cdots & Y\left(\frac{1}{2}F_s + 1,T_s\right)
\end{bmatrix}
\tag{4.42}
\]

\[
Y_{s2} = \begin{bmatrix}
Y\left(\frac{1}{2}F_s + 1,1\right) & Y\left(\frac{1}{2}F_s + 1,2\right) & \cdots & Y\left(\frac{1}{2}F_s + 1,T_s\right) \\
\vdots & \vdots & \ddots & \vdots \\
Y(F_s,1) & Y(F_s,2) & \cdots & Y(F_s,T_s)
\end{bmatrix}
\tag{4.43}
\]

Each band is processed by different 2D psychoacoustic filter. The 1 kHz and 4 kHz parameters in Table 4.1 are used for low band and high band temporal masking parameters, respectively.

For the implementation of Temporal Integration (TI), the centre parameter should be different between speech and non-speech frames. The TI parameter, \(\alpha_{TI}\), is obtained empirically. The optimal value is given in Table 4.8.

<table>
<thead>
<tr>
<th></th>
<th>Speech</th>
<th>Non-speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Band</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>High Band</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 4.12 illustrates the proposed algorithm. After DFT, the speech spectrogram is divided into high band and low band. A voice activity detector (VAD) is utilized to distinguish speech/non-speech frames.

For each band, two different Temporal Integration parameters are used. Therefore, there are overall four different 2D psychoacoustic filters used for implementa-
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Figure 4.9: Block diagram of adaptive 2D psychoacoustic filtering.

As is shown in Figure 4.10, four different maskers are adopted for different situations.

Figure 4.10: Adaptive 2D Psychoacoustic Filtering.

In our present implementation, the noise is estimated using a minimum-controlled recursive moving-average noise tracker similar to the one described in [45,128]. Generally, a decision on whether a frame contains speech or noise is made based on the energy ratio test [128]

$$\frac{|P_y(f,t)|^2_t}{|P_n(f,t)|^2_{min}} > \nu,$$

(4.44)

where $\nu$ is the threshold, $|P_n(f,t)|^2_{min}$ is the smoothed minimum noise power within
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...a sliding window which can be tracked efficiently and $|P_y(f, t)|^2$ is the smoothed (using adjacent channels) power of the noisy speech [45].

Since CMVN is implemented in the proposed algorithm, the scaling problem can be solved by using CMVN. Therefore, in our present implementation, the 2D psychoacoustic filter is not normalized.

Table 4.9: Temporal Frequency Warped 2D Psychoacoustic Filter (low band).

<table>
<thead>
<tr>
<th>Freq\Time</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>-0.0137</td>
<td>-0.0065</td>
<td>-0.005</td>
<td>-0.0041</td>
<td>-0.0034</td>
<td>-0.0029</td>
<td>-0.0025</td>
</tr>
<tr>
<td>0</td>
<td>1 + $\alpha_{TI}^{low}$</td>
<td>-0.4736</td>
<td>-0.3622</td>
<td>-0.2971</td>
<td>-0.2508</td>
<td>-0.215</td>
<td>-0.1857</td>
</tr>
<tr>
<td>1</td>
<td>-0.0914</td>
<td>-0.0433</td>
<td>-0.0331</td>
<td>-0.0272</td>
<td>-0.0229</td>
<td>-0.0196</td>
<td>-0.0170</td>
</tr>
<tr>
<td>2</td>
<td>-0.1757</td>
<td>-0.0832</td>
<td>-0.0636</td>
<td>-0.0522</td>
<td>-0.0441</td>
<td>-0.0378</td>
<td>-0.0326</td>
</tr>
<tr>
<td>3</td>
<td>-0.2386</td>
<td>-0.113</td>
<td>-0.0864</td>
<td>-0.0709</td>
<td>-0.0598</td>
<td>-0.0513</td>
<td>-0.0443</td>
</tr>
<tr>
<td>4</td>
<td>-0.2129</td>
<td>-0.1008</td>
<td>-0.0771</td>
<td>-0.0632</td>
<td>-0.0534</td>
<td>-0.0545</td>
<td>-0.0395</td>
</tr>
<tr>
<td>5</td>
<td>-0.0986</td>
<td>-0.0467</td>
<td>-0.0357</td>
<td>-0.0293</td>
<td>-0.0247</td>
<td>-0.0212</td>
<td>-0.0183</td>
</tr>
<tr>
<td>-1</td>
<td>-0.0022</td>
<td>-0.0019</td>
<td>-0.0017</td>
<td>-0.0014</td>
<td>-0.0012</td>
<td>-0.001</td>
<td>-0.0008</td>
</tr>
<tr>
<td>0</td>
<td>-0.1609</td>
<td>-0.1395</td>
<td>-0.1205</td>
<td>-0.1036</td>
<td>-0.0883</td>
<td>-0.0743</td>
<td>-0.0614</td>
</tr>
<tr>
<td>1</td>
<td>-0.0147</td>
<td>-0.0127</td>
<td>-0.0111</td>
<td>-0.0095</td>
<td>-0.0081</td>
<td>-0.0068</td>
<td>-0.0056</td>
</tr>
<tr>
<td>2</td>
<td>-0.0283</td>
<td>-0.0245</td>
<td>-0.0212</td>
<td>-0.0182</td>
<td>-0.0155</td>
<td>-0.0131</td>
<td>-0.0108</td>
</tr>
<tr>
<td>3</td>
<td>-0.0384</td>
<td>-0.0333</td>
<td>-0.0288</td>
<td>-0.0247</td>
<td>-0.0211</td>
<td>-0.0177</td>
<td>-0.0147</td>
</tr>
<tr>
<td>4</td>
<td>-0.0343</td>
<td>-0.0297</td>
<td>-0.0257</td>
<td>-0.0221</td>
<td>-0.0188</td>
<td>-0.0158</td>
<td>-0.0131</td>
</tr>
<tr>
<td>5</td>
<td>-0.0159</td>
<td>-0.0138</td>
<td>-0.0119</td>
<td>-0.0102</td>
<td>-0.0087</td>
<td>-0.0073</td>
<td>-0.0061</td>
</tr>
<tr>
<td>-1</td>
<td>-0.0007</td>
<td>-0.0005</td>
<td>-0.0004</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-0.0495</td>
<td>-0.0384</td>
<td>-0.0281</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-0.0045</td>
<td>-0.0035</td>
<td>-0.0026</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.0087</td>
<td>-0.0068</td>
<td>-0.0049</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.0118</td>
<td>-0.0092</td>
<td>-0.0067</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.0105</td>
<td>-0.0082</td>
<td>-0.006</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-0.0049</td>
<td>-0.0038</td>
<td>-0.0028</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.9 gives the low band adaptive 2D psychoacoustic filter (without normalization). $\alpha_{TI}^{low}$ is defined as

$$\alpha_{TI}^{low} = \begin{cases} 
4 & \text{Speech} \\
3 & \text{Non-speech}
\end{cases}$$

(4.45)
4.3. Parameter Design

The high band 2D psychoacoustic filter is given in Table 4.10. $\alpha_{TI}^{high}$ is defined as

$$\alpha_{TI}^{high} = \begin{cases} 
3 & \text{Speech} \\
2 & \text{Non – speech}
\end{cases} \quad (4.46)$$

Table 4.10: Temporal Frequency Warped 2D Psychoacoustic Filter (high band).

<table>
<thead>
<tr>
<th>Freq\Time</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>-0.0137</td>
<td>-0.0060</td>
<td>-0.0046</td>
<td>-0.0037</td>
<td>-0.0031</td>
<td>-0.0026</td>
<td>-0.0023</td>
</tr>
<tr>
<td>0</td>
<td>1+$\alpha_{TI}^{high}$</td>
<td>-0.4375</td>
<td>-0.3321</td>
<td>-0.2705</td>
<td>-0.2268</td>
<td>-0.1929</td>
<td>-0.1651</td>
</tr>
<tr>
<td>1</td>
<td>-0.0914</td>
<td>-0.0400</td>
<td>-0.0304</td>
<td>-0.0247</td>
<td>-0.0207</td>
<td>-0.0176</td>
<td>-0.0151</td>
</tr>
<tr>
<td>2</td>
<td>-0.1757</td>
<td>-0.0769</td>
<td>-0.0584</td>
<td>-0.0475</td>
<td>-0.0398</td>
<td>-0.0339</td>
<td>-0.0290</td>
</tr>
<tr>
<td>3</td>
<td>-0.2386</td>
<td>-0.1044</td>
<td>-0.0792</td>
<td>-0.0645</td>
<td>-0.0541</td>
<td>-0.0460</td>
<td>-0.0394</td>
</tr>
<tr>
<td>4</td>
<td>-0.2129</td>
<td>-0.0931</td>
<td>-0.0707</td>
<td>-0.0576</td>
<td>-0.0483</td>
<td>-0.0411</td>
<td>-0.0352</td>
</tr>
<tr>
<td>5</td>
<td>-0.0986</td>
<td>-0.0431</td>
<td>-0.0327</td>
<td>-0.0267</td>
<td>-0.0224</td>
<td>-0.0190</td>
<td>-0.0163</td>
</tr>
<tr>
<td>Freq\Time</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>-1</td>
<td>-0.0019</td>
<td>-0.0017</td>
<td>-0.0014</td>
<td>-0.0012</td>
<td>-0.001</td>
<td>-0.0008</td>
<td>-0.0007</td>
</tr>
<tr>
<td>0</td>
<td>-0.1417</td>
<td>-0.1214</td>
<td>-0.1035</td>
<td>-0.0875</td>
<td>-0.073</td>
<td>-0.0598</td>
<td>-0.0476</td>
</tr>
<tr>
<td>1</td>
<td>-0.013</td>
<td>-0.0111</td>
<td>-0.0095</td>
<td>-0.008</td>
<td>-0.0067</td>
<td>-0.0055</td>
<td>-0.0044</td>
</tr>
<tr>
<td>2</td>
<td>-0.0249</td>
<td>-0.0213</td>
<td>-0.0182</td>
<td>-0.0154</td>
<td>-0.0128</td>
<td>-0.0105</td>
<td>-0.0084</td>
</tr>
<tr>
<td>3</td>
<td>-0.0338</td>
<td>-0.0290</td>
<td>-0.0247</td>
<td>-0.0209</td>
<td>-0.0174</td>
<td>-0.0143</td>
<td>-0.0114</td>
</tr>
<tr>
<td>4</td>
<td>-0.0302</td>
<td>-0.0258</td>
<td>-0.0220</td>
<td>-0.0186</td>
<td>-0.0155</td>
<td>-0.0127</td>
<td>-0.0101</td>
</tr>
<tr>
<td>5</td>
<td>-0.014</td>
<td>-0.0120</td>
<td>-0.0102</td>
<td>-0.0086</td>
<td>-0.0072</td>
<td>-0.0059</td>
<td>-0.0047</td>
</tr>
<tr>
<td>Freq\Time</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>-0.0005</td>
<td>-0.0004</td>
<td>-0.0002</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-0.0364</td>
<td>-0.0259</td>
<td>-0.0161</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-0.0033</td>
<td>-0.0024</td>
<td>-0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.0064</td>
<td>-0.0045</td>
<td>-0.0028</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.0087</td>
<td>-0.0062</td>
<td>-0.0038</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.0077</td>
<td>-0.0055</td>
<td>-0.0034</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-0.0036</td>
<td>-0.0026</td>
<td>-0.0016</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.4 Theoretical Analysis

4.4.1 Complex Spectral Processing

After being cut into frames and processed by Discrete Fourier Transform (DFT),
the speech signal is transformed into the time-frequency domain,

\[ Y(f, t) = Y_r(f, t) + i \times Y_i(f, t), \]  \hspace{1cm} (4.47)

where \( i \) is the imaginary unit.

Normally, when extracting speech feature only power or magnitude spectrum is
utilized. The phase information is just simply ignored. However, it has to be noted
that there is useful information in the phase element of the speech \[129, 130\]. The
proposed algorithm work directly in the time-frequency domain. In other words,
the proposed algorithm makes use of the phase information in the noise removing
process, i.e.

\[ \tilde{Y}(f, t) = Y(f, t) * Mask \]

\[ = [Y_r(f, t) + i \times Y_i(f, t)] * Mask \]  \hspace{1cm} (4.48)

\[ = Y_r(f, t) * Mask + i \times Y_i(f, t) * Mask, \]

where \(*\) is the convolution operator.

4.4.2 Noise Removal

The general idea of the proposed algorithm is to simulate how the human auditory
system processes speech and obtain the speech that is pre-processed by the human
auditory system. From Equation (4.20), the pre-processed speech can be expressed
as

\[ \tilde{Y}(f, t) = Y(f, t) - M_{total}. \]  \hspace{1cm} (4.49)
where \( M_{\text{total}} \) can be calculated as
\[
M_{\text{total}} = \sum_{\Delta t=0}^{T_{\text{fm}}} \sum_{\Delta f=-F_1}^{F_2} \alpha (f, \Delta m, \Delta n) Y (f + \Delta m, t - \Delta n) - \alpha (f, 0, 0) Y (f, t). \tag{4.50}
\]

This process is very similar to the Spectral Subtraction (SS) algorithm [38]. \( M_{\text{total}} \) can be treated as a kind of noise estimate. The noise estimate is generated based on a \((F_1 + F_2) \times T_{\text{fm}}\) window. State-of-the-art noise estimation algorithm usually adopts a 1D or 2D window to calculate the noise estimate. The difference lies in that the above mentioned algorithm generates the calculation using a weighted sum of all the speech elements in the \((F_1 + F_2) \times T_{\text{fm}}\) window. However, other noise estimation algorithms work by minimum statistics or simply averaging within a 1D or 2D window during the speech absent period.

Figure 4.11: Spectrogram of digit string '3Z82' from the AURORA2 database.

In order to give a better view of the proposed algorithm, an example is given to show the effectiveness of our proposed algorithm. Figure 4.11 shows the spectrogram of a sample speech before and after processed by the temporal frequency warped 2D psychoacoustic filter (given in Section 4.3.3). The sample speech is selected from the AURORA2 database. It can be easily observed that the proposed 2D psychoacoustic filter can effectively reduce noise.
4.5 Results and Discussion

4.5.1 Implementation Details

Evaluation tests are carried out using the AURORA2 database. Like LTFC (discussed in Chapter 3), the proposed 2D psychoacoustic filtering algorithm is developed based on the Mel Frequency Cepstral Coefficients (MFCC). The MFCC code from VoiceBox Toolkit [124] is adopted to be the baseline system. The baseline results are based on the standard 13 Mel Frequency Cepstral Coefficients (MFCC) together with the corresponding velocity and acceleration parameters. Hence there are totally 39 parameters, denoted as MFCC(39). The proposed front-end feature extractor is modified from the MFCC model by integrating a 2D psychoacoustic filter shown in Figure 4.12. In the following discussion, TW-2D refers to temporal warped 2D psychoacoustic filter given in Section 4.3.2. TFW-2D denotes the temporal frequency warped 2D psychoacoustic filter discussed in Section 4.3.3.

Figure 4.12: System Diagram of Adaptive 2D Psychoacoustic Filtering Algorithm.

4.5.2 Experimental Results

In this chapter, four different kinds of 2D psychoacoustic filters are given. They are presented in an evolutional order. The Adaptive 2D psychoacoustic filter introduced
in Section 4.3.4 is the final form of the 2D psychoacoustic filter series. Detailed experimental results are given in Tables 4.11 and 4.12.

Table 4.11: Recognition Results of Adaptive 2D Filter (%) for Clean Training Condition.

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subway</td>
<td>99.42</td>
<td>97.73</td>
<td>95.98</td>
<td>92.60</td>
<td>84.03</td>
<td>64.26</td>
<td>29.66</td>
<td>86.92</td>
</tr>
<tr>
<td>Babble</td>
<td>99.15</td>
<td>98.40</td>
<td>96.98</td>
<td>93.92</td>
<td>82.47</td>
<td>54.26</td>
<td>21.98</td>
<td>85.21</td>
</tr>
<tr>
<td>Car</td>
<td>99.28</td>
<td>98.24</td>
<td>96.87</td>
<td>92.66</td>
<td>83.42</td>
<td>57.62</td>
<td>21.74</td>
<td>85.76</td>
</tr>
<tr>
<td>Exhibition</td>
<td>99.72</td>
<td>97.72</td>
<td>94.63</td>
<td>89.20</td>
<td>76.55</td>
<td>54.92</td>
<td>28.48</td>
<td>82.60</td>
</tr>
<tr>
<td>Set A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restaurant</td>
<td>99.42</td>
<td>98.68</td>
<td>97.27</td>
<td>93.43</td>
<td>83.21</td>
<td>58.09</td>
<td>27.11</td>
<td>85.86</td>
</tr>
<tr>
<td>Street</td>
<td>99.15</td>
<td>97.76</td>
<td>96.34</td>
<td>92.53</td>
<td>83.04</td>
<td>59.64</td>
<td>25.85</td>
<td>86.14</td>
</tr>
<tr>
<td>Airport</td>
<td>99.28</td>
<td>98.39</td>
<td>97.20</td>
<td>94.48</td>
<td>83.63</td>
<td>59.44</td>
<td>24.19</td>
<td>86.63</td>
</tr>
<tr>
<td>Train</td>
<td>99.72</td>
<td>98.18</td>
<td>96.64</td>
<td>93.00</td>
<td>83.37</td>
<td>56.53</td>
<td>22.03</td>
<td>85.76</td>
</tr>
<tr>
<td>Set B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restaurant</td>
<td>99.36</td>
<td>97.85</td>
<td>95.70</td>
<td>90.76</td>
<td>81.24</td>
<td>56.03</td>
<td>23.46</td>
<td>84.32</td>
</tr>
<tr>
<td>Street</td>
<td>99.15</td>
<td>97.58</td>
<td>95.92</td>
<td>90.99</td>
<td>79.96</td>
<td>54.69</td>
<td>22.19</td>
<td>83.83</td>
</tr>
<tr>
<td>Avg</td>
<td>99.37</td>
<td>98.05</td>
<td>96.35</td>
<td>92.36</td>
<td>82.09</td>
<td>57.55</td>
<td>24.67</td>
<td>85.28</td>
</tr>
</tbody>
</table>

Table 4.12: Recognition Results of Adaptive 2D Filter (%) for Multi Training Condition.

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subway</td>
<td>98.86</td>
<td>98.40</td>
<td>97.76</td>
<td>96.47</td>
<td>93.92</td>
<td>81.49</td>
<td>54.22</td>
<td>93.61</td>
</tr>
<tr>
<td>Babble</td>
<td>98.85</td>
<td>98.70</td>
<td>98.13</td>
<td>97.16</td>
<td>93.08</td>
<td>75.39</td>
<td>43.11</td>
<td>92.49</td>
</tr>
<tr>
<td>Car</td>
<td>98.81</td>
<td>98.45</td>
<td>97.76</td>
<td>96.48</td>
<td>92.28</td>
<td>77.21</td>
<td>42.65</td>
<td>92.44</td>
</tr>
<tr>
<td>Exhibition</td>
<td>99.14</td>
<td>98.55</td>
<td>97.59</td>
<td>95.06</td>
<td>89.26</td>
<td>74.58</td>
<td>49.49</td>
<td>91.01</td>
</tr>
<tr>
<td>Set A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restaurant</td>
<td>98.86</td>
<td>99.05</td>
<td>98.56</td>
<td>97.42</td>
<td>92.42</td>
<td>76.88</td>
<td>45.87</td>
<td>92.87</td>
</tr>
<tr>
<td>Street</td>
<td>98.85</td>
<td>98.43</td>
<td>97.58</td>
<td>95.83</td>
<td>91.32</td>
<td>77.24</td>
<td>46.25</td>
<td>92.08</td>
</tr>
<tr>
<td>Airport</td>
<td>98.81</td>
<td>98.60</td>
<td>98.27</td>
<td>97.17</td>
<td>93.20</td>
<td>79.45</td>
<td>46.08</td>
<td>93.35</td>
</tr>
<tr>
<td>Train</td>
<td>99.14</td>
<td>98.98</td>
<td>98.27</td>
<td>96.98</td>
<td>92.41</td>
<td>76.83</td>
<td>44.80</td>
<td>92.69</td>
</tr>
<tr>
<td>Set B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restaurant</td>
<td>99.05</td>
<td>98.10</td>
<td>97.70</td>
<td>96.04</td>
<td>91.83</td>
<td>78.42</td>
<td>46.98</td>
<td>92.42</td>
</tr>
<tr>
<td>Street</td>
<td>99.06</td>
<td>98.19</td>
<td>97.76</td>
<td>96.04</td>
<td>90.21</td>
<td>75.03</td>
<td>41.81</td>
<td>91.45</td>
</tr>
<tr>
<td>Avg</td>
<td>98.94</td>
<td>98.55</td>
<td>97.94</td>
<td>96.47</td>
<td>91.99</td>
<td>77.25</td>
<td>46.13</td>
<td>92.44</td>
</tr>
</tbody>
</table>

Comparison is mainly made against algorithms that are in relevant areas. That is Forward Masking (FM) [116], Lateral Inhibition (LI) [117], the Relative Spectra (RASTA) filter [79] as well as the Mean Variance Normalization & ARMA filtering (MVA) algorithm [47]. Experimental results are given in Tables 4.13 and 4.14. MFCC(39) stands for MFCC with velocity and acceleration components. All the
comparison methods are implemented based on MFCC(39). Experimental results are averaged over SNR of 0 dB to 20 dB denoted as Avg 0-20. ‘Rel. Imp.’ stands for relative improvements in terms of recognition rate.

Table 4.13: Recognition results for comparison targets under clean training condition (%).

<table>
<thead>
<tr>
<th>SNR/dB</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC(39)</td>
<td>99.36</td>
<td>97.37</td>
<td>93.51</td>
<td>81.16</td>
<td>56.02</td>
<td>28.39</td>
<td>13.04</td>
<td>71.29</td>
</tr>
<tr>
<td>FM</td>
<td>99.03</td>
<td>97.02</td>
<td>93.91</td>
<td>85.89</td>
<td>68.24</td>
<td>41.65</td>
<td>21.30</td>
<td>77.34</td>
</tr>
<tr>
<td>LI</td>
<td>99.42</td>
<td>97.19</td>
<td>94.23</td>
<td>83.29</td>
<td>60.92</td>
<td>34.21</td>
<td>17.07</td>
<td>73.97</td>
</tr>
<tr>
<td>CMVN</td>
<td>99.32</td>
<td>96.97</td>
<td>94.32</td>
<td>87.59</td>
<td>71.20</td>
<td>38.84</td>
<td>13.90</td>
<td>77.78</td>
</tr>
<tr>
<td>TW-2D</td>
<td>99.33</td>
<td>97.47</td>
<td>95.59</td>
<td>90.22</td>
<td>75.70</td>
<td>42.85</td>
<td>14.41</td>
<td>80.36</td>
</tr>
<tr>
<td>TFW-2D</td>
<td>99.38</td>
<td>97.77</td>
<td>95.94</td>
<td>91.61</td>
<td>80.42</td>
<td>56.26</td>
<td>24.37</td>
<td>84.40</td>
</tr>
</tbody>
</table>

Table 4.14: Recognition results for comparison targets under multi training condition (%).

<table>
<thead>
<tr>
<th>SNR/dB</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC(39)</td>
<td>99.11</td>
<td>98.18</td>
<td>97.60</td>
<td>95.52</td>
<td>87.61</td>
<td>60.37</td>
<td>26.83</td>
<td>87.85</td>
</tr>
<tr>
<td>FM</td>
<td>98.74</td>
<td>98.16</td>
<td>97.47</td>
<td>95.25</td>
<td>87.19</td>
<td>59.32</td>
<td>25.46</td>
<td>87.48</td>
</tr>
<tr>
<td>LI</td>
<td>99.13</td>
<td>98.19</td>
<td>97.62</td>
<td>95.53</td>
<td>88.06</td>
<td>61.93</td>
<td>26.59</td>
<td>88.26</td>
</tr>
<tr>
<td>CMVN</td>
<td>98.94</td>
<td>98.51</td>
<td>97.89</td>
<td>96.27</td>
<td>91.06</td>
<td>74.81</td>
<td>42.63</td>
<td>91.71</td>
</tr>
<tr>
<td>TW-2D</td>
<td>99.05</td>
<td>98.57</td>
<td>97.90</td>
<td>96.30</td>
<td>91.08</td>
<td>73.41</td>
<td>38.57</td>
<td>91.45</td>
</tr>
<tr>
<td>TFW-2D</td>
<td>98.87</td>
<td>98.35</td>
<td>97.80</td>
<td>96.09</td>
<td>91.09</td>
<td>75.73</td>
<td>43.86</td>
<td>91.81</td>
</tr>
</tbody>
</table>

The relative improvements in terms of Avg 0-20 are given in Tables 4.15 and 4.16.

Clean Training Condition

From the experimental results given in the above tables, it can be seen that the proposed algorithm show better results than all the comparison targets. Figure 4.13
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Table 4.15: Relative Improvements under clean training condition (%).

<table>
<thead>
<tr>
<th>SNR/dB</th>
<th>Clean</th>
<th>Avg 0-20</th>
<th>Rel. Imp</th>
<th>-5 Rel. Imp</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC(39)</td>
<td>99.36</td>
<td>71.29</td>
<td>19.62</td>
<td>13.04 90.03</td>
</tr>
<tr>
<td>FM</td>
<td>99.03</td>
<td>77.34</td>
<td>10.27</td>
<td>21.30 16.34</td>
</tr>
<tr>
<td>LI</td>
<td>99.42</td>
<td>73.97</td>
<td>15.29</td>
<td>17.07 45.17</td>
</tr>
<tr>
<td>CMVN</td>
<td>99.32</td>
<td>77.78</td>
<td>9.64</td>
<td>13.90 78.27</td>
</tr>
<tr>
<td>TW-2D</td>
<td>99.33</td>
<td>80.36</td>
<td>6.12</td>
<td>14.42 71.84</td>
</tr>
<tr>
<td>TFW-2D</td>
<td>99.38</td>
<td>84.40</td>
<td>1.04</td>
<td>24.37 1.68</td>
</tr>
</tbody>
</table>

Table 4.16: Relative Improvements under multi training condition (%).

<table>
<thead>
<tr>
<th>SNR/dB</th>
<th>Clean</th>
<th>Avg 0-20</th>
<th>Rel. Imp</th>
<th>-5 Rel. Imp</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC(39)</td>
<td>99.11</td>
<td>87.85</td>
<td>5.22</td>
<td>26.83 71.93</td>
</tr>
<tr>
<td>FM</td>
<td>98.74</td>
<td>87.48</td>
<td>5.67</td>
<td>25.46 81.19</td>
</tr>
<tr>
<td>LI</td>
<td>99.13</td>
<td>88.26</td>
<td>4.73</td>
<td>26.59 73.49</td>
</tr>
<tr>
<td>CMVN</td>
<td>98.94</td>
<td>91.74</td>
<td>0.76</td>
<td>42.64 8.18</td>
</tr>
<tr>
<td>TW-2D</td>
<td>99.05</td>
<td>91.45</td>
<td>1.08</td>
<td>38.57 19.60</td>
</tr>
<tr>
<td>TFW-2D</td>
<td>98.67</td>
<td>91.81</td>
<td>0.69</td>
<td>43.86 5.18</td>
</tr>
</tbody>
</table>

gives a better view of the experimental results. Compared with MFCC(39), the proposed algorithm yields much better results. The relative improvement at Avg 0-20 is 19.62%, and at SNR of -5 dB it becomes 90.03%. For FM, LI and CMVN, the relative improvements at Avg 0-20 are 10.27%, 15.29%, and 9.64%. At SNR -5 dB, the relative improvements are 16.34%, 45.17%, and 78.27%, respectively.

In this chapter, three different 2D psychoacoustic filters are proposed, TW-2D filter, TFW-2D filter, and adaptive 2D psychoacoustic filter. Therefore, comparison is made among the proposed psychoacoustic filters. The relative improvements for TW-2D are 6.12% and 71.84% for Avg 0-20 and SNR -5 dB, respectively. For TFW-2D, the relative improvements are 1.04% and 1.68% for Avg 0-20 and SNR of -5 dB, respectively.
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Multi Training Condition

There are two training conditions in the AURORA2 database, clean and multi training conditions. For the multi training condition, since noisy speech is used to train HMMs, the recognition results are all very good. Therefore large improvements at this level are not very possible. However, the proposed algorithm still manages to get noticeable results. Figure 4.14 shows the relative improvements of the proposed algorithm over the comparison targets.

It can be seen that the proposed algorithm obtains very positive improvements. In terms of Avg 0-20, the relative improvements are 5.22% over MFCC(39), 5.67% over FM, 4.73% over LI, and 0.76% over CMVN. For SNR -5 dB, the relative improvements are 71.93% over MFCC, 81.19% over FM, 73.49% over LI, and 8.18% over CMVN. When compared with other 2D psychoacoustic filters, the Adaptive 2D filter manages to obtain good improvements. At Avg 0-20, the relative improvements are 1.08% over TW-2D and 0.69% over TFW-2D, respectively. For SNR of -5

Figure 4.13: Experimental results (clean training condition).
4.6 Conclusion

In this chapter, a hybrid feature extraction algorithm is proposed. It is successfully implemented in a MFCC based speech recognition system. The key feature of the proposed algorithm is that it successfully implements FM, LI and TI with a simple 2D psychoacoustic filter. It manages to reflect the asymmetrical nature of the human auditory system. Moreover, the proposed method does not need any additional training process, making the computational burden very low. Besides, due to the simplicity of the proposed algorithm it can be easily combined with other algorithm. Extensive comparison is made based on the AURORA2 database.

Figure 4.14: Experimental results (multi training condition).

dB, the relative improvements are 19.60% over TW-2D and 5.18% over TFW-2D, respectively.
Chapter 5

2D Psychoacoustic L-Filter

5.1 Introduction

Psychoacoustics is the science that studies how the human auditory system works and the same theory can be applied to automatic speech recognition (ASR) systems. Undoubtedly, the human auditory system can work very well in different kinds of adverse environments, which will defeat most automatic speech recognition systems. Automatic speech recognition systems can achieve nearly perfect performance in a studio environment. However, even with a small amount of noise, e.g. SNR of 10 dB, the speech recognition accuracy may drop from 99% to 81% for MFCC feature (see Table 4.13 of previous chapter). As discussed in Chapters 3 and 4, speech signal is processed by the human auditory system and converted to neural spikes. Then the neural spikes are processed by the human brain. The idea of the psychoacoustic filters discussed in these chapters comes from the fact that a clearly audible sound (maskee) becomes weak or inaudible in the presence of another sound (masker). In other words, the maskee is weakened by the masker. Therefore, algorithms (see Chapters 3 and 4) are designed as the target speech signals (maskee), $Y(f_i,t_i)$,
minus the corresponding total amount of masking (calculated from the masker to show how much the masker weakens the maskee). Then we obtain the ‘new’ version (after pre-processed by the human auditory system) of the speech as

\[
\tilde{Y}(f_i, t_i) = Y(f_i, t_i) - M_{\text{total}}. \tag{5.1}
\]

For the human auditory system, any sound signal that is below the masking threshold cannot be heard. In other words, they are effectively equivalent for the human auditory system. For example, in Figure 5.1, Probes A and B (two weak sound pulses that are below the masking threshold) are the same for human listening and they are equivalent to zero-energy sound signal or silence. In the subtractive approach, we attempt to change all the weak signals (below the masking threshold) to zero and manage to obtain promising results. It strictly follows the masking effect. However, it has to be noted that the automatic speech recognition system is different from the human auditory system. The psychoacoustic models are optimized for the human auditory system. Therefore, it is reasonable to adapt the psychoacoustic models to automatic speech recognition systems.

![Figure 5.1: Example of equivalent masking.](image)

The subtractive implementation of psychoacoustic models changes all the weak speech signals below the threshold to zero, resulting in significant modification of
the speech. Although it can help to greatly remove noise, the subtractive approach also imposes distortion to the speech. There is always a compromise between the noise reduction ability and distortion. Therefore, it is straight forward to loosen the masking process or weaken the subtraction process. After processed by psychoacoustic models, the weak signal, Probe A in Figure 5.1, can be any value between zero and the masking threshold because they are effectively equivalent. Therefore, we modify Equation (5.1) to

\[
\tilde{Y}(f_i, t_i) = Y(f_i, t_i) - \mu M_{total} \tag{5.2}
\]

\[
= Y(f_i, t_i) * \text{Mask}_a.
\]

In this chapter, a new algorithm is proposed, which tries to change all the speech signals below the masking threshold to the optimal value (in terms of recognition rate) between the masking threshold and zero (or silence). Compared with the filters introduced in Chapter 4, all the filters introduced in this chapter are low-pass filters. Therefore, they will be referred to as L-filter and the algorithms discussed in Chapter 4 will be called H-filter in the following discussion. Theoretical analysis is given to show that the proposed L-filters can greatly remove noise and increase SNR.

5.2 Algorithm Description

5.2.1 Algorithm Description

In this part, we still use the frequency/time index \((f_i \text{ and } t_i)\) in our derivation (as defined in Chapter 4). Normally, the masking effects are implemented in a
subtractive way [48, 102]. According to Equation (4.20), the new version of speech after pre-processed by the human auditory system can be expressed as

\[
\tilde{Y}(f_i, t_i) = Y(f_i, t_i) - M_{total} \tag{5.3}
\]

where \( M_{total} \) is the 2D psychoacoustic filter introduced in Chapter 4.

Equation (5.3) is modified to

\[
\tilde{Y}(f_i, t_i) = Y(f_i, t_i) - \mu M_{total} \tag{5.4}
\]

Then,

\[
\tilde{Y}(f_i, t_i) = Y(f_i, t_i) - \mu M_{total} \tag{5.5}
\]

where \( M_{mask} \) is defined as

\[
M_{mask} = \begin{bmatrix}
0_{(F_1 - F_2) \times T_{fm}} & 0_{(F_2 - F_1) \times (T_{fm} + 1)} \\
-\alpha (F_2, 0) & -\alpha (F_2, -T_{fm}) \\
\vdots & \ddots \\
-\alpha (1, 0) & -\alpha (1, -1) \\
-\alpha (-1, 0) & -\alpha (-1, -1) \\
\vdots & \ddots \\
-\alpha (-F_1, 0) & -\alpha (-F_1, -T_{fm})
\end{bmatrix}.
\tag{5.6}
\]
5.2. Algorithm Description

The 2D filter given in Equation (5.5) possesses a very interesting property. If \( \mu > 0 \), it becomes the 2D psychoacoustic filter given in Chapter 4. If \( \mu = 0 \), the equation degrades to no masking. If \( \mu < 0 \), all the parameters in the filter become positive. It makes the filter becomes low-pass, which is the main topic of this chapter, i.e. L-filter. The physical meaning of Equation (5.4) is very clear. If the original speech signal is below the masking threshold, we reassign a small value (smaller than the masking threshold) to the signal based on the total amount of masking so as to optimize the final recognition rate.

Since cepstral mean and variance normalization (CMVN) is implemented in all the proposed algorithms, the modification (introduction of \( \mu \) in Equation (5.4)) mainly affects the centre parameter of the filter (see Equation (5.8)). In the designing process of 2D psychoacoustic H-filters \( (\mu > 0) \), we’ve already optimized the centre component. For \( \mu < 0 \), heuristically -1 is the optimal value. Therefore, Equation (5.3) is modified to

\[
\tilde{Y}(f_i, t_i) = Y(f_i, t_i) + M_{total}
\]

\[
= Y(f_i, t_i) * \text{Mask}_{-1},
\]
where $\text{Mask}_{-1}$ is defined as

$$
\text{Mask}_a = \begin{bmatrix}
0_{(F_1-F_2)\times T_{fm}} & 0_{(F_2-F_1)\times (T_{fm}+1)} \\
\alpha (F_2, 0) & \alpha (F_2, -T_{fm}) \\
\vdots & \ddots \\
\alpha (1, 0) & \alpha (1, -1) \\
0_{(F_1+F_2+1)\times T_{fm}} & \alpha_{Tf-1} & \alpha (0, -1) & \cdots & \alpha (0, -T_{fm}) \\
\alpha (-1, 0) & \alpha (-1, -1) \\
\vdots & \ddots \\
\alpha (-F_1, 0) & \alpha (-F_1, -T_{fm})
\end{bmatrix}.
$$

(5.8)

### 5.2.2 Theoretical Analysis

After processed by the proposed algorithm, the speech components become

$$
\tilde{Y}(f_i, t_i) = Y(f_i, t_i) + \tilde{M}_{total}
$$

(5.9)

$$
= \xi \sum_{\Delta t_i=0}^{T_{fm}} \sum_{\Delta f_i=-F_1}^{F_2} \alpha(\Delta f_i, \Delta t_i) Y(f_i + \Delta f_i, t_i - \Delta t_i),
$$

where $\alpha_l(\Delta f_i, \Delta t_i)$ is the parameter given in Equation (5.8).

Since CMVN is implemented as part of the algorithm, Equation (5.9) becomes

$$
\tilde{Y}(f_i, t_i) = \sum_{\Delta t_i=0}^{T_{fm}} \sum_{\Delta f_i=-F_1}^{F_2} \alpha(\Delta f_i, \Delta t_i) Y(f_i + \Delta f_i, t_i - \Delta t_i).
$$

(5.10)

Speech is more concentrated in certain areas and completely absent in some other areas, which are normally called speech active periods and speech absent periods, respectively. Figure 5.2 gives an example of speech signal. In speech active periods, speech is more likely to possess stronger power than noise.
After being processed by the above mentioned filter, the SNR becomes

$$\tilde{\text{SNR}} = \frac{|\hat{X}(f_i, t_i)|^2}{|\hat{N}(f_i, t_i)|^2} = \frac{|X(f_i, t_i)|^2 + M_{\text{total}}^s}{|N(f_i, t_i)|^2 + M_{\text{total}}^n},$$  \hspace{1cm} (5.11)

where $M_{\text{total}}^s$ and $M_{\text{total}}^n$ are the amount of masking for speech active period and speech absent period (noise period), respectively.

Forward masking is more dominant in the joint masking effects (see parameters in Tables 4.5 and 4.7), as a simple example, $M_{\text{total}}^s \approx \alpha_l(0, -1)[|X(f_i, t_i)|^2 + |N(f_i, t_i)|^2]$ and $M_{\text{total}}^n \approx \alpha_l(0, -1)|N(f_i, t_i)|^2$. Obviously, $M_{\text{total}}^s > M_{\text{total}}^n$.

Therefore,

$$\tilde{\text{SNR}} \geq \frac{|X(f_i, t_i)|^2 + M_{\text{total}}^s}{|N(f_i, t_i)|^2 + M_{\text{total}}^n} \geq \frac{|X(f_i, t_i)|^2 + \alpha(0, -1)[|X(f_i, t_i)|^2 + |N(f_i, t_i)|^2]}{|N(f_i, t_i)|^2 + \alpha(0, -1)|N(f_i, t_i)|^2}$$

$$\geq \frac{|X(f_i, t_i)|^2 + \alpha(0, -1)}{|N(f_i, t_i)|^2 + 1 + \alpha(0, -1)} \geq \frac{|X(f_i, t_i)|^2}{|N(f_i, t_i)|^2}. \hspace{1cm} (5.12)$$
The L-filter can help to greatly increase the SNR. It has to be noted that L-filter and H-filter are actually two different ways to increase SNR. SNR is defined as

$$\gamma_{\text{SNR}} = \frac{|X(f_i, t_i)|^2}{|N(f_i, t_i)|^2}. \quad (5.13)$$

The H-filter works by

$$\tilde{\gamma}_{\text{SNR}} = \frac{|X(f_i, t_i)|^2 - Ms}{|N(f_i, t_i)|^2 - Mn}, \quad (5.14)$$

where $Ms$ and $Mn$ are the amount of masking corresponding to speech and noise respectively.

For H-filter, the amount of masking corresponding to noise is nearly equal to the noise mean, $E(|N(f_i, t_i)|^2)$. Therefore, in Equation (5.14), the denominator is very small, which in return makes the SNR very high. When it comes to the L-filter, it mainly works by increasing the numerator.

### 5.3 2D L-filter design

By following the procedure introduced in Section 5.2.1, all the 2D psychoacoustic filters (H-filter) given in Chapter 4 have the corresponding L-filter form. The proposed psychoacoustic filter has the following form

$$\text{Mask}_{\Delta f, \Delta t} = \begin{bmatrix} 0_{(F_1-F_2)\times T_{fm}} & 0_{(F_2-F_1)\times (T_{fm}+1)} \\ 0_{(F_1+F_2+1)\times T_{fm}} & \hat{M} \end{bmatrix}. \quad (5.15)$$

$\hat{M}$ is given in the following tables. Equation (5.16) and Table 5.1 define the low band Adaptive 2D L-filter.

$$\alpha_{TT}^{\text{low}} = \begin{cases} 3 & \text{Speech} \\ 2 & \text{Nonspeech} \end{cases}. \quad (5.16)$$
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Table 5.1: Adaptive 2D Psychoacoustic L-Filter: low band.

<table>
<thead>
<tr>
<th>Freq\Time</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>0.0137</td>
<td>0.0065</td>
<td>0.005</td>
<td>0.0041</td>
<td>0.0034</td>
<td>0.0029</td>
<td>0.0025</td>
</tr>
<tr>
<td>0</td>
<td>1 + α_{TI}^{low}</td>
<td>0.4736</td>
<td>0.3622</td>
<td>0.2971</td>
<td>0.2508</td>
<td>0.215</td>
<td>0.1857</td>
</tr>
<tr>
<td>1</td>
<td>0.0914</td>
<td>0.0433</td>
<td>0.0331</td>
<td>0.0272</td>
<td>0.0229</td>
<td>0.0196</td>
<td>0.017</td>
</tr>
<tr>
<td>2</td>
<td>0.1757</td>
<td>0.0832</td>
<td>0.0636</td>
<td>0.0522</td>
<td>0.0441</td>
<td>0.0378</td>
<td>0.0326</td>
</tr>
<tr>
<td>3</td>
<td>0.2386</td>
<td>0.113</td>
<td>0.0864</td>
<td>0.0709</td>
<td>0.0598</td>
<td>0.0513</td>
<td>0.0443</td>
</tr>
<tr>
<td>4</td>
<td>0.2129</td>
<td>0.1008</td>
<td>0.0771</td>
<td>0.0632</td>
<td>0.0534</td>
<td>0.0458</td>
<td>0.0395</td>
</tr>
<tr>
<td>5</td>
<td>0.0986</td>
<td>0.0467</td>
<td>0.0357</td>
<td>0.0293</td>
<td>0.0247</td>
<td>0.0212</td>
<td>0.0183</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Freq\Time</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>0.0022</td>
<td>0.0019</td>
<td>0.0017</td>
<td>0.0014</td>
<td>0.0012</td>
<td>0.001</td>
<td>0.0008</td>
</tr>
<tr>
<td>0</td>
<td>0.1609</td>
<td>0.1395</td>
<td>0.1205</td>
<td>0.1036</td>
<td>0.0883</td>
<td>0.0743</td>
<td>0.0614</td>
</tr>
<tr>
<td>1</td>
<td>0.0147</td>
<td>0.0127</td>
<td>0.011</td>
<td>0.0095</td>
<td>0.0081</td>
<td>0.0068</td>
<td>0.0056</td>
</tr>
<tr>
<td>2</td>
<td>0.0283</td>
<td>0.0245</td>
<td>0.0212</td>
<td>0.0182</td>
<td>0.0155</td>
<td>0.0131</td>
<td>0.0108</td>
</tr>
<tr>
<td>3</td>
<td>0.0384</td>
<td>0.0333</td>
<td>0.0288</td>
<td>0.0247</td>
<td>0.0211</td>
<td>0.0177</td>
<td>0.0147</td>
</tr>
<tr>
<td>4</td>
<td>0.0343</td>
<td>0.0297</td>
<td>0.0257</td>
<td>0.0221</td>
<td>0.0188</td>
<td>0.0158</td>
<td>0.0131</td>
</tr>
<tr>
<td>5</td>
<td>0.0159</td>
<td>0.0138</td>
<td>0.0119</td>
<td>0.0102</td>
<td>0.0087</td>
<td>0.0073</td>
<td>0.0061</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Freq\Time</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>0.0007</td>
<td>0.0005</td>
<td>0.0004</td>
</tr>
<tr>
<td>0</td>
<td>0.0495</td>
<td>0.0384</td>
<td>0.0281</td>
</tr>
<tr>
<td>1</td>
<td>0.0045</td>
<td>0.0035</td>
<td>0.0026</td>
</tr>
<tr>
<td>2</td>
<td>0.0087</td>
<td>0.0068</td>
<td>0.0049</td>
</tr>
<tr>
<td>3</td>
<td>0.0118</td>
<td>0.0092</td>
<td>0.0067</td>
</tr>
<tr>
<td>4</td>
<td>0.0105</td>
<td>0.0082</td>
<td>0.006</td>
</tr>
<tr>
<td>5</td>
<td>0.0049</td>
<td>0.0038</td>
<td>0.0028</td>
</tr>
</tbody>
</table>

Equation (5.17) and Table 5.2 define the high band Adaptive 2D L-filter

\[
\alpha_{TI}^{high} = \begin{cases} 
2 & \text{Speech} \\
1 & \text{Nonspeech} 
\end{cases}
\]  
(5.17)

5.4 Results and Discussion

5.4.1 Experimental Results

Evaluation tests are carried out using the AURORA2 database. The proposed L-2D psychoacoustic filters are developed based on the Mel Frequency Cepstral Co-
5.4. Results and Discussion

Table 5.2: Adaptive 2D Psychoacoustic L-Filter: high band.

<table>
<thead>
<tr>
<th>Freq \ Time</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>0.0137</td>
<td>0.006</td>
<td>0.0046</td>
<td>0.0037</td>
<td>0.0031</td>
<td>0.0026</td>
<td>0.0023</td>
</tr>
<tr>
<td>0</td>
<td>1 + $a_{j+1}^{high}$</td>
<td>0.4375</td>
<td>0.3321</td>
<td>0.2705</td>
<td>0.2268</td>
<td>0.1929</td>
<td>0.1651</td>
</tr>
<tr>
<td>1</td>
<td>0.0914</td>
<td>0.04</td>
<td>0.0304</td>
<td>0.0247</td>
<td>0.0207</td>
<td>0.0176</td>
<td>0.0151</td>
</tr>
<tr>
<td>2</td>
<td>0.1757</td>
<td>0.0769</td>
<td>0.0584</td>
<td>0.0475</td>
<td>0.0398</td>
<td>0.0339</td>
<td>0.029</td>
</tr>
<tr>
<td>3</td>
<td>0.2386</td>
<td>0.1044</td>
<td>0.0792</td>
<td>0.0645</td>
<td>0.0541</td>
<td>0.046</td>
<td>0.0394</td>
</tr>
<tr>
<td>4</td>
<td>0.2129</td>
<td>0.0931</td>
<td>0.0707</td>
<td>0.0576</td>
<td>0.0483</td>
<td>0.0411</td>
<td>0.0352</td>
</tr>
<tr>
<td>5</td>
<td>1.0986</td>
<td>0.0431</td>
<td>0.0327</td>
<td>0.0267</td>
<td>0.0224</td>
<td>0.019</td>
<td>0.0163</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Freq \ Time</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>0.0019</td>
<td>0.0017</td>
<td>0.0014</td>
<td>0.0012</td>
<td>0.001</td>
<td>0.0008</td>
<td>0.0007</td>
</tr>
<tr>
<td>0</td>
<td>0.1417</td>
<td>0.1214</td>
<td>0.1035</td>
<td>0.0875</td>
<td>0.073</td>
<td>0.0598</td>
<td>0.0476</td>
</tr>
<tr>
<td>1</td>
<td>0.013</td>
<td>0.0111</td>
<td>0.0095</td>
<td>0.008</td>
<td>0.0067</td>
<td>0.0055</td>
<td>0.0044</td>
</tr>
<tr>
<td>2</td>
<td>0.0249</td>
<td>0.0213</td>
<td>0.0182</td>
<td>0.0154</td>
<td>0.0128</td>
<td>0.0105</td>
<td>0.0084</td>
</tr>
<tr>
<td>3</td>
<td>0.0338</td>
<td>0.029</td>
<td>0.0247</td>
<td>0.0209</td>
<td>0.0174</td>
<td>0.0143</td>
<td>0.0114</td>
</tr>
<tr>
<td>4</td>
<td>0.0302</td>
<td>0.0258</td>
<td>0.022</td>
<td>0.0186</td>
<td>0.0155</td>
<td>0.0127</td>
<td>0.0101</td>
</tr>
<tr>
<td>5</td>
<td>0.014</td>
<td>0.012</td>
<td>0.0102</td>
<td>0.0086</td>
<td>0.0072</td>
<td>0.0059</td>
<td>0.0047</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Freq \ Time</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>0.0005</td>
<td>0.0004</td>
<td>0.0002</td>
</tr>
<tr>
<td>0</td>
<td>0.0364</td>
<td>0.0259</td>
<td>0.0161</td>
</tr>
<tr>
<td>1</td>
<td>0.0033</td>
<td>0.0024</td>
<td>0.0015</td>
</tr>
<tr>
<td>2</td>
<td>0.0064</td>
<td>0.0045</td>
<td>0.0028</td>
</tr>
<tr>
<td>3</td>
<td>0.0087</td>
<td>0.0062</td>
<td>0.0038</td>
</tr>
<tr>
<td>4</td>
<td>0.0077</td>
<td>0.0055</td>
<td>0.0034</td>
</tr>
<tr>
<td>5</td>
<td>0.0036</td>
<td>0.0026</td>
<td>0.0016</td>
</tr>
</tbody>
</table>

efficients (MFCC). The MFCC code from the VoiceBox Toolkit [124] is used for algorithm implementation. The baseline results are based on the standard 13 MFCCs together with the corresponding velocity and acceleration parameters, denoted as MFCC(39). Figure 5.3 shows the diagram of the proposed algorithm.

As discussed in Chapter 4, the Adaptive 2D Psychoacoustic filter is the final form of the 2D psychoacoustic filter series. Therefore, only the experimental results of Adaptive 2D Psychoacoustic filter are provided in detail (Table 5.3 and Table 5.4). Table 5.6 gives the results of TW 2D filter and TFW 2D filter.
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Figure 5.3: System Diagram of the Proposed Algorithm

Table 5.3: Recognition Results of Adaptive 2D L-Filter (%) for Clean Training Condition.

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subway</td>
<td>99.20</td>
<td>97.64</td>
<td>96.04</td>
<td>92.51</td>
<td>84.53</td>
<td>64.75</td>
<td>30.98</td>
<td>87.09</td>
</tr>
<tr>
<td>Babble</td>
<td>99.18</td>
<td>98.16</td>
<td>96.98</td>
<td>94.07</td>
<td>81.89</td>
<td>54.53</td>
<td>22.79</td>
<td>85.13</td>
</tr>
<tr>
<td>Car</td>
<td>99.28</td>
<td>98.30</td>
<td>96.39</td>
<td>92.54</td>
<td>82.88</td>
<td>57.80</td>
<td>22.73</td>
<td>85.58</td>
</tr>
<tr>
<td>Exhibition</td>
<td>99.66</td>
<td>97.78</td>
<td>94.82</td>
<td>89.73</td>
<td>77.26</td>
<td>56.06</td>
<td>29.77</td>
<td>83.13</td>
</tr>
<tr>
<td>Restaurant</td>
<td>99.20</td>
<td>98.37</td>
<td>97.27</td>
<td>93.52</td>
<td>83.70</td>
<td>57.66</td>
<td>27.30</td>
<td>86.10</td>
</tr>
<tr>
<td>Street</td>
<td>99.18</td>
<td>97.85</td>
<td>96.46</td>
<td>92.81</td>
<td>82.80</td>
<td>60.91</td>
<td>26.87</td>
<td>86.17</td>
</tr>
<tr>
<td>Airport</td>
<td>99.28</td>
<td>98.45</td>
<td>97.46</td>
<td>94.09</td>
<td>83.15</td>
<td>57.83</td>
<td>25.02</td>
<td>86.20</td>
</tr>
<tr>
<td>Train</td>
<td>99.66</td>
<td>98.21</td>
<td>96.48</td>
<td>92.90</td>
<td>83.49</td>
<td>56.68</td>
<td>23.17</td>
<td>85.55</td>
</tr>
<tr>
<td>Restaurant</td>
<td>99.29</td>
<td>97.18</td>
<td>95.89</td>
<td>91.80</td>
<td>80.99</td>
<td>56.98</td>
<td>24.50</td>
<td>84.57</td>
</tr>
<tr>
<td>Street</td>
<td>99.12</td>
<td>97.73</td>
<td>96.19</td>
<td>91.38</td>
<td>79.84</td>
<td>56.26</td>
<td>22.52</td>
<td>84.28</td>
</tr>
<tr>
<td>Avg</td>
<td>99.31</td>
<td>97.97</td>
<td>96.4</td>
<td>92.54</td>
<td>82.05</td>
<td>57.95</td>
<td>25.57</td>
<td>85.38</td>
</tr>
</tbody>
</table>

5.4.2 Results Analysis

Table 5.5 shows the experimental results of MFCC(39), forward masking (FM), lateral inhibition (LI), and CMVN. From the experimental results, it can be easily seen that the proposed algorithm holds advantage over the comparison targets. As shown in the table, for all the above mentioned algorithms, the clean testing set results are over 99%. It is thus not very meaningful to discuss improvements at such level. Therefore, only the noisy test set results are used for comparison. The first set of comparison is made based on the clean training condition results. For MFCC(39), the relative improvements are 0.62% in SNR of 20 dB, 3.09% in SNR of 15 dB, 14.02% in SNR of 10 dB, 46.47% in SNR of 5 dB, 104.12% in SNR of 0 dB, and 96.09% in SNR of -5 dB. When compared with other algorithms, the proposed
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Table 5.4: Recognition Results of Adaptive 2D L-Filter (%) for Multi Training Condition.

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subway</td>
<td>99.02</td>
<td>98.46</td>
<td>97.85</td>
<td>96.28</td>
<td>93.80</td>
<td>81.55</td>
<td>54.25</td>
<td>93.59</td>
</tr>
<tr>
<td>Babble</td>
<td>98.79</td>
<td>98.82</td>
<td>98.28</td>
<td>97.1</td>
<td>92.32</td>
<td>75.24</td>
<td>42.14</td>
<td>92.35</td>
</tr>
<tr>
<td>Car</td>
<td>98.78</td>
<td>98.54</td>
<td>98.06</td>
<td>96.69</td>
<td>92.34</td>
<td>78.59</td>
<td>44.02</td>
<td>92.84</td>
</tr>
<tr>
<td>Exhibition</td>
<td>99.17</td>
<td>98.55</td>
<td>97.53</td>
<td>95.09</td>
<td>89.42</td>
<td>74.14</td>
<td>48.19</td>
<td>90.96</td>
</tr>
<tr>
<td>Subway</td>
<td>99.02</td>
<td>98.96</td>
<td>98.46</td>
<td>97.54</td>
<td>92.66</td>
<td>77.03</td>
<td>45.29</td>
<td>92.93</td>
</tr>
<tr>
<td>Babble</td>
<td>98.79</td>
<td>98.37</td>
<td>97.67</td>
<td>96.1</td>
<td>90.87</td>
<td>77.24</td>
<td>45.62</td>
<td>92.05</td>
</tr>
<tr>
<td>Car</td>
<td>98.78</td>
<td>98.48</td>
<td>98.24</td>
<td>97.11</td>
<td>93.11</td>
<td>79.78</td>
<td>47.81</td>
<td>93.34</td>
</tr>
<tr>
<td>Exhibition</td>
<td>99.17</td>
<td>98.95</td>
<td>98.12</td>
<td>96.85</td>
<td>92.47</td>
<td>76.61</td>
<td>44.89</td>
<td>92.60</td>
</tr>
<tr>
<td>Restaurant</td>
<td>99.05</td>
<td>98.13</td>
<td>97.64</td>
<td>95.95</td>
<td>92.11</td>
<td>78.14</td>
<td>46.58</td>
<td>92.39</td>
</tr>
<tr>
<td>Street</td>
<td>99.00</td>
<td>98.43</td>
<td>97.94</td>
<td>95.98</td>
<td>90.05</td>
<td>74.82</td>
<td>40.72</td>
<td>91.44</td>
</tr>
<tr>
<td>Avg</td>
<td>98.96</td>
<td>98.57</td>
<td>97.98</td>
<td>96.47</td>
<td>91.92</td>
<td>77.31</td>
<td>45.95</td>
<td>92.45</td>
</tr>
</tbody>
</table>

The proposed algorithm yields better results. In terms of Avg 0-20, the relative improvements in terms of recognition rate are 19.76% over MFCC(39), 10.40% over FM, 15.43% over LI, and 9.77% over CMVN. For the SNR -5 condition, the relative improvements are much larger, 96.09% over MFCC(39), 20.05% over FM, 49.79% over LI, and 83.96% over CMVN.

Table 5.5: Recognition results for comparison targets (%).

<table>
<thead>
<tr>
<th>SNR/db</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC(39)</td>
<td>99.36</td>
<td>97.37</td>
<td>93.51</td>
<td>81.16</td>
<td>56.02</td>
<td>28.39</td>
<td>71.29</td>
</tr>
<tr>
<td>FM</td>
<td>99.03</td>
<td>97.02</td>
<td>93.91</td>
<td>85.89</td>
<td>68.24</td>
<td>41.65</td>
<td>77.34</td>
</tr>
<tr>
<td>LI</td>
<td>99.42</td>
<td>97.19</td>
<td>94.23</td>
<td>83.29</td>
<td>60.92</td>
<td>34.21</td>
<td>73.97</td>
</tr>
<tr>
<td>CMVN</td>
<td>99.32</td>
<td>96.97</td>
<td>94.32</td>
<td>87.59</td>
<td>71.20</td>
<td>38.84</td>
<td>77.78</td>
</tr>
<tr>
<td>Multi</td>
<td>99.11</td>
<td>98.18</td>
<td>97.60</td>
<td>95.52</td>
<td>87.61</td>
<td>60.37</td>
<td>87.85</td>
</tr>
<tr>
<td>MFCC(39)</td>
<td>98.74</td>
<td>98.16</td>
<td>97.47</td>
<td>95.25</td>
<td>87.19</td>
<td>59.32</td>
<td>87.48</td>
</tr>
<tr>
<td>FM</td>
<td>99.13</td>
<td>98.19</td>
<td>97.62</td>
<td>95.53</td>
<td>88.06</td>
<td>61.93</td>
<td>88.26</td>
</tr>
<tr>
<td>LI</td>
<td>98.94</td>
<td>98.51</td>
<td>97.89</td>
<td>96.27</td>
<td>91.06</td>
<td>74.81</td>
<td>91.71</td>
</tr>
</tbody>
</table>

In the multi training condition, both clean and noisy speech are used for HMM training. Therefore, the recognition rate is very high compared with the clean training condition. However, the proposed algorithm still manages to achieve satisfying
improvements. Compared with MFCC(39), the relative improvements are 0.40% in SNR of 20 dB, 0.39% in SNR of 15 dB, 0.99% in SNR of 10 dB, 4.92% in SNR of 5 dB, 28.06% in SNR of 0 dB, and 71.26% in SNR of -5 dB. The relative improvements in terms of Avg 0-20 are 5.24% over MFCC(39), 5.68% over FM, 4.75% over LI, and 0.81% over CMVN. For the SNR -5 condition, the relative improvements are much better, 80.48% over FM, 72.81% over LI, and 7.79% over CMVN.

The second set of comparison is made against the corresponding H-filters. Table 5.6 gives the experimental results. It can be seen that the conversion from H-filter to L-filter helps the ASR system to achieve better or comparable results. For example, in terms of Avg 0-20 all the L-filter outperforms the corresponding H-filters.

<table>
<thead>
<tr>
<th>SNR</th>
<th>TW 2D</th>
<th>TFW 2D</th>
<th>Adaptive 2D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>clean</td>
<td>multi</td>
<td>clean</td>
</tr>
<tr>
<td>H-filter</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg 0-20</td>
<td>80.36</td>
<td>91.45</td>
<td>84.40</td>
</tr>
<tr>
<td>-5 dB</td>
<td>14.41</td>
<td>38.57</td>
<td>24.37</td>
</tr>
<tr>
<td>L-filter</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg 0-20</td>
<td>80.66</td>
<td>91.58</td>
<td>84.59</td>
</tr>
<tr>
<td>-5 dB</td>
<td>14.66</td>
<td>37.49</td>
<td>24.06</td>
</tr>
</tbody>
</table>

5.5 Conclusion

In this chapter, a different way of implementing the psychoacoustic effect is proposed. Instead of removing the verbose audio signal, the signals (below the masking threshold) are reassigned to the optimal value (in terms of recognition rate) based on the total amount of masking. The new filters are all low-pass filters and are thus named 2D psychoacoustic L-filters. The proposed algorithm is developed based on the MFCC feature extraction algorithm. Since the L-filter can be developed from the corresponding H-filter, it possesses all the advantages of the H-filter introduced
in Chapter 4, such as asymmetry and frequency adaptation.
Chapter 6

Multiple Model Feature Compensation

6.1 Introduction

Noise robustness is the common problem of speech enhancement and speech recognition. Speech enhancement is a relatively well developed topic [4, 10, 13–15, 26, 96, 131, 132]. Therefore, the migration of noise removal algorithms from speech enhancement to speech recognition is a very common approach. Some try to use an additional black box approach, and some combine the speech enhancement algorithm within the feature extraction algorithm [13, 15, 26, 96]. Traditional speech enhancement algorithms, e.g. Spectral Subtraction, Wiener filtering, and Minimum Mean Square Error (MMSE), can be directly implemented as part of the feature extraction algorithm [36, 38–40, 133]. These algorithms nearly obtain the optimal results under their specific assumptions. The solid mathematical derivation makes it very easy for analysis and further development.
The difficulty of noise reduction in speech processing lies in that the statistical property of noise is unpredictable (or very difficult to predict). It is because there are numerous types of noise. The probability distribution function (PDF) of noise varies for different situations. When the background noise is the conversation of other people, the noise (background conversation) and the target speech share nearly the same statistical property. One straightforward way to solve the above mentioned problem is to obtain additional information of the noise. The stereo data based algorithms are good examples. Normally, noise removal algorithms need the training material to be processed by the same algorithm to make up for the distortion caused by the target algorithms. However, the stereo data based algorithms can work merely on the Hidden Markov Model (HMM) trained from the original clean speech, which means the algorithm indeed brings the noisy speech ‘closer’ to the clean speech [16,45].

According to Equation (2.6), if $|Y(f,t)|^2$ and $|\tilde{N}(f,t)|^2$ are known. With no additional constraints, the clean speech can be estimated by

$$|\hat{X}(f,t)|^2 = |Y(f,t)|^2 - |\tilde{N}(f,t)|^2;$$

where $|\hat{X}(f,t)|^2$ is the clean speech power estimation.

Equation (6.1) is the basic idea of Spectral Subtraction (SS) [38]. For a typical speech signal, it is very rare to possess a completely quiet period (0 dB speech power region). Even for the silence period recorded in a clean room (SNR $\gg 20$ dB), there still would be very weak background noise due to equipment limitations. Therefore, speech power should be positive (in dB). Thus, the relationship in Equation (6.1) is only valid when $|Y(f,t)|^2 > |N(f,t)|^2$. If $|Y(f,t)|^2 \leq |N(f,t)|^2$, then $|Y(f,t)|^2 - |N(f,t)|^2 \leq 0$. The clean speech estimate becomes zero or negative, which is obviously wrong (in terms of physical meaning). A traditional way to solve
the above mentioned problem is to implement a threshold to guarantee the clean speech power estimate to be positive.

\[ |\hat{X}(f, t)|^2 = \max \left[ |Y(f, t)|^2 - |\tilde{N}(f, t)|^2, \varepsilon \right], \]  

(6.2)

where the parameter \( \varepsilon \) is a small positive constant value.

Equation (6.2) is a very common way to implement Spectral Subtraction (SS) in speech recognition which will be denoted as SS in later discussion. Admittedly, Equation (6.2) manages to increase SNR, which should be a straightforward way to improve the performance of speech recognition systems. However, there is a very serious problem caused by SS. Due to the threshold, \( \varepsilon \), a certain portion of the recovered speech is corrected to \( \varepsilon \). Figure 6.2 gives an example of the effect of SS on speech spectrogram. The blue area in Figure 6.1(b) is all equal to \( \varepsilon \).

After being processed by SS or other similar methods, the probability distribution of the speech is greatly changed. For example, in Figure 6.2, it can be easily seen that the probability of speech power which is equal to \( \varepsilon \) is greatly increased, which makes the PDF of the processed speech discontinuous. Most state-of-the-art ASR systems incorporate statistical methods to perform pattern recognition, e.g. HMM and ANN.
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Figure 6.2: Effect of SS on Speech Histogram.
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These statistical methods are developed based on certain statistical assumption of the speech. In other words, a probability distribution is always assumed as the basis of recognizer derivation. The SS series algorithms greatly change the PDF of the speech, which causes the performance of ASR systems to drop. This chapter introduces two front-end noise reduction algorithms, Smoothing and Noise Subtraction (SNS) as well as Newton and Log Power Subtraction (NLPS). The proposed algorithms try to solve the discontinuity problem.

6.2 Smoothing & Noise Subtraction (SNS)

6.2.1 General Description

The histogram of speech log power spectrum shows that the contamination (or addition) of noise usually leads to a shift in the noise peak, which leads to the ambiguity between speech and noise. For example, the peak at about 18 dB in Figure 6.2(a) moves to about 48 dB in Figure 6.2(b). Therefore, a two-step feature enhancement scheme is proposed, which separates speech and noise peaks and yields positive results. Unlike the clean speech estimation approach, no complicated mathematical derivation is needed. By analyzing speech from a different angle, a simple but effective method is developed which improves the performance of ASR systems.

Figure 6.3 shows the distribution of the speech power spectrum along frames, and Figure 6.4 gives an example of speech PDF for clean and noisy speech samples. Figure 6.3 gives an idea of how the average speech power within a frame changes as the amount of noise increases. A better perspective can be seen from the histogram given in Figure 6.4. It can be seen that speech PDF consists of two parts, pure speech and noise. It has to be noted that even for clean speech, there is always
It can be seen that the increase of noise power mainly causes the noise peak to shift closer to the speech peak. The noise peak goes from about 18 dB in Figure 6.4(a) to 48 dB in Figure 6.4(b). The shifting of noise peak causes the ambiguity between noise and speech. For example, the difference between speech and noise is relatively clear in Figure 6.4(a). Generally, speech component with power larger than 50 dB can be treated as speech, which means with proper settings most of
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the speech can be clearly identified by a statistical recognizer. However, when it comes to noisy speech the difference between noise and speech becomes vague. For example, it is very hard to decide whether a noisy speech component of 70 dB is noise or speech from Figure 6.4(b). This significantly degrades the performance of automatic speech recognition systems.

![Figure 6.5: Overlapping of Two PDFs.](image)

(a) Clean Speech  
(b) Noisy Speech

Figure 6.5 gives another example of the above mentioned phenomena by using two Gaussian curves. When the two distributions are relatively far from each other, there is little overlap between them which is the case for clean speech. When the two distributions become closer to each other, it can result in a large amount of overlap, which reflects the case of noisy speech. For Figure 6.5(a), there is little difficulty for a statistical recognizer to tell which distribution a given value belongs to. However, when it comes to Figure 6.5(b) the huge overlapping area makes the problem very difficult.

The proposed algorithm intends to solve the above mentioned overlapping problem by a two-step scheme, i.e. smoothing and noise subtraction (SNS). The two-step scheme is developed to recover the relative position of speech and noise peaks so
Figure 6.6: Block diagram of SNS.

as to reduce the amount of overlapping between the two. Figure 6.7 gives a brief explanation of the above mentioned process using two Gaussian curves. The original probability distribution function (PDF) is the combination of two statistical processes, shown as two Gaussian curves D1 and D2. The combination curve is denoted as D3. Owing to the overlapping region, it is very hard to tell which model the value that falls in the grey region belongs to. One straightforward idea is to move noise peak and speech peak away from each other. The idea can be realized by first reducing the variance using the Moving Average (MA) filter and then going through the Noise Subtraction (NS) to remove the noise (shift the noise peak away from the speech peak).

6.2.2 2D Smoothing

From Equation (2.6), the relationship between the noisy speech power, noise power and pure speech power can be modeled as

\[ |Y(f, t)|^2 = |X(f, t)|^2 + |\tilde{N}(f, t)|^2. \]  \hspace{1cm} (6.3)

In order to solve the overlapping problem, one straightforward way is to reduce the variance of both distributions and shift the noise peak towards the left side (weaken the noise), which correspond to the two parts of the proposed algorithm
6.2. Smoothing & Noise Subtraction (SNS)

Figure 6.7: Example of the proposed algorithm.

(smoothing and noise subtraction). This section discusses the smoothing process. It is well known that MA filter can effectively reduce the variance of random variables. Therefore, MA filter is adopted in our proposed algorithm. In statistics, a moving average filter is a type of finite impulse response filter, which averages a number of input samples and produce a single output sample. In this paper a 2D MA filter is implemented as

\[
\tilde{Y}(f, t) = \frac{\sum_{j=-d}^{d} \sum_{i=-d}^{d} Y(f + i, t + j)}{(2d + 1)^2}
\]  

(6.4)

Let \( M(\cdot) \) denotes the MA filtering process, then

\[
M \left[ |Y(f, t)|^2 \right] = M \left[ |X(f, t)|^2 + |\tilde{N}(f, t)|^2 \right] = M \left[ |X(f, t)|^2 \right] + M \left[ |\tilde{N}(f, t)|^2 \right].
\]  

(6.5)

Speech and noise power spectra follow certain probability distribution with parameter \((\mu_x, \sigma_x^2)\) and \((\mu_n, \sigma_n^2)\) respectively. After MA filtering, pure speech variance \(\sigma_x^2\) and noise variance \(\sigma_n^2\) become \(1/(2d + 1)^2\). In our present implementation, \(d\)
is chosen to be 1, which is obtained empirically. After processed by a $3 \times 3$ MA filter, the PDF becomes more concentrated around the mean since $\sigma^2_x$ and $\sigma^2_n$ have reduced to $1/9$ of the original values.

### 6.2.3 Noise Subtraction

A common way to solve the negative value problem discussed in Section 6.1 is by the adoption of a threshold

$$\hat{X}(f, t)^2 = \max \left( |Y(f, t)|^2 - \alpha |N(f, t)|^2, \varepsilon \right),$$

(6.6)

where $\varepsilon$ is a small constant number.

Equation (6.6) is a commonly used way to implement Spectral Subtraction (SS) in speech recognition and will be denoted as $\varepsilon$-SS in later discussion. Admittedly, Equation (6.6) manages to remove a large amount of noise and increase the signal to noise ratio (SNR). However, the problem caused by $\varepsilon$-SS is also very serious. Because of the threshold, $\varepsilon$, a certain portion of the speech (negative part) is set to be $\varepsilon$. The amount of negative speech components is dependent on the SNR of the noisy speech. For high SNR speech (20 dB or larger) the number can be 10% or less of the overall speech. However, for low SNR speech (-5 dB or smaller), the number can be very high, about 20% or larger. Figure 6.2 gives an example of the effect of $\varepsilon$-SS on speech spectrogram. The blue area in Figure 6.1(b) consists of large regions equal to $\varepsilon$. Although noise energy is suppressed after being processed by $\varepsilon$-SS, speech is also distorted from the original form. The probability distribution of speech is greatly changed. As shown in Figure 6.8, the probability of speech power equal $\varepsilon$ is greatly increased, which causes the discontinuity problem.

Statistical recognizers, such as HMM and ANN, are very commonly used in state-of-the-art automatic speech recognition systems. Certain probability distribution
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Figure 6.8: Speech PDF: digit string ‘3Z82’ from the AURORA2 database.

functions are always assumed for the speech and noise as the basis for algorithm derivation. However, $\varepsilon$-SS introduces serious interruption to the system, which causes the performance of ASR systems to drop.

Actually, the problem comes mainly from the massive assignment of the negative speech components to a constant number, i.e. $\varepsilon$. The discontinuity problem can be solved by replacing the negative numbers with random number generated by certain statistical model. The idea comes from the observation that even the clean speech contains very weak noise, which appears to have little impact on the final results.

Table 6.1: Recognition results for comparison targets under multi training condition (%)

<table>
<thead>
<tr>
<th></th>
<th>Clean</th>
<th>Avg 0-20</th>
<th>-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMVN</td>
<td>99.32</td>
<td>77.78</td>
<td>13.90</td>
</tr>
<tr>
<td>$\varepsilon$-SS</td>
<td>95.11</td>
<td>72.42</td>
<td>25.26</td>
</tr>
<tr>
<td>Gaussian-SS</td>
<td>98.89</td>
<td>79.66</td>
<td>25.43</td>
</tr>
<tr>
<td>o-SS</td>
<td>98.98</td>
<td>80.13</td>
<td>24.72</td>
</tr>
<tr>
<td>a-SS</td>
<td>98.48</td>
<td>86.95</td>
<td>32.56</td>
</tr>
</tbody>
</table>

A better way to deal with the negative values is to assign them to the noise
area (around the noise peak). There are many different ways to achieve the above mentioned goal. Table 6.1 shows the results of different negative value compensation methods. In the table, $\varepsilon$-SS stands for the algorithm that changes all negative numbers to a constant $\varepsilon$. Gaussian-SS denotes the one that use Gaussian random number to replace the negative values. o-SS stands for the approach that utilizes the original speech component (before SS) to replace the negative value. Finally, a-SS stands for the adoption of absolute value of the negative values. Cepstral Mean and Variance Normalization (CMVN) is implemented in all systems.

It can be easily seen that using small constant number actually makes the speech recognition result worse. For the random number approach, the result shows some improvement, 79.66\%, which is better than CMVN. The improvement indicates that a suitable statistical compensation is better than the constant number approach. The next approach, o-SS, attempts to derive the compensation number directly from the noisy speech. As expected, further improvement is achieved from o-SS The success of o-SS indicates that derivation of compensation numbers from the speech itself is a promising approach.

Although o-SS leads to some improvements, the problem lies in that the replacement of negative value using the original speech is a waste of the SS noise removing scheme. When it comes to a-SS, it adopts the absolute value of the negative components as the compensation estimate. The negative components share similar properties as the noise region. Therefore, a-SS can satisfactorily reassign the negative components to the noise region, which helps to improve the performance of speech recognition system.
6.3 Newton & Log Power Subtraction (NLPS)

6.3.1 General Description

Based on the MFCC feature extraction algorithm discussed in Section 2.2.1, we define the log channel energy vectors as,

\[
Y = \begin{bmatrix}
\log \sum_f W^1_f |Y(f, t)|^2 \\
\log \sum_f W^2_f |Y(f, t)|^2 \\
\vdots \\
\log \sum_f W^L_f |Y(f, t)|^2
\end{bmatrix}
\]

(6.7)

\[
X = \begin{bmatrix}
\log \sum_f W^1_f |X(f, t)|^2 \\
\log \sum_f W^2_f |X(f, t)|^2 \\
\vdots \\
\log \sum_f W^L_f |X(f, t)|^2
\end{bmatrix}
\]

(6.8)

\[
N = \begin{bmatrix}
\log \sum_f W^1_f |N(f, t)|^2 \\
\log \sum_f W^2_f |N(f, t)|^2 \\
\vdots \\
\log \sum_f W^L_f |N(f, t)|^2
\end{bmatrix}
\]

(6.9)

where \( \log (\cdot) \) denotes the natural logarithm as defined in Chapter 2.

Then Equation (2.7) becomes

\[
e^Y = e^X + e^N.
\]

(6.10)

Changing Equation (6.10) to the log-power domain

\[
Y = \log (e^X + e^N).
\]

(6.11)
Then

\[ Y = X + \log (1 + e^{N-X}), \]  

(6.12)

where 1 stands for a vector with all components equal to one.

### 6.3.2 Iterative Solution

The novelty of implementing iterative root finding algorithm is that unlike the SS series approaches, it manages to overcome the awkward negative value problem without causing discontinuity in the speech PDF. The statistical approach handles this by applying a series of mathematical operations which are not sensitive to the above mentioned problem. In power domain, the final expression is

\[ |\hat{X}(f, t)|^2 = G \times |Y(f, t)|^2 = |Y(f, t)|^2 - (1 - G) \times |Y(f, t)|^2, \]

(6.13)

which fundamentally avoids the possibility of \(|Y(f, t)|^2 \leq |N(f, t)|^2\). It is because the equivalent noise estimate is \((1 - G) \times |Y(f, t)|^2\), which is generated from only the current frame.

As described before, the iterative root finding algorithm can also handle \(|Y(f, t)|^2 \leq |N(f, t)|^2\) very well. Equation (6.12) can be reshaped to

\[ X + \log (1 + e^{N-X}) - Y = 0, \]

(6.14)

where \(Y\) is the noisy speech vector, \(X\) is the parameter that is needed to be recovered. If the noise vector, \(N\), can be reasonably estimated, Equation (6.14) becomes a nonlinear function about \(X\), which can be solved by iterative root finding algorithms.

Denoting

\[ f(X) = X + \log (1 + e^{N-X}) - Y. \]

(6.15)

Then

\[ f'(X) = \frac{d[f(X)]}{dX} = 1 - \frac{e^{N-X}}{1 + e^{N-X}}. \]

(6.16)
According to Newton’s method, given a function \( f(X) \), its derivative \( f'(X) \) and a first guess \( \hat{X}_0 \), the solution to the function can be calculated by

\[
X_{j+1} = X_j - \frac{f(X_j)}{f'(X_j)},
\]

(6.17)

where \( j \) is the iteration index.

For the iterative step

\[
X_{j+1} = X_j - \frac{X_j + \log \left(1 + e^{N-X_j}\right) - Y}{1 - \frac{e^{N-X_j}}{1+e^{N-X_j}}}.
\]

(6.18)

It has to be noted that

\[
\lim_{(N-X_i) \to +\infty} \frac{1}{1 - \frac{e^{N-X_i}}{1+e^{N-X_i}}} = 0.
\]

(6.19)

Therefore, a threshold, \( \beta \), is adopted to guarantee the denominator to be non-zero. Then Equation (6.18) is modified to

\[
X_{i+1} = X_i - \frac{X_i + \log \left(1 + e^{N-X_i}\right) - Y}{\max \left(1 - \frac{e^{N-X_i}}{1+e^{N-X_i}}, \beta\right)}.
\]

(6.20)

With a successful guess of the initial step, clean speech vector and noise vector, the clean speech estimate can be satisfactorily approximated. Equation (6.20) can work very well even if \( |Y(f,t)|^2 < |\tilde{N}(f,t)|^2 \). About the discontinuity problem, at extreme conditions where the threshold \( \beta \) works, the iteration becomes

\[
X_{i+1} = X_i - \frac{X_i + \log \left(1 + e^{N-X_i}\right) - Y}{\beta}
\]

= \( (1 - \beta) X_i - \frac{1}{\beta} \log \left(1 + e^{N-X_i}\right) + \frac{1}{\beta} Y \).

(6.21)

It can be easily seen that Equation (6.21) will not cause mass assignment of the same value, which means the discontinuity problem will not appear.
6.3.3 Prior Estimates

In statistics, a minimum mean square error (MMSE) estimator is the approach to minimize the mean square error (MSE), which is widely used in many areas in signal processing. In 1984, Ephraim derived the short time spectral amplitude (STSA) estimator using MMSE [36]. After that, MMSE has become a standard approach for enhancing the quality of speech. Therefore, it is chosen to generate the prior estimate of the clean speech. The following equation shows the standard cost function for MMSE approach [36]

\[ \hat{X} = \arg \min \hat{X} E \left[ \left( X - \hat{X} \right)^2 \right]. \]  

(6.22)

By following MMSE-STSA [36] the clean speech estimate can be calculated by

\[ \hat{X}(f,t) = \Gamma \left( 1.5 \right) \frac{v(f,t)}{\gamma(f,t)} M \left[ -0.5; 1; -v(f,t) \right] Y(f,t) \]

(6.23)

\[ = \Gamma \left( 1.5 \right) \frac{v(f,t)}{\gamma(f,t)} \exp \left[ -\frac{v(f,t)}{2} \right] \times \]

\[ \left\{ [1 + v(f,t)] I_0 \left[ \frac{v(f,t)}{2} \right] + v(f,t) I_1 \left[ \frac{v(f,t)}{2} \right] \right\} Y(f,t), \]

where \( \Gamma (\cdot) \) denotes the gamma function; \( M (a; c; x) \) is the confluent hypergeometric function; \( I_0 (\cdot) \) and \( I_1 (\cdot) \) denote the zero and first order modified Bessel function; \( \xi(f,t) \) and \( \gamma(f,t) \) are the a-priori and a-posteriori signal-to-noise ratios (SNR), respectively.

\[ v_{f,t} = \frac{\xi_{f,t}}{1 + \xi_{f,t}} \gamma_{f,t}. \]

(6.24)

Then the clean amplitude estimate is transferred to log-power domain,

\[ \hat{\tilde{X}}^l = \log \sum_f W_f^l \left| \hat{X}(f,t) \right|^2. \]

(6.25)

Equation (6.25) will serve as the initial guess for the iteration approach.
6.3.4 Log-Power Subtraction (LPS)

The proposed algorithm works in the log-power domain. The clean speech estimate generated by the proposed algorithm in Equation (6.20) is actually

\[
X = \begin{bmatrix}
\log \sum_f W_f^1 |X(f, t)|^2 \\
\log \sum_f W_f^2 |X(f, t)|^2 \\
\vdots \\
\log \sum_f W_f^{L} |X(f, t)|^2
\end{bmatrix}.
\] (6.26)

It is the clean speech log-power vector in the log-power domain. The MFCC static parameters can be divided into two parts, \(c_1 \sim c_{12}\) and \(c_0/\text{log-energy}\). Strictly
speaking, the proposed algorithm mainly focuses on c1\sim c12. For log-energy, traditionally it should be calculated by

\[ P_{\text{log}} = \log \left[ \sum_f |X(f,t)|^2 \right]. \tag{6.27} \]

The clean speech power estimate, \(|X(f,t)|^2\), cannot be perfectly recovered from Equation (6.26) because of the Mel-filterbanks. Additional distortion will be introduced to the feature vectors. For \(C_0\), although it seems to work smoothly, the recognition results are just about ‘average’. Therefore, a separate noise removing scheme is developed. At the iterative root finding part, an estimate for the noise is reached.

Then the log-energy can be calculated by

\[ \hat{P}_c = \sum_f \left[ |Y(f,t)|^2 - \hat{N}(f,t) \right]. \tag{6.28} \]

Then the log-energy can be calculated by

\[ P_{\text{log}} = \log \left( \hat{P}_c \right) = \log \left[ \sum_f \left( |Y(f,t)|^2 - \hat{N}(f,t) \right) \right]. \tag{6.29} \]

However, problem arises when \(|Y(f,t)|^2 < \hat{N}(f,t)\). Therefore, a weighting parameter is incorporated to reduce the chances of imaginary parts appearing. Then Equation (6.29) becomes

\[ \hat{P}_c = \sum_f \left[ |Y(f,t)|^2 - \alpha \hat{N}(f,t) \right]. \tag{6.30} \]

Furthermore, another parameter \(\varepsilon_0\) is set to ensure the log-energy will not be infinity. Therefore, the log-power part becomes

\[ P_{\text{log}} = \log \left( \hat{P}_c \right) = \log \left\{ \max \left[ \sum_f \left( |Y(f,t)|^2 - \alpha \hat{N}(f,t) \right), \varepsilon_0 \right] \right\}. \tag{6.31} \]
6.4 Results and Discussion

6.4.1 Experimental Results

Evaluation tests are carried out using the AURORA2 database. Detailed experimental results are given in Tables 6.2, 6.3, 6.6, and 6.7. Experimental results are averaged over SNR of 0 dB to 20 dB denoted as Avg 0-20. ‘Rel. Imp.’ stands for relative improvements in terms of recognition rate.

Table 6.2: Recognition Results of SNS (%) for Clean Training Condition

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subway</td>
<td>98.34</td>
<td>97.94</td>
<td>97.05</td>
<td>94.17</td>
<td>88.15</td>
<td>73.32</td>
<td>44.43</td>
<td>90.13</td>
</tr>
<tr>
<td>Babble</td>
<td>98.70</td>
<td>98.04</td>
<td>97.10</td>
<td>94.95</td>
<td>87.45</td>
<td>67.23</td>
<td>34.22</td>
<td>88.95</td>
</tr>
<tr>
<td>Car</td>
<td>98.63</td>
<td>97.97</td>
<td>97.41</td>
<td>95.17</td>
<td>89.26</td>
<td>71.79</td>
<td>41.16</td>
<td>90.32</td>
</tr>
<tr>
<td>Exhibition</td>
<td>98.55</td>
<td>97.87</td>
<td>96.33</td>
<td>91.55</td>
<td>82.04</td>
<td>63.53</td>
<td>39.31</td>
<td>86.26</td>
</tr>
<tr>
<td>Station</td>
<td>98.34</td>
<td>97.94</td>
<td>97.24</td>
<td>94.50</td>
<td>86.80</td>
<td>65.41</td>
<td>35.16</td>
<td>85.58</td>
</tr>
<tr>
<td>Restaurant</td>
<td>98.70</td>
<td>97.55</td>
<td>96.80</td>
<td>93.20</td>
<td>85.31</td>
<td>66.44</td>
<td>37.12</td>
<td>87.86</td>
</tr>
<tr>
<td>Street</td>
<td>98.63</td>
<td>98.09</td>
<td>97.41</td>
<td>95.53</td>
<td>88.67</td>
<td>70.15</td>
<td>36.77</td>
<td>89.97</td>
</tr>
<tr>
<td>Airport</td>
<td>98.55</td>
<td>98.24</td>
<td>96.7</td>
<td>95.22</td>
<td>89.08</td>
<td>70.90</td>
<td>40.79</td>
<td>90.03</td>
</tr>
<tr>
<td>Avg</td>
<td>98.10</td>
<td>98.23</td>
<td>97.76</td>
<td>96.37</td>
<td>91.89</td>
<td>78.28</td>
<td>50.04</td>
<td>92.51</td>
</tr>
</tbody>
</table>

Table 6.3: Recognition Results of SNS (%) for Multi Training Condition

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subway</td>
<td>97.94</td>
<td>98.00</td>
<td>97.76</td>
<td>96.28</td>
<td>93.21</td>
<td>82.07</td>
<td>55.73</td>
<td>93.46</td>
</tr>
<tr>
<td>Babble</td>
<td>98.31</td>
<td>98.28</td>
<td>97.58</td>
<td>97.28</td>
<td>92.41</td>
<td>75.91</td>
<td>45.13</td>
<td>92.29</td>
</tr>
<tr>
<td>Car</td>
<td>98.09</td>
<td>98.69</td>
<td>98.18</td>
<td>97.14</td>
<td>94.18</td>
<td>83.66</td>
<td>56.58</td>
<td>94.37</td>
</tr>
<tr>
<td>Exhibition</td>
<td>98.40</td>
<td>98.33</td>
<td>97.56</td>
<td>95.37</td>
<td>89.36</td>
<td>75.32</td>
<td>51.16</td>
<td>91.19</td>
</tr>
<tr>
<td>Station</td>
<td>97.94</td>
<td>98.34</td>
<td>97.82</td>
<td>96.78</td>
<td>91.25</td>
<td>74.21</td>
<td>43.81</td>
<td>91.68</td>
</tr>
<tr>
<td>Restaurant</td>
<td>98.31</td>
<td>98.07</td>
<td>97.79</td>
<td>95.74</td>
<td>91.11</td>
<td>77.63</td>
<td>48.55</td>
<td>92.07</td>
</tr>
<tr>
<td>Street</td>
<td>98.09</td>
<td>98.18</td>
<td>98.03</td>
<td>96.54</td>
<td>93.05</td>
<td>80.02</td>
<td>50.37</td>
<td>93.16</td>
</tr>
<tr>
<td>Airport</td>
<td>98.4</td>
<td>98.55</td>
<td>97.87</td>
<td>97.38</td>
<td>92.63</td>
<td>80.81</td>
<td>54.86</td>
<td>93.45</td>
</tr>
<tr>
<td>Avg</td>
<td>98.10</td>
<td>98.23</td>
<td>97.76</td>
<td>96.37</td>
<td>91.89</td>
<td>78.28</td>
<td>50.04</td>
<td>92.51</td>
</tr>
</tbody>
</table>

For SNS, the algorithm consists of three parts, noise subtraction, 2D smooth-
6.4. Results and Discussion

ing, and CMVN. Table 6.4 gives the clean training condition results for NS, 2D smoothing, and CMVN. It can be seen that all parts contribute to the final results.

Table 6.4: Experimental Results for Different Parts of SNS

<table>
<thead>
<tr>
<th></th>
<th>Clean</th>
<th>Avg 0-20</th>
<th>-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMVN</td>
<td>99.32</td>
<td>77.78</td>
<td>13.90</td>
</tr>
<tr>
<td>NS</td>
<td>98.47</td>
<td>86.95</td>
<td>32.56</td>
</tr>
<tr>
<td>2D Smoothing</td>
<td>99.29</td>
<td>81.45</td>
<td>22.69</td>
</tr>
<tr>
<td>SNS</td>
<td>98.53</td>
<td>88.59</td>
<td>37.69</td>
</tr>
</tbody>
</table>

For NLPS, experiments are conducted to show the speech recognition results of the proposed NLPS algorithm with different iteration numbers. Since the multi training condition results are all around 92%, only the clean training condition results are used for optimization. Experimental results are given in Table 6.5. It can be easily seen that the optimal result can be obtained at the second iteration.

Table 6.5: Experimental Results for Different Iterations

<table>
<thead>
<tr>
<th>Iteration No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>clean</td>
<td>99.09</td>
<td>99.08</td>
<td>98.37</td>
<td>98.36</td>
<td>97.23</td>
</tr>
<tr>
<td>Avg0-20</td>
<td>85.70</td>
<td>86.11</td>
<td>85.66</td>
<td>80.07</td>
<td>76.17</td>
</tr>
<tr>
<td>-5 dB</td>
<td>27.80</td>
<td>28.57</td>
<td>23.24</td>
<td>23.24</td>
<td>21.31</td>
</tr>
</tbody>
</table>

Table 6.6: Recognition Results of NLPS (%) for Clean Training Condition

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subway</td>
<td>98.83</td>
<td>97.27</td>
<td>95.61</td>
<td>91.68</td>
<td>82.56</td>
<td>62.70</td>
<td>29.23</td>
<td>85.96</td>
</tr>
<tr>
<td>Babble</td>
<td>99.09</td>
<td>98.22</td>
<td>97.04</td>
<td>94.35</td>
<td>84.31</td>
<td>59.70</td>
<td>26.18</td>
<td>86.72</td>
</tr>
<tr>
<td>Car</td>
<td>99.14</td>
<td>98.21</td>
<td>96.75</td>
<td>93.71</td>
<td>85.09</td>
<td>65.08</td>
<td>31.40</td>
<td>87.77</td>
</tr>
<tr>
<td>Exhibition</td>
<td>99.29</td>
<td>97.5</td>
<td>95.03</td>
<td>88.77</td>
<td>76.64</td>
<td>56.12</td>
<td>29.37</td>
<td>82.81</td>
</tr>
<tr>
<td>Set B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restaurant</td>
<td>98.83</td>
<td>98.28</td>
<td>97.14</td>
<td>93.89</td>
<td>83.79</td>
<td>60.91</td>
<td>29.63</td>
<td>86.80</td>
</tr>
<tr>
<td>Street</td>
<td>99.09</td>
<td>97.70</td>
<td>96.43</td>
<td>92.9</td>
<td>83.65</td>
<td>63.51</td>
<td>29.50</td>
<td>86.48</td>
</tr>
<tr>
<td>Airport</td>
<td>99.14</td>
<td>98.48</td>
<td>97.38</td>
<td>95.02</td>
<td>85.80</td>
<td>64.96</td>
<td>31.26</td>
<td>88.33</td>
</tr>
<tr>
<td>Train</td>
<td>99.29</td>
<td>98.43</td>
<td>96.85</td>
<td>94.45</td>
<td>86.55</td>
<td>63.44</td>
<td>30.64</td>
<td>87.94</td>
</tr>
<tr>
<td>Set C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restaurant</td>
<td>98.93</td>
<td>97.42</td>
<td>95.76</td>
<td>91.03</td>
<td>79.09</td>
<td>52.44</td>
<td>21.80</td>
<td>83.15</td>
</tr>
<tr>
<td>Street</td>
<td>99.15</td>
<td>97.52</td>
<td>96.01</td>
<td>91.96</td>
<td>82.01</td>
<td>56.59</td>
<td>26.72</td>
<td>84.82</td>
</tr>
<tr>
<td>Avg</td>
<td>99.08</td>
<td>97.90</td>
<td>96.40</td>
<td>92.78</td>
<td>82.95</td>
<td>60.55</td>
<td>28.57</td>
<td>86.11</td>
</tr>
</tbody>
</table>
Table 6.7: Recognition Results of NLPS (%) for Multi Training Condition

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Clean</th>
<th>20</th>
<th>15</th>
<th>10</th>
<th>5</th>
<th>0</th>
<th>-5</th>
<th>Avg 0-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subway</td>
<td>98.46</td>
<td>98.13</td>
<td>97.51</td>
<td>95.86</td>
<td>93.09</td>
<td>80.81</td>
<td>48.66</td>
<td>93.08</td>
</tr>
<tr>
<td>Babble</td>
<td>98.31</td>
<td>98.19</td>
<td>97.94</td>
<td>97.04</td>
<td>91.78</td>
<td>73.64</td>
<td>36.37</td>
<td>91.72</td>
</tr>
<tr>
<td>Car</td>
<td>98.24</td>
<td>98.36</td>
<td>98.00</td>
<td>96.63</td>
<td>93.14</td>
<td>82.40</td>
<td>47.09</td>
<td>93.71</td>
</tr>
<tr>
<td>Exhibition</td>
<td>98.61</td>
<td>98.30</td>
<td>97.22</td>
<td>95.00</td>
<td>89.63</td>
<td>74.54</td>
<td>46.78</td>
<td>90.94</td>
</tr>
</tbody>
</table>

| Set A       | 98.46 | 98.40 | 98.04 | 96.56 | 91.71 | 74.95 | 39.7  | 91.93   |
| Street      | 98.31 | 98.22 | 97.76 | 95.80 | 91.26 | 75.85 | 42.96 | 91.78   |
| Airport     | 98.24 | 98.57 | 98.12 | 96.69 | 92.90 | 79.09 | 44.26 | 93.07   |
| Train       | 98.61 | 98.64 | 97.78 | 96.88 | 92.50 | 78.83 | 47.86 | 92.93   |

| Set B       | 98.37 | 98.00 | 97.30 | 95.36 | 91.22 | 74.09 | 38.32 | 91.19   |
| Restaurant  | 98.19 | 97.79 | 97.64 | 95.83 | 90.02 | 71.70 | 36.88 | 90.60   |
| Avg         | 98.38 | 98.26 | 97.73 | 96.17 | 91.73 | 76.59 | 42.89 | 92.09   |

Comparisons are made against MFCC(39), short-time spectral amplitude (STSA) based MMSE [36], ETSI standard advanced front-end feature extraction algorithm (AFE) [134], and MVA [47]. All the algorithms discussed in this thesis are developed based on MFCC. Therefore, it is chosen to be the baseline system. In this thesis, the MMSE algorithm is implemented with minimum statistics for noise estimation. Experimental results are given in Table 6.8.

Table 6.8: Recognition Results for Comparison Targets (%)

<table>
<thead>
<tr>
<th>SNR/dB</th>
<th>Clean</th>
<th>Avg 0-20</th>
<th>-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean Training</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MFCC(39)</td>
<td>99.36</td>
<td>71.29</td>
<td>13.04</td>
</tr>
<tr>
<td>CMVN</td>
<td>99.32</td>
<td>77.78</td>
<td>13.90</td>
</tr>
<tr>
<td>MMSE</td>
<td>99.26</td>
<td>80.12</td>
<td>20.31</td>
</tr>
<tr>
<td>AFE</td>
<td>99.20</td>
<td>82.23</td>
<td>24.77</td>
</tr>
<tr>
<td>MVA</td>
<td>99.20</td>
<td>84.15</td>
<td>26.24</td>
</tr>
<tr>
<td>Multi Training</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MFCC(39)</td>
<td>99.11</td>
<td>87.85</td>
<td>26.83</td>
</tr>
<tr>
<td>CMVN</td>
<td>98.94</td>
<td>91.71</td>
<td>42.63</td>
</tr>
<tr>
<td>MMSE</td>
<td>98.74</td>
<td>92.25</td>
<td>48.61</td>
</tr>
<tr>
<td>AFE</td>
<td>99.14</td>
<td>91.83</td>
<td>42.32</td>
</tr>
<tr>
<td>MVA</td>
<td>98.94</td>
<td>92.22</td>
<td>49.23</td>
</tr>
</tbody>
</table>
6.4. Results and Discussion

6.4.2 Results Analysis

In this chapter, two different algorithms, NLPS and SNS, are proposed for noise removal. It can be seen that the proposed algorithms successfully improve the performance of automatic speech recognition systems. Since the clean test set results are all about 99%, it is meaningless to discuss improvements at such level. Therefore, the clean test set results are not used for comparison. For the clean training condition results, the relative improvement ratios are shown in Table 6.9. They are calculated in terms of recognition rate. It can be seen that the proposed algorithm performs better under both Avg 0-20 and SNR -5 dB conditions.

Table 6.9: Relative Improvements for Clean Training Condition (%)

<table>
<thead>
<tr>
<th>SNR/dB</th>
<th>Avg 0-20</th>
<th>-5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SNS</td>
<td>NLPS</td>
</tr>
<tr>
<td>MFCC(39)</td>
<td>24.27</td>
<td>20.79</td>
</tr>
<tr>
<td>CMVN</td>
<td>13.90</td>
<td>10.71</td>
</tr>
<tr>
<td>MMSE</td>
<td>10.57</td>
<td>7.48</td>
</tr>
<tr>
<td>AFE</td>
<td>7.73</td>
<td>4.72</td>
</tr>
<tr>
<td>MVA</td>
<td>5.28</td>
<td>2.33</td>
</tr>
</tbody>
</table>

At Avg 0-20, the relative improvements for NLPS are 20.79% over MFCC, 10.71% over CMVN, 7.48% over MMSE, 4.72% over AFE, and 2.33% over MVA. SNS performs a little bit better than NLPS. The relative improvements are 24.27% over MFCC, 13.90% over CMVN, 10.57% over MMSE, 7.73% over AFE, and 5.28% over MVA. Figure 6.10(a) gives a better view of the above mentioned results. When it comes to SNR of -5 dB, better results are obtained. The relative improvements of SNS are 189.03% over MFCC, 171.15% over CMVN, 85.57% over MMSE, 52.16% over AFE, and 43.64% over MVA. For NLPS, the relative improvements are 119.10% over MFCC, 105.54% over CMVN, 40.67% over MMSE, 15.34% over AFE, and
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8.88% over MVA. The relative improvements are also given in Figure 6.10(b). SNS outperforms NLPS at all SNR levels.

![Figure 6.10: Relative Improvements for Clean Training Condition.](image)
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Since in the multi training condition both clean speech and noisy speech are used for HMM training, all the algorithms can yield very good recognition results. However, the proposed algorithms still achieve very positive results. For SNS, it performs better than all the other algorithms. At Avg 0-20, the relative improvements are 5.3% over MFCC(39), 0.87% over CMVN, 0.28% over MMSE, 0.74% over AFE, and 0.31% over MVA. At SNR -5 dB, better results are obtained, 86.51% over MFCC(39), 17.38% over CMVN, 2.94% over MMSE, 18.24% over AFE, and 1.65%
over MVA. For NLPS, the situation is a little bit different. It is better than MFCC, CMVN and AFE but slightly worse than MMSE and MVA.

6.5 Conclusion

In this chapter, two algorithms are proposed. SNS works by recovering the temporal structure of speech power spectrum. SNS analyzes the speech signal in a special way by the histogram of average speech log power spectrum within a frame. The proposed algorithm does not attempt to estimate the clean speech from noisy speech. It works on the histogram instead. A two-step scheme is proposed to weaken the noise effects by first reducing the noise variance and then shifting the noise mean. NLPS is based on the direct solution of a nonlinear system model together with a novel log-power subtraction method.

The proposed algorithms are blind approaches, which means that the proposed methods yield good performance at all SNRs and noise types. This property improves its ability to adapt to changing environments. Finally, both SNS and NLPS can be easily combined with any other algorithms. For example, MVA can be combined with the proposed algorithm by simply implementing an ARMA filter after CMVN. The effectiveness of the proposed algorithms is extensively tested using the AURORA2 database.
Chapter 7

Conclusion and Future Works

7.1 Conclusion

The key objective of robust speech recognition technology is to get better recognition accuracy, especially in noisy conditions. After years of development, state-of-the-art automatic speech recognition (ASR) systems can work very well with clean speech. For example, in Table 6.8, the recognition accuracies can be over 99% for the clean test set. However, with noise added in, the performance of ASR systems falls dramatically. One straightforward approach to solve the above-mentioned problem is to remove noise before performing statistical pattern recognition.

In Chapter 2, a brief review of the general structure of automatic speech recognition systems is provided. Several front-end noise suppression algorithms are reviewed. Chapters 3, 4, and 5 introduce three different algorithms based on psychoacoustic models. The human auditory system can handle adverse situations very well. For example, in our daily life there are various kinds of noises and distortions such as environmental noise (conversation in a noisy street), channel distortion (telephone,
radio), and speaker variability (speak with different people). Normal people with a healthy auditory system have barely any difficulty in handling situations above. Therefore, the idea of analyzing and modeling the human auditory system is a logical approach to improve the performance of automatic speech recognition (ASR) systems.

Chapter 3 introduces the LTFC algorithm, which sequentially implement forward masking, simultaneous masking, and CMVN to the Mel-Frequency Cepstral Coefficients (MFCC) feature extraction algorithm. Mathematical derivations are provided to show the effectiveness of the proposed algorithm. Chapter 4 proposes a novel 2D psychoacoustic filter, which implements forward masking, lateral inhibition, and temporal integration at the same time. Theoretical analysis is provided to derive the 2D psychoacoustic filter from the characteristic functions of masking effects. The proposed method sharpens the spectrum of the signal in the time-frequency domain. Masking effects describe how a clearly audible sound become weak or inaudible in the presence of another sound. Therefore, all the sound components below the masking threshold are equivalent for the human auditory system, since they will be recognized as silence or nonexistence. The algorithm discussed in Chapter 4 tries to implement psychoacoustic models in a subtractive manner (the noisy speech minuses the estimated amount of masking), so as to remove noise. In Chapter 5, a different way of implementing psychoacoustic models is provided. It is implemented in an additive manner.

Another important part of the thesis is about feature compensation. Two different algorithms are proposed, i.e. Smoothing & Noise Subtraction (SNS) as well as Newton & Log Power Subtraction (NLPS). The histogram of average speech log power spectrum shows that the contamination of noise leads to a shift of the noise peak, which degrades the performance of speech recognition systems. The SNS al-
7.2 Further Works

For the 2D psychoacoustic filter series, parameters of the diagonal region (temporal frequency masking) are derived from FM and LI parameters. It means that they may be different from the real parameters that the human auditory system adopts. The 2D psychoacoustic filters are proposed to model the human auditory system. Therefore, psychoacoustic experiments can be performed to obtain more accurate parameters for the 2D psychoacoustic filters.

Most state-of-the-art speech recognition systems use DFT to transform time domain speech signals to frequency domain. However, it has to be noted that in other speech related areas, researchers have experimented with other transformations, such as Discrete Cosine Transform (DCT). DCT has been proven to be a suitable alternative to DFT in speech enhancement [82, 135–137]. Therefore, it is logical to investigate the possibility of using DCT in speech recognition. Another example of time-frequency representation (TFR) is quadratic TFRs (QTFRs). It can be formulated by the multiplicative comparison of a signal with itself, expanded in different directions about each point in time. A detailed discussion on QTFRs with their property and application in speech recognition can be found in [138].

With limited information, it is very difficult to perfectly recover the clean speech
or effectively remove noise from the noisy speech. State-of-the-art noise robust speech recognition algorithms have already explored many different possible approaches to solve the problem and obtain very promising results. In order to push closer to the perfect solution, it is logical to incorporate more information to the system. The stereo data based algorithms are very good examples. Another way to gather more information is to use microphone array. Thus the input signal becomes different versions of the same signal, which makes the noise suppression problem much easier. With the sound signal captured from several points, beamforming or spatial filtering technique can be used for noise removal. Microphone array processing generally consists of two parts, sound source localizer and beamformer. The system firstly localize the sound source. Then, the system will amplify the desired signal coming from a specific direction, and attenuate signals from other directions, leading to a better SNR level [139].
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