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Summary

This thesis is dedicated to the subject of the behavioral model of two most important analog impairments in modern wireless transmitters – in-phase/quadrature (IQ) imbalance distortion and power amplifier (PA) nonlinear memory distortion. Despite their distinct physical characteristics, and unlike conventional ways of treating them differently and separately, this thesis is to treat these two seemingly different distortions equally and model them uniformly. Specifically, the main research efforts have gone through the following two stages: In the first stage, these two distortions are treated equally while independently, and compensated using the same methodology – digital predistortion. In this stage, the main objective is to find a better behavioral model for each distortion. Then in the next stage, these two distortions are merged as one black box, and characterized by a single behavioral model. The objective of this stage is to unify the view of the two distortions, abstract it in the implementation, and save the resources by unifying and simplifying the model.

After the introduction chapter, the background of the two analog distortions – transmitter (TX) in-phase/quadrature imbalance and power amplifier – are presented, followed by the general discussion of system-level simulation and digital predistortion, where the quality of the behavioral model determines both performances. Then a comprehensive literature review is engaged on the subjects of transmitter in-phase/quadrature Imbalance and power amplifier, from where it is clear that the current available behavioral models cannot satisfy the demanding requirements, and hence efforts are necessary to find a better, simpler, more accurate, while free-of-side-effects model.
As the prerequisites of behavioral characterization, the issue of test bed is researched and developed. A competent test bed should be accurate, sufficient, and flexible. Specifically, it should provide sufficient and flexible facilities to engage and complete the processes of radio frequency (RF) signal envelope recovery, behavior characterization, model identification, model test and verification. In this thesis, a test bed based on an oscilloscope or other general purpose data acquisition systems, which works as analog to digital converter (ADC) with a proper radio frequency bandwidth and sampling rate, is proposed. The common impairments, e.g. transmitter in-phase/quadrature imbalance, channel delay, frequency offset, and carrier phase offset, are all well compensated. The accurately recovered envelopes of the power amplifier's input and output signals are used for power amplifier behavioral characterization and modeling. The experiment results show a very accurate radio frequency signal envelope recovery, and a good performance of power amplifier behavioral modeling.

In the next two chapters, the first research stage is carried on: Find a better behavioral model for each distortion. Firstly, a predistortion scheme to compensate the power amplifier nonlinear memory distortion is proposed. Unlike the classical memory polynomial model (MPM) that predistorts the amplitude and phase of the signals simultaneously, this thesis describes a new memory polynomial model based predistortion architecture that predistorts amplitude-to-amplitude (AM/AM) and amplitude-to-phase (AM/PM) separately. The idea comes from the inherent physical characteristics of the power amplifier – the amplitude-to-amplitude and amplitude-to-phase relationships. The new architecture can achieve a significantly better performance than the classical memory polynomial model architecture.
Subsequently, a new simple frequency-domain transmitter predistorter is proposed to compensate transmitter in-phase/quadrature imbalance. Frequency-domain predistortion can perfectly compensate long memory effects, without introducing inter-symbol interference (ISI) for orthogonal frequency-division multiplexing (OFDM) signal. And the numerical issue is carefully analyzed, and some robust numerical methods are proposed to achieve high accuracy. The complexity of these methods is also analyzed.

For the second research stage of merging these two distortions into a single module, a new unified behavioral model for both transmitter in-phase/quadrature imbalance distortion and power amplifier distortion is proposed. Traditionally, these two distortions are separately modeled. In this thesis, the behavior of the two distortions are unified, and characterized by a single model. Rectangular Structured Focused Time-Delay Neural Network (RSFTDNN) is proposed to uniformly model transmitter in-phase/quadrature imbalance and power amplifier distortions. As a result, the physical distortions in the analog circuits are further abstracted. It also saves the computation resources. Unlike the polynomial based model, which suffers from inaccuracy for deeply nonlinear system, the proposed Rectangular Structured Focused Time-Delay Neural Network shows a strong ability and high accuracy. Two cases of real experiments are carried out, where Rectangular Structured Focused Time-Delay Neural Network model shows a much better performance than the polynomial based model in the sense of the model accuracy.
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</tr>
<tr>
<td>PA</td>
<td>Power Amplifier</td>
</tr>
<tr>
<td>PAE</td>
<td>Power Added Efficiency</td>
</tr>
<tr>
<td>PAPR</td>
<td>Peak-to-Average Power Ratio</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>PSK</td>
<td>Phase Shift Keying</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>QR-RLS</td>
<td>QR Decomposition Based Recursive Least Squares</td>
</tr>
<tr>
<td>RBFNN</td>
<td>Radical-Basis Function Neural Network</td>
</tr>
<tr>
<td>REE</td>
<td>Relative Envelope Error</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>RLS</td>
<td>Recursive Least Squares</td>
</tr>
<tr>
<td>RSA</td>
<td>Real-time Spectrum Analyzer</td>
</tr>
<tr>
<td>RX</td>
<td>Receiver</td>
</tr>
<tr>
<td>SC</td>
<td>Single Carrier</td>
</tr>
<tr>
<td>SER</td>
<td>Symbol Error Rate</td>
</tr>
<tr>
<td>SISO</td>
<td>Single Input Single Output</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular Value Decomposition</td>
</tr>
<tr>
<td>SW-LMS</td>
<td>Sliding Window Least Mean Squares</td>
</tr>
<tr>
<td>TAS</td>
<td>Time Alignment Sequence</td>
</tr>
<tr>
<td>TLS</td>
<td>Total Least Squares</td>
</tr>
<tr>
<td>TX</td>
<td>Transmitter</td>
</tr>
<tr>
<td>VLSI</td>
<td>Very Large Scale Integration</td>
</tr>
<tr>
<td>VSA</td>
<td>Vector Signal Analyzer</td>
</tr>
<tr>
<td>WiMax</td>
<td>Worldwide Interoperability for Microwave Access</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Network</td>
</tr>
<tr>
<td>WMAN</td>
<td>Wireless Metropolitan Area Network</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero Forcing</td>
</tr>
</tbody>
</table>
# List of Principle Symbols

Mathematics and Matrix Representations:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbf{A} )</td>
<td>Matrix or matrix variable</td>
</tr>
<tr>
<td>( [\mathbf{A}]_{N \times M} )</td>
<td>Matrix of ( N ) rows and ( M ) columns</td>
</tr>
<tr>
<td>( \mathbf{b} )</td>
<td>Vector or vector variables</td>
</tr>
<tr>
<td>( \mathbf{A}_i )</td>
<td>Matrix indexed for some purpose</td>
</tr>
<tr>
<td>( \mathbf{A}<em>{ij} ) or ( (\mathbf{A})</em>{ij} )</td>
<td>The ((i, j)th) entry of the matrix ( \mathbf{A} )</td>
</tr>
<tr>
<td>( \mathbf{A}^n )</td>
<td>The (n^{th}) power of a square matrix</td>
</tr>
<tr>
<td>( \mathbf{A}^{-1} )</td>
<td>The inverse matrix of the matrix ( \mathbf{A} )</td>
</tr>
<tr>
<td>( \mathbf{A}^\dagger )</td>
<td>The pseudo inverse matrix of the matrix ( \mathbf{A} )</td>
</tr>
<tr>
<td>( \mathbf{b}_i )</td>
<td>Vector indexed for some purpose</td>
</tr>
<tr>
<td>( b_i )</td>
<td>Scalar indexed for some purpose</td>
</tr>
<tr>
<td>( b )</td>
<td>Scalar or scalar variables</td>
</tr>
<tr>
<td>( x(n) )</td>
<td>Discrete time signal</td>
</tr>
<tr>
<td>( x(t) )</td>
<td>Continuous time signal</td>
</tr>
<tr>
<td>( \Re{x} )</td>
<td>Real part of a scalar</td>
</tr>
<tr>
<td>( \Re{\mathbf{x}} )</td>
<td>Real part of a vector</td>
</tr>
<tr>
<td>( \Re{\mathbf{A}} )</td>
<td>Real part of a matrix</td>
</tr>
<tr>
<td>( \Im{x} )</td>
<td>Imaginary part of a scalar</td>
</tr>
<tr>
<td>( \Im{\mathbf{x}} )</td>
<td>Imaginary part of a vector</td>
</tr>
<tr>
<td>( \Im{\mathbf{A}} )</td>
<td>Imaginary part of a matrix</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>det(A)</td>
<td>Determinant of the matrix A</td>
</tr>
<tr>
<td>Tr(A)</td>
<td>Trace of the matrix A</td>
</tr>
<tr>
<td>diag(b)</td>
<td>Diagonal matrix of the vector b, i.e. ((\text{diag}(A))<em>j = \delta</em>{j}b_j)</td>
</tr>
<tr>
<td>eig(A)</td>
<td>Eigenvalues of the matrix A</td>
</tr>
<tr>
<td>sup</td>
<td>Supremum of a set</td>
</tr>
<tr>
<td></td>
<td>absolute value or amplitude of scalar variable x</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>A^T</td>
<td>Transposed matrix</td>
</tr>
<tr>
<td>A^*</td>
<td>Complex conjugated matrix</td>
</tr>
<tr>
<td>A^H</td>
<td>Transposed and complex conjugated matrix (Hermitian)</td>
</tr>
<tr>
<td>χ(A)</td>
<td>Condition number of the matrix A</td>
</tr>
<tr>
<td>span(A)</td>
<td>Space spanned by the matrix A</td>
</tr>
<tr>
<td>A ⊙ B</td>
<td>Hadamard (elementwise) product</td>
</tr>
<tr>
<td>s(n) ⊗ d(n)</td>
<td>Convolution operation between two signals</td>
</tr>
<tr>
<td>O</td>
<td>The null matrix with zeros in all entries</td>
</tr>
<tr>
<td>0</td>
<td>The null vector with zeros in all entries</td>
</tr>
<tr>
<td>1</td>
<td>The all-one column vector</td>
</tr>
<tr>
<td>I</td>
<td>The identity matrix</td>
</tr>
<tr>
<td>P</td>
<td>Projection Matrix</td>
</tr>
</tbody>
</table>
\( \text{diag}\{\mathbf{b}\} \) Diagonal matrix with \( \mathbf{b} \) on its diagonal

\( \mathbf{U}, \Sigma, \mathbf{V} \) SVD computation matrices

\( \lambda \) Lagrange multiplier

\( \{ \lambda_i \} \) Eigenvalues

\( \{ \sigma_i \} \) Singular values

\( dy/dx \) Derivatives

\( \partial y/\partial x \) Partial derivatives

\( \nabla y \) Gradient

\( \Delta \mathbf{b}, \Delta \mathbf{b}, \Delta \mathbf{A} \) Increment scalar, vector and matrix

\( E\{\mathbf{x}\}, \text{var}\{\mathbf{x}\} \) Expectancy and variance of vector \( \mathbf{x} \)

\( \text{cov}\{x, y\} \) Covariance of variable \( x \) and \( y \)

\( \text{arg}\{x\}, \angle x, \angle x \) Phase of scalar variable \( x \)

\( \prod_{i=1}^{N} x_i \) Multiplication of the set of \( \{x_i\}_{1 \leq i \leq N} \)

\( f^{-1}(x) \) Inverse function

**Physical Representations:**

\( s(t), s(n) \) Baseband transmitted signal

\( r(t), r(n) \) Baseband received signal

\( s_p(t), r_p(t) \) Passband (RF) signals

\( s_i(t), r_i(t) \) Equivalent low-pass signals
\( s_i(n), s_q(n) \)  
I component and Q component of signal \( s(n) \)

\( S(f), S(k) \)  
Frequency domain continuous and discrete signals

\( \hat{S}(k) \)  
The conjugate mirror frequency component

\( \mathbf{s}' \)  
Frequency domain signal vector

\( h, \mathbf{h} \)  
Model, filter or channel coefficients (element and vector)

\( u, \mathbf{u}, \mathbf{U} \)  
Model input (element, vector and matrix)

\( y, z, \mathbf{y}, \mathbf{z}, \mathbf{Y}, \mathbf{Z} \)  
Model output

\( x, \mathbf{x}, \mathbf{X} \)  
It can serve as either model input or output (dependent on the context); at the same, it can also serve as the solution of an equation (dependent on the context).

\( i, j, p, q \)  
general variable Indices

\( m \)  
Memory or tap index

\( k \)  
Nonlinear order index, discrete frequency index

\( n \)  
Discrete time index

\( t, \tau \)  
Continuous time

\( e, \mathbf{e}, \mathbf{E} \)  
Error

\( v, \mathbf{v} \)  
Noise

\( f \)  
Continuous frequency

\( f_s \)  
Sampling Rate Frequency

\( \mu \)  
Step size in adaptive identification methods

\( \Phi_{i,l+1}(\cdot) \)  
Activation function for the \( ith \) neuron in the \( l+1th \) layer.

\( \alpha_{j,l+1} \)  
Weight from the \( jth \) neuron in the \( lth \) layer to the \( ith \) neuron in the \( l+1th \) layer.
$\beta_{l+1,l}$  
Bias for the $ith$ neuron in the $l+1th$ layer, respectively.

$G$  
(power) gain

$\theta, \phi$  
phase
Chapter 1 Introduction

1.1 Background Information

Modern wireless communication systems suffer power amplifier (PA) and IQ imbalance distortions at the transmitter. On one hand, power amplifier, digital to analog converter (DAC), reconstruction filter and up-converter are indispensable in modern wireless communication systems. While on the other hand, these analog circuits result in transmitter (TX) IQ imbalance and PA distortions on the signal, due to their imperfect implementation. And although it is possible to design and manufacture analog devices as perfectly as possible to reduce these distortions, the corresponding cost is quite expensive. Hence owing to cost-area-consideration, TX IQ imbalance and PA distortions are usually unavoidable in modern wireless communication systems.

Although the research on TX IQ imbalance and PA has been on-going for quite a while, modern wireless communication systems are also evolving quickly with demand for more energy efficiency and higher data rates. The former demand usually requires that the PA works in deeper nonlinear mode, while the later demand often requires that the signal has wider bandwidth. As a result, the modern power amplifier demonstrates deeper and deeper nonlinearity and more and more memory effects, while the TX IQ imbalance distortion shows more and more significant frequency-dependent effects.
The deep nonlinearity of PA distortion quickly degrades the quality of modern wideband signals, e.g., Orthogonal Frequency Division Multiplexing (OFDM) signals [1]. OFDM technology has been widely used in many modern communication systems, e.g. Wireless Local Area Networks (WLAN) [2], Wireless Metropolitan Area Networks (WMAN) [3] and Long Term Evolution (LTE) [4]. The bandwidths of those systems vary in different standards, and typical bandwidths are 16.6 MHz in WLAN [5], and 20 MHz in WiMax [3] and LTE [6]. OFDM signals have the problem of high peak-to-average-power ratio (PAPR), and hence suffer great quality-degradation from nonlinear distortions. It brings a big challenge to the design of the system – while OFDM signals demand linear circuits to reduce bit-error-rate (BER), modern power amplifiers are working in deep nonlinear mode to achieve high energy efficiency.

TX IQ imbalance [7, 8] is represented as the gain imbalance between I and Q-paths, and the shift from 90° phase difference between the two local oscillators (LOs). The distortion introduces so called Mirror Frequency Interference (MFI) [9]. And with a time-variant channel, e.g. by Doppler effect [10], IQ Imbalance can result in Inter-Non-Mirror-Frequency Interference (INMFI) [9]. Both MFI and INMFI can severely distort the transmitted signal, and result in information mistranslation and loss.

Meanwhile, as the modern transmitting signal has wider bandwidth, memory phenomenon becomes more significant. And memory phenomenon makes the compensation more complicated and difficult – The distortion is generated not only by the simultaneous input signal but also by the past ones. Consequently, any compensation method should also include the previous inputs. Both TX IQ Imbalance and PA distortions have significant memory phenomena.
Hence without careful consideration or design, TX IQ Imbalance and PA distortions can largely degrade the quality of the transmitting signal, resulting in poor BER performance, and interference on other signals of the adjacent channels due to the out-of-band spectral re-growth effects. From the viewpoint of the behaviors of the distortions, this thesis is dedicated to research on these two distortions to cater to the requirements of the evolving modern wireless communication systems – deep nonlinearity and significant memory effects.

Note that historically, the memory phenomenon is usually called memory effects in the field of power amplifier, while the same thing is called frequency-dependent or frequency-selective in the field of IQ imbalance. In this thesis, these notations are united, and “memory effects” is used to refer to the memory phenomenon of the device.

1.2 Motivation and Objectives

Power amplifier distortion and TX IQ imbalance distortion are two major analog distortions at the wireless transmitter. Hence, the following tasks are of great importance and necessity for a modern communication system:

1. Analyze the characteristics and influence of the TX IQ Imbalance and PA distortions, and predict the performance of the signal impaired by these distortions.

2. Find an efficient and low-cost method to compensate these two distortions.

System-level simulation is a good way to accomplish the first task. In system-level simulation, the signal is passed through the behavioral models of the TX IQ imbalance and PA distortions, as well as the behavioral models of other devices, channels and modules. In this way, the final output, and the outputs at the middle stages of the system in simulation,
can serve as a prediction of the performance of the signal in the real world applications, and show the influences of the TX IQ imbalance and PA at various stages of the communication system.

For the second task, digital signal predistortion is an efficient and low-cost method to compensate the distortion. After modeling the inverse function of the corresponding distortion, the digital predistorter is cascaded ahead of the distortion. The influence of the predistorter and that of the corresponding distortion are mutually neutralized, and the overall system is free of the specific distortion. The digital predistortion can eliminate the distortion at the transmitter side, avoid the possible interference on the adjacent wireless channels, improve the quality of the received signal, and simplify the signal processing complexity of the receiver. Digital predistortion can also increase PA efficiency and linearity without sacrificing output power level, hence reduce the energy consumption while maintaining high quality of the transmitted signal.

Behavioral model plays a critical role both in system-level simulation and in design of the digital predistortion. The quality of the behavioral model eventually determines the performance of both the system-level simulation and the digital predistortion. In this way, the research work of these two seemingly different subjects – system-level simulation and digital predistortion – are unified under one task: Behavioral Model.

Traditionally, the power amplifier and the TX IQ imbalance are treated, simulated and compensated differently and separately. It is partly due to their distinct and mutually independent physical characteristics. However, from the viewpoint of behavioral models, the inherent physical characteristics are ignored, while the corresponding device or system is viewed as a black box with some mathematical relationship between its input and output.
That motivates the research in this thesis on behavioral models treating TX IQ Imbalance and power amplifier jointly and as a single black box.

The advantages of treating these two distortions jointly and as a single black box are:

1. Theoretically, it gives a unified view of these two distortions, and makes it more abstract to facilitate system-level design and implementation.
2. Practically, it has the potential to save more resources than treating them differently and independently – less running time, less memory space, etc.
3. The predistortion methodology using a behavioral model at the transmitter can improve the transmitted signal quality and lessen the signal processing burden on the receiver, which still need to compensate other circuit and channel impairments. Hence it simplifies the design of the receiver and reduces the interferences to other wireless signals and systems at the same time.

**Objective:**

Specifically, the research includes two stages:

In the first stage, the behaviors of TX IQ imbalance and PA distortions are studied independently. The objective in this stage is mainly to improve the performances of the behavioral models of these two distortions individually, and make each meet the demand of the modern high-energy-efficiency and high-data-rate wireless communication systems. Specifically, the PA models should characterize the deep nonlinear and significant memory distortions, and the TX IQ imbalance models should characterize the significant memory effects. The behavioral models are used in digital predistortion to compensate the impairments. This stage is a stepping-stone to unify these two distortions in the next stage.

In the second stage, the objective is to unify the TX IQ imbalance and power amplifier distortion models into one black box, and characterize them in one unified behavioral
model. The unified model should have high accuracy, and strong capability to predict the performance of the signal impaired by these distortions. It should satisfy the requirements of the evolving modern wireless communication systems – deep nonlinearity and significant memory effects. It should also have simple implementation, and save resources. The unified model can be used in system-level simulation to predict the signal suffering these distortions; it can also be used to design the predistortion to improve the transmitter performances.

1.3 Major Contribution

1) An accurate and flexible test bed based on laboratory instruments is developed for characterizing and testing the PA behavioral models. This test bed can also be used to characterize and test TX IQ imbalance, and joint TX IQ imbalance and PA distortions with respective software modules. System impairments, such as TX IQ imbalance in the case of PA modeling, channel delay, frequency offset, and carrier phase offset, are all well compensated by digital signal processing methods in the test bed. The accurately recovered envelopes of the DUT’s input and output signals are used for PA or TX IQ imbalance behavioral characterization and modeling. The competency of the test bed to accurately recover the envelopes of a PA’s input and output signal is demonstrated through experimental results. The test system’s EVM is lower than –41dB and relative envelope error (REE) is less than 5.5%. The results are published in the Author’s Publication [3].

2) In the early stage of the author’s work, a behavioral model based on memory polynomial model (MPM) is studied for characterizing and predistorting the power amplifier. It models (or predistorts) AM/AM and AM/PM separately by two different
memory polynomial models. On one hand, each memory polynomial model has limited number of items and coefficients (only the diagonal items of the Volterra model), and hence greatly reduces the influence of the condition number problem. While on the other hand, the two models are combined together to realize more items than a traditional memory polynomial model. Hence the combined model is more powerful and has more freedom to characterize or predistort the power amplifier distortion. Besides, by using AM/AM and AM/PM structure, the model also reflects the inherent physical characteristics of power amplifiers. The results are published in Author’s Publication [1].

3) A new simple frequency-domain predistorter is proposed to compensate TX IQ imbalance of significant memory effects. The predistortion in frequency domain has the advantage of perfectly compensating significant memory effects in IQ imbalance, without introducing inter-symbol interference (ISI) for OFDM signal. By transforming the problem to a matrix problem, the predistorter is solved by robust numerical methods. Moreover, the implementation of the proposed predistortion scheme is simple and straightforward for OFDM systems.

4) The behavior of power amplifier distortion and TX IQ imbalance distortion are unified as a single black box, and characterized by a single model. A novel neural network – rectangular structured Focused Time-Delay Neural Network (RSFTDNN) – is proposed. Unlike the polynomial based model, which can only model mild nonlinear systems, the proposed RSFTDNN shows a strong ability and high accuracy in the unified model of the TX IQ imbalance and PA distortions. Two cases of experiments are carried on, where the RSFTDNN model shows better performance than the memory polynomial dual-input model. The results are published in Author’s Publication [2].
1.4 Arrangement of the Thesis

In Chapter 2, the background information on the analog distortions of TX IQ Imbalance and power amplifier is firstly introduced. Then system-level simulation and digital predistortion of these two impairments are presented, where the quality of the behavioral model determines the performance. A comprehensive literature review on the behavioral models of these two impairments is carried out, e.g. Volterra model, memory polynomial model, and neural network, etc.

In Chapter 3, a general test bed is proposed to characterize the behavior of TX IQ Imbalance and power amplifier. It is based on laboratory instruments and uses several state-of-the-art methods to compensate the impairments in the channel. Firstly, the PA test bed structure is presented, followed by detailed steps and explanations of digital signal processing methods to compensate the various channel impairments. Then in the next two sections, the PA test bed is modified to facilitate the behavior characterization of TX IQ imbalance distortion, and that of joint TX IQ Imbalance and PA distortions, respectively. The performance metrics are also given, and the performance of the test bed is assessed by experiments.

In Chapter 4, a new behavioral model to characterize and predistort the power amplifier is proposed. It is based on the memory polynomial model, and has the structure to model or predistort AM/AM and AM/PM separately. It firstly introduces the memory influence on the AM/AM and AM/PM functions. Then the proposed new predistortion architecture using memory polynomial model is described, and its mathematical analysis and its predistortion block diagram are also presented. Simulation results are given, and compared with the traditional architecture.
In Chapter 5, a new simple frequency-domain predistorter is proposed to predistort TX IQ imbalance. Unlike the time-domain compensation methods, the proposed frequency-domain predistortion method can perfectly compensate long memory effects, without introducing any ISI impairment. Firstly, the IQ imbalance and mirror frequency interference is analyzed, and the frequency-domain IQ imbalance model is deducted. Then the drawback of time-domain IQ imbalance predistortion is analyzed. After that, the proposed frequency-domain IQ imbalance predistortion scheme is shown. The numerical issue is also considered, the noise influence and the problem of Normal Equation are analyzed, and some robust methods are proposed to identify the predistorter. Both simulation and real experiment results are shown.

In Chapter 6, the power amplifier distortion and TX IQ imbalance distortion are unified and characterized by a single neural network model. Firstly, the idea of unifying these two distortions is presented. Then the limitation of condition number on polynomial based models is analyzed. After that, the proposed neural network model for modeling PA-plus-TX-IQ-imbalance-distortion is shown. The overall experiment structure is illustrated, and the experiment results are given.

Finally, the conclusion and future work are presented in Chapter 7.

The Appendices provide information of the numerical issues discussed in the thesis.
Chapter 2 Literature Review

2.1 TX IQ Imbalance and PA Distortions

2.1.1 Power Amplifier Nonlinear Memory Distortion

Firstly, PAPR is defined as the ratio between the peak power level and the averaged power level of a signal [11]:

\[ PAPR(x(t)) = \frac{P_{\text{peak}}}{P_{\text{average}}} = \frac{\max_{0 \leq t \leq T} \{ |x(t)|^2 \}}{\frac{1}{T} \int_{0}^{T} |x(t)|^2 \, dt} \]

(2.1)

where \( T \) is the time duration of the signal \( x(t) \).

Power Amplifier is an energy generation device that increases the power level of the signal at the front end of the transmitter by several orders, so as to greatly increase the value of SNR (signal to noise ratio) of the receiver. However, PA is also the most energy-consuming device in the transmitter. Moreover, the power efficiency is low for systems with high PAPR signals. For example a signal with 10dB PAPR may require ideal Class A or Class B PAs having average efficiencies of 5% and 28%, respectively [12]. Working in nonlinear mode can significantly increase the efficiency. But it brings another problem – nonlinear impairments. Usually, designing a power amplifier demands a
tradeoff among the output power level, the efficiency and the degree of nonlinearity. And since energy-saving issue is more important, the linearity is often sacrificed, and the signal is suffering from nonlinear distortion, esp. for high PAPR signals like OFDM signals.

PA memory-effects-distortion also becomes significant, with the advent of wideband signals being widely deployed in the third (3G) and fourth (4G) generations of wireless communication systems. Thermal effect is one major cause of memory effects: the current temperature, which influences the PA output, is caused by both the current and the past energy inputs. Another important cause is the electrical charging and discharging, which is generated from both the designed and the parasitic capacitance. In the frequency domain, memory effects show up as frequency dependent distortion over the signal bandwidth.

The nonlinear and memory distortions of PA can be illustrated by its AM/AM and AM/PM relationships, as shown in Fig. 2-1 and Fig. 2-2. AM/AM depicts the relationship between the input signal power level and the output signal power level. Both power levels are denoted in decibels above 1mW, or dBm, as defined by:

\[ P_{\text{dBm}} = 10 \cdot \log_{10}(P_{\text{watt}}) + 30 \]  

(2.2)

AM/PM depicts the relationship between the input signal power level in dBm and the phase shift between output and input. Firstly, from AM/AM relationship, it is clear that as the input power level increases, the output power level increases linearly at low power level and compresses under high input power level as the PA is working under nonlinear mode. The degree of nonlinearity increases with power level for a given device. Please note that for a high PAPR signal, even although its average power level is in the linear zone, its peak power, which can be more than 10 times of the average level, can reach deeply into the nonlinear zone.
Secondly, the relationships of both AM/AM and AM/PM are not simple functions of input power level, as illustrated by the scattered points across a range of output power levels for a given input power level in Fig. 2-1 and Fig. 2-2 (data is acquired from the power amplifier ZVE-8G HPA). This is caused by the memory effects of the PA, i.e., the current output power level or phase shift is not only caused by current input signal sample, but the past input samples as well.

Fig. 2-1 AM/AM relation of power amplifier

Fig. 2-2 AM/PM relation of power amplifier
Due to the nonlinear distortion of the power amplifier, the OFDM signal loses its orthogonality among its subcarriers, and results in high BER. According to [13], after nonlinear distortion, the BER of OFDM signals does not decrease with the increase of SNR. Instead, there is a BER performance floor.

2.1.2 Transmitter IQ Imbalance Distortion

The overall diagram of the typical wireless transmitter is shown in Fig. 2-3. IQ imbalance distortion refers to the imbalance between the I-path and Q-path. The difference between the gains of the two paths is called gain imbalance. Another imbalance is called phase imbalance, i.e., the real phase difference between the I-path signal $x_{I}(t)$ and the Q-path signal $x_{Q}(t)$ are some degree away from 90°.

Just as the power amplifier, there are significant memory effects in the IQ imbalance distortion with wideband signals. It is partly owing to the reconstruction filters. And it shows frequency dependent IQ imbalance within the signal bandwidth.

Ideally speaking, the low-pass equivalent signal $x_{l}(t)$ of the RF signal $x_{p}(t)$ after the up-converter should be in the following relationship with the original transmitted signal $s(n)$ as:

$$x_{l}(n) = h_{TX}(n) \otimes s(n) \quad (2.3)$$

where $x_{l}(n)$ is the discrete form of $x_{l}(t)$, $h_{TX}(n)$ is the low-pass equivalent linear filter of the overall path from DAC to up-converter.

With TX IQ imbalance, the distorted signal $x_{d}(t)$ after up-converter is instead:
\[ x_i(n) = h_{TX,d}(n) \otimes s(n) + h_{TX,m}(n) \otimes s^*(n) \]  
(2.4)

where \( h_{TX,d}(n) \) and \( h_{TX,m}(n) \) are the complex-valued low-pass equivalent direct filter and mirror filter, respectively. Now there is an interference on the signal – the conjugate of the transmitted signal \( s^*(n) \). It is called Mirror Frequency Interference [9].

Fig. 2-3 Overall diagram of a wireless transmitter, where the signal with the subscript \( p \) is the RF passband signal with carrier frequency, while the signal with the subscript \( l \) is the corresponding low-pass equivalent signal. The index \( n \) means the digital signal, while index \( t \) means the continuous analog signal after DAC. And \( \theta_i \) and \( \theta_q \) are the phase imbalance owing to LO imbalance.
2.2 Behavioral Models of Transmitter Distortions

2.2.1 Behavioral Models in System-Level Simulation

Simulation is usually considered the indispensable step; and only after satisfactory simulation results having been obtained can a design be forwarded to implementation and test. Moreover, it is well known that simulation can speed up the overall design and implementation progress by simplifying the way to design and invent, analyzing the possible performance of a specific design, providing the intermediate results at various parts of a system, exposing potential problems or drawbacks at the early stage of a design, and predicting performance of the future products.

Generally speaking, the simulation in the field of wireless communication can be categorized into two classes: circuit-level simulation and system-level simulation. Circuit-level simulation caters for the design of a specific device. It is based on physical models or circuit-level models. These models mathematically describe the physical characteristics, effects, relationships and impairments. The advantage of circuit-level simulation and modeling are that they can show many details in the view of low-level design and manufacture, and hence very suitable for the design of a specific device or circuit. However, it requires heavy computation resources and a very long running time to accomplish the simulation of a single device. As a result, it cannot be used in the whole system simulation which contains many device models, some of which have significant memory effects.

For instance, the RF domain simulation, if in the circuit-level, will demand to compute a huge amount of data over even very short duration of signal. Since the RF domain
signals usually have carrier frequency of more than 1 GHz, and by virtue of Nyquist Theory [14], the circuit-level simulation needs a sampling rate of several giga samples per second – it needs to compute several giga samples of the signal of 1 second duration.

To circumvent the computation problem, system-level simulation is applied instead. From the viewpoint of system design, only the input and output of each device is concerned, while its physical characteristics and responses within the device are neglected. Hence in system-level simulation, each device is usually considered as a black box, with some mathematical relationship between its input and output.

Now for the RF signal, system-level simulation only concerns and simulates the envelope of the RF signal, while views its carrier frequency as an environment parameter and simply ignores it. The envelope of the RF signal is also called low-pass equivalent signal [14], which has only tens of megahertz. As a result, the sampling rate is reduced by several orders.

In a system-level simulation, to simplify the simulation and save computation resources, and by using low-pass equivalent signals in RF domain, different modules or devices are sometimes merged into one black box. For instance, the DAC and reconstruction filters, the mixer and its filter, the power amplifier and the TX antenna, are often treated as a single black box, respectively.

2.2.2 Behavioral Models in Digital Predistortion

Some of the TX analog distortions can be predistorted at the transmitter. It is done at the baseband digital domain by some processing methods, and often called digital predistortion (DPD), or predistortion for short. The prototype of the digital predistortion is
illustrated in Fig. 2-4. For a specific analog distortion, the predistorter is a behavioral model characterizing the inverse function of the given analog distortion. The transmitted digital signal is firstly predistorted in the digital domain, and then converted to analog signal by DAC, and passed through the analog devices. As a result, the inverse function of the distortion (predistortion) is cascaded with the distortion itself, and the overall effect is to remove the distortion. Since the digital predistorter is also a behavioral model, the numerous research results of the behavioral model in the literature can also be applied in predistortion.

The benefits of digital predistortion are: Firstly, it compensates the corresponding analog distortion from the signal, enhances the signal quality and reduces the complexity of signal processing at the receiver side. Moreover, it can prevent the spectral regrowth and impairments to the adjacent channels, and hence avoid the possible infringement of the spectrum requirements by the government. Finally, since it is done in the baseband digital domain, it is low cost and easy to implement especially in the terminal equipment. Hence digital predistortion is a highly efficient way to remove some of the analog distortions at the transmitter.

![Diagram of digital predistortion](image)

Fig. 2-4 Prototype of digital predistortion for analog impairments, where the discrete low-pass equivalent signals are used to represent the analog RF signals
2.3 Behavioral Models of Power Amplifier

The behavioral model characterizing power amplifier nonlinear and memory distortion has attracted intensive research interest over decades. Only the low-pass equivalent signals are considered. Henceforth, without further notice, the input and the output signals of a power amplifier always refer to the low-pass equivalent signals.

Traditionally, behavioral models of power amplifier do not take the memory effects into consideration. In the early stages of wireless communication, signals are usually narrowband. And power amplifiers approximately show memoryless nonlinear characteristics in the case of narrowband signals. Various memoryless behavioral models are proposed and applied to characterize the memoryless behavior of the power amplifier, e.g., Saleh models [15], Bessel-Fourier models [16, 17], Hetrakul and Taylor model [18] and Berman and Mahle model [19].

However, power amplifier nonlinear distortion is showing significant memory effects with the modern wideband signals in 3G and 4G wireless communication systems. Partly owing to the thermal effects, and partly owing to the charge and discharge of the circuits, the current output of the power amplifier is determined by both the current and past inputs. Hence, the current research is mainly focusing on characterizing both the nonlinearity and memory effects of the power amplifier.

PA behavioral models can be classified into polynomial based models and neural network models.
2.3.1 Polynomial Based Model

The major advantage of a polynomial based model is that it is in linear relationship with its coefficients. As a result, the identification of the polynomial based model can be done by using various linear numerical methods, e.g., least squares (LS) method, least mean squares (LMS) method and recursive least squares (RLS) method.

Volterra model [20] is widely seen as both the fundamental model and the typical representative. It is proposed by the Italian mathematician Vito Volterra in the year 1887 in his book *The Theory of Functionals* [21]. Volterra model can be viewed as the memory expansion of the Taylor series [22, 23], and “is particularly interesting as it produces the optimal approximation (in a uniform error sense) near the point where it was expanded”. And the discrete truncated version of Volterra model has been widely used to model various systems [20, 24, 25].

Ever since Norbert Wiener applied Volterra series to analyze nonlinear circuits in 1940s [26], various extensions and modifications of Volterra model have been proposed to simplify the complexity of the Volterra model. They are divided into two categories: nonlinear models with linear memory, and nonlinear models with nonlinear memory [27].

2.3.1.1 Nonlinear models with linear memory

The first category is to combine several sub-models to represent a general behavioral model. Wiener model and Hammerstein model [25, 28] are two typical models. Both use a nonlinear memory-less model to characterize the nonlinearity, and a linear time-invariant system to characterize the memory effects. The two sub-models are cascaded in serial to characterize PA’s overall behavior – Wiener model (Linear-Nonlinear), and Hammerstein model (Nonlinear-Linear).
By increasing the number of sub-models, and varying the permutation of their orders, many types of structures can be implemented [27, 29-31]. One simple extension is the three-block model that adds one more linear memory block at the end of Wiener model – It is called Wiener-Hammerstein model [28]. The Poza-Sarkozy-Berger model [28] employs two Wiener-Hammerstein models to characterize the AM/AM and AM/PM relationships, respectively [32, 33]. The frequency-dependent Saleh model [15] characterizes the power amplifier distortions on the in-phase component and quadrature component of the signal by two Wiener-Hammerstein models. However, increasing the number of sub-models also increases the complexity of identification and simulation.

For this category of behavioral models, the implementation is simple, and the number of coefficients can be significantly reduced compared with the Volterra model. However, these models can only characterize linear memory effects. Another disadvantage is that since the nonlinear block is usually identified by single-tone signals at the center frequency, the model cannot predict the interaction between several tones [31]. Furthermore, as these models are nonlinear with respect to its coefficients, none of the linear identification methods can be used. And identifying these models can become very complicated and unreliable [34].

2.3.1.2 Nonlinear models with nonlinear memory

In the second category, the behavioral models can characterize the nonlinear memory effects. The nonlinear memory effects are mainly caused by the active-device low-frequency dispersion, electro-thermal interactions, and bias circuitry [27, 35-40]. These models are usually modified and/or simplified Volterra models.
The straightforward way to simplify the Volterra model is to directly prune its items. Among the various pruning methods, memory polynomial model [41] is one of the simplest model. It removes all the other items, and only retains the “diagonal” items of the Volterra model. Later in [34], a more general memory polynomial model is proposed by adding some “near-diagonal” items.

Dynamic pruning is to divide the Volterra model into two parts: static and dynamic parts. After that, it prunes the two sets of items in different ways, according to their different characteristics [31, 42, 43]. Dynamic pruning model can separate the purely static effects from the dynamic effects, which are inherently blended in the classical Volterra series [31].

Another effort to modify the Volterra model is Spline-based model [44, 45]. Spline function is in the form of piecewise polynomials, where the amplitude of the input signal is divided into several intervals. Since the amplitude is required to be smooth and continuous, the function and its derivatives should be continuous at the joint points.

The models of non-orthogonal basis suffer the problem of convergence [46]. There is a strict limitation on the range, in which the non-orthogonal basis model can converge. The limitation on the range of convergence can be largely relaxed by using orthogonal bases. Several time-domain orthogonal models are proposed [47-51]. Kautz-Volterra (KV) model [48, 49] is a typical orthogonal model that is based on nonlinear IIR structure and feedback loops. Laguerre function [50, 51] is another orthogonal basis used to model power amplifiers.

All the above mentioned models are in time-domain. There are also frequency-domain PA behavioral models [52-54]. Since each frequency component of the input signal is
orthogonal to one another, the frequency-domain behavioral models are of orthogonal basis. And the implementation is especially convenient to OFDM communication system – Since the OFDM system already contains IFFT operation in the transmitter and FFT operation in the receiver, there is no need for any extra transformation.

There is a question on the convergence [46] of the Volterra series based models. And by pruning a significant number of items of the original Volterra model, how much pruning-error is generated? Up to now, there is no theoretical answer to these questions. Moreover, even though the condition numbers of the simplified models are considerably reduced, these condition numbers still increase quickly with the increase in nonlinear order and memory depth, resulting degradation of the accuracy of model identification.

In the following section, we are going to review the Volterra model, which is the fundamental model of polynomial based models. Then the memory polynomial model is reviewed, which is widely used and one of the simplest models modified from the Volterra model. Finally, the counterpart of polynomial based models – the neural network is also reviewed.

2.3.2 Volterra Model

Volterra model is a Taylor expansion with memory items, and suitable to model a weakly nonlinear time-invariant system with fading memory [23]. Volterra model is linear to its coefficients and thus can take advantage of linear identification algorithms.

In continuous time form, the Volterra model with \( K \) denoting the highest nonlinear order is shown [46] as:

\[
y(t) = \sum_{k=1}^{K} y_k(t)
\]  

(2.5)
and each specific-nonlinear-order-output is:

\[
y_k(t) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} h_k(\tau_1, \ldots, \tau_k) s(x - \tau_1) \cdots s(x - \tau_k) d\tau_1 \cdots d\tau_k
\]  

(2.6)

where \( s(t) \) is the input signal, \( y(t) \) is the output signal.

The corresponding discrete time form, with \( K \) denoting the highest nonlinear order and \( M \) denoting the memory depth, can be written as:

\[
y(n) = \sum_{k=1}^{K} y_k(n)
\]  

(2.7)

And each specific-nonlinear-order-output is:

\[
y_k(n) = \sum_{m_1=0}^{M-1} \cdots \sum_{m_k=0}^{M-1} h_k(m_1, \ldots, m_k) \prod_{i=1}^{k} s(n-m_i)
\]  

(2.8)

If the Volterra coefficient \( h_k(m_1, \ldots, m_k) \) is same for any permutation of the time delay set \( (m_1, \ldots, m_k) \), the coefficient \( h_k(m_1, \ldots, m_k) \) is called symmetric, and the number of items in (2.8) can be reduced significantly by combining the items of the same coefficients:

\[
y_k(n) = \sum_{m_1=0,m_2=m_1}^{M-1} \cdots \sum_{m_k=m_{k-1}}^{M-1} h_k(m_1, \ldots, m_k) \prod_{i=1}^{k} s(n-m_i)
\]  

(2.9)

Both the above continuous time form and discrete time form of Volterra model are only applicable to passband RF signals. To characterize the power amplifier behavior, the corresponding low-pass equivalent Volterra model should be developed. Consider the relationship between the passband signal \( y(t) \) and its low-pass equivalent signal \( y_l(t) \):

\[
y(t) = \Re \{ y_l(t)e^{j2\pi ft} \} = \frac{1}{2} \{ y_l(t)e^{j2\pi ft} + y_l^*(t)e^{-j2\pi ft} \}
\]  

(2.10)
Replacing (2.10) into (2.6), and filtering out all the harmonic frequencies, the continuous time low-pass equivalent Volterra model turns out to be [28]:

\[ y(t) = \sum_{k=1}^{K} y_k(t) \]  

(2.11)

where

\[ y_k(t) = \begin{cases} 
\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} h_k(\tau_1 \cdots \tau_k) \prod_{r=1}^{(k-1)/2} s^*(x-\tau_r) \prod_{r=(k+1)/2}^{k} s(x-\tau_r) d\tau_1 \cdots d\tau_m & k \text{ is odd} \\
0 & k \text{ is even}
\end{cases} \]  

(2.12)

Note that all of the even nonlinear order items are removed.

And the corresponding discrete time form of the low-pass equivalent Volterra model is:

\[ y(n) = \sum_{k=1}^{K} y_k(n) \]  

(2.13)

where the Volterra kernel [46] is:

\[ y_k(n) = \sum_{m_1=0}^{M-1} \sum_{m_2=0}^{M-1} \cdots \sum_{m_k=0}^{M-1} h_k(m_1, \ldots, m_k) \prod_{i=1}^{(k-1)/2} s^*(n-m_i) \prod_{r=(k+1)/2}^{k} s(n-m_r) \]  

(2.14)

Volterra model can only characterize mild nonlinear system [25, 27]. The reasons are: Firstly, the series does not converge for strong nonlinearity [28]. Secondly, the complexity – the number of the coefficients – increases dramatically with the highest nonlinear order and memory depth [55]. And thirdly, it is very difficult to accurately identify the coefficients of a high nonlinear order or a long memory depth. The last issue is owing to the fact that the condition number is increasing very fast with the highest nonlinear order or memory depth.
### 2.3.3 Memory Polynomial Model

One way to simplify Volterra model is to directly prune the items, and many research results have been published to reduce the number of Volterra model items in one way or another [31, 56, 57]. In [41], a simplified Volterra Model – memory polynomial model – is proposed. The model is in the following form:

\[
y_n = \sum_{m=0}^{m=M} B_m(b_m, s_{n-m})
\]  

(2.15)

where \( M \) is the memory depth in unit of samples, and

\[
B_m(b_m, s_{n-m}) = s_{n-m} \cdot \sum_{k=1}^{K} b_{mk} s_{n-m}^{k-1}
\]

(2.16)

\[
= s_{n-m} \cdot \beta_m(s_{n-m})
\]

where \( K \) is the order of polynomial \( B_m(b_m, s_{n-m}) \).

Later in [58], the memory polynomial model is expressed in an alternative and clearer way:

\[
y(n) = \sum_{k=0}^{K-1} \sum_{m=0}^{M-1} h_{km} s(n-m) s(n-m)^k
\]

(2.17)

In [31], the authors analyze the memory polynomial model, and call it “probably the simplest non-trivial pruned Volterra model”. The memory polynomial model only uses the “diagonal” items of the Volterra model, i.e. \( m_1 = m_2 = \cdots = m_k \) in (2.14). The number of coefficients is greatly reduced. Meanwhile, this model can be easily implemented, with the structure similar to a finite impulse response (FIR) filter, only replacing the linear gain by higher nonlinear order polynomials [31].
However, it is often too simple to be “powerful” enough to accurately model a power amplifier. Later, researchers tried to extend the model to have a better performance.

In [56], the unit delay tap in the memory polynomial model is changed into sparse delay tap. By this way, it provides more freedom to characterize the memory effects by using variant-length time space between every two adjacent taps. And a longer memory effects can be modeled with still relatively small amount of coefficients. The form of the memory polynomial model with sparse delay taps is given by:

\[
y[n] = \sum_{k=0}^{K-1} \sum_{m=0}^{M-1} h_{km} [s(n-d^{(M)}_m)] [s(n-d^{(M)}_m)]^k
\]

(2.18)

where \( d^{(M)}_m \) is the sparse delay tap and the number of taps is \( M \) [56].

The “diagonal” restriction reduces tremendously the number of the coefficients [31]. However, the usage of only “diagonal” items also limits the accuracy, since some of the “off-diagonal” items may sometimes be more important than the “diagonal” ones [31].

In [57], a “near diagonal” structure is proposed. The “near diagonal” items mean \( |m_i - m_j| \leq l \) in (2.8), where \( l \) is a small integer [57]. By increasing the value of \( l \), more “near diagonal” items are included, and the normalized mean square error (NMSE) can be improved [57]. The disadvantage is that since more items are included in the model, the complexity to extract the coefficients is also increased. In general, the “near diagonal” structure gives a way to tradeoff between the model accuracy and its complexity by varying the value of \( l \) [57].
The “near diagonal” structure can be expressed as three parts: traditional memory polynomial, its positive cross-term time shifts, and its negative cross-term time shifts. Accordingly, a general memory polynomial model with cross-terms can be written as [34]:

\[
y_{\text{GMP}}(n) = \sum_{k \in K_a, l \in L_a} a_{kl}s(n-l)|s(n-l)|^k + \sum_{k \in K_c, l \in L_c, m \in M_c} b_{klm}s(n-l)|s(n-l-m)|^k + \sum_{k \in K_c, l \in L_c, m \in M_c} c_{klm}s(n-l)|s(n-l+m)|^k
\] (2.19)

where \( K_a, L_a, K_c, L_c, M_c \) are the specifically chosen orders for the general memory polynomial model.

In [53], a time domain behavioral model is used to predistort power amplifier, whose coefficients are estimated in frequency domain. The advantage is that it is easier to compensate the delay effects of the transmission path, and align the transmitted and received signals.

### 2.3.4 Neural Network Based Model

Besides polynomial based models, there is another category of power amplifier behavioral model – neural network [59]. It has several inner stages and many inner-states, and the final output is determined by both the input and the inner states. Here a state denotes the output of a neuron, while a stage denotes a layer containing many neurons.
Time delay neural network (TDNN) is proposed to model PA behavior [59-63]. It is based on feed-forward neural network structure [60]. The input is delayed at the first layer, and then feed forwardly into the network. A typical structure is shown in Fig. 2-5. The input signal is delayed at the input layer, where $z^{-1}$ means one sample delay. $f(\cdot)$ is the activation function. And $x_{i,l}(n)$ is the inner state of Neuron $i$ and Layer $l$ (inner stage $l$). And $N_l$ denotes the total number of neurons of Layer $l$.

In [62, 63], a TDNN neural network is proposed to predistort the power amplifier, and the performance of convergence rate is compared among various adaptive identification methods. The neural network is composed of 2 inner layers, with the activation function being tansig function.

Recurrent neural network (RNN) [64-66] is a feedback-based neural network structure. The advantage of RNN structure is that it has the potential to model very long memory.
effects with much less layers and neurons. However, due to the feedback branch, RNN has the risk of instability. Fig. 2-6 shows a typical RNN structure.

![A typical Recurrent neural network (RNN) with 2 inner layers and single output.](image)

The input signal is delayed at the input layer, where \( z^{-1} \) means one sample delay. \( f(\cdot) \) is the activation function.

In [67], a radical-basis function neural network (RBFNN) is proposed.

Fig. 2-7 is the overall structure of RBFNN. The input nodes \( \tilde{x}=[r_n, r_{n-1}, \ldots, r_{n-L}] \) are the current and past input signals, therefore introduce the memory into the model. And \( \varphi_i \) is the Green function:

\[
\varphi_i = G\left(\|x-t_i\|\right) = \exp\left(-\frac{\|x-t_i\|^2}{2\sigma_i^2}\right) \tag{2.20}
\]

29
Fig. 2-7 RBFNN with L + 1 input nodes, M hidden nodes, and two output nodes. The two output nodes correspond to the AM/AM and AM/PM distortion, respectively [67].

Spatiotemporal neural network is proposed in [68] to predistort power amplifier nonlinearity. The neural network interpolates adjacent neurons, and prevents discontinuities among neurons of different layers. The drawback is that spatiotemporal neural network requires more neurons than TDNN to achieve a certain level of normalized mean square error (NMSE) [68]. And a neural network without delay is also proposed [69] to model the circuit-level characteristics of the power amplifier, and is reported to achieve a high accuracy.

Neural network has the strong capacity to model deeply nonlinear and memory systems [27, 70, 71]. With a proper number of layers and neurons, the neural network can
characterize a system with arbitrary accuracy [70]. Neural network has variant number of inputs and outputs by its nature, and can model double input system quite straightforwardly. Last but not least, neural network enjoys more freedom, i.e., it can vary the number of layers and neurons in each layer, or change the type of activation function, or even change the connections or the whole structure.

The drawback of neural network is that its coefficients are not in a linear relationship with its output. Hence it cannot be identified by linear methods. A well-known identification method called *back-propagation* (BP) is widely used to extract its coefficients [70].

### 2.4 TX IQ Imbalance and Behavioral Models

Fig. 2-8 Classification of IQ imbalance compensation methods: (a) pre-compensation for TX IQ imbalance. (b) post-compensation for RX IQ imbalance. (c) post-compensation for joint TX and RX IQ imbalance.
Both the transmitter and the receiver suffer IQ imbalance distortions. OFDM signals are very sensitive to IQ imbalance distortion. Numerous compensation methods have been published. According to their location and scope, these methods can be classified into three groups: pre-compensation at the transmitter to correct TX IQ imbalance, post-compensation at the receiver to correct RX IQ imbalance, and post-compensation at the receiver to correct joint TX and RX IQ imbalance. They are illustrated in Fig. 2-8. Post-compensation for RX IQ imbalance, which has attracted most of research interest, is firstly reviewed. Then as a natural extension, post-compensation for joint TX and RX IQ imbalance is reviewed. Finally, pre-compensation for TX IQ imbalance, which is the subject of this thesis, is reviewed as the last category. Note that pre-compensation is also called predistortion in this thesis.

2.4.1 Post-Compensation for RX IQ Imbalance

The methods to compensate RX IQ imbalance at the receiver are based on the assumption of ideal transmitter, i.e., there is neither IQ imbalance nor any other impairments at the transmitter. These methods can be further categorized into three groups: calibration-based methods, reference symbol methods, and blind compensation methods.

Calibration methods [72] operate in off-line mode, and use some known calibration signal to estimate the value of RX IQ imbalance. After that, the calibrated value is used to process and correct the received signal to eliminate RX IQ imbalance distortion. In the early stage, frequency-independent or memory-less RX IQ imbalance is calibrated and compensated [73-76]. With the advent of OFDM and other wideband signals, methods are published to calibrate RX IQ imbalance of significant memory effects (or so-called frequency-dependent imbalance) [77, 78].
Reference symbol methods can be seen as on-line calibration methods, which estimate and compensate RX IQ imbalance by transmitting some known symbols. One common reference symbol is the pilots [79-84]. Recently, some pilot-aided methods are proposed to jointly estimate RX IQ imbalance and another physical impairment, e.g. carrier frequency offset (CFO) [80-82]. Another commonly used reference symbol is the training sequence [85-88], e.g. the short and long preambles in IEEE802.11a WLAN standard.

In order to avoid using known calibration symbols or wasting the spectrum resource, blind compensation methods are proposed. It mainly explores some statistical properties of the received signal, and uses the statistical information to adjust or compensate the signal that suffers RX IQ imbalance distortion. These methods can be classified as blind adaption [89-91] and blind estimation [90, 92, 93]. Blind adaption does not need to estimate any parameter, but to build an adaptive filter, and compensate the distorted signal by passing it through the filter. On the other hand, blind estimation is to estimate some parameters relating to RX IQ imbalance, and use them to compensate the signal.

For all the three groups of post-compensation methods, the assumption that the transmitter is perfect and without any impairment is too ideal. Hence by loosening the requirements and assuming that the transmitter also has IQ imbalance, more complex post-compensation methods are proposed to compensate joint TX and RX IQ imbalance.

2.4.2 Post-Compensation for joint TX and RX IQ Imbalance

The way to post-compensate joint TX and RX IQ imbalance is usually based on some reference symbol; hence it can be seen as a generalization of the reference symbol methods in the previous section. In [58, 94-98], joint TX and RX IQ imbalance distortions are compensated for SISO OFDM systems by the aid of reference symbols. And
compensation methods for MIMO OFDM systems are also proposed as an extension [7, 99-103].

Recently, blind or semi-blind methods [104-106] are published for TX/RX IQ imbalance compensation. A semi-blind method with the aid of a reference signal is proposed in [104]. In [105], the TX/RX IQ imbalance over a doubly selective (time-varying and frequency-selective) channel is compensated by a semi-blind compensation method with the aid of pilots. In [106], a blind method is to jointly compensate TX/RX IQ imbalance for MIMO OFDM over a doubly selective channel.

Several frequency-domain compensation methods are also proposed for IQ imbalance. A frequency-domain equalization method is proposed in [107] to jointly compensate IQ imbalance, CFO and IBI. To jointly compensate CFO and IQ imbalances, the time-domain compensator and frequency-domain compensator are iteratively and adaptively updated to achieve high accuracy in [108]. In [109], differential filter is working together with IQ imbalance estimator to compensate both DC and IQ imbalance impairments.

One of the problems of these post-compensation methods is that they have to neglect some other physical impairments and make some ideal assumptions to avoid making things too complicated. Besides TX/RX IQ imbalance, there are many other impairments, e.g. carrier frequency/phase offset, DC offset, time synchronization error, phase noise, time-varying and frequency-selective channel, PA nonlinearity. Although some efforts are devoted to jointly compensate TX/RX IQ imbalance and one of the other impairments [96, 105, 106], there is no available method that can consider all the impairments and still compensate IQ imbalance – it is too complex to include every impairment, and too heavy a burden for the receiver to compensate them all. Hence the practical solution is to
compensate locally – compensate RX IQ imbalance at the receiver, and compensate TX IQ imbalance at the transmitter. The former one has been discussed in the previous section, while the latter one is to be reviewed in the next section.

### 2.4.3 Predistortion of TX IQ Imbalance

Fig. 2-9 demonstrates the idea of TX IQ imbalance predistortion. The predistorter is the inverse model of the TX IQ imbalance. By cascading the predistorter with the TX IQ imbalance, the overall effect is that there is no TX IQ imbalance distortion in the output RF signal $y(t)$. Fig. 2-10 shows the implementation diagram. The predistorter is placed in digital domain (before DAC). Note that the predistorter of the TX IQ imbalance is a behavioral model. Hence the quality of the behavioral model and the accuracy of its identification eventually determine the performance of TX IQ imbalance predistortion.

$$x(n) = f_{TX, IQ}^{-1}(s(n)) \quad \text{and} \quad y_i(n) = f_{TX, IQ}(x(n))$$

Fig. 2-9 Prototype of digital predistortion of TX IQ imbalance, where $y_i(n)$ is the discrete low-pass equivalent signal of the RF signal $y(t)$ after up-converter

$$s(n) \quad \text{TX IQ Imbalance Predistorter} \quad x(n) \quad \text{TX IQ Imbalance} \quad y_i(n)$$

Fig. 2-10 TX IQ Imbalance Predistortion
Traditionally, TX IQ imbalance is treated as memoryless distortion (*frequency-flat* or *frequency-independent*). As a result, its predistorter is implemented by some memoryless models [110-114]. With the wideband signals in modern communication systems, TX IQ imbalance distortion shows significant memory effects (*frequency-dependent*), and is modeled (or predistorted) by some linear memory system [115-117]. In [117], the TX IQ imbalance are modeled by four parallel linear filters passing or crossing I and Q-paths, as illustrated in Fig. 2-11. All four frequency dependent branches are real-valued linear filters. 

\[ h_{II}(n), h_{QQ}(n) \] are the equivalent passing-through filters of I-path and Q-path, respectively.

\[ h_{IQ}(n), h_{QI}(n) \] are the equivalent cross-talking filters between I-path and Q-path.

![Behavioral model of the TX IQ imbalance distortion](image)

Fig. 2-11 Behavioral model of the TX IQ imbalance distortion [117]. And 

\[ \alpha_{II}, \alpha_{IQ}, \alpha_{QI}, \alpha_{QQ} \] are the weights for each path.

The advantage of predistortion is that since it is implemented in digital baseband domain before the DAC, the TX IQ imbalance predistorter can be easily implemented either in microprocessor, or integrated circuits (IC). The current predistorters are
implemented by some time-domain behavioral models. However, there are some shortcomings in the time-domain behavioral models.

One problem is that the time-domain memory models may result in inter-symbol interference (ISI) even for OFDM signals. Usually each OFDM symbol has a cyclic-prefix as a guard interval between its adjacent symbols in order to avoid ISI. If the memory depth of the predistorter is longer than the length of the cyclic-prefix, the guard interval will be violated, resulting in ISI degradation. Hence the length of the cyclic-prefix set the limitation of the longest memory effects that the predistorter can compensate.

Even if the length of the predistorter is less than the length of cyclic-prefix, TX IQ imbalance predistorter can still cause ISI impairment. It has the effect of “shortening” the length of the cyclic-prefix – The TX IQ imbalance predistorter can “work” together with the other memory devices and modules at the later stages, such as the reconstruction filters, the multipath channel, and the filters at the receiver, etc. Consequently, the length of the equivalently overall memory effects (combining all the memory devices and channel throughout the whole transmission path) is very likely to grow longer than the length of the cyclic-prefix. And hence ISI is still generated, and BER is degraded subsequently.

Another consideration for the TX IQ imbalance predistorter is the condition number problem. Even for a linear memory model, more memory depth means more number of correlated items and thus higher condition number. Hence a TX IQ imbalance predistorter of many time-delayed items can suffer from mild condition number problem, which could compromise the accuracy of the predistorter.

Recently, pilots are proposed to estimate the predistorter in the frequency domain [118, 119]. The basic idea is to use the transmitted pilot and its conjugate to calculate the
coefficients of the predistorter. However, the drawback is that the mathematical equations are complex, and the noise and error can be accumulated and amplified throughout the whole process. Hence the methods are sensitive to noise, and lack of robustness.

2.5 Current Results on Unified Model of PA + IQ Imbalance

Recently, some polynomial based models have been proposed to treat PA distortion and TX IQ imbalance in a single unified model. In [120], the Hammerstein based model is proposed to predistort joint impairments of PA and IQ imbalances. In the scheme, the input signal and its complex conjugate are predistorted separately before combined together to form the final output. Since it contains a set of paralleled Hammerstein model, the structure of the predistorter is complex.

Instead predistorting the input signal and its conjugate separately, H. Cao et al. in [121, 122] propose to predistort the I-path, Q-path and their cross-talking paths of the input signal separately, and then combined them to form the final output. The scheme is called dual-input model because it contains two inputs – I-path input and Q-path input. Both Volterra model and memory polynomial model are proposed for the scheme, where memory polynomial based dual-input model has the advantage of much simpler form and fewer coefficients.

However, the abovementioned polynomial based models can only model mild nonlinear system [25, 27], because it is difficult to accurately identify the coefficients with high nonlinear order, owing to the condition number problem [123].

The neural network has also been applied to model the behavior of power amplifier nonlinearity and memory effects, either in feed-forward structure [59-63, 68] or in
feedback [64-66] structure. However, these models do not consider IQ imbalance. In [124, 125], a TDNN neural network is proposed to jointly predistort PA nonlinearity and IQ imbalance impairments. The neural network is a kind of real-valued TDNN model, and uses hyperbolic tangent function as its activation function. Its structure is fixed at 2 inner layer, which may limit the freedom and modeling capacity of the neural network. Meanwhile, spatiotemporal neural network is also proposed to linearize the power amplifier in the presence of IQ imbalance [126]. However, spatiotemporal neural network is reported to require more neurons than its TDNN counterpart.

2.6 Conclusion

Behavioral models on two key transmitter analog distortions – power amplifier nonlinear and memory distortion, and TX IQ imbalance distortion – can be used both in system level simulation for the sake of various algorithms design, and in predistortion to compensate these impairments at low cost. As shown in the literature review in this chapter, current behavioral models and compensation methods suffer from some shortcomings. It is usually analyzed on a case-by-case basis, and tradeoffs have to be made. Hence more efforts are needed to find behavioral models that are accurate, simple to implement, easy to identify, and without generating extra impairments.
Chapter 3 Test Bed for TX IQ Imbalance and Power Amplifier Behavioral Characterization and Modeling

3.1 Introduction

An accurate and flexible test bed is critical to TX IQ Imbalance and PA behavioral characterization and modeling. It should provide sufficient facilities to engage and complete the processes of characterization of the behavior of power amplifiers and TX IQ imbalance, identification of various behavioral models, and test and verification of the identified models. And it should be open and flexible to implement different signal recovery methods, and with no limitation on the type of input signals.

Since PA AM/AM and AM/PM characterization and behavioral modeling are only concerned with the envelopes of the corresponding RF signals, the test bed is required to accurately recover the envelopes of the PA’s input and output signals in the form of digital samples. The test bed requires almost all the functions of a physical receiver, e.g., down conversion, ADC, demodulation, and baseband signal processing. Moreover, it should perfectly compensate all kinds of impairments occurring in the channels while leaving the PA nonlinear memory influence untouched, e.g., channel delay, frequency offset, or IQ imbalance, etc. Meanwhile, the test bed also needs a flexible signal generator which can
output enough linear power to drive the PA and generate all kinds of signal forms, such as two-tone, OFDM, and white Gaussian signals, to facilitate the PA behavioral characterization and modeling.

Similar considerations are also applicable for the test bed of TX IQ imbalance, and the test bed of joint TX IQ Imbalance and PA. There are only two differences from PA test bed: 1) The IQ imbalance in the signal generator is not considered as impairment anymore, but the very device under test (DUT) that needs to be modeled. 2) The input of the behavioral model of TX IQ imbalance is not an envelope of any RF signal, but the baseband transmit signal that can be conveniently and accurately acquired from the baseband part of the transmitter.

Currently a typical test bed is based on a specialized instrument called vector signal analyzer (VSA) [127-129], often equipped with a specialized digital signal analysis software, e.g., Agilent 89600 VSA software. The VSA instrument receives the RF signal, down-converts it to intermediate frequency (IF), executes ADC and digital demodulation. The acquired baseband signal is then passed to a PC in complex form, where signal analysis software is running to digitally process the signal. Meanwhile, real-time spectrum analyzer (RSA) works in the similar way as the VSA [130], and can serve as the receiver in a test bed. However, the major drawback is their high price. Moreover, all the functions are packed into the instrument and embedded analysis software. Little modification can be made, rendering it inflexible or unable to work for scenarios which require different test methods to compensate for the various kinds of impairments present in the test bed.

Vector Network Analyzer (VNA) is also used as a test bed to model PA behavior [131]. However, traditional VNA can only measure the static behavior due to its long sweep time,
hence it is unable to measure PA's instantaneous or dynamic behavior [127]. Large signal network analyzer (LSNA) is used in [132] to model the PA behavior over a wide range of frequency span. However, Fager et al. [133] argues that LSNA requires the modulation to be periodic, which limits the type of testing signals. Moreover, whether it can measure PA's instantaneous behavior is still unknown.

Instead of using specific instruments or software, the oscilloscope or other general purpose data acquisition systems, which works as analog-to-digital converter with a proper RF bandwidth and maximum sampling rate, is a good alternative for a TX IQ Imbalance and PA behavior test bed. If the RF bandwidth of the oscilloscope is higher than the signal's carrier frequency, the signal can be acquired directly; otherwise, an external down-converter is required. It turns out to be low cost, more flexible to implement different signal recovery methods, and with no limitation on the type of input signals.

There are several PA behavior test beds based on oscilloscope. In [134], the signal is directly down-converted to baseband before acquired into oscilloscope. In [133] the signal is directly acquired without external down-conversion, assuming the RF bandwidth of the oscilloscope is higher than the signal's carrier frequency. However, none of them give details on how the test bed is implemented, nor on compensation of different kinds of impairments along the transmission path. The authors in [135] show a detailed WiMAX system test bed based on oscilloscope and the steps to implement and compensate various impairments. However, the test bed is only for WiMAX system quality measurement, yet not for PA or TX IQ imbalance behavioral characterization and modeling.

In this chapter, detailed steps on how to implement the TX IQ Imbalance and PA behavior test bed based on general purpose oscilloscope is shown. The major impairments
such as IQ imbalance (for PA test bed), channel delay, frequency offset and phase offset, etc., are considered, analyzed and compensated. After compensating all the impairments, the envelopes of the DUT input and output signals are accurately recovered in the form of digital samples for behavioral modeling.

The structure of the chapter is organized as follows: In Section 3.2, the overall PA test bed structure is presented, followed by detailed steps and explanations of software signal processing implementation to compensate the channel impairments. Section 3.3 and Section 3.4 show how to set up TX IQ imbalance test bed and joint TX IQ Imbalance and PA test bed by modifying the PA test bed proposed in Section 3.2. In Section 3.5, quantitative performance metrics are given. In Section 3.6, the hardware design is shown to provide channels of both high SNR and high linearity. In Section 3.7, the performance of the test bed is assessed by experiments, and the results are presented. And Section 3.8 gives the conclusion.

### 3.2 Proposed PA Test Bed and Signal Processing

#### 3.2.1 Test Bed Overall Structure

Fig. 3-1 shows the overall structure of the test bed. Here the RF bandwidth of the oscilloscope is assumed to be lower than the carrier frequency of the RF signals, so two external down converter channels are used to convert the signals to intermediate frequency. If the RF bandwidth of the oscilloscope is high enough, the external down conversion can be omitted. Throughout the chapter, it is assumed that external down converters are required.
Agilent E4438C ESG is a vector signal generator that can generate arbitrary waveform and up-convert it to RF signal. In cases where the RF frequency of the signal generator is lower than the required carrier frequency, up-converter may be used. The RF signal power level should be high enough to drive the device under test (DUT: high power amplifier) to work in its nonlinear zone. The input and output signals of the DUT pass through separate down conversion channels – Channel A and Channel C. In each channel, the signal passes through an attenuator before down conversion. This ensures that the input signal level presented to the down-converter is in its linear zone.

Fig. 3-1 Overall Structure of Test Bed for PA behavioral modeling

Finally, the PA input and output signals in IF frequencies, denoted as Sig A and Sig C, are acquired by two channels of the oscilloscope. The signals from the oscilloscope are digitized and are passed to a personal computer (PC) for digital demodulation,
impairments compensation, and other digital signal processing. The accurately recovered DUT input and output signals in baseband digital forms are used to characterize and model the DUT behavior.

3.2.2 Software Overall Structure

Fig. 3-2 Block diagram of digital signal processing
The overall structure for digital signal processing which is implemented in software running on the PC is shown in Fig. 3-2. At the transmitter, the baseband waveform of the test signal is generated, followed by IQ imbalance linear predistortion. At the receiver, channel impairments such as channel delay, frequency offset, and phase offset are compensated.

3.2.3 TX IQ Imbalance Compensation

In our test bed, IQ imbalance in the demodulator is avoided by the use of heterodyne structure and digital demodulation. But IQ imbalance in the modulator exists in the Agilent E4438C ESG VSG due to its analog direct up conversion structure. Although they do not influence the relationship between the envelopes of the PA’s input and output signals, where they suffer from the same IQ imbalance, IQ imbalance in modulator do degrade the performance of PA behavioral characterization and modeling in two ways. Firstly, TX IQ imbalance may severely distort the training sequences, and in turn degrade the performance of time alignment, frequency offset compensation and phase offset compensation. As a result, the accuracy of the recovered envelopes is significantly decreased. Secondly, IQ imbalance may degrade the evaluation metrics such as adjacent channel power ratio (ACPR) and error vector magnitude (EVM). In this case, the metrics cannot precisely evaluate the performance of PA behavioral modeling and linearization, because part of the degradation is due to IQ imbalance in the modulator instead of the PA nonlinear and memory effects. Hence the frequency-dependent IQ imbalance in the modulator should be eliminated.

A dual-input linear predistorter is proposed by L. Ding et al. [117] to compensate IQ imbalance in a similar way that a nonlinear predistorter linearizes a nonlinear PA. The
linear predistorter only requires to inversely model the IQ imbalance using linear FIR filters. The method is shown in Fig. 3-3.

The IQ imbalance including crosstalk is modeled by 4 FIR filters, and the linear predistorter is also modeled by another 4 FIR filters correspondingly, as shown in Fig. 3-4.
In Fig. 3-4, the complex signal \( u(n) \) is the original signal, \( x(n) \) is the predistorted signal that goes into DAC, and \( y(n) \) is the low-pass equivalent of the RF signal after up conversion. These signals can be expressed as:

\[
\begin{align*}
\begin{cases}
    u(n) = u_i(n) + j \cdot u_q(n) \\
x(n) = x_i(n) + j \cdot x_q(n) \\
y(n) = y_i(n) + j \cdot y_q(n)
\end{cases}
\end{align*}
\tag{3.1}
\]

The 4 FIR filters in the IQ linear predistorter may have different lengths of memory, i.e. the number of taps. To simplify the expression, here it is assumed that the 4 FIR filters have the same length \( M \) (For the case of non-equal-length filters, the lengths of filters can be made equal by padding zeros to the shorter ones, and \( M \) is the length of the longest filter). By using vector expression, a sequence of data \( x(n) \) and \( u(n) \) can be written as:

\[
x = U_p p_i + U_p p_q = \left[ U_i, U_q \right] \begin{bmatrix} p_i \\ p_q \end{bmatrix}
\tag{3.2}
\]

where

\[
\begin{align*}
    x &= \left[ x(M-1), \ldots, x(N-1) \right]^T \\
p_i &= \left[ p_i(0), \ldots, p_i(M-1) \right]^T \\
p_q &= \left[ p_q(0), \ldots, p_q(M-1) \right]^T
\end{align*}
\]

with

\[
\begin{align*}
p_i(n) &= p_{i1}(n) + j \cdot p_{i2}(n), \quad 0 \leq n \leq M - 1 \\
p_q(n) &= p_{q1}(n) + j \cdot p_{q2}(n), \quad 0 \leq n \leq M - 1
\end{align*}
\]

and \( U_i = \text{Re}\{U\}, \quad U_q = \text{Im}\{U\} \) for
\[
\mathbf{U} = \begin{bmatrix}
  u(M-1) & u(M-2) & \cdots & u(0) \\
  u(M) & u(M-1) & \cdots & u(1) \\
  \vdots & \vdots & \ddots & \vdots \\
  u(N-1) & u(N-2) & \cdots & u(N-M) 
\end{bmatrix}
\]

The predistorter \( p_i \) and \( p_q \) can be identified directly, without knowing or identifying IQ imbalance model \( h_{11}(n), h_{12}(n), h_{21}(n), h_{22}(n) \) – Since IQ predistorter is the inverse function of IQ imbalance model, in perfect conditions, \( u(n) \) and \( y(n) \) are the same except for some time delay. So by replacing \( u(n) \) with \( y(n) \), (3.2) becomes

\[
x = Y_i p_i + Y_q p_q = \begin{bmatrix} Y_i, Y_q \end{bmatrix} \begin{bmatrix} p_i \\
 p_q \end{bmatrix}
\]

By solving (3.3), TX IQ imbalance predistorter \( p_i \) and \( p_q \) are identified.

To solve (3.3), a sequence of data \( x(n) \) and \( y(n) \) need to be acquired. Here \( x(n) \) is available as it is the digital signal that goes into the DAC. \( y(n) \) can be acquired using the test bed shown in Fig. 3-1 with DUT removed. Either Channel A or Channel C can be used, and the acquired IF signal is further digitally processed following the procedure in Fig. 3-2 to recover \( y(n) \), i.e., the envelope of the RF signal that suffers from TX IQ imbalance.

3.2.4 Digital Demodulation

The advantage of digital demodulation [136] is that there are no IQ imbalance impairments in demodulation. The drawback is that it requires very high sampling rate – normally four times of IF carrier frequency or higher. Luckily, a modern oscilloscope usually has a RF bandwidth of more than 1 GHz, and a maximum sampling rate of several giga samples per second (Gsps). The high sampling rate makes it easy to acquire the signal;
moreover, it increases the time resolution of signal time alignment to counter the channel delay effects.

The received IF digitalized signal can be denoted as:

$$\tilde{r}(nT_s) = I'(nT_s) \cos(2\pi(f_0 + \Delta f)nT_s + \phi)$$
$$-Q'(nT_s) \sin(2\pi(f_0 + \Delta f)nT_s + \phi) + N(nT_s)$$ (3.4)

where $f_s$ is the sampling frequency, $T_s = 1/f_s$ is the sample interval, $f_0$ is the nominal intermediate frequency, $\Delta f$ is the frequency offset from $f_0$ due to the local oscillator (LO) frequency difference in the down converters, $\phi$ is a constant phase, and $N(nT_s)$ is the channel noise. The digital demodulation is shown in Fig. 3-5.

![Digital Demodulation Diagram](image)

Fig. 3-5 Digital demodulation

It uses incoherent demodulation, so there is a phase offset $\theta$ in LO. The higher order components are filtered out by digital low pass filters (LPF), which are also down samplers that reduce signals to baseband sampling rate. Let $f_{bb}$ denote the baseband
sampling rate, and \( T_{bb} = 1 / f_{bb} \) is the baseband sampling interval. With perfect time alignment and down sampling operation, the baseband signal is

\[
r(mT_{bb}) = \tilde{r}_l(mT_{bb})e^{j(2\pi f_{bb} mT + \theta)}
\]

\[
= [I'(mT_{bb}) + j \cdot Q'(mT_{bb})]e^{j(2\pi f_{bb} mT + \theta)}
\]

(3.5)

where \( \tilde{r}_l(mT_{bb}) \) is the low pass equivalent of the received IF signal. Here it is shown that there are both frequency offset \( \Delta f \) and phase offset \( \theta \) impairments in the received signals.

### 3.2.5 Efficient Implementation of Down Sampling and LPF

As shown in Fig. 3-5, the LPF accomplishes three goals:

1) It filters out the high frequency components.

2) It reduces the sampling rate to baseband sampling rate, based on which the PA behavior is characterized and modeled. The down sample ratio is \( D = f_s / f_{bb} \).

3) It completes the first step of time alignment by finding the optimal down sample position out of every \( D \) high-rate samples.

The first two goals and the corresponding designs are introduced and analyzed in this subsection, while the third one will be analyzed in the next subsection.

\[
Rate = \frac{F_x}{D}
\]

Fig. 3-6 General block diagram of down sampler
Fig. 3-6 shows the general block diagram of the down sampler. The input signal \( x(n) \) is convoluted with an anti-aliasing filter \( h(n) \), and then down sampled by a factor \( D \). The down sampled output \( y(m) \) is given by:

\[
y(m) = z(mD) = \sum_{k=0}^{N} h(k)x(mD-k)
\]

(3.6)

Fig. 3-7 Direct-Form FIR filter structure with embedded down sampler

However, the above structure is very inefficient, because the filter is operating in high sampling rate, whereas only one out of every \( D \) filtered sampled is a valid output. In other words, most of the filtering computation is wasted. To improve the efficiency, the
down sampling operation can be embedded into the filter. The direct-form FIR filter structure [137] is shown in Fig. 3-7. Now all the multiplications and additions are calculated in baseband sampling rate, which reduces the computational complexity by a factor $D$.

The computation efficiency can be further improved by reducing the length of the FIR, from one $M$-tap filter into a set of smaller filters of length $k = M / D$, where $M$ is a multiple of $D$. The structure is shown in Fig. 3-8.

![Fig. 3-8 Polyphase filter structure](image)

It is called *Polyphase* filter [137], which can be seen as a set of subfilters. Each time, only one subfilter of length $K = M / D$ is calculated. Hence the efficiency is further increased by another factor $D$. The subfilters are defined as

$$Q_l(n) = h(nD - l), \quad l = 0, 1, ..., D - 1$$ (3.7)
3.2.6 Time Alignment

3.2.6.1 Channel Delay Difference

As shown in Fig. 3-1, the PA’s input and output signals pass through Channel A and Channel C respectively and their baseband signals are used to characterize the PA behavior. Since time delays through Channel A and Channel C are different, Sig A and Sig C are misaligned in time. This misalignment [138] could result in degradation of the accuracy of signal envelop recovery and the behavioral model. Hence the time misalignment should be compensated before using the recovered envelops to characterize the behavior of the power amplifier.

3.2.6.2 Training Sequences

To counter channel delay, frequency offset and phase offset impairments, training sequences are transmitted. Here 10 short training sequences and 2 long training sequences, both defined in IEEE802.11a [5], are transmitted, followed by data payload that is used to characterize PA behavior. The signal structure is shown in Fig. 3-9.

<table>
<thead>
<tr>
<th>10 short training sequences</th>
<th>2 long training sequences</th>
<th>Data payload characterizing PA behavior</th>
</tr>
</thead>
</table>

Fig. 3-9 Signal structure

3.2.6.3 Time Alignment method

Instead of finding out the channel delay difference between Channel A and Channel C and then compensating the difference, both received signals, Sig A and Sig C, are aligned with the receiver timer. Based on the signal structure shown in Fig. 3-9, the first sample in
the short training sequences marks the start of the signals. If the start samples of both Sig A and Sig C can be precisely found, the start samples can be used as the time origins, from which the receiver starts to receive and process the two channel signals. In this way, Sig A and Sig C are aligned in time with receiver timer, and hence are aligned to each other.

Now the task is to precisely find the start sample of each signal. This is often called *Time Synchronization* in OFDM systems. There is a lot of research work on how to solve *Time Synchronization* problem [139-141]. A classical method is to do cross correlation between received short training sequences and the ideal ones – distortion-free version of the short training sequences stored in the receiver [142]. Depending on the number of ideal training sequences used, the magnitude of cross correlation results has one or more peaks, the first of which marks the start time of the received signal. Let \( v(n) \) denote the ideal short training sequences, \( r(n) \) denote the received signal, \( p \) denote the first sample of the signal or the first peak position, and \( R_{xx} \) denote the normalized cross correlation.

\[
R_{xx}(m) = \frac{\sum_{n=0}^{L} v^*(n)r(n+m)}{\sum_{n=0}^{L}|v^*(n)|^2}
\]  

(3.8)

where \( L \) is length of ideal short training sequences, and

\[
p = \arg \max_m |R_{xx}(m)|
\]

(3.9)

\[
p = \arg \max_m \left| \frac{\sum_{n=0}^{L} v^*(n)r(n+m)}{\sum_{n=0}^{L}|v^*(n)|^2} \right|
\]

Here a modification is made on the classical method – instead of being computed in baseband sampling rate after the down sampler, here cross correlation is done in high
sampling rate before down sampling operation, in order to increase the resolution. An up sampling operation by interpolation may even be needed to increase time synchronization resolution, which in turn increases the accuracy of signal recovery and PA behavioral characterization and modeling. The cost is more computation resources.

### 3.2.6.4 Two Steps of Time Alignment

To implement time alignment scheme, two steps are designed:

The first step is to find the optimal down sampling position – which sample out of every $D$ samples to be chosen to output in the down sampler. It is done in high sampling rate, and determines the resolution of time alignment.

The second step is to find the start sample in baseband sampling rate. This is the same as the classical Time Synchronization method.

In each step, a cross correlation between the received short training sequences and the ideal ones is calculated – the first is in high sampling rate, while the second is in baseband sampling rate. For the first step, the first cross correlation peak determines the optimal down sampling position, or which sample out of every $D$ samples to output in the down sampler. Let $p$ denote the first correlation peak position, and $d$ denote the optimal down sampling position, then

$$d = p \mod D$$

For implementation simplicity, the down sampler rate is fixed, while a buffer of adjustable length is inserted before the down sampler to facilitate changing down sampling position. The final diagram of demodulation with LPFs, down samplers, and the first step of time alignment is shown in Fig. 3-10.
3.2.7 Frequency Offset Compensation

Due to the inaccuracy of LOs in the up converters and down converters, frequency offset is a typical channel impairment which can severely distort signals and degrade the accuracy of envelope recovery for the PA behavioral characterization and modeling. The effect of frequency offset on OFDM signals is assessed in terms of SNR loss in [140], given by

\[
\gamma(\Delta f) = \frac{SNR^{(ideal)}}{SNR^{(real)}} \\
\approx 1 + \frac{1}{3} SNR^{(ideal)} \cdot (\pi NT_{bb} \Delta f)^2 \\
= 1 + \frac{1}{3} \frac{E_s}{N_0} \cdot (\pi \Delta \varepsilon)^2
\]

where \( N \) is FFT size, \( SNR^{(ideal)} \) is the SNR without frequency offset, \( SNR^{(real)} \) is the SNR with frequency offset \( \Delta f \), and \( \Delta \varepsilon = NT_{bb} \Delta f \) is the normalized frequency offset.

Fig. 3-10 Final digital demodulation with LPFs, down samplers, and the first step of time alignment – finding optimal down sampling position.
The algorithm proposed in [143] is used to estimate the frequency offset $\Delta f$, and then compensate it. For $2H$ repetitive training sequences, each having a length of $P$ samples, the normalized frequency offset is estimated as

$$
\hat{\Delta} = \frac{H}{\pi} \sum_{l=1}^{H} \omega(l) \arg \left\{ R(l)R^*(l-1) \right\}
$$

(3.12)

where the weights are

$$
\omega(l) = 3 \cdot \frac{(2H-l)(2H-l+1) - H^2}{H(4H^2-1)}
$$

(3.13)

and the $qP$-lag autocorrelations are

$$
R(l) = \sum_{k=1}^{N-lP} r(k+IP)r^*(k)
$$

(3.14)

In the test bed, two steps are designed to estimate the frequency offset.

1) In the first step, 10 short training sequences are used, where $H = 5$. By averaging over 5 weighted estimated values, the noise influence is greatly reduced. However, due to their short length, short training sequences cannot estimate small frequency offset, or the estimate error is relatively large. So this step is called coarse frequency offset estimation.

2) In the second step, 2 long training sequences are used, where $H = 1$. Since their length is 5 times longer than that of the short training sequences, the estimation resolution is also increased by a factor 5. Hence it is called fine frequency offset estimation.

3.2.8 Phase Offset Compensation

After compensating the frequency offset, the received signals still suffer from phase offset impairments. Phase offset is a constant phase shift added to the recovered envelopes
due to inherent demodulation. Moreover, since phase offsets are different in different experiments, the PA AM/PM characterization suffers random phase shift or phase uncertainty over different experiments. Hence phase offset should be compensated before the envelopes of the PA’s input and output signals can be accurately recovered.

Similar to the time alignment, the method to estimate phase offset is based on the cross correlation between the received long training sequences and the ideal ones – distortion-free version of the long training sequences stored in the receiver [144]. Let $u(n)$ denote the ideal long training sequences, and $w(n)$ denote the received long training sequences suffering from phase offset $\theta$. Without considering noise, and assuming perfect time alignment and frequency offset compensation, it is in the form:

$$w(n) = u(n)e^{i\theta} \quad (3.15)$$

Then the normalized cross correlation $R_{xx}$ is

$$R_{xx} = \frac{\sum_{n=0}^{K} u^*(n)w(n)}{\sum_{n=0}^{K} |u^*(n)|^2} = e^{i\theta} \quad (3.16)$$

where $K$ is the length of the long training sequences. Hence the phase offset estimation is the angular of the cross correlation results

$$\hat{\theta} = \text{angular} \{R_{xx}\} = \text{angular} \arg \left\{ \frac{\sum_{n=0}^{K} u^*(n)w(n)}{\sum_{n=0}^{K} |u^*(n)|^2} \right\} \quad (3.17)$$
3.3 TX IQ Imbalance Test Bed

With some modification, the proposed PA test bed can be used to characterize TX IQ imbalance, and test the performance of their behavioral models. Three changes need to be done:

1. Remove the power amplifier from the original test bed (in Fig. 3-1).
2. Remove the TX IQ imbalance predistortion from the baseband signal processing part at the transmitter, because the TX IQ imbalance is to be characterized by behavioral models. The baseband part of the new transmitter is shown in Fig. 3-11.
3. Only one down-converter channel (Channel A or Channel C) in the original test bed (in Fig. 3-1) is used to down-convert the signal from RF to IF, while the other is not connected.

![Fig. 3-11 Transmitter digital signal processing for TX IQ imbalance Test Bed](image)

The overall setup of the TX IQ imbalance test bed is shown in Fig. 3-12. The TX IQ imbalance inside the signal generator E4438C is to be characterized. Note that unlike the PA test bed, the input of the behavioral model of the TX IQ imbalance is the digital
baseband transmitting signal that is saved in the computer. Also notice that an additional IQ imbalance can be manually added in the baseband of the transmitter to simulate a low cost modulator having poor IQ imbalance performance.

3.4 Joint TX IQ Imbalance and PA Test Bed

The proposed PA test bed can also be modified in a way that the test bed can model the joint TX IQ imbalance and PA distortions. Similar to the TX IQ imbalance test bed in Section 3.3, the TX IQ imbalance predistortion should be removed from the transmitter, and only one down-converter channel is used. The input of the behavioral model is also the digital baseband transmitting signal that is saved in the computer. And any additional IQ imbalance can also be conveniently added in the baseband transmitter, providing a good flexibility. The overall setup is shown in Fig. 3-13.
3.5 Performance Metrics Design

There are generally two goals in using the test bed: The first goal is to recover the envelopes of the DUT’s input and output signals in the form of digital samples, which are later used to characterize and model the DUT behavior. The second goal is to evaluate the performance of DUT behavioral modeling and predistortion schemes. For the former, competent metrics are required to evaluate how accurate the envelopes can be recovered; while for the latter, metrics are needed to judge the wellness of the DUT behavioral models.

3.5.1 Recovery Accuracy Metric

The difficulty in evaluating the accuracy of signal recovery is that the ideal envelopes of the DUT’s input and output signals cannot be directly acquired to compare with the
recovered ones. Here a new way to evaluate the recovery accuracy is introduced to overcome this problem. The basic idea is to use the transmitter baseband digital waveform to approximate the complex envelope of the RF signal when the DUT is removed.

Assume that there are no distortions or impairments in the signal generator (Agilent E4438C ESG). In another word, assume the DAC and up-conversion is absolutely linear. Then the transmitter baseband digital waveform just before the DAC can be regarded as the low-pass equivalent or the complex envelope of the RF signal at point A (or C) point in Fig. 3-1. Hence the difference between the transmitter baseband digital waveform and the recovered envelope (through Channel A or Channel C) is a competent metric to evaluate the recovery accuracy. It is defined as the relative envelope error (REE) given by:

$$REE = \sqrt{\frac{\sum_{n=1}^{N} |s(n) - r(n)|^2}{\sum_{n=1}^{N} |s(n)|^2}}$$  \hspace{1cm} (3.18)

where $s(n)$ and $r(n)$ are the transmitter baseband digital waveform and the recovered envelope, respectively. If the REE values of both Channel A and Channel C are very small, the test bed is regarded as accurately recovering the envelopes of the DUT’s input and output signals.

3.5.2 EVM

Error vector magnitude (EVM) is another convenient way to evaluate the linearity of the channels; moreover, it can also evaluate the performance of the DUT predistortion methods using behavioral models. EVM is the difference between the received constellation and the transmitted one. It is sensitive to most kinds of impairments,
including nonlinear distortion. Hence a small value of EVM means a good linearity of the test bed and its competency to accurately recover the envelope of the DUT's input and output signals. EVM is defined as [145]

$$EVM = \frac{\sum_{n=1}^{N}|X(n) - Y(n)|^2}{\sum_{n=1}^{N}|X(n)|^2}$$

(3.19)

where $X(n)$ and $Y(n)$ are the transmitted constellation and received constellation, respectively. The difference between (3.18) and (3.19) can be clearly illustrated in OFDM signals. In (3.18), $s(n)$ and $r(n)$ are both samples in the time domain; while in (3.19), $X(n)$ and $Y(n)$ are both constellations in the frequency domain, whose sampling rate is usually lower than $s(n)$ and $r(n)$.

### 3.5.3 Spectrum Estimation and ACPR

Spectral power density (PSD) and adjacent channel power ratio (ACPR) are figure-of-merits to assess the DUT nonlinear and memory effects, and can also be used to judge the wellness of DUT behavioral modeling and predistortion schemes.

Usually a spectrum analyzer is used to measure signal spectrum, but it cannot be used in the simulation that evaluates the DUT behavioral modeling. Instead, numerical spectrum estimation can be used both in real experiment and in simulation. The traditional numerical spectrum estimation uses periodogram [146], which uses the amplitudes of signal FFT transformation as the spectrum. But periodogram is not a consistent estimation of the true spectrum; in another word, its variance remains high [137]. In our test bed, Welch method [147] is applied to estimate signal spectrum, which is justified to be a
consistent estimation. Welch method divides the signal into several segments, calculates the periodogram on each segment, and averages them as the final spectrum. Moreover, by overlapping between adjacent segments and using proper time window, Welch method reduces the required length of data to achieve sufficient accuracy.

\[
S_{est}^{(q)}(k) = \frac{1}{PU} \left| \sum_{n=0}^{P-1} w(n) x^{(q)}(n) e^{-j2\pi kn/P} \right|^2 \quad (3.20)
\]

where the normalization factor \( U \) is

\[
U = \frac{1}{P} \sum_{n=0}^{P-1} w^2(n) \quad (3.21)
\]

Then the final Welch spectrum is the average of \( S_{est}^{(q)}(k) \) as

\[
S_{est}(k) = \frac{1}{Q} \sum_{q=1}^{Q} S_{est}^{(q)}(k) \quad (3.22)
\]
After estimating the signal spectrum, Adjacent Channel Power Ratio (ACPR) is calculated. Due to memory effects, left side ACPR and right side ACPR are different. The left side ACPR and right side ACPR are defined as [12]:

\[
ACPR_{\text{left}} = \frac{\int_{f_c - f_c \times \text{BW}/2}^{f_c} |H(f)|^2 S(f) df}{\int_{f_c}^{f_c + f_c \times \text{BW}/2} |H(f)|^2 S(f) df}
\]

(3.23)

and

\[
ACPR_{\text{right}} = \frac{\int_{f_c + f_c \times \text{BW}/2}^{f_c} |H(f)|^2 S(f) df}{\int_{f_c}^{f_c - f_c \times \text{BW}/2} |H(f)|^2 S(f) df}
\]

(3.24)

3.6 Hardware Design Consideration

3.6.1 Noise Issue

Reducing noise or increasing SNR is critical to enhance the accuracy of signal recovery. Generally speaking, there are three noise sources in the proposed test bed: noise from the signal generator, noise added in the channels of the test bed, and noise generated by the oscilloscope.

The first noise source can be reduced or limited to a very low level by using competent signal generators. Agilent E4438C ESG contains I/Q-channel DACs of 16-bit resolution, an inner synthesizer and inner mixers that can provide up to 3GHz carrier frequency. From experimental measurement, Agilent E4438C ESG can generate a SNR higher than 60 dB for OFDM signals, which means the noise in the signal source can be neglected.
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The noise in the channels of the test bed can be greatly limited by carefully using amplifiers and filters in circuit design. In Fig. 3-15, the LO is implemented by Agilent 83623A Synthesizer with the output power level of 15 dBm. And the mixers are implemented by Mini-Circuits SIM-83+, whose conversion loss is 6 dB, LO-RF isolation is 35 dB, LO-IF isolation is 23 dB. The low pass filter (LPF) is succeeded by a low noise amplifier (LNA), which can greatly reduce the out-of-band noise level. On the other hand, the in-band noise level, determined by both the signal generator and the devices in channels, is very difficult to reduce. In our case, without the DUT in Fig. 3-1, the signal SNR at the input of oscilloscope can achieve as high as above 55 dB.

The quantization error in the oscilloscope is another mayor noise source. The SNR after quantization is determined by the input noise level and the dynamic range of the ADC. In our case, Infiniium 54832D MSO oscilloscope is used, which has 8-bit resolution, or vertical resolution is 0.4%. In this case, the maximum quantization SNR (MQSNR) is
around 47 dB. Usually the real SNR is much less than MQSNR because it is hard to let the signal perfectly fit the dynamic range of the ADC. Luckily, the SNR can be further improved later by using digital filters. In our case, without the DUT in Fig. 3-1, the final SNR after digital signal processing can achieve as high as 45 dB.

3.6.2 Linearity of Test Bed

Fig. 3-16 Calibration of the nonlinearity of down-converters: Gain versus input power level for Channel A and Channel C.

Besides SNR, the linearity of the test bed is another critical issue to determine the overall performance. Ideally speaking, the whole test bed without DUT should be absolutely linear. However, the DAC and ADC, the mixers in up-converter and down-converters, and the low noise amplifiers give rise to nonlinear effects of the test bed. Hence measures are required to limit the nonlinearity of the test bed. Here the main
nonlinear effects are generated from the down-converters as in Fig. 3-15, which include mixers and LNAs. In this case, careful calibration is required to find out the linear working zone of the down-converters, and then a proper back-off from the 1-dB compression point is chosen to ensure that the signal can pass linearly through the down-converters, while the signal power level is as high as possible to maintain high SNR value. The back-off value can be chosen slightly higher than the value of PAPR of the input signal.

Fig. 3-16 shows the calibration of the nonlinear characteristics of the two down conversion channels, where the measured 1-dB compression points of the input for both channels are above -15 dBm. The calibration is carried out by a single-tone signal. Please note that the output power level of DUT (a power amplifier) is usually much higher than -15 dBm (e.g. the output power level of ZVE-8G power amplifier is above 30 dBm). Hence to make sure the input power level is within the linear zone, a proper attenuator should be inserted before the down-converter, as shown in Fig. 3-1. For the case that a 16.6MHz OFDM signal with more than 10 dB PAPR is applied, the input of the down-converter is set at 15 dB back-off, or -30 dBm power level.

3.7 Performance Assessment

Experiments are executed to assess the performance of the PA test bed, i.e., its accuracy to recover the envelopes of the PA's input and output signals in the form of digital samples. Note that due to their similarity, the TX IQ imbalance test bed, and joint TX IQ Imbalance and PA test bed are not assessed here. For more information on their performance, please refer to the measurement results in Chapter 5 and Chapter 6.
3.7.1 Measurement Setup

The structure is shown in Fig. 3-1. Agilent E4438C ESG vector signal generator with output frequency ranging from 250KHz to 3GHz is used to generate arbitrary waveform signals, where modulation bandwidth is 100MHz. A 4-channel oscilloscope named Infinium 54832D MSO with 1GHz analog bandwidth, 4GS/s maximum sample rate and 8-bit vertical resolution is used. The DUT is a Class-A Mini-Circuits ZVE-8G high power amplifier (HPA) with working frequency of 2.4GHz. The specifications and datasheet of ZVE-8G are shown in Table 3-1 and Table 3-2. The frequency characteristics of ZVE-8G over the frequency range 2GHz ~ 8GHz are shown in Fig. 3-17 and Fig. 3-18. Meanwhile, the frequency offset in the test bed is around 24 KHz, and the value of phase offset is uniformly distributed in the range \( [0 \, 360^\circ] \). These two impairments can be compensated by the methods in Section 3.2.7 and Section 3.2.8.

To assess the test bed, signals with training sequences as shown in Fig. 3-9 are generated with output frequency of 2.4GHz, and then passed through the DUT. The input and output signals of the DUT are down converted separately to IF of 50MHz, and received into the oscilloscope with a sampling rate of 2GS/s. The signal generator and oscilloscope are both connected to a PC through GPIB. Advanced Design System (ADS) and Matlab are cooperatively programmed to implement digital signal processing, PA behavioral modeling and metrics calculation. For instance, an OFDM baseband waveform is firstly generated in ADS, and then downloaded into E4438C through GPIB to generate the RF signal. The received signals in oscilloscope are transferred to PC through GPIB for further processing.
<table>
<thead>
<tr>
<th>Frequency Range (MHz)</th>
<th>2000 ~ 8000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input no damage (dBm)</td>
<td>20</td>
</tr>
<tr>
<td>IP3 (dBm) typ.</td>
<td>40</td>
</tr>
<tr>
<td>DC Voltage (V) Norm.</td>
<td>12</td>
</tr>
<tr>
<td>DC Current (A) max.</td>
<td>1.2</td>
</tr>
<tr>
<td>Operating temperature (°C)</td>
<td>-55 ~ 54</td>
</tr>
</tbody>
</table>

Table 3-1 ZVE-8G specifications

<table>
<thead>
<tr>
<th>Frequency (MHz)</th>
<th>Gain (dB)</th>
<th>Noise Figure (dB)</th>
<th>Pout at 1 dB compr. (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>35.04</td>
<td>5.23</td>
<td>31.11</td>
</tr>
<tr>
<td>2300</td>
<td>35.84</td>
<td>4.89</td>
<td>32.06</td>
</tr>
<tr>
<td>2600</td>
<td>36.02</td>
<td>4.44</td>
<td>32.27</td>
</tr>
<tr>
<td>3200</td>
<td>35.54</td>
<td>4.16</td>
<td>32.63</td>
</tr>
<tr>
<td>3500</td>
<td>35.33</td>
<td>4.11</td>
<td>32.74</td>
</tr>
<tr>
<td>3800</td>
<td>35.25</td>
<td>4.05</td>
<td>32.72</td>
</tr>
<tr>
<td>4100</td>
<td>35.3</td>
<td>4.05</td>
<td>32.13</td>
</tr>
<tr>
<td>4400</td>
<td>35.08</td>
<td>4.09</td>
<td>32.36</td>
</tr>
<tr>
<td>4700</td>
<td>34.96</td>
<td>4.1</td>
<td>32.37</td>
</tr>
<tr>
<td>5000</td>
<td>34.86</td>
<td>4.08</td>
<td>32.56</td>
</tr>
<tr>
<td>5300</td>
<td>34.78</td>
<td>4.15</td>
<td>31.74</td>
</tr>
<tr>
<td>5600</td>
<td>34.74</td>
<td>4.16</td>
<td>32.04</td>
</tr>
<tr>
<td>5900</td>
<td>34.85</td>
<td>4.23</td>
<td>32.01</td>
</tr>
<tr>
<td>6200</td>
<td>35.03</td>
<td>4.37</td>
<td>32.08</td>
</tr>
<tr>
<td>6500</td>
<td>35.07</td>
<td>4.33</td>
<td>31.98</td>
</tr>
<tr>
<td>6800</td>
<td>35.37</td>
<td>4.26</td>
<td>31.97</td>
</tr>
<tr>
<td>7100</td>
<td>35.63</td>
<td>4.34</td>
<td>31.5</td>
</tr>
<tr>
<td>7400</td>
<td>35.95</td>
<td>4.36</td>
<td>31.59</td>
</tr>
<tr>
<td>7700</td>
<td>35.84</td>
<td>4.22</td>
<td>31.48</td>
</tr>
<tr>
<td>8000</td>
<td>35.41</td>
<td>4.2</td>
<td>31.57</td>
</tr>
</tbody>
</table>

Table 3-2 ZVE-8G datasheet
Fig. 3-17 ZVE-8G gain (dB) versus frequency

Fig. 3-18 Output 1dB compression point power versus frequency
3.7.2 Measurement Results on Envelope Recovery

3.7.2.1 EVM performance and IQ imbalance

The accuracy of the recovered envelope is dependent on the linearity of the channels. After removing the DUT in the test bed, EVM measurement can be used to assess the linearity of the channels and how well all kinds of impairments are compensated.

Fig. 3-19 and Fig. 3-20 show how IQ imbalance influences EVM measurement. The IQ imbalance is generated from the modulators, LOs, mixers, and reconstruction filters, etc. Both figures show the constellations of 16QAM plus BPSK signal after passing through the down conversion Channel A. The SNR is around 48dB. In Fig. 3-19, due to IQ imbalance in the E4438C ESG, the signal is distorted by mirror components and EVM is measured to be $-34.3$ dB. After compensating IQ imbalance using the linear predistorter structure as shown in Fig. 3-4, the constellation is significantly improved as illustrated in Fig. 3-20, and EVM is measured to be $-42.3$ dB. The IQ imbalance predistorter is in the form of (3.2), where the length $M$ of each predistortion filter is 6 taps and the total number of coefficients is 24. The IQ imbalance predistorter is identified by solving (3.3).
Fig. 3-19 Constellation: 16QAM+BPSK, without compensating IQ imbalance in modulator, EVM is $-34.3$ dB.

Fig. 3-20 Constellation: 16 QAM+BPSK, with compensated IQ imbalance in modulator, EVM is $-42.3$ dB.
With IQ imbalance compensation, the EVM measurement results for Channel A and Channel C are shown in Table 3-3. Both EVM values are below $-41\text{dB}$, which justifies that the channels are quite linear and all the impairments can be compensated very well, and the test bed is able to accurately recover the envelopes of PA's input and output signals.

### 3.7.2.2 REE performance:

REE defined in (3.18) is measured to directly assess the accuracy of envelope recovery. Table 3-4 and Table 3-5 show the REE measurement results under different baseband sampling rate. A range of baseband sampling rate is required to satisfy PAs of different memory effects and signals of different bandwidth. From the measured REE values, the baseband sampling rate does not influence the accuracy of the envelope recovery very much. All the relative envelope errors between transmitter baseband digital waveform and the recovered envelopes are below 5.5%, representing a good envelope recovery.

<table>
<thead>
<tr>
<th>Baseband sampling rate</th>
<th>REE value</th>
</tr>
</thead>
<tbody>
<tr>
<td>20MS/s</td>
<td>5.25%</td>
</tr>
</tbody>
</table>

Table 3-3 EVM measurement results for Channel A and Channel C

<table>
<thead>
<tr>
<th>Channel Name</th>
<th>EVM value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel A</td>
<td>$-42.3\text{dB}$</td>
</tr>
<tr>
<td>Channel C</td>
<td>$-41.3\text{dB}$</td>
</tr>
</tbody>
</table>
Table 3-4 Channel A: REE values versus baseband sampling rate

<table>
<thead>
<tr>
<th>Baseband sampling rate</th>
<th>REE value</th>
</tr>
</thead>
<tbody>
<tr>
<td>40MS/s</td>
<td>4.95%</td>
</tr>
<tr>
<td>80MS/s</td>
<td>4.79%</td>
</tr>
<tr>
<td>100MS/s</td>
<td>5.19%</td>
</tr>
<tr>
<td>200MS/s</td>
<td>4.90%</td>
</tr>
</tbody>
</table>

Table 3-5 Channel C: REE values versus baseband sampling rate

<table>
<thead>
<tr>
<th>Baseband sampling rate</th>
<th>REE value</th>
</tr>
</thead>
<tbody>
<tr>
<td>20MS/s</td>
<td>5.37%</td>
</tr>
<tr>
<td>40MS/s</td>
<td>4.57%</td>
</tr>
<tr>
<td>80MS/s</td>
<td>4.42%</td>
</tr>
<tr>
<td>100MS/s</td>
<td>5.43%</td>
</tr>
<tr>
<td>200MS/s</td>
<td>4.79%</td>
</tr>
</tbody>
</table>

Table 3-6 shows the REE measurement results under different resolution of time alignment by interpolation. An interpolation can be inserted before time alignment and down sampler in Fig. 3-10 to increase the resolution of time alignment. From the results,
with 10 times interpolation the REE performance is improved by around 1%, otherwise there is no significant difference.

<table>
<thead>
<tr>
<th>Time resolution</th>
<th>Interpolation ratio</th>
<th>REE value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5 ns</td>
<td>1</td>
<td>4.90%</td>
</tr>
<tr>
<td>0.25 ns</td>
<td>2</td>
<td>5.01%</td>
</tr>
<tr>
<td>0.1667 ns</td>
<td>3</td>
<td>4.73%</td>
</tr>
<tr>
<td>0.125 ns</td>
<td>4</td>
<td>4.68%</td>
</tr>
<tr>
<td>0.1 ns</td>
<td>5</td>
<td>5.01%</td>
</tr>
<tr>
<td>0.05 ns</td>
<td>10</td>
<td>3.94%</td>
</tr>
</tbody>
</table>

Table 3-6 Channel A: REE value versus time alignment resolution

Fig. 3-21 and Fig. 3-22 show the recovered envelopes of the RF signal versus the transmitted baseband waveform, with the DUT removed. The baseband sampling rate at the receiver is 100MS/s, and the resolution of time alignment is 0.5ns. Ideally the test bed is perfectly linear, and the two waveforms should be the same. Although distorted by noise and digital quantization error, the real part of recovered envelope is still approximately coincided with that of the transmitted baseband waveform, justifying the competency of the test bed to accurately recover the envelopes of the PA's input and output signals.
Fig. 3-21 Time-domain waveforms comparison: Removing DUT, the real part of recovered envelope waveform by Channel C versus the real part of transmitted baseband waveform.

Fig. 3-22 Time-domain waveforms comparison: Removing DUT, the image part of recovered envelope waveform by Channel C versus the image part of transmitted baseband waveform.
Fig. 3-23 Recovered AM/AM behavior of ZVE-8G HPA: The curve is drawn from the recovered envelopes of PA's input and output signals.

Fig. 3-24 Recovered AM/PM behavior of ZVE-8G HPA: The curve is drawn from the recovered envelopes of PA's input and output signals.
Finally, in Fig. 3-23 and Fig. 3-24, the behavior of the DUT is characterized from the recovered envelopes of the PA's input and output signals – the AM/AM and AM/PM figures. Due to the memory effects and the signal of 16.6MHz bandwidth, the AM/AM and AM/PM are not curves but scattered bunches of points. The 1-dB gain compression input power point is around 0 dBm, after which, the output power quickly saturates. The test bed can accurately recover the envelopes for the PA behavioral characterization and modeling.

3.8 Conclusion

A new test bed is proposed for TX IQ Imbalance and PA behavioral modeling and characterization. It generally accomplishes two goals: The first goal is to accurately recover the envelopes of the DUT input and output signals to facilitate behavioral characterization and modeling. The second goal is to provide necessary metrics to evaluate the accuracy of envelope recovery, and the performance of behavioral model and predistortion.

The proposed test bed is based on general purpose lab equipment with software running on a PC. This opens up flexibility for changes to the test bed hardware and software to facilitate different test scenarios or for enhanced performances. The proposed test bed can generate signals of arbitrary waveform with enough linear power to drive the DUT. Software signal processing methods are implemented to compensate the major impairments, such as channel delay, frequency offset, and carrier phase offset. The hardware is designed to provide channels of both high SNR and high linearity.
The test bed also provides the facilities and metrics to evaluate the accuracy of envelope recovery, and the performance of behavioral model and predistortion scheme. Relative envelope error (REE) is proposed as a metric to evaluate the accuracy of envelope recovery. Signal spectrum is estimated by Welch method with arbitrary accuracy, and consequently ACPR values can be calculated. Constellation and EVM value are also used to evaluate the linearity of the channel, the accuracy of a behavioral model, and the wellness of a linearization scheme.

The competence of the test bed is demonstrated by a number of experiment results. It achieves high accuracy for envelope recovery under different baseband sampling rates or different interpolation ratios in time alignment scheme. The AM/AM and AM/PM behaviors are characterized based on the recovered envelopes. Further experiment results of behavioral models on TX IQ imbalance and power amplifier are shown in Chapter 5 and Chapter 6.
Chapter 4 A New Power Amplifier Predistortion Architecture Based on Memory Polynomial Model

4.1 Introduction

Digital predistortion is a cost-effective method to linearize the power amplifier. Polynomial based models have long been researched [148, 149]. In recent years, in order to predistort the memory effects of the power amplifier, a modified polynomial model – memory polynomial model is introduced [41]. It is in fact a simplified version of the Volterra Model, and demonstrated to be efficient to linearize PA and reduce ACPR [58]. In [34], the memory polynomial model has been researched more generally, introducing two sets of cross-terms.

However, most research on memory polynomial model is based on a single architecture – predistorting the amplitude and phase of the signal simultaneously. On the contrary, power amplifiers have two characteristics – AM/AM and AM/PM relations. Even if they are not independent to each other, AM/AM and AM/PM comply with different relations. From this point of view, predistorting amplitude and phase separately can improve the effects of predistortion, and get a more linearized signal at the output side of the PA. To be more precise, the new architecture can improve the performances of ACPR and EVM.
Earlier work employing a model of predistorting AM/AM and AM/PM separately with polynomials was report in [148, 149], but the work did not include memory effects.

In this chapter, a new memory-polynomial-model-based architecture predistorting the amplitude and phase separately is proposed. According to the characteristics of AM/AM and AM/PM relations, the memory polynomial models in the new architecture should be real-valued. Simulation results show significant improvements in ACPR and EVM, compared with the traditional architecture.

The organization of the chapter is as follows. In Section 4.2, the AM/AM and AM/PM functions of a power amplifier with significant memory effects are shown, and then real-valued memory polynomial model is deducted. In Section 4.3, the new predistortion architecture using memory polynomial model is proposed, its mathematical analysis is presented, and its predistortion block diagram is illustrated. And in Section 4.4, the simulation results are shown, and compared with those of the traditional architecture. Finally, Section 4.5 gives the conclusion.

4.2 Memory Effects and Memory Polynomial Model

4.2.1 Memory Effects on AM/AM and AM/PM Relations of PA

The first step to predistort and linearize a PA is to model its behavioral characteristics accurately. Previously, extensive research has been done on modeling the nonlinearity of PA based on its AM/AM and AM/PM relations without memory. However, in recent years more and more wireless systems use wide-band signals such as OFDM and CDMA. The memory effects of the PA in such systems cannot be ignored and contribute significantly to
the distortion of the signal. These memory effects arise from both the circuit and the thermal effects of the transistor.

Memory effects change the AM/AM and AM/PM relations of the PA. The relations do not only depend on the current input signal, but also on the history of the past input signal—a sequence of past inputs. As a result, with different sequence of past inputs, a current input can be mapped to many different outputs. The AM/AM and AM/PM become one-to-many mapping. Fig. 2-1 and Fig. 2-2 show a typical AM/AM and AM/PM relations, where samples are scattering within certain ranges.

Treating amplitude and phase models separately has been applied to characterize the behavior of the power amplifier. In [150], AM/AM and AM/PM relations are modeled separately by polynomial based models. A modified Saleh model is proposed to characterize the AM/AM and AM/PM separately in [151]. Polynomial based models have also been applied to predistort AM/AM and AM/PM separately [148, 149]. However, these models only characterize the nonlinear memoryless behavior of the power amplifier. Then in [152], Hammerstein model and neural network are combined together to characterize the nonlinear memory behavior of the power amplifier by modeling AM/AM and AM/PM relations separately. However, the structure is complex and difficult to identify.

For any given power amplifier (PA), the AM/AM and AM/PM relations can be expressed as two different functions:

\[
|y(n)| = f \left(|x(n)|, |x(n-1)|, ..., |x(n-n_{am}^0)|\right) 
\]

\[
\angle y(n) = g \left(|x(n)|, |x(n-1)|, ..., |x(n-n_{pm}^0)|\right) 
\]

Thus the natural inverse of the PA is to inverse AM/AM and AM/PM relations separately.
\[ |x(n)| = f'(\|y(n)\|, \|y(n-1)\|,..., \|y(n-m_{am})\|) \] (4.3)

\[ \angle x(n) = g'(\|y(n)\|, \|y(n-1)\|,..., \|y(n-m_{am})\|) \] (4.4)

Equation (4.3) and (4.4) predistort the amplitude and phase of the signal separately, and together compose the inverse function of the PA that can be a good digital predistorter.

### 4.2.2 Volterra vs. Memory Polynomial Model

The traditional predistortion model is the Volterra model. And there is a technique known as *pth-order inverse* [46] that can be used to derive its inversed model. Thus, by modeling the PA’s behavior, its inversed model can be directly derived and used as the predistorter. The discrete time form of Volterra model with *K-order* and *M-tap* memory can be written as [46]:

\[ y(n) = \sum_{k=1}^{K} y_k(n) \] (4.5)

where

\[ y_k(n) = \sum_{m_1=0}^{M-1} \ldots \sum_{m_k=0}^{M-1} h_k(m_1,\ldots,m_k) \prod_{l=1}^{k} x(n-m_l) \] (4.6)

However, Volterra model is too complex and has too many parameters, thus it cannot be used in a practical system.

Many methods have been used to simplify Volterra model. In [41], it only uses the diagonal parameters and assumes \( m_1 = m_2 = \ldots = m_k = m \), and (4.5) becomes:

\[ y_k(n) = \sum_{m=0}^{M-1} h_k(m) \cdot x^k(n-m) \] (4.7)
Moreover, the signal’s bandwidth is a small percentage of the carrier frequency and the components of interest are close to the carrier frequency. Thus, (4.7) can be further simplified [34]:

\[ y(n) = \sum_{k=0}^{K-1} \sum_{m=0}^{M-1} c_{km} x(n-m) \left| x(n-m) \right|^k \]

Equation (4.8) is the memory polynomial model (MPM), where \( x(n) \) and \( y(n) \) are complex-valued input and output signals respectively.

Under some conditions (i.e., image part of the signal is zero), \( x(n) \) and \( y(n) \) become real-value, then the memory polynomial model also becomes real-valued:

\[ y(n) = \sum_{k=0}^{K-1} \sum_{m=0}^{M-1} c_{km} [x(n-m)]^{k+1} \]

where \( c_{km} \) is real-valued.

### 4.3 New DPD Architecture Based on MPM

#### 4.3.1 New Architecture

Most predistortion schemes so far use only one MPM to predistort both the amplitude and phase of the input signal simultaneously. In this section, we explore the benefits of predistorting the amplitude and phase shift separately with two different memory polynomial models. The predistorter has the form as:

\[ x(n) = |x(n)| e^{j\phi(n)} \]

\[ = |x(n)| e^{j[\phi(n) + \Phi]} \]

where
\[ |x(n)| = A\left(|u(n)|,\ldots,|u(n-M)|\right) \]
\[ = \sum_{k=0}^{K_1-1} \sum_{m=0}^{M_1-1} a_{km} |u(n-m)|^{k+1} \quad (4.11) \]

and

\[ \angle x(n) = \angle u(n) + \Phi\left(|u(n)|,\ldots,|u(n-M)|\right) \]
\[ = \angle u(n) + \sum_{k=0}^{K_1-1} \sum_{m=0}^{M_1-1} b_{km} |u(n-m)|^{k+1} \quad (4.12) \]

where \( x(n) \) and \( u(n) \) are the output and the input of the predistorter respectively. And \( x(n) \) and \( u(n) \) are both complex-valued signals. Note that the coefficients \( \{a_{km}\} \) and \( \{b_{km}\} \) are both real-valued. And the complex-valued (4.10) is converted to two real-valued MPM models expressed in (4.11) and (4.12), which follow the mathematical form as defined in (4.9).

The two MPMs use the same structure and identification methods, and only their coefficients are different. This ensures that the DPD can be conveniently identified and implemented.

4.3.2 Analysis of the New Architecture

A deeper mathematical analysis can reveal more of the new architecture, and its relationship to Volterra Model.

Equation (4.11) and (4.12) can be rewritten as:

\[ |x(n)| = f(u(n),\ldots,u(n-M)) \]
\[ = \sum_{k=0}^{K_1-1} \sum_{m=0}^{M_1-1} \tilde{a}_{km} u(n-m)|u(n-m)|^{k+1} \quad (4.13) \]

And
\[ \angle x(n) = \angle u(n) + g(u(n),...,u(n-M_2)) \]
\[ = \angle u(n) + \sum_{k=0}^{K_2-1} \sum_{m=0}^{M_2-1} \theta_{km} u(n-m) |u(n-m)|^k \quad (4.14) \]

where the complex-valued equivalent coefficients are

\[ \begin{align*}
\bar{a}_{km} &= a_{km} \frac{|u(n-m)|}{u(n-m)} = a_{km} e^{-j\angle u(n-m)} \\
\bar{b}_{km} &= b_{km} \frac{|u(n-m)|}{u(n-m)} = b_{km} e^{-j\angle u(n-m)}
\end{align*} \quad (4.15) \]

And \( K_1 \) and \( M_1 \) are the nonlinear order and memory depth of the amplitude function \( f(n) \) respectively. \( K_2 \) and \( M_2 \) are the nonlinear order and memory depth of the phase shift function \( g(n) \) respectively. Moreover, \( K_1 \) and \( K_2 \) are independent, \( M_1 \) and \( M_2 \) are independent.

The new DPD architecture of MPMs can be rewritten in the form:

\[ x(n) = |x(n)| e^{j\angle x(n)} \]
\[ = f(u(n),...,u(n-M_1)) e^{jg(u(n),...,u(n-M_2))} e^{j\angle u(n)} \quad (4.16) \]

Expanding \( e^x \) by its Taylor Series:

\[ e^x = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \cdots \quad (4.17) \]

Now expand (4.16) by two steps: (1) Firstly, only consider the first two elements in (4.17) to simplify the analysis; (2) In the next step, include high-order items in (4.17).

Firstly, only consider the first two elements on the right hand of (4.17), and the new architecture becomes (ignore the constant \( e^{j\angle u(n)} \):
\[ x(n) = f(u)e^{jg(u)} \]
\[ = f(u)[1 + j \cdot g(u)] \]
\[ = f(u) + j \cdot f(u)g(u) \]
\[ = \sum_{k_1=0}^{K_1-1} \sum_{m_1=0}^{M_1-1} \tilde{a}_{k_1m_1} u(n-m_1) |u(n-m_1)|^{k_1} \]
\[ + \left( j \cdot \sum_{k_1=0}^{K_1-1} \sum_{m_1=0}^{M_1-1} \tilde{a}_{k_1m_1} u(n-m_1) |u(n-m_1)|^{k_1} \right) \cdot \left( \sum_{k_2=0}^{K_2-1} \sum_{m_2=0}^{M_2-1} \tilde{b}_{k_2m_2} u(n-m_2) |u(n-m_2)|^{k_2} \right) \]

Considering the second term in (4.18), it can be decomposed as:

\[ \left( j \cdot \sum_{k_1=0}^{K_1-1} \sum_{m_1=0}^{M_1-1} \tilde{a}_{k_1m_1} u(n-m_1) |u(n-m_1)|^{k_1} \right) \cdot \left( \sum_{k_2=0}^{K_2-1} \sum_{m_2=0}^{M_2-1} \tilde{b}_{k_2m_2} u(n-m_2) |u(n-m_2)|^{k_2} \right) \]
\[ = j \cdot \sum_{k_1=0}^{K_1-1} \sum_{m_1=0}^{M_1-1} \sum_{k_2=0}^{K_2-1} \sum_{m_2=0}^{M_2-1} \tilde{a}_{k_1m_1} \tilde{b}_{k_2m_2} u(n-m_1) u(n-m_2) |u(n-m_1)|^{k_1} |u(n-m_2)|^{k_2} \]

Hence (4.18) becomes:

\[ x(n) = \sum_{k_1=0}^{K_1-1} \sum_{m_1=0}^{M_1-1} \tilde{a}_{k_1m_1} u(n-m_1) |u(n-m_1)|^{k_1} \]
\[ + j \cdot \sum_{k_1=0}^{K_1-1} \sum_{m_1=0}^{M_1-1} \sum_{k_2=0}^{K_2-1} \sum_{m_2=0}^{M_2-1} \tilde{a}_{k_1m_1} \tilde{b}_{k_2m_2} u(n-m_1) u(n-m_2) |u(n-m_1)|^{k_1} |u(n-m_2)|^{k_2} \]

Equation (4.20) reveals two things for the new DPD architecture of MPMs. Firstly, it increases the highest nonlinear order of the DPD model, from \( \max(K_1, K_2) \) to \( K_1 + K_2 \). Secondly, it introduces cross terms in memory, i.e., the 2nd-order cross term \( u(n-m_1) u(n-m_2) \).

Now in the second step, consider the \( n^{th} \) order element \( x^n/n! \) in (4.17), its multiplication with \( f(u) \) is
\[ f(u) \left( j \cdot g(u) \right)^n \]

\[ = \left( \frac{j}{n!} \right)^n \left( \sum_{k_1=0}^{K-1} \sum_{m_1=0}^{M-1} \tilde{a}_{k_1m_1} u(n-m_1) |u(n-m_1)|^{k_1} \right) \left( \sum_{k_2=0}^{K-1} \sum_{m_2=0}^{M-1} \tilde{b}_{k_2m_2} u(n-m_2) |u(n-m_2)|^{k_2} \right)^n \]

\[ = \left( \frac{j}{n!} \right)^n \sum_{k_{i1}=0}^{K-1} \sum_{m_{i1}=0}^{M-1} \cdots \sum_{k_{ii}=0}^{K-1} \sum_{m_{ii}=0}^{M-1} \tilde{a}_{k_1m_1} \tilde{b}_{k_2m_2} \cdots \tilde{b}_{k_{ii}m_{ii}} \] \( \cdots \) \( \cdots \)

(4.21)

\[ = \sum_{k_1=0}^{K-1} \sum_{m_1=0}^{M-1} \sum_{k_2=0}^{K-1} \sum_{m_2=0}^{M-1} \cdots \sum_{k_{ii}=0}^{K-1} \sum_{m_{ii}=0}^{M-1} \tilde{h}(k_1, m_1, k_2, m_2, \ldots, k_{ii+1}, m_{ii+1}) \]

\[ u(n-m_1) u(n-m_2) \cdots u(n-m_{ii+1}) |u(n-m_1)|^{k_1} |u(n-m_2)|^{k_2} \cdots |u(n-m_{ii+1})|^{k_{ii+1}} \]

where the coefficient

\[ \tilde{h}(k_1, m_1, k_2, m_2, \ldots, k_{ii+1}, m_{ii+1}) = \left( \frac{j}{n!} \right)^n \sum_{m_{ii+1}}^{M-1} \tilde{a}_{k_1m_1} \tilde{b}_{k_2m_2} \cdots \tilde{b}_{k_{ii+1}m_{ii+1}} \] \( \cdots \)

(4.22)

Altogether, the final mathematical expansion for the new DPD architecture of MPM can be written as

\[ x(n) = \sum_{k_1=0}^{K-1} \sum_{m_1=0}^{M-1} \tilde{h}(k_1, m_1) u(n-m_1) |u(n-m_1)|^{k_1} \]

\[ + j \cdot \sum_{k_1=0}^{K-1} \sum_{m_1=0}^{M-1} \sum_{k_2=0}^{K-1} \sum_{m_2=0}^{M-1} \tilde{h}(k_1, m_1, k_2, m_2) u(n-m_1) u(n-m_2) |u(n-m_1)|^{k_1} |u(n-m_2)|^{k_2} \]

\[ + \cdots \]

(4.23)

\[ + \sum_{k_1=0}^{K-1} \sum_{m_1=0}^{M-1} \sum_{k_2=0}^{K-1} \sum_{m_2=0}^{M-1} \cdots \sum_{k_{ii+1}=0}^{K-1} \sum_{m_{ii+1}=0}^{M-1} \tilde{h}(k_1, m_1, k_2, m_2, \ldots, k_{ii+1}, m_{ii+1}) \]

\[ u(n-m_1) u(n-m_2) \cdots u(n-m_{ii+1}) |u(n-m_1)|^{k_1} |u(n-m_2)|^{k_2} \cdots |u(n-m_{ii+1})|^{k_{ii+1}} \]

\[ + \cdots \]

It is clear from (4.23) that the new DPD architecture of MPM introduces many high-order cross terms and is much closer to the Volterra model than the classical MPM. As a result, the new DPD architecture is more powerful to model the inverse PA function and predistort the PA distortion.
On the other hand, please note that (4.23) is only the mathematical expansion by the Taylor Series in (4.17). The two MPMs of the proposed architecture still use the simple model structure as defined in (4.9), and their identification is also the same as the traditional MPM models. Hence it ensures that the new DPD scheme avoids the complexity of the Volterra model, and is as simple as the traditional MPM.

### 4.3.3 Coefficient Number

The number of coefficients of the Volterra model, the traditional MPM architecture, and the proposed MPM architecture are shown in Table 4-1. Since its number of coefficients increases very fast with nonlinear order and memory depth, the complexity of the Volterra model is very high. Meanwhile compared with the traditional MPM architecture, its number of coefficients is doubled for the proposed MPM architecture. However, since the coefficients of the proposed MPM are real-valued, while those of the traditional MPM are complex-valued, the complexity of the proposed MPM is similar to that of the traditional MPM.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Volterra Model</th>
<th>Traditional MPM</th>
<th>Proposed MPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient Number</td>
<td>$(K+M)!/K!M!$</td>
<td>$KM$</td>
<td>$2KM$</td>
</tr>
</tbody>
</table>

Table 4-1 The number of coefficients for different models, where $K$ denotes nonlinear order, $M$ denotes memory depth
4.3.4 Linearized Power Amplifier Block Diagram

Fig. 4-1 Linearized PA block diagram

Fig. 4-1 illustrates the block diagram of the linearized power amplifier (PA). $x(n)$ is the signal after predistorting $u(n)$, and is applied as input into PA. $y(n)$ is the final output. $G$ is the gain of PA. The DPD trainer finds the inverse relation of the PA, and then is copied directly as digital predistortion. This is an indirect learning architecture [58].

For traditional architecture using memory polynomial model, only one MPM is used as the DPD. In the new architecture, two MPMs are used to predistort the amplitude and phase of the input signal separately. Thus, the overall architecture becomes (The parts of DAC, ADC, up-converter, down-converter and coupler are ignored here):
Here $A(\bullet)$ and $\Phi(\bullet)$ are the amplitude inverse and phase inverse functions respectively, and both of them are memory polynomial models.

### 4.4 Simulation Results

In this section, we will show, by computer simulation, the performance of the new architecture using memory polynomial model.

The overall structure is based on Fig. 4-2. The baseband input signal is OFDM signal with 52 subcarriers, IFFT size of 64, and a bandwidth of 16.6MHz. The amplifier in the simulation is the behavior model characterizing the AM/AM and AM/PM relations of a Hittite GaAs InGaP HBT PA. The identification of the memory polynomial model of the DPD is carried out using 288001 data samples.
Both the traditional architecture [34] and the new one are simulated and compared. The traditional architecture is in the form of (4.8), and the new one is in the form of (4.10), (4.11) and (4.12). All the models are of 5-order nonlinearity and 3-tap memory effects, consisting of only odd-order items. However, for the traditional architecture, the coefficients of the MPM are in the form of complex numbers, while those of the new architecture are real-valued.

Fig. 4-3 shows the power spectral density (PSD) of the signals at the output side of the PA. Trace (a) shows the spectrum of the PA output linearized by the traditional DPD architecture and memory polynomial model. Results show that its spectral re-growth for frequencies in adjacent channel is around $-30\,\text{dB}$ relative to the in-band level. Trace (b) shows the spectrum of the PA output linearized by the new DPD architecture. The spectral re-growth at adjacent channel is reduced to nearly $-50\,\text{dB}$. Trace (c) shows the spectrum of the original input signal. Compared with the traditional one, linearization using the new architecture improves the spectral re-growth by nearly $20\,\text{dB}$.

Adjacent Channel Power Ratio (ACPR) is a metric to quantify the out-of-band regrowth. The left ACPR and right ACPR are defined in (3.23) and (3.24) respectively. The results of ACPR performance over many frames are presented in Fig. 4-4. Trace (a) and (c) measure the ACPR values of different frames of the PA’s output signal linearized by traditional architecture, while (b) and (d) measure the one linearized by the proposed architecture. It shows that the traditional DPD architecture has ACPR performance of around $-31\,\text{dB}$, while the new architecture can improve the ACPR to around $-46\,\text{dB}$. 
Fig. 4-3 Normalized PSD of the signals, using memory polynomial model predistorter. (a) Predistorted by the traditional architecture. (b) Predistorted by the new architecture. (c) Original input signal

Fig. 4-4 ACPR over many frames. (a) Left ACPR with the traditional architecture. (b) Left ACPR with the new architecture. (c) Right ACPR with the traditional architecture. (d) Right ACPR with the new architecture.
The constellation and EVM of the output of the PA are also measured. Fig. 4-5(a) shows the constellation of the received signal from the traditional DPD architecture, which is obviously dispersed. On the contrary, in Fig. 4-5(b), the constellation has been greatly improved, with little dispersion and rotation. It suggests that the new DPD architecture can well compensate the AM/AM and AM/PM distortions caused by PA.

In Fig. 4-6, EVM is measured for different frames. The poorer EVM at the beginning is due to the initialization of the whole system. The new DPD architecture achieves about 15 dB improvement compared with the traditional one.

Fig. 4-5 constellation of the signals at the receiver after equalization. (a) Traditional architecture. (b) New architecture

4.5 Conclusion

This chapter presents a new DPD architecture for the memory polynomial predistortion model. It predistorts the amplitude and phase of the signal separately with two different memory polynomial models. The simulation results show that compared with the
traditional architecture, the new architecture can improve both ACPR and EVM of the PA output signals.

Besides the power amplifier, a new behavioral model will be proposed to characterize and predistort TX IQ imbalance of significant memory effects in the next chapter.

Fig. 4-6 EVM comparison over time at the receiver
Chapter 5 Frequency-Domain Predistortion of TX IQ Imbalance of Significant Memory Effects for OFDM Systems

5.1 Introduction

As modern wireless communication systems are evolving quickly with demand for higher data rates, signals are having wider and wider bandwidth. As a result, the IQ imbalance distortion shows more frequency selective effects, or longer memory effects. In this chapter, the long-memory TX IQ imbalance will be well characterized and predistorted by a new competent behavioral model.

Traditionally, TX/RX IQ imbalance is jointly compensated by some processing methods at the receiver, either in time-domain [94-98] or in frequency-domain [153, 154]. There are some efforts to jointly compensate TX/RX IQ imbalance with one other impairment [96, 105, 106]. However with the increased signal bandwidth, these post-compensation methods become increasingly complex.

Another approach is to isolate the impairments of the transmitter and the receiver and compensate them separately. Predistortion methods are used to compensate TX IQ imbalance. Some time-domain methods [107, 115-117, 120, 155] use digital filters placed before the DAC and modulator. The drawback of time-domain predistortion is that the
limitation on the length of the predistorter renders it unable to compensate long-memory IQ imbalance impairments. In this chapter, a new robust frequency-domain predistortion on long-memory TX IQ imbalance is proposed. Each subcarrier only needs one-tap complex-valued multiplier for itself and another one-tap complex-valued multiplier for its mirror frequency. Moreover, the problem is reduced to a matrix problem, and solved by robust numerical methods. It can efficiently and completely compensate long-memory TX IQ imbalance at various noise levels, without generating ISI distortion. Moreover, both its idea and its implementation are simple: It only involves multiplying the transmitted signals with some predistortion coefficients in frequency-domain. For the modern widely used OFDM systems [4, 139], by utilizing their existing function modules, only one multiplication module needs to be added. The numerical issue associated with the identification of the predistorter in the presence of noise and condition number problem [156, 157] is also analyzed.

The structure of the chapter is organized in the following way: In Section 5.2, the TX IQ imbalance model and mirror frequency interference are deducted and analyzed. In Section 5.3, the drawback of time-domain predistortion is demonstrated. In Section 5.4, the proposed frequency-domain TX IQ imbalance predistortion scheme is developed. Then in Section 5.5, the numerical issue is analyzed, the deficiency of Normal Equation is illustrated, and robust numerical methods are proposed to identify the predistorter, where the complexity analysis is also given. The simulation and real experiment results are shown in Section 5.6 and Section 5.7, respectively. And they are followed by the conclusion in Section 5.8.
Notations: The baseband or baseband equivalent time-domain signals are denoted by normal lowercase letters \( s(n) \), while their frequency-domain counterparts are denoted by normal uppercase letters \( S(k) \). For a given frequency bin \( S(k) \), its mirror frequency bin is defined as \( S(N-1-k) \) or \( S(-k) \). Lowercase boldfaced letters denote time-domain column vectors \( \mathbf{s} \), while the ones with the superscript \( f \) denote frequency-domain column vectors \( \mathbf{s}^f \). Matrices are denoted by uppercase boldfaced letters. Time index within one OFDM frame is denoted by \( n \), OFDM frame index is denoted by \( i \), and frequency bin index is denoted by \( k \). Hence \( \mathbf{s}(i) = [s(0) \ s(1) \ \cdots \ s(N-1)]^T \) denotes the \( ith \) OFDM frame signal in time-domain, while \( \mathbf{s}^f(i) = [S(0) \ S(1) \ \cdots \ S(N-1)]^T \) denotes its frequency-domain counterpart. And the vector \( \mathbf{b}^f(k) = [S_1(k) \ S_2(k) \ \cdots \ S_L(k)]^T \) contains the values of the \( kth \) frequency bin over different \( L \) OFDM frames. The indices are also true for matrices. Note that the frame index \( i \) is sometimes neglected. The length of the training sequence is \( P \) OFDM frames, each having \( J \) subcarriers and \( N \) IFFT size. And the memory depth of the time-domain predistorter is \( M \) taps.

For operators, \((\bullet)^*\) and \(\otimes\) denote the complex conjugate, and convolution, while \(\hat{S}(k) = S^*(N-1-k) = S^*(-k)\) denotes the complex conjugate of the mirror frequency bin. \(\mathbf{A}^*, \mathbf{A}^T, \mathbf{A}^H, \|\mathbf{A}\|_2\) denote the conjugate, transpose, conjugate-transpose, and 2-norm value respectively. If \(\mathbf{A}\) is full-rank square matrix, \(\mathbf{A}^{-1}\) denotes the matrix inverse operation. And \(\mathbf{A} = \mathbf{U} \Sigma \mathbf{V}^H\) denotes singular value decomposition. \(\text{diag}\{\mathbf{x}\}\) denotes the
diagonal matrix with $\mathbf{x}$ being the diagonal. $\mathbf{0}_m$ is the null vector of $m$ length with zeros in all entries. And $\mathbf{O}_{mn}$ is the $m \times n$ null matrix with zeros in all entries.

For more information of notations, please refer to List of Principle Symbols at the beginning of the thesis.

5.2 Signal and System Model

5.2.1 IQ Imbalance Model in Time Domain

Fig. 5-1 Block Diagram of TX IQ Imbalance: $\tilde{h}_i(t)$ and $\tilde{h}_q(t)$ are the real-valued filters modeling the IQ imbalance of memory effects due to the imperfection of the DACs and the LPFs, and $a_i, \theta_i, a_q, \theta_q$ are the gain and phase imbalance owing to LO imbalance.

The block diagram of TX IQ Imbalance is illustrated in Fig. 5-1. At the transmitter, the digital signal to be transmitted before digital to analog converter is $s(n) = s_i(n) + js_q(n)$,
with $T$ the symbol period. Let $\tilde{h}_i(t)$ denote the ideal shaping filter response, then the ideal LPF output is

$$s(t) = s_i(t) + js_q(t)$$

$$= \sum_{i=-\infty}^{\infty} s_i(n)\tilde{h}_i(t-nT) + j\sum_{i=-\infty}^{\infty} s_q(n)\tilde{h}_q(t-nT)$$

(5.1)

However, due to the imperfection of the DACs and the LPFs along the I and Q paths, there is an imbalance of memory effects between the I and Q paths, which can be modeled by two filters after the ideal signal, i.e.,

$$x(t) = x_i(t) + jx_q(t)$$

$$= s_i(t)\otimes\tilde{h}_i(t) + js_q(t)\otimes\tilde{h}_q(t)$$

(5.2)

where $\tilde{h}_i(t)$ and $\tilde{h}_q(t)$ are the real-valued filters modeling the IQ imbalance of memory effects.

Then going through the up-converters, the final transmitted signal gets another IQ imbalance distortion owing to the unequal gains and the deviation from 90° phase shift of the LOs. Hence, the transmitted signal is (neglecting the thermal noise of the transmitter)

$$y_p(t) = a_i x_i(t)\cos(2\pi f_c t + \theta_i) + a_q x_q(t)\sin(2\pi f_c t + \theta_q)$$

(5.3)

where $a_i, \theta_i, a_q, \theta_q$ are the gain and phase imbalance owing to the imbalance of LOs. Rearrange (5.3), the transmitted signal is

$$y_p(t) = y_{p,i}(t) + y_{p,q}(t)$$

$$= \left(a_i x_i(t)\cos(\theta_i) + a_q x_q(t)\sin(\theta_q)\right)\cos(2\pi f_c t)$$

$$+ \left(a_q x_q(t)\cos(\theta_q) - a_i x_i(t)\sin(\theta_i)\right)\sin(2\pi f_c t)$$

(5.4)
And the equivalent low-pass transmitted signal is

\[ y(t) = y_i(t) + jy_q(t) \]
\[ = \left( a_i x_i(t) \cos(\theta_i) + a_Q x_Q(t) \sin(\theta_Q) \right) \]
\[ + j \left( a_Q x_Q(t) \cos(\theta_Q) - a_i x_i(t) \sin(\theta_i) \right) \]
\[ = \left( s_i(t) \otimes a_i h_i(t) \cos(\theta_i) + s_Q(t) \otimes a_Q h_Q(t) \sin(\theta_Q) \right) \]
\[ + j \left( s_Q(t) \otimes a_Q h_Q(t) \cos(\theta_Q) - s_i(t) \otimes a_i h_i(t) \sin(\theta_i) \right) \]  

(5.5)

where it is obvious that due to the LO phase imbalance, there is crosstalk between I path and Q path. In addition, the imperfect isolation of the RF hardware devices also introduces another source of crosstalk. Hence all together, the equivalent low-pass transmitted signal after IQ imbalance distortion can be modeled by four real-valued filters:

\[ y(t) = y_i(t) + jy_q(t) \]
\[ = \left( s_i(t) \otimes h_i(t) + s_Q(t) \otimes h_Q(t) \right) \]
\[ + j \left( s_i(t) \otimes h_Q(t) + s_Q(t) \otimes h_QQ(t) \right) \]  

(5.6)

Or its discrete form (from (5.1)):

\[ y(n) = y_i(n) + jy_q(n) \]
\[ = \left( s_i(n) \otimes h_i(n) + s_Q(n) \otimes h_Q(n) \right) \]
\[ + j \left( s_i(n) \otimes h_Q(n) + s_Q(n) \otimes h_QQ(n) \right) \]  

(5.7)

Since \( s_i(n) = \left( s(n) + s^*(n) \right)/2 \) and \( s_Q(n) = \left( s(n) - s^*(n) \right)/2 \), it can also be written as:

\[ y(n) = \frac{1}{2} \left( h_i(n) + jh_Q(n) -jh_Q(n) + h_QQ(n) \right) \otimes s(n) \]
\[ + \frac{1}{2} \left( h_i(n) + jh_Q(n) +jh_Q(n) - h_QQ(n) \right) \otimes s^*(n) \]  

(5.8)

\[ = h_d(n) \otimes s(n) + h_m(n) \otimes s^*(n) \]
where \( h_d(n) \) and \( h_m(n) \) are the complex-valued direct filter and mirror filter, respectively.

### 5.2.2 OFDM Signal Distorted by TX IQ Imbalance

In a transmitter of an OFDM system, the data is firstly coded and mapped to some specific set of constellations in the frequency domain, and then converted to time domain by Inverse Fast Fourier Transform (IFFT). At the receiver side, the signal should also be converted to frequency domain by Fast Fourier Transform (FFT), before the data can be demapped from the constellations and decoded. Hence in general, by its nature, OFDM system provides a convenient platform to do frequency domain signal processing.

Let the frequency domain TX signal after coding and mapping denoted as:

\[
\mathbf{s} = \begin{bmatrix} S(0) & S(1) & \cdots & S(N-1) \end{bmatrix}^T \tag{5.9}
\]

where \( N \) is the FFT size. Throughout the chapter, a normal uppercase letter denotes a frequency domain variable of a specific frequency bin, while the superscript \( f \) denotes a frequency domain vector. Then the time domain TX signal is:

\[
\mathbf{s} = \begin{bmatrix} \mathbf{s}^{(cp)}_{N_{cp}} & \mathbf{s}_{N} \end{bmatrix}^T
\]

\[
= \begin{bmatrix} s(N-N_{cp}) & \cdots & s(N-1) & s(0) & s(1) & \cdots & s(N-1) \end{bmatrix}^T \tag{5.10}
\]

where \( N_{cp} \) is the length of cyclic prefix (CP). And the signal without CP \( \mathbf{s}_{N} \) is

\[
s(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} S(k)e^{j2\pi nk/N}, \quad 0 \leq n \leq N-1 \tag{5.11}
\]

Or in vector form:
where \( F \) is the unitary FFT matrix of size \( N \):

\[
[F]_{nk} = \frac{1}{\sqrt{N}} e^{-j\frac{2\pi nk}{N}}
\]  
(5.13)

And the CP-adding matrix:

\[
T^{(p)} = \begin{bmatrix}
I_{N_p \times N} \\
I_N
\end{bmatrix}
\]  
(5.14)

where \( I_N \) is the identity matrix, while \( I_{N_p \times N} \) is the last \( N_p \) rows of \( I_N \). And the CP-removing matrix is:

\[
C^{(p)} = \begin{bmatrix}
0_{N \times N_p} & I_N
\end{bmatrix}
\]  
(5.15)

Let the transmitted frequency-domain OFDM symbols be denoted as \( \{ s^f(i) \} \), its corresponding time-domain symbols be denoted as \( \{ s(i) \} \), and the final RF front-end low-pass equivalent OFDM symbols be denoted as \( \{ y(i) \} \), where \( i \) is the index of the OFDM symbol. Let the vector form of the imbalance filters \( h_d(n) \) be denoted as \( h_d = \left[ h_d(0) \cdots h_d(L_d - 1) \right]^T \), and the vector form of \( h_m(n) \) is denoted as \( h_m = \left[ h_m(0) \cdots h_m(L_m - 1) \right]^T \), where \( L_d \) and \( L_m \) are the length of \( h_d(n) \) and \( h_m(n) \), respectively.

For convenience, we assume that the length of the OFDM symbol duration is longer than the maximum delay spread [139, 140, 158], i.e., \( L_d < N + N_p \) and \( L_m < N + N_p \).
And then from (5.8), it is obvious that the \( i \)th output OFDM symbol \( y(i) \) is solely determined by the \((i-1)\)th and \( i \)th input OFDM symbol \( s(i-1) \) and \( s(i) \). Specifically, from (5.8) and (5.12), the matrix form of the equivalent low-pass TX signal \( y(i) \) is:

\[
y(i) = \tilde{H}_d \mathcal{F} s^f(i) + \tilde{H}_m \mathcal{F} s^f(i-1) + \tilde{H}_p \mathcal{F} s^f(i-1)
\]

where \( \tilde{H}_d \), \( \tilde{H}_m \), \( \tilde{H}_p \), and \( \tilde{H}_m^p \) are \((N+N_{cp}) \times (N+N_{cp})\) toepplitz matrices. A toepplitz matrix is a \( N \times N \) square matrix that can be uniquely defined by its first row vector and its first column vector (For the definition of toepplitz matrix, please refer to Appendix C).

Here the first row and the first column of \( \tilde{H}_d^c \) are \( \begin{bmatrix} h_d(0) & 0 & \cdots & 0 \end{bmatrix}^T \) and \( \begin{bmatrix} h_d(L_d-1) \end{bmatrix}^T \), the first row and the first column of \( \tilde{H}_m^c \) are \( \begin{bmatrix} h_m(0) & 0 & \cdots & 0 \end{bmatrix}^T \) and \( \begin{bmatrix} h_m(L_m-1) \end{bmatrix}^T \), the first row and the first column of \( \tilde{H}_d^p \) are \( \begin{bmatrix} 0 & \cdots & 0 & \hat{h}_{TX.d}^T \end{bmatrix}^T \) and \( \begin{bmatrix} 0 & \cdots & 0 \end{bmatrix} \), where \( \hat{h}_d = \begin{bmatrix} h_d(1) & \cdots & h_d(L_d-1) \end{bmatrix}^T \) and \( \hat{h}_m = \begin{bmatrix} h_m(1) & \cdots & h_m(L_m-1) \end{bmatrix}^T \) and \( \hat{h}_{TX.d} \) are \( \begin{bmatrix} 0 & \cdots & 0 & \hat{h}_{TX.d} \end{bmatrix} \).

Hence,

\[
\tilde{H}_d = \begin{bmatrix}
h_d(0) & 0 & 0 & \cdots & 0 \\
h_d(1) & h_d(0) & 0 & \cdots & 0 \\
h_d(2) & h_d(1) & h_d(0) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
h_d(L_d-1) & h_d(L_d-2) & h_d(L_d-3) & \cdots & 0 \\
0 & h_d(L_d-1) & h_d(L_d-2) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & h_d(0)
\end{bmatrix}
\]

(5.17)
And note that $\hat{H}_m^c$ has the same form as $\hat{H}_d^c$.

$$
\hat{H}_d^p = \begin{bmatrix}
0 & \ldots & 0 & h_d(1) & h_d(2) & \ldots & h_d(L_d - 1) \\
0 & \ldots & 0 & 0 & h_d(1) & \ldots & h_d(L_d - 2) \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & \ldots & \ldots & 0 & h_d(1) & \ldots & h_d(L_d - 2) \\
0 & \ldots & \ldots & \ldots & \ldots & 0 & \ldots & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & \ldots & \ldots & \ldots & \ldots & 0 & \ldots & \ldots & 0 \\
\end{bmatrix}
$$

(5.18)

And note that $\hat{H}_m^p$ has the same form as $\hat{H}_d^p$.

The second row in (5.16) is the ISI contribution from previous OFDM symbol.

Note that the output $y(i) = \left[ y_N^{(p)}(i) \bar{y}_N(i) \right]^T$ contains the cyclic prefix $y_N^{(p)}(i)$, which can be removed by left-multiplying $C^{(p)}$ defined in (5.15):

$$
y(i) = C^{(p)} y(i) \\
= C^{(p)} \tilde{H}_d^p T^{(p)} F^{s,f}_d(i) + C^{(p)} \tilde{H}_m^p T^{(p)} F^{s,f}_m(i) + C^{(p)} \tilde{H}_d^p T^{(p)} F^{s,f}_d(i-1) + C^{(p)} \tilde{H}_m^p T^{(p)} F^{s,f}_m(i-1)
$$

(5.19)

Here we further assume that the length of cyclic prefix is longer than the length of IQ imbalances [9, 140, 158], i.e., $L_d \leq N_{cp}$ and $L_m \leq N_{cp}$, then it is easy to show that

$$
\begin{cases}
C^{(p)} \tilde{H}_d^p = \mathbf{O}_{N \times N_{cp}} \\
C^{(p)} \tilde{H}_m^p = \mathbf{O}_{N \times N_{cp}}
\end{cases}
$$

(5.20)

Hence the last two items on the right-hand side of (5.19) are zeros. And after removing the CPs, $\bar{y}(i)$ are free from ISI:
\[ \bar{y}(i) = \mathbf{C}^{(p)}\bar{\mathbf{H}}_d^{(p)}\mathbf{T}^{(p)}\mathbf{F}^s(i) + \mathbf{C}^{(p)}\bar{\mathbf{H}}_m^{(p)}\mathbf{T}^{(p)}\mathbf{F}^{s^f}(i) = \mathbf{H}_d\mathbf{F}^s(i) + \mathbf{H}_m\mathbf{F}^{s^f}(i) \]  
(5.21)

where

\[ \begin{align*}
\mathbf{H}_d &= \mathbf{C}^{(p)}\bar{\mathbf{H}}_d^{(p)}
\mathbf{H}_m &= \mathbf{C}^{(p)}\bar{\mathbf{H}}_m^{(p)}
\end{align*} \]  
(5.22)

A circulant matrix is a special Toeplitz matrix that each row is only circle-shifting one element of its predecessor to the right. It can be uniquely determined by its first column (for details of circulant matrix, please refer to Appendix C). Here \( \mathbf{C}^{(p)} \) is given by (5.15), \( \mathbf{T}^{(p)} \) is given by (5.14), and \( \bar{\mathbf{H}}_d^{(p)} \) is given by (5.17). Hence from (5.14), (5.15), (5.17) and (5.22), it is easy to show that \( \mathbf{H}_d \) is circulant matrix, whose first column vector is

\[ \begin{bmatrix} h_d(0) & 0 & \cdots & 0 & h_d(L_d - 1) & \cdots & h_d(1) \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
h_d(L_d - 2) & \cdots & h_d(0) & 0 & \cdots & 0 & h_d(L_d - 1) \\
h_d(L_d - 1) & \cdots & h_d(1) & h_d(0) & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\
0 & \ddots & h_d(L_d - 1) & h_d(L_d - 2) & \ddots & h_d(0) & 0 \\
0 & \cdots & 0 & h_d(L_d - 1) & \cdots & h_d(1) & h_d(0) \end{bmatrix} \]  
(5.23)

Following the same deduction, \( \mathbf{H}_m \) is also a circulant matrix, and its first columns is

\[ \begin{bmatrix} h_m^T & 0_{N-L_w}^T \end{bmatrix}^T. \]
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5.2.3 IQ Imbalance in Frequency Domain

The frequency domain TX IQ imbalance can be obtained by doing FFT on both sides of (5.21), i.e.,

\[ y^f(i) = F\tilde{y}(i) = FH_dF^*s^f(i) + FH_mFs^f(i) \]  
(5.24)

where the frequency response of the final RF front-end equivalent low-pass signal \( \tilde{y}(i) \) of the \( i^{th} \) OFDM symbol is

\[ y^f(i) = \begin{bmatrix} Y_1(0) & Y_1(1) & \cdots & Y_1(N-1) \end{bmatrix}^T \]  
(5.25)

The corresponding frequency response of the digital signal of the \( i^{th} \) OFDM symbol before DAC is

\[ s^f(i) = \begin{bmatrix} S_1(0) & S_1(1) & \cdots & S_1(N-1) \end{bmatrix}^T \]  
(5.26)

Then define the frequency response of the mirror signal \( s^*(i) \) is

\[ \hat{s}^f(i) = \begin{bmatrix} \hat{S}_1(0) & \hat{S}_1(1) & \cdots & \hat{S}_1(N-1) \end{bmatrix}^T \]  
(5.27)

According to its definition,

\[ \hat{s}^f(i) = Fs^*(i) = s^f(i) \]  
(5.28)

From (5.28), (5.24) can be written as:

\[ y^f(i) = F\tilde{y}(i) = \Lambda_d s^f(i) + \Lambda_m \hat{s}^f(i) \]  
(5.29)
where since $H_d$ and $H_m$ are circulant matrices, $\Lambda_d$ and $\Lambda_m$ are diagonal matrices.

Furthermore,

$$\Lambda_d = \text{diag}\left\{F[h_d^T \ 0_{N-L_d}^T]\right\} = \text{diag}\left\{h'_d\right\}$$
(5.30)

And

$$\Lambda_m = \text{diag}\left\{F[h_m^T \ 0_{N-L_m}^T]\right\} = \text{diag}\left\{h'_m\right\}$$
(5.31)

where $h'_d$ and $h'_m$ are the frequency response of the TX IQ imbalance filters $h_d$ and $h_m$.

5.3 Drawback of Time-Domain Predistortion

Fig. 5-2 shows the classical time-domain frequency-selective TX IQ imbalance predistortion scheme [115-117]. Fig. 5-3 shows the structure of the predistorter, which is a linear memory system having the similar structure as TX IQ imbalance. Here $c_{d}(n)$, $c_{QI}(n)$, $c_{IQ}(n)$, and $c_{QQ}(n)$ are all finite impulse response (FIR) filters

Considering $s_{I}(n) = \left(s(n) + s^*(n)\right)/2$ and $s_{Q}(n) = \left(s(n) - s^*(n)\right)/2j$, the output of the predistorter is:

$$x(n) = x_{I}(n) + jx_{Q}(n)$$

$$= \frac{1}{2} \left(c_{d}(n) + jc_{QI}(n) - jc_{IQ}(n) + c_{QQ}(n)\right) \otimes s(n)$$

$$+ \frac{1}{2} \left(c_{d}(n) + jc_{QI}(n) + jc_{IQ}(n) - c_{QQ}(n)\right) \otimes s^*(n)$$
(5.32)
Define
\[
\begin{align*}
c_d(n) &= \frac{1}{2} \left( c_n(n) + j c_Q(n) - j c_Q(n) + c_Q(n) \right) \\
c_m(n) &= \frac{1}{2} \left( c_n(n) + j c_Q(n) + j c_Q(n) - c_Q(n) \right)
\end{align*}
\] (5.33)

Then the time-domain predistorter is in the following way:
\[
x(n) = c_d(n) \otimes s(n) + c_m(n) \otimes s^*(n)
\] (5.34)

From (5.34) and (5.8), the final output signal is:
\[
y(n) = h_d(n) \otimes x(n) + h_m(n) \otimes x^*(n) \\
= \left( h_d(n) \otimes c_d(n) + h_m(n) \otimes c_m^*(n) \right) \otimes s(n) \\
+ \left( h_m(n) \otimes c_d^*(n) + h_d(n) \otimes c_m(n) \right) \otimes s^*(n)
\] (5.35)

To eliminate the mirror frequency components, the second item in (5.35) should be zero, i.e.,
\[
h_m(n) \otimes c_d^*(n) + h_d(n) \otimes c_m(n) = 0
\] (5.36)

And the final output is free of TX IQ imbalance:
\[
y(n) = \left( h_d(n) \otimes c_d(n) + h_m(n) \otimes c_m^*(n) \right) \otimes s(n)
\] (5.37)

---

Fig. 5-2 Time-domain TX IQ imbalance predistortion, where “Prd” stands for “predistortion.”
We assume that the channel is changing slowly [139, 159-161], e.g., as a result of a low Doppler frequency [139]. Then the channel impulse response can be seen as time invariant in one OFDM frame duration [139, 158, 159], and modeled by a FIR filter $h_{ch}(n)$ [14, 140, 160]. Moreover, the impulse response of the receiver is also modeled by a FIR filter $h_{rx}(n)$ [158, 160]. Then the final received baseband signal is

$$y(n) = (h_{ch}(n) \otimes c_d(n) + h_{rx}(n) \otimes c_{m}^*(n)) \otimes h_{ch}(n) \otimes h_{rx}(n) \otimes s(n)$$

(5.38)

Let $L_d$, $L_m$, $L_d$, $L_m$, $L_{ch}$, $L_{rx}$ denote the length of $c_d(n)$, $c_m(n)$, $h_d(n)$, $h_m(n)$, $h_{ch}(n)$, $h_{rx}(n)$ respectively and $L_{cp}$ denotes the length of the cyclic prefix of OFDM frame. To avoid ISI impairment, the following equations should be satisfied:

$$\begin{align*}
L_d + L_d + L_{ch} + L_{rx} & \leq L_{cp} \\
L_m + L_m + L_{ch} + L_{rx} & \leq L_{cp}
\end{align*}$$

(5.39)

Or
\[
\begin{cases}
L_d^c \leq L_{sp} - L_{ch} - L_{rx} \\
L_m^c \leq L_{sp} - L_{ch} - L_{rx}
\end{cases}
\] (5.40)

However, (5.40) sets the upper boundary of the length of the time-domain TX IQ imbalance predistorter. If either \( L_d^c \) or \( L_m^c \) is greater than the boundary, ISI impairment will be generated.

On the other hand, for a linear memory system, if it has long memory effects, then its time-domain inverse FIR filters should contain a significant number of taps, i.e., the length of its time-domain inverse FIR filter should be long [14, 162-168]. Hence since long-memory TX IQ imbalance has long memory length \( L_d \) and \( L_m \), and to compensate it, the length of the predistorter \( L_d^c \) and \( L_m^c \) should also be long.

Hence, it is contradictory and either time-domain predistorter cannot compensate long-memory TX IQ imbalance, or it will generate ISI impairment. This is the inherent disadvantage of time-domain predistorter.

The problem can be solved by using frequency-domain predistortion method. From (5.29) and (5.41), for the TX IQ imbalance, either of short or long memory, its effects in the frequency-domain are that the \( k^{th} \) output subcarrier is the weighted linear combination of the \( k^{th} \) input subcarrier and the complex conjugate of its mirror frequency, each having a complex-valued weight. Hence to predistort IQ imbalance in frequency domain, each subcarrier only needs a combination of one-tap multiplier for itself and another one-tap multiplier for its mirror frequency. In the next section, a robust frequency-domain predistorter is proposed.
5.4 Frequency-Domain Predistortion on TX IQ Imbalance of Long Memory Effects

For OFDM system, since there is already an IFFT operation in the transmitter, using frequency-domain TX IQ imbalance predistortion becomes very convenient. From (5.29), since \( \Lambda_d \) and \( \Lambda_m \) are diagonal matrices, the current frequency component \( S(k) \) is only affected by its mirror frequency \( S(-k) \). (5.29) can be decoupled for each individual frequency bin:

\[
Y(k) = H_d(k) \cdot S(k) + H_m(k) \cdot \hat{S}(k)
\]

(5.41)

where \( k \) is the frequency bin index, \( H_d(k) \) and \( H_m(k) \) are the frequency responses of the imbalanced filters \( h_d(n) \) and \( h_m(n) \), respectively. Hence in the frequency-domain, the effect of IQ imbalance impairments is that the \( k^{th} \) output subcarrier is the weighted linear combination of the \( k^{th} \) input subcarrier \( S(k) \) and the complex conjugate of its mirror frequency \( S(-k) \), whose weights are \( H_d(k) \) and \( H_m(k) \) respectively.

Equation (5.41) can be further written in matrix form:

\[
\begin{bmatrix}
Y(k) \\
\hat{Y}(k)
\end{bmatrix}^T = \begin{bmatrix}
S(k) \\
\hat{S}(k)
\end{bmatrix}^T \cdot H(k)
\]

(5.42)

where the frequency-domain TX IQ imbalance matrix at frequency bin \( k \) is

\[
H(k) = \begin{bmatrix}
H_d(k) & \hat{H}_m(k) \\
H_m(k) & \hat{H}_d(k)
\end{bmatrix}
\]

(5.43)
The TX IQ imbalance predistorter is inserted between transmitted frequency-domain signal $S(k)$ and IFFT block as in Fig. 5-4. The TX IQ imbalance predistorter is linear. After predistortion, the signal becomes

$$
\begin{bmatrix}
X(k)^T \\
\hat{X}(k)
\end{bmatrix} = \begin{bmatrix}
S(k)^T \\
\hat{S}(k)
\end{bmatrix} \cdot D(k)
$$

(5.44)

where the frequency-domain IQ imbalance predistortion matrix at frequency bin $k$ is

$$
D(k) = \begin{bmatrix}
d_{11}(k) & d_{12}(k) \\
d_{21}(k) & d_{22}(k)
\end{bmatrix}
$$

(5.45)

The scalar form of (5.44) is:

$$
X(k) = d_{11}(k) \cdot S(k) + d_{21}(k) \cdot \hat{S}(k)
$$

(5.46)

And after the IQ imbalance distortion, the frequency response of the final low-pass equivalent output signal is

$$
\begin{bmatrix}
Y(k)^T \\
\hat{Y}(k)
\end{bmatrix} = \begin{bmatrix}
S(k)^T \\
\hat{S}(k)
\end{bmatrix} \cdot D(k) \cdot H(k)
$$

(5.47)

From (5.47), in order to make TX signal free of IQ imbalance i.e., $Y(k) = S(k)$, the predistorter should be the inverse of the TX imbalance matrix, i.e.,
\[ D(k) = H^{-1}(k) \] (5.48)

Equation (5.48) is the frequency-domain TX imbalance predistorter. Furthermore, it is easy to show that

\[
\begin{align*}
  d_{22}(k) &= \hat{d}_{11}(k) \\
  d_{12}(k) &= \hat{d}_{12}(k)
\end{align*}
\] (5.49)

Hence the TX predistortion matrix can be written as

\[
D(k) = \begin{bmatrix} D_s(k) & \hat{D}_m(k) \\ D_m(k) & \hat{D}_d(k) \end{bmatrix}
\] (5.50)

Furthermore, from (5.42) and (5.48),

\[
\begin{bmatrix} Y(k) \end{bmatrix}^T \cdot D(k) = \begin{bmatrix} S(k) \end{bmatrix}^T
\] (5.51)

Hence \( D(k) \) can be obtained by directly solving (5.51).

### 5.5 Predistorter Identification and Sensitivity to Noise

The frequency-domain TX IQ imbalance predistorter \( D(k) \) can be identified by solving (5.51). However, the acquired \( Y(k) \) suffers from noise perturbation. As a total number of \( P \) OFDM frames (whose FFT size is \( N \)) are gathered for each frequency bin, (5.51) can be converted to an over-determined equation:

\[
A(k) \cdot \mathbf{d}^f(k) = \mathbf{b}^f(k)
\] (5.52)

where \( A(k) \) suffers from noise perturbation, and
\[ A(k) = \begin{bmatrix} Y_1(k) & Y_2(k) & \cdots & Y_m(k) \\ \hat{Y}_1(k) & \hat{Y}_2(k) & \cdots & \hat{Y}_m(k) \end{bmatrix}^T \]

\[ b^f(k) = \begin{bmatrix} S_1(k) & S_2(k) & \cdots & S_m(k) \end{bmatrix}^T \] (5.53)

And \( b^f(k) \) is the first column of \( D(k) \), i.e., \( b^f(k) = \begin{bmatrix} D_d(k) & D_n(k) \end{bmatrix}^T \)

### 5.5.1 Accuracy of the Solution of Linear Equation

A general over-determined linear equation is written in the following form

\[ Ax = b \] (5.54)

Generally speaking, solving (5.54) is not as easy as it looks. Either the input or the output signal, or both of them, are affected by noise. And the noise can greatly degrade the accuracy of the calculated coefficients, or even lead to totally wrong values, depending on several factors. Michael T. Heath [157] pointed out that the final error in a solution is generally the sum of two types of errors – one is called propagated data error, and the other is called computational error. Propagated data error can be seen as the amount of noise propagated into the solution of the equation, which is determined by the identification task itself. It is a way to determine whether the identification problem itself is sensitive to the noise or not, and can be quantized by a factor called *condition number* [157]. Computational error can be seen as the error generated by the computing algorithm. It is a way to decide whether the computing algorithm is sensitive to noise or not. In general, a big error in the solution may be either due to a big propagated data error owing to the identification problem itself, or due to a big computation error owing to a sensitive algorithm.
In the case of linear model identification, e.g. linear TX IQ imbalance of long memory effects, the identification task itself is relatively insensitive to the input noise, or well-conditioned. Hence the propagated data error is small, and the accuracy of the solution of (5.52) is mainly determined by the computational error, or the robustness of the computing algorithm.

In the case of nonlinear system, e.g. deep nonlinear power amplifier, the condition number is often very large, and hence the identification task itself is often very sensitive to the input noise. The problem is ill-conditioned. Many publications reported that the main drawback of Volterra model is a large number of coefficients to identify, which is one of the reasons that attributes to the very large condition number – there are many items in a Volterra model, and these items are mutually correlated. In [169], P. C. Hansen analyzed rank-deficient and ill-conditioned problems. The identification of an ill-conditioned problem is usually very difficult, no matter what robust algorithms are applied. A better solution is to transform the problem into a well-conditioned problem, by changing another behavioral model.

In this chapter, since the subject is well-conditioned linear TX IQ imbalance, the main task is to reduce the computation error by applying a robust computing algorithm. The propagated data error and condition number problem will be discussed in the next chapter, where it becomes an ill-conditioned problem to characterize the unified system of PA and TX IQ imbalance by polynomial based models.

5.5.2 Norm Equation Algorithm and Its Deficiency

Equation (5.52) usually does not have a solution, unless \( \mathbf{b}'(k) \) lies in the space \( \text{span(} \mathbf{A}(k) \text{)} \). Least squares method is to find a \( L \)-vector \( \mathbf{d}'(k) \) that the difference
between \( A(k) \cdot d'(k) \) and \( b'(k) \) are the least in the sense of sum of squared difference of every sample, or 2-norm of the error vector \( e(k) = b'(k) - A(k)d'(k) \)

\[
\|e\|_2 = \sqrt{e^H e} = \sqrt{(b' - A d')^H (b' - A d')} = \sqrt{b'^H b' - (b'^H A d' + d'^H A^H h' + (d'^H A^H A) b')} ^ (5.55)
\]

where the index is neglected for simplicity. To minimize the 2-norm of the error vector, the first-order derivative with respect to vector \( x \) should be equal to zero

\[
\nabla \|e\|_2^2 = -2A^H b' + 2A^H A d' = 0 \quad (5.56)
\]

Or

\[
A^H A d' = A^H b' \quad (5.57)
\]

where (5.57) is often known as normal equation. So the solution of (5.57) in the sense of least 2-norm of error is

\[
d' = (A^H A)^{-1} A^H b' \quad (5.58)
\]

In the case of TX IQ imbalance modeling, due to the influence of the noise, the \( N \)-vector \( b' \) in (5.52) is not in the \( L \)-dimension span(\( A \)). So first project \( b' \) onto span(\( A \)) by an orthogonal projector \( P = A(A^H A)^{-1} A^H \), and then solve the equation in the closed space span(\( A \)):

\[
A d' = Pb' = A(A^H A)^{-1} A^H b' \quad (5.59)
\]
where we have the solution $d^f = (A^H A)^{-1} A^H b^f$. At the same time, the error vector can be obtained by projecting $b^f$ onto the complementary space of $\text{span}(A)$:

$$
e = b - Ad^f$$
$$= P^f b$$
$$= (I - P)b^f$$
$$= (I - A(A^H A)^{-1} A^H)b^f$$ 

(5.60)

The solution of least squares is unique as long as matrix $A$ is full rank. Otherwise, if $\text{rank}(A) < L$, it is called rank deficient. In that case, there are unlimited number of solutions which are lying in the null space of $\text{span}(A)$, denoted by $\text{Null}(A)$. The common way to deal with rank deficient is to find the minimum 2-norm solution of least squares. In real applications of identification of TX IQ imbalance, owing to the noise, matrix $A$ would always be full rank.

Using Normal Equation to solve an overdetermined equation is straightforward. However, the condition number of the Normal Equation is higher than that of the original matrix $A$, i.e.,

$$\chi(A^H A) = [\chi(A)]^2$$ 

(5.61)

where $\chi(A)$ denotes condition number of matrix $A$.

With a high condition number, a small noise perturbation in $A(k)$ can result in a large error in the solution $d^f(k)$. Hence, the accuracy of the predistorter is quite sensitive to noise; and the noise-induced deviation in $A(k)$ would generate large error in the coefficients of the predistorter and degrade the performance of predistortion.
The traditional way to solve the condition number problem in (5.52) is to increase the noise level in $A(k)$ [160]. Although it can help in reducing the condition number value, the increased noise level itself can degrade the accuracy. As a result, the accuracy of the predistorter is still compromised.

### 5.5.3 Robust Identification Method

It is clear that in (5.52), only the left side $A(k)$ suffers noise while the right side $b'(k)$ is free from noise. It is a data least squares (DLS) problem [170-175].

#### QR Method

Unitary transformation can be used to solve (5.52) [171, 172]. The property of a unitary transformation is that it maintains the 2-norm for the transformed vector. A unitary transformation matrix $Q(k)$ can convert $b'(k)$ to a vector having all zero elements except the first one, i.e., $Q^H(k)b'(k) = \begin{bmatrix} \|b'(k)\|_2 & 0 & \cdots & 0 \end{bmatrix}^T$, where $Q(k)$ reserves the 2-norm of $b'(k)$. Multiply $Q(k)$ on both sides of (5.52),

$$Q^H(k)A(k)d'(k) = \begin{bmatrix} \tilde{a}'_1(k) \\ \tilde{A}_2(k) \end{bmatrix} d'(k)$$

$$= \begin{bmatrix} \|b'(k)\|_2 \\ 0 \end{bmatrix}^T$$

(5.62)

where $\tilde{a}'_1(k)$ is the first row vector of $Q^H(k)A(k)$. Then (5.62) is equal to the following equations

$$\begin{bmatrix} \tilde{a}'_1(k)d'(k) = \|b'(k)\|_2 \\ \tilde{A}_2(k)d'(k) = 0 \end{bmatrix}$$

(5.63)
Firstly, solve the equation $\tilde{A}_2(k)d'(k) = 0$, where $d'(k)$ lies in the Null space of $\tilde{A}_2(k)$. Then $d'(k)$ is normalized to satisfy $\tilde{a}_i'(k)d'(k) = \|b'(k)\|_2$, so that the final solution is

$$d'(k) = \frac{\|b'(k)\|_2}{\tilde{a}_i'(k)v_0'(k)}v_0'(k)$$ (5.64)

where $v_0'(k)$ is a null vector of $\tilde{A}_2(k)$.

**QR-SVD Method**

In real application, due to the noise in $A(k)$, $\tilde{A}_2(k)$ is not rank deficient, and does not have non-zero null vector $v_0'(k)$. In this case, a lower rank approximation can be generated by *singular value decomposition* (SVD) [176]. The approximation $\tilde{A}_2'(k)$ has the minimum difference in the sense of 2-norm value, i.e. $\min\|\tilde{A}_2'(k) - \tilde{A}_2(k)\|_2$. Suppose $\tilde{A}_2(k)$ is of full column rank $L$, and can be decomposed by

$$\tilde{A}_2(k) = U(k)\Sigma(k)V^H(k)$$
$$= \sigma_1u_1v_1^H + \sigma_2u_2v_2^H + \ldots + \sigma_Lu_Lv_L^H$$
$$= \sigma_1E_1 + \sigma_2E_2 + \ldots + \sigma_LE_L$$ (5.65)

Then its 1-rank lower approximation is to delete the item associated with the minimum singular value:

$$\tilde{A}_2'(k) = U(k)\Sigma'(k)V^H(k)$$
$$= \sigma_1u_1v_1^H + \sigma_2u_2v_2^H + \ldots + \sigma_{L-1}u_{L-1}v_{L-1}^H$$
$$= \sigma_1E_1 + \sigma_2E_2 + \ldots + \sigma_{L-1}E_{L-1}$$ (5.66)
where $E_i = u_i v_i^H$ is $N \times L$ matrix and has rank 1. And now $v_0'(k)$ is a non-zero null vector of $\tilde{A}_2'(k)$.

There is a simpler way to avoid doing the lower rank approximation: Find the right singular vector $\tilde{v}_L'(k)$ corresponding to the minimum singular value $\sigma_L$ of $\tilde{A}_2$, and the QR-SVD solution of (5.52) is

$$d_f(k) = \frac{\|b'(k)\|_2}{\tilde{a}_L'(k)\tilde{v}_L'(k)}$$ (5.67)

Note that if the null space of $\tilde{A}_2(k)$ is orthogonal to vector $\tilde{a}_L'(k)$, (5.63) does not have a non-zero solution, and hence (5.52) does not have a solution.

### 5.5.4 Complexity Analysis

Here the complexity is valued in term of floating point operation (flop). Assume the training sequence has the length of $P$ OFDM frames, each having $J$ subcarriers and $N$ IFFT size. Then for (5.52) and a specific frequency bin $k$, $A(k)$ is a $P \times 2$ matrix, $d_f(k)$ and $b'(k)$ are $2 \times 1$ and $P \times 1$ vectors, respectively. For the complexity of QR algorithm, firstly the QR decomposition of $b'(k)$ requires $8P^2 - 16P + 10$ flops by the classical Householder method. Then to compute the null vector $A_2(k)d_f(k) = 0$, another QR decomposition is carried out with $8P^2 - 32P + 34$ flops, and computing (5.64) requires 6 flops. Hence QR algorithm requires $16JP^2 - 48JP + 50J$ flops. For the complexity of QR-SVD algorithm, the SVD operation requires $16P + 48$ flops by the classical Golub-Reinsch SVD method [177], and computing (5.67) requires 6 flops. Hence QR-SVD algorithm requires $8JP^2 + 64J$ flops. As a comparison, the state-of-the-art
time-domain predistortion in [117] requires $O(P^3N^3)$ flops to identify its compensator. Since $N > J$, the complexity of the two proposed algorithms is significantly lower than the state-of-the-art time-domain solution. The complexity analysis is shown in Table 5-1.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Flops</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency-domain QR method</td>
<td>$16JP^2 - 48JP + 50J$</td>
</tr>
<tr>
<td>Frequency-domain QR-SVD method</td>
<td>$8JP^2 + 64J$</td>
</tr>
<tr>
<td>State-of-the-art time-domain method in [117]</td>
<td>$O(P^3N^3)$</td>
</tr>
</tbody>
</table>

Table 5-1 Identification Complexity Comparison

From (5.41), the proposed predistorter is a bank of complex-valued weight pairs $H_s(k)$ and $H_m(k)$. Hence For a signal of $J$ subcarriers, the total number of weights is $2J$. On the other hand, for the time-domain predistorter in [117] with memory depth of $M$-taps, the total number of complex-valued coefficients is $2M$. The comparison is shown in Table 5-2. If $J < M$, the frequency-domain predistorter has less coefficients; otherwise, the time-domain predistorter has less coefficients. However, as discussed above and shown in Table 5-1, even when $J > M$, the identification complexity of the frequency-domain predistorter is still lower than that of the time-domain predistorter.
### Table 5-2 Comparison of the number of coefficients:

<table>
<thead>
<tr>
<th>Predistorter</th>
<th>Number of coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed frequency-domain predistorter</td>
<td>$2J$</td>
</tr>
<tr>
<td>Time-domain predistorter in [117]</td>
<td>$2M$</td>
</tr>
</tbody>
</table>

$J$ is the number of subcarriers of the OFDM signal, while $M$ is the length of time-domain predistorter.

### 5.6 Simulation Results

An OFDM system based on WiFi [2, 167] is simulated. The IFFT size of the OFDM symbol is 256. There are 52 meaningful subcarriers, the space between each two adjacent subcarriers is 0.3125MHz, and the total bandwidth is 16.6 MHz. The 64-QAM constellation schemes are simulated. The TX IQ imbalance distortion is modeled by the scheme in Fig. 5-5. All four frequency selective branches $h_{y}(n)$, $h_{iq}(n)$, $h_{qi}(n)$, $h_{qq}(n)$ are real-valued low-pass filters, all having long memory depth. The EVM defined in Section 3.5.2 is used as the criteria to evaluate the performance:

\[
EVM = \sqrt{\frac{\sum_{l=1}^{L} \sum_{k=1}^{N} (Y_l(k) - S_l(k))^2}{\sum_{l=1}^{L} \sum_{k=1}^{N} Y_l(k)^2}}
\]  \hspace{1cm} (5.68)

where $Y_l(k)$ and $S_l(k)$ are the signals as defined in (5.47), and $L$ is the number of OFDM symbols, $N$ is the IFFT size. EVM performance of the proposed frequency domain TX IQ imbalance predistortion scheme is compared with the state-of-the-art time
domain predistortion scheme in [117], the length of which is 10 taps. The performance of
the system without IQ imbalance compensation and the ideal case of no IQ imbalance are
also included for reference. Since $\tilde{A}_2(k)$ is full rank due to noise, QR-SVD method is
used to identify the pre-compensator. And the time alignment method elaborated in
Section 3.2.6 is used to compensate the delay mismatch between the input and output
signals in this section and the next section.
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Fig. 5-5 Behavioral model of the TX IQ imbalance distortion in the simulation

| $h_{ll}(n)$  | 0.0223, 0.0357, 0.0122, -0.0169, -0.0568, -0.0454, 0.0233, 0.1468, 0.2588, 0.3079, |
|              | 0.2588, 0.1468, 0.0233, -0.0454, -0.0568, -0.0169, 0.0122, 0.0357, 0.0233         |
| $h_{IQ}(n)$  | -0.0011, -0.0012, -0.0002, 0.0025, 0.0063, 0.0096, 0.0109, 0.0096, 0.0063, 0.0025, |
|              | -0.0002, -0.0012, -0.0011 |
Table 5-3 Coefficients of the IQ imbalance model in “EVM vs SNR” simulation

| $h_{qi}(n)$ | -0.0011, -0.0017, -0.0017, -0.0002, 0.0028, 0.0063, 0.0086, 0.0086, 0.0063, 0.0028, -0.0002, -0.0017, -0.0017, -0.0011 |
| $h_{qq}(n)$ | 0.0217, 0.0361, 0.0121, -0.0168, -0.0566, -0.0457, 0.0234, 0.1465, 0.2591, 0.3078, 0.2591, 0.1465, 0.0234, -0.0457, -0.0566, -0.0168, 0.0121, 0.0361, 0.0217 |

Firstly, the EVM performance versus signal-to-noise-ratio values is evaluated. The IQ imbalance model in Fig. 5-5 is fixed, and its coefficients are shown in Table 5-3. The results are shown in Fig. 5-6 for 64-QAM constellations. In the figure, “ideal w/o IQ imbalance” refers to a transmitter without IQ imbalance distortion, which works as a benchmark. And “w/o predistort” refers to a transmitter with IQ imbalance distortion, but there is no compensation scheme. And “time-domain predistort” refers to the transmitter with IQ imbalance distortion, and there is the time-domain TX IQ imbalance predistortion. And finally, “frequency-domain predistort” refers to the transmitter with IQ imbalance distortion, and there is the frequency-domain TX IQ imbalance predistortion proposed in this chapter.

The time-domain TX IQ imbalance predistortion has some limit in the EVM performance, where further increase in the SNR does not help to significantly reduce the EVM value. This is because the time-domain predistorter cannot completely compensate TX IQ imbalance – there is still some residual IQ imbalance effects after compensation. On the contrary, the EVM of the proposed frequency-domain predistortion keeps
decreasing as SNR is increased. It almost coincides with those of the “ideal w/o IQ imbalance” case.

Fig. 5-6 EVM performance versus SNR values, under 64 QAM scheme

Influence of memory length of the TX IQ imbalance distortion on the EVM performance is also evaluated and shown in Fig. 5-7 for 64-QAM constellations. The SNR is fixed at 45 dB. The memory length of the four frequency selective branches $h_{ll}(n)$, $h_{lq}(n)$, $h_{ql}(n)$, $h_{qq}(n)$ of the TX IQ imbalance model in Fig. 5-5 is varying from 0.125us to 0.8us (Consequently, their coefficients are also changed). Note that the time duration of the cyclic-prefix of typical OFDM symbol is 0.8us according to IEEE 802.11a. It is demonstrated that the time-domain predistorter cannot compensate long-memory TX IQ imbalance impairments – The EVM performance of time-domain predistortion degrades with increase in memory depth in IQ imbalance. On the contrary, the proposed
frequency-domain TX IQ imbalance predistortion shows quite constant EVM performance.

![Graph showing EVM vs Memory Length of TX IQ Imbalances (64-QAM)]

Fig. 5-7 EVM performance versus memory length of the TX IQ imbalance distortion under 64 QAM scheme

The effects of compensation on each subcarrier are also compared in Fig. 5-8, where the EVM performance of all the 52 subcarrier is calculated and compared. Firstly, since the IQ imbalance impairments are frequency-selective, without predistortion, the EVM values of different subcarriers are different in “w/o predistort”. Then from the EVM performance of “time-domain predistort”, it is clear that the time-domain predistortion method also shows frequency-selective effects. On the contrary, the EVM performance of “frequency-domain predistort” is almost equal over all the subcarriers, demonstrating that the proposed frequency-domain predistorter has consistent performance over the whole bandwidth.
Then, the condition number is also compared between the proposed frequency-domain predistorter and the time-domain predistorter, as illustrated in Fig. 5-9. The condition number is increasing very fast with the SNR. The high value of condition number makes the time-domain predistorter very sensitive to noise, resulting in inaccurate coefficients. Meanwhile, the condition number of the proposed frequency-domain predistorter is the maximum value among all the subcarriers. It is clear that the condition number of the frequency-domain predistorter is very small. Hence the frequency-domain predistorter can overcome the condition number problem, and obtain accurate coefficients.

Last but not least, the proposed method is compared with the other state-of-the-art frequency-domain TX IQ imbalance predistortion methods published in [118, 119]. The comparison results are shown in Fig. 5-10, where the EVM performance of different lengths of training sequences is compared. In the figure, “proposed method” refers to the method proposed in this chapter, while “zou2008” and “Mcpherson2011” refer to those in [118] and [119] respectively. The simulation is done under 32 dB SNR, and averaged over 300 runs. The “proposed method” shows superior performance in the sense of fast convergence – “proposed method” converges at around 20 OFDM symbols, while “zou2008” and “Mcpherson2011” converges at around 60 ~ 70 OFDM symbols. Hence “proposed method” converges 3 times faster than “zou2008” and “Mcpherson2011”. The reason is that the identification method proposed in Section 5.5.3 is more robust and less sensitive to noise, and as a result, it needs shorter training sequence.
Fig. 5-8 Comparison of the EVM performance over each subcarrier

Fig. 5-9 Condition number comparison between the proposed frequency-domain predistorter and the time-domain predistorter.
Fig. 5-10 Comparison with other frequency-domain TX IQ imbalance predistortion methods. Different lengths of training sequence are swept, where the length of training sequence is in the number of OFDM symbols.

5.7 Experiment Results

The performance of the proposed frequency-domain TX IQ imbalance predistortion is also evaluated in the real experiment. The setup is shown in Fig. 5-11. The signal generator (Agilent ESG E4438C) consists of the I-Path/Q-Path DACs, the reconstruction filters and the up-converters, as well as other analog devices. The RF carrier frequency is 2.4 GHz. In order to avoid extra IQ imbalance in the feedback path, the RF signal is down-converted to intermediate frequency of 100MHz, and received and digitized by the oscilloscope (Infiniium 54832D DSO). Then, the digital IF signal is down-converted to baseband by the digital demodulator. By this way, extra IQ imbalance distortion in the feedback path is avoided. After FFT operation, the received signal $Y(k)$ and the
transmitted signal $S(k)$ are used to identify the frequency domain TX IQ imbalance predistorter.

![Diagram of experiment setup for frequency domain TX IQ imbalance predistortion.](image)

Fig. 5-11 Experiment setup for frequency domain TX IQ imbalance predistortion.

| $h_{II}(n)$ | 0.0260, 0.0222, 0.0151, -0.0050, -0.0310, -0.0481, -0.0400, 0.0021, 0.0734, 0.1546, 0.2190, 0.2435, 0.2190, 0.1546, 0.0734, 0.0021, -0.0400, -0.0481, -0.0310, -0.0050, 0.0151, 0.0222, 0.0260 |
| $h_{IQ}(n)$ | -0.0010, -0.0009, -0.0006, 0.0006, 0.0026, 0.0050, 0.0072, 0.0085, 0.0085, 0.0072, 0.0050, 0.0026, 0.0006, -0.0006, -0.0009, -0.0010 |
To simulate a low cost vector modulator that has poor IQ imbalance, additional TX IQ imbalance distortion is deliberately added in the software before the signal generator. It is modeled by the same scheme as illustrated in Fig. 5-5, and its coefficients are illustrated in Table 5-4. The signal used in the experiment is 16.6 MHz OFDM signal based on WiFi [2, 167]. 10,000 samples are used in the identification of the predistorter. Another 10,000 samples are used to test the EVM performance. The performance is compared with that of the state-of-the-art time-domain predistortion scheme [117], and the case of no IQ imbalance predistortion. The length of the time-domain predistorter is 10 taps.

<table>
<thead>
<tr>
<th>schemes</th>
<th>EVM (64-QAM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>no predistortion</td>
<td>-22.974 dB</td>
</tr>
<tr>
<td>time-domain predistortion</td>
<td>-34.989 dB</td>
</tr>
<tr>
<td>frequency-domain predistortion</td>
<td>-41.623 dB</td>
</tr>
</tbody>
</table>

Table 5-5 EVM performance of different schemes in experiment measurements
The specifications of the signal are: The IFFT size of the OFDM symbol is 256, the number of the meaningful subcarriers is 52, the space between each two adjacent subcarriers is 0.3125MHz, and the total bandwidth is 16.6 MHz. The experiment is done with SNR of around 48 dB. Since $\tilde{A}_2(k)$ is full rank due to noise, QR-SVD method is used to identify the predistorter. The evaluation results are shown in Table 5-5. It is obvious that the proposed frequency-domain predistortion scheme outperforms the time-domain predistortion by about 7 dB for 64-QAM constellations. The 64-QAM constellation comparison obtained from the experiment measurements with and without the proposed frequency-domain predistortion scheme is shown in Fig. 5-12.

![Constellation comparison](image)

(a) no predistortion  
(b) frequency-domain predistortion

Fig. 5-12 Constellation comparison in real experiments: The left figure is the 64-QAM constellation suffering from TX IQ imbalance of long-memory; the right figure is the corresponding constellation after using the proposed frequency-domain predistortion to compensate.

### 5.8 Conclusion

In this chapter, a new robust frequency-domain TX predistorter is proposed to compensate TX IQ imbalance of long memory effects. It is to convert TX IQ imbalance
problem to a matrix problem, and solve it by robust methods. Unlike the time-domain methods, the proposed predistortion scheme can perfectly compensate the long memory effects in the IQ imbalance. And compared with other frequency-domain predistortion methods, it is robust and requires less training sequence. It also takes advantage of the OFDM system structure, where the IFFT and FFT operation already exist, and hence no additional Fourier transform operation is needed. The condition number problem in the Normal Equation can degrade the accuracy of the identification of the predistorter and result in poor predistorter performance. Based on DLS problem, two numerical methods are proposed to counter the condition number problem. And due to noise, only QR-SVD method is applicable in real applications.
Chapter 6 Novel Neural Network Model of Power Amplifier + IQ Imbalance

6.1 Introduction

In the earlier chapters, new behavioral models for PA and TX IQ imbalance distortions are proposed and used to predistort each distortion separately. In this chapter, efforts will be made to merge the two distortions into one black box, and characterize them by a single behavioral model. In this chapter, the TX IQ Imbalance and power amplifier distortions are treated as a single black box, and modeled in one behavioral model -- Rectangular structured Focused Time-Delay Neural Network (RSFTDNN). Here the advantages of RSFTDNN are: (1) It provides a unified view of the impairments of the transmitter. (2) It can accurately characterize a deeply nonlinear communication system. (3) The network structure is simple, and easy to be implemented, and it can save computation resources.

The proposed model is designed and specified according to the characteristics of power amplifier and TX IQ imbalance. The proposed neural network is double input (real part and imaginary part separately) and single output (complex-valued). In order to model the “bend-down” AM/AM characteristics of a power amplifier, the activation function should be saturated for large input. And to model the memory effects, the proposed neural
network uses both the current and the past inputs. Furthermore, condition number problem on polynomial based model is also discussed and analyzed.

The structure of the chapter is arranged as follows: Section 6.2 illustrates the scheme of uniformly modeling PA distortion and IQ imbalance. Section 6.3 analyzes the limitation of condition number problem on polynomial based models. Section 6.4 proposes and analyzes the RSFTDNN model. And Section 6.5 shows the experiment results. Finally, Section 6.6 gives the conclusion.

6.2 Unified Model

The overall diagram of a typical wireless transmitter is shown in Fig. 2-3. The distortion of TX IQ imbalance refers to the impairments or difference between $s(n)$ and $x_i(n)$ (digitized version of $x_i(t)$); and the distortion of the power amplifier refers to the impairments or difference between $x_i(n)$ and $y_i(n)$ (digitized version of $y_i(t)$). Traditionally, these two distortions are modeled and simulated separately by two independent models. One possible reason for treating these two distortions separately may be that they are caused by two different physical mechanisms. However, from the viewpoint of system-level simulation, all the underneath physical characteristics are ignored, while only the output signals are of concern. Hence it is natural and sensible to merge these two distortions into one unified black box, using one mathematical equation to model the relationship between its input $s(n)$ and output $y_i(n)$. This saves computation resources, and presents a unified view of the transmitter impairments.
6.3 Limitation on Polynomial Based Models

As discussed in Section 5.5.1, the error of model identification is the sum of computation error and propagated data error. While the former is related to the robustness of the computing algorithms, the latter is related to the identification problem itself – whether the identification problem itself is sensitive to noise or not. Propagated data error can be quantized by condition number. This section will discuss the propagated data error, and the condition number problem on polynomial based models.

Polynomial based models and neural network models are two general classes of models which can be used to characterize the behavior of a system. The class of polynomial based models can only model mildly nonlinear system \([25, 27]\), because it is difficult to accurately identify the coefficients with very high nonlinear order. This is due to the fact that the condition number increases very quickly with increasing nonlinear order and memory depth. And a large condition number means inaccurate identification results as demonstrated in the derivation below.

One important character of polynomial based model is that the output of the model is in linear relationship with the coefficients. Hence usually the way to identify the coefficients is to solve the linear equation:

\[
Ax = b
\]  

(6.1)

where the matrix \(A\) contains all the linear and nonlinear orders of the input samples, vector \(b\) is the output samples, and the vector variable \(x\) is the coefficients to be identified. Usually, the number of samples is much larger than the number of coefficients, resulting in a least squares (LS) problem.
6.3.1 Norm and Condition Number

The 2-norm of an \( L \)-dimensional vector \( x \) is defined

\[
\|x\|_2 = \sqrt{\sum_{i=1}^{L} x_i^2}
\]  

(6.2)

And accordingly the 2-norm of a matrix \( A \) is defined

\[
\|A\|_2 = \sup \|Ax\|_2 \quad \text{for all } x \neq 0
\]  

\[
= \sigma_{\text{max}}
\]  

(6.3)

And Frobenius norm of a matrix \( A_{N \times L} \) is defined

\[
\|A\|_F = \sqrt{\sum_{i=1}^{N} \sum_{j=1}^{L} |a_{ij}|^2}
\]  

\[
= \sqrt{\text{tr}(A^H A)}
\]  

\[
= \sqrt{\sum_{i=1}^\text{min(N,L)} \sigma_i^2}
\]  

(6.4)

where \( \{\sigma_i\}_{\text{min(N,L)}} \) are the singular values of \( A \).

Using 2-norm, the condition number of a square matrix \( A_{N \times N} \) is defined

\[
\chi(A) = \frac{\|A\|_2 \cdot \|A^{-1}\|_2}{\|A\|_2 \cdot \|A^{-1}\|_2}
\]  

\[
= \frac{|\lambda|_{\text{max}}}{|\lambda|_{\text{min}}}
\]  

(6.5)

where \( \{\lambda_i\}_L \) is the eigenvalues of \( A_{N \times L} \). If \( A \) is not full rank, it is defined that

\[
\chi(A) = +\infty
\]  

For rectangular matrix \( A_{N \times L} \), where \( N > L \), the condition number is defined
\[ \chi(A) = \|A\|_F \cdot \|A^\dagger\|_F \]
\[ = \frac{\sigma_{\max}}{\sigma_{\min}} \] (6.6)

where \( \{\sigma_i\}_L \) is the singular values of \( A_{NL} \) and \( \|A\|_2 \) is 2-norm of matrix \( A \). And if \( A \) is not full rank, it is set that \( \chi(A) = +\infty \).

Condition number is a way to measure the sensitivity of the model accuracy to noise. If the input signal is the baseband digital signal before DAC, and the output signal is the down converted signal of DUT output after ADC, then the noise only lies in vector \( b \).

The condition number \( \chi(A) \) is totally determined by matrix \( A \). In case of the a deep nonlinear and significant memory system like a wide-band power amplifier plus TX IQ imbalance, the identification is usually an ill-conditioned task, and \( \chi(A) \) increases fast with increasing nonlinear order or memory depth.

6.3.2 Limitation on the Accuracy of Polynomial Based Models

The angle between the \( N \)-dimensional vector \( b \) and the space \( \text{span}(A) \) is defined

\[ \cos \theta = \frac{\|P^\dagger b\|_2}{\|b\|_2} \]
\[ = \frac{\|A(A^\dagger A)^{-1} A^\dagger b\|_2}{\|b\|_2} \]
\[ = \frac{\|Ax\|_2}{\|b\|_2} \] (6.7)

where \( x \) is the least squares solution. The angular between \( b \) and \( \text{span}(A) \) measures how large the deviation is generated. The deviation can be generated by noise, or by approximation error of the model.
Theorem 6-1 For full column rank $N \times L$ matrix $A$, and if noise is only present in vector $b$, the upper boundary of the sensitivity of the LS solution is calculated [157] as:

$$\frac{\|\Delta x\|_2}{\|x\|_2} \leq \frac{\chi(A) \|\Delta b\|_2}{\cos \theta \|b\|_2}$$

(6.8)

Proof. The proof is also given in [49]. □

Equation (6.8) prevails in all the polynomial models that have linear relationship between their outputs and their coefficients. It shows that the error in the coefficients $x$ is highly correlated to the condition number $\chi(A)$, with its upper boundary being linearly proportional to the condition number. Since its condition number increases quickly with nonlinear order and memory depth, the error of the polynomial model also increases dramatically. As a result, polynomial based models can only characterize systems of mild nonlinearity and short memory effects [25, 27].

On the contrary, neural network is good at modeling even a highly nonlinear system with long memory effects [27, 70, 71]. With a proper number of layers and neurons, the neural network can characterize a system with arbitrary accuracy [70].

Furthermore, from Fig. 2-3, it is clear that to characterize TX IQ imbalance and PA distortions together, the model should have double inputs (real $s_r(n)$ and imaginary $s_i(n)$ respectively). However, the classical polynomial model is accustomed to model single input single output (SISO) system, and hence some modification or extension are necessary to model such double input system, which may very well increase the complexity and computation cost. On the contrary, neural network has natural flexibility in
the number of inputs and outputs, and can model such double input systems quite straightforwardly.

Last but not least, neural network enjoys more freedom: i.e. it can accommodate varying number of layers or neurons in each layer, changes in the type of activation function, or even changes in the connections or structure. Hence, neural network may be a better choice to model the unified system consisting of TX IQ imbalance and highly nonlinear PA.

6.4 Proposed Neural Network Model

6.4.1 Prototype of Unified Model

The IQ imbalance and PA distortions in the transmitter are shown in Fig. 6-1. The behaviors of TX IQ imbalance and PA impairments can be further abstracted by two cascaded separate blocks as shown in Fig. 6-2. Now we will deduce the form of the unified behavioral model – The form of relationship between \( s(n) \) and \( y(n) \).

Firstly, the relationship between \( s(n) \) and \( x(n) \) is TX IQ imbalance impairments, which has already been deduced in (5.8), and is rewritten here:

\[
x(n) = h_d(n) \otimes s(n) + h_m(n) \otimes s^*(n)
\] (6.9)

where \( h_d(n) \) and \( h_m(n) \) are the complex-valued direct filter and mirror filter, respectively. And hence \( x(n) \) is a function of both \( s(n) \) and \( s^*(n) \), and can be written as:
\[ x(n) = f_{IQ} \left( s(n), s^*(n) \right) = f_{IQ} \left( s(n), s(n-1) \cdots s(n-M_d + 1), s^*(n), s^*(n-1) \cdots s^*(n-M_m + 1) \right) \] (6.10)

where \( f_{IQ}(\cdot) \) is a linear function, and \( M_d \) and \( M_m \) are the memory depths of the direct filter and mirror filter respectively. Note that \( M_d \) and \( M_m \) are equal to the length of the filters respectively.

Fig. 6-1 IQ imbalance and PA distortions at the wireless transmitter. The index \( n \) means the digital signal, while index \( t \) means the continuous analog signal after DAC.

Fig. 6-2 Diagram of TX IQ imbalance and PA impairments
The relationship between \( x(n) \) and \( y(n) \) is the PA nonlinear memory impairments, and can be written in the following form:

\[
y(n) = f_{PA}(x(n)) = f_{PA}(x(n), x(n-1) \cdots x(n-M_{PA}+1))
\]

(6.11)

where \( f_{PA}(\cdot) \) is a nonlinear memory function, and \( M_{PA} \) is the memory depths of the power amplifier.

Hence the relationship between \( s(n) \) and \( y(n) \) has the following form:

\[
y(n) = f_{PA}(x(n)) = f_{PA} \circ f_{IQ}(s(n), s^\ast(n))
\]

(6.12)

where \( f_{PA} \circ f_{IQ} \) denotes the cascaded relation of \( f_{IQ} \) and \( f_{PA} \). If let \( f = f_{PA} \circ f_{IQ} \), then (6.12) becomes

\[
y(n) = f(s(n), s^\ast(n)) = f(s(n), s(n-1) \cdots s(n-M+1), s^\ast(n), s^\ast(n-1) \cdots s^\ast(n-M+1))
\]

(6.13)

where \( f = f_{PA} \circ f_{IQ} \) is the unified function describing the cascaded TX IQ imbalance and PA impairments. The total memory depth is \( M = M_{PA} + \max(M_d, M_m) \). Here \( f(\cdot) \) is the prototype of the unified model.

From (6.13), the unified model is a function of two time-delayed inputs: \( s(n) \) and \( s^\ast(n) \), and is called *double-input* model. The structure is shown in Fig. 6-3. Since it is a single input model, the traditional MPM model [34] cannot model the joint PA and IQ imbalance.
It is important to note, however, that the models for power amplifiers are not double-input, because they only contain a single time-delayed input \( s(n) \). Hence the PA behavioral models, e.g., Volterra model and MPM model, cannot characterize the unified behavior of the TX IQ imbalance and PA impairments.

\[
\begin{align*}
  s(n) & \quad \text{f(n)} \quad y(n) \\
  s^*(n) & \quad \circ \\
\end{align*}
\]

Fig. 6-3 First form of unified model for joint TX IQ imbalance and PA impairments

Equation (6.13) is the first form of the unified model, where the inputs are complex-valued signals \( s(n) \) and \( s^*(n) \). By simple transformation, the double-input unified model has another form. Let \( s(n) = s_i(n) + js_Q(n) \) and \( s^*(n) = s_i(n) - js_Q(n) \), (6.13) can also be written as:

\[
y(n) = f \left( s_i(n) + js_Q(n), s_i(n) - js_Q(n) \right) \\
= f' \left( s_i(n), s_Q(n) \right) \\
= f' \left( s_i(n), s_i(n-1) \cdots s_i(n-M), s_Q(n), s_Q(n-1) \cdots s_Q(n-M) \right) \\
\]

where \( s_i(n) = \Re \{ s(n) \} \) and \( s_Q(n) = \Im \{ s(n) \} \) are the I-path component and Q-path component respectively. And (6.14) is the second form of double-input unified model, where the inputs are real-valued. The structure is shown in Fig. 6-4.
By separating the I-path and Q-path components of the input signal, and treating them as two different input signals, the degrees of freedom is increased, given the same type of model. A simple example of a linear gain system in Fig. 6-5 is used to illustrate this. Denote the input signal \( x(n) = a(n) + j \cdot b(n) \), and the complex gain \( c = \alpha + j \beta \), then the output is

\[
y(n) = x(n) \cdot c
= (a(n) + jb(n)) \cdot (\alpha + j \beta)
= (\alpha a(n) - \beta b(n)) + j (\beta a(n) + \alpha b(n))
\]

On the other hand, for the rectangular structure where the input signal is decoupled into real and image parts \( \hat{x}(n) = \begin{bmatrix} a(n) \\ b(n) \end{bmatrix}^T \), which are treated as two different input signals, the linear gain is a two-scalar vector \( c = \begin{bmatrix} c_1 \\ c_2 \end{bmatrix}^T \), and the output is:
\[
y(n) = \begin{bmatrix} c_1 & c_2 \end{bmatrix} \begin{bmatrix} a(n) \\ b(n) \end{bmatrix} \\
= \begin{bmatrix} \alpha_1 + j\beta_1 & \alpha_2 + j\beta_2 \end{bmatrix} \begin{bmatrix} a(n) \\ b(n) \end{bmatrix} \\
= (\alpha_1 a(n) + \alpha_2 b(n)) + j(\beta_1 a(n) + \beta_2 b(n))
\]

Comparing (6.15) and (6.16), it is obvious that in traditional single complex-input single complex-output linear gain system, it is implied that:

\[
\begin{cases} 
\alpha_1 = \beta_2 \\
-\alpha_2 = \beta_1
\end{cases}
\]

Hence by applying rectangular structure, the degrees of freedom is increased, i.e., more coefficients are available to model a real system with more accuracy and flexibility.

### 6.4.2 Rectangular Structured Focused Time-Delay Neural Network

The second form of unified model defined in (6.14) can be further decomposed into I component and Q component functions, as in the following form:

\[
y(n) = f'_I(s_I(n), s_Q(n)) + j \cdot f'_Q(s_I(n), s_Q(n))
\]

where it is obvious that \(f'_I(\cdot)\) and \(f'_Q(\cdot)\) are both real-valued I component and Q component functions. (6.18) is called rectangular structure of the second form of unified model. By transforming the complex-valued model in (6.14) into real-valued model, rectangular structure of the second form of unified model simplifies the implementation and identification of the model. The structure is shown in Fig. 6-6.
Based on the above rectangular structure, a new unified model is proposed. The I component and Q component functions $f'_I(\cdot)$ and $f'_Q(\cdot)$ are implemented by Focused Time-Delay Neural Network (FTDNN) [178]. Focused Time-Delay Neural Network is one of the simplest neural network that incorporates memory effects. Since both $f'_I(\cdot)$ and $f'_Q(\cdot)$ are real-valued functions, the real-valued version of FTDNN is employed, i.e., the weights, biases, activation functions, and outputs are all real-valued. And from its rectangular structure, the proposed neural network is named rectangular structured

*Focused Time-Delay Neural Network (RSFTDNN)* model.

The design and layout of RSFTDNN is shown in Fig. 6-7. The memory effects are modeled by using delayed inputs at the input layer, where $z^{-1}$ means one sample delay. Hence the input layer is simply two tapped delay lines storing time-delayed inputs $[s_I(n), s_I(n-1)\ldots s_I(n-M)]$ and $[s_Q(n), s_Q(n-1)\ldots s_Q(n-M)]$, where $M$ is the memory depth of the unified model.
The total number of layers is $L+1$; specifically, Layer 0 is the input layer, Layer 1 ~ Layer $L-1$ are the inner layers, and Layer $L$ is the output layer. Note that the value of $L$ can be varying according to different devices and requirements.

Moreover, let $\{N_i|0 \leq i \leq L\}$ denotes the number of neurons in each layer. The number of neurons in the input layer equals 2 times of the memory depth of the unified model, i.e., $N_0 = 2M$. The number of neurons in the output layer $N_L = 2$, which are the I and Q component outputs $y_I(n)$ and $y_Q(n)$. Meanwhile, different inner layers can have different number of neurons; and the value of $N_i$ can be varying according to different devices and requirements.

The forward computation and the design of the neuron are discussed in the next section.
Fig. 6-7 RSFTDNN model, where $z^{-1}$ means one sample delay. The number of inner layers, and the number of neurons of each inner layer can be varying according to different devices and requirements.

### 6.4.3 Neuron

The design of the neuron is shown in Fig. 6-8. Let $x_{i(l+1)}(n)$ denote the output of the $i^{th}$ neuron in the $l+1^{th}$ layer. To simplify the representation, the time sample index $n$ is ignored. The number of neurons in the $l^{th}$ layer is $N_l$. Then the outputs of $l+1^{th}$
layer are generated from the outputs of the $l^{th}$ layer by the following mathematical relation:

$$
\begin{align*}
net_{i,l+1} &= \sum_{j=1}^{N_l} \alpha_{j,i,l+1} x_{j,l}(n) + \beta_{i,l+1} \\
x_{i,l+1}(n) &= \Phi_{i,l+1}(net_{i,l+1})
\end{align*}
$$

where $net_{i,l+1}$ is the weighted sum of the inputs, which are the outputs of the $l^{th}$ layer, $\alpha_{j,i,l+1}$ is the weights from the $j^{th}$ neuron in the $l^{th}$ layer to the $i^{th}$ neuron in the $l+1^{th}$ layer, and $\beta_{i,l+1}$ is the bias for the $i^{th}$ neuron in the $l+1^{th}$ layer. And $\Phi_{i,l+1}(\cdot)$ is called the activation function for the $i^{th}$ neuron in the $l+1^{th}$ layer.

Fig. 6-8 Design of neuron: the $i^{th}$ neuron in the $l+1^{th}$ layer
To further simplify the network, all the inner activation functions and the output layer activation function are the same, denoted as \( \Phi(\cdot) \). Note that the AM/AM relationship is a ‘bend-down’ curve, i.e., the slope of the curve is decreasing with increasing input amplitude. To reflect this inherent ‘bend-down’ nature of power amplifier distortion, the activation function is chosen to be a sigmoid function, which also bends down for large input. The Sigmoid function is given by:

\[
\Phi_{\text{sgm}}(x) = \frac{2c_1}{1 + e^{-c_2 x}} - c_1 \tag{6.20}
\]

And its 1\textsuperscript{st}-order derivative function is

\[
\Phi'_{\text{sgm}}(x) = \frac{c_2}{2c_1} \left( c_1^2 - f_{\text{sgm}}^2(x) \right) \tag{6.21}
\]

where parameter \( c_2 \) is the slope parameter, and \( c_1 \) defines the range of sigmoid function as \([0 \quad c_1]\).

### 6.4.4 Identification

The identification method used is the back-propagation (BP) method [70, 179-183]. The basic idea is to minimize the error between the actual output and the RSFTDNN model output. The output error is denoted by \( e(n) = y^0(n) - y(n) \), where \( y^0(n) \) is the desired output, and \( y(n) \) is the output of RSFTDNN model. And the complex-valued \( e(n) \) has the form:

\[
e(n) = e_r(n) + j \cdot e_i(n) = \left[ y^0_r(n) - y_r(n) \right] + j \cdot \left[ y^0_i(n) - y_i(n) \right] \tag{6.22}
\]

The cost function is in the form
\[ e(n) = |e(n)|^2 \]
\[ = |y^0(n) - y(n)|^2 \]
\[ = \left[ y^0(n) - y_1(n) \right]^2 + \left[ y^0(n) - y_0(n) \right]^2 \]  

(6.23)

The coefficient is updated by:

\[ \alpha_{j,l,(i+1)}(n+1) = \alpha_{j,l,(i+1)}(n) + \frac{1}{2} \mu \left( -\nabla e(n) \right) \]
\[ = \alpha_{j,l,(i+1)}(n) + \mu \left[ e_i(n) \cdot \frac{\partial y_j(n)}{\partial \alpha_{j,l,(i+1)}(n)} + e_0(n) \cdot \frac{\partial y_0(n)}{\partial \alpha_{j,l,(i+1)}(n)} \right] \]  

(6.24)

and

\[ \beta_{i,l,(i+1)}(n+1) = \beta_{i,l,(i+1)}(n) + \frac{1}{2} \mu \left( -\nabla e(n) \right) \]
\[ = \beta_{i,l,(i+1)}(n) + \mu \left[ e_i(n) \cdot \frac{\partial y_j(n)}{\partial \beta_{i,l,(i+1)}(n)} + e_0(n) \cdot \frac{\partial y_0(n)}{\partial \beta_{i,l,(i+1)}(n)} \right] \]  

(6.25)

where \( \mu \) is the step size to adjust the speed of the convergence. Use the chain rule of derivatives,

\[ \frac{\partial y_j(n)}{\partial \alpha_{j,l,(i+1)}(n)} = \frac{\partial y_j(n)}{\partial x_{i,(i+1)}(n)} \cdot \frac{\partial (\text{net}_{i,(i+1)}(n))}{\partial \alpha_{j,l,(i+1)}(n)} \]
\[ = \frac{\partial y_j(n)}{\partial x_{i,(i+1)}(n)} \cdot \Phi' \left( \text{net}_{i,(i+1)}(n) \right) \cdot x_{j,l}(n) \]  

(6.26)

and

\[ \frac{\partial y_j(n)}{\partial \beta_{i,l,(i+1)}(n)} = \frac{\partial y_j(n)}{\partial x_{j,(i+1)}(n)} \cdot \frac{\partial (\text{net}_{i,(i+1)}(n))}{\partial \beta_{i,l,(i+1)}(n)} \]
\[ = \frac{\partial y_j(n)}{\partial x_{j,(i+1)}(n)} \cdot \Phi' \left( \text{net}_{i,(i+1)}(n) \right) \]  

(6.27)
The derivatives of the output with respect to any inner neuron can be computed in an iteratively back propagated way:

\[
\frac{\partial^T y_i(n)}{\partial x_{j,\ell}(n)} = \sum_{r=1}^{N_{\ell+1}} \frac{\partial y_r(n)}{\partial x_{j,\ell+1}(n)} \cdot \frac{\partial^T x_{g_{j,\ell+1}}(n)}{\partial x_{j,\ell}(n)}
\]

\[
= \sum_{r=1}^{N_{\ell+1}} \frac{\partial y_r(n)}{\partial x_{j,\ell+1}(n)} \cdot \Phi'(net_{j,\ell+1}(n)) \cdot \alpha_{j,\ell+1}(n)
\]

And

\[
\frac{\partial^T y_Q(n)}{\partial x_{j,\ell}(n)} = \sum_{r=1}^{N_{\ell+1}} \frac{\partial y_Q(n)}{\partial x_{j,\ell+1}(n)} \cdot \frac{\partial^T x_{g_{j,\ell+1}}(n)}{\partial x_{j,\ell}(n)}
\]

\[
= \sum_{r=1}^{N_{\ell+1}} \frac{\partial y_Q(n)}{\partial x_{j,\ell+1}(n)} \cdot \Phi'(net_{j,\ell+1}(n)) \cdot \alpha_{j,\ell+1}(n)
\]

(6.28) and (6.29) are the iterative update equation of the back propagated derivatives from the output of the network back to the inner neurons of the network. The complete description of back propagation method can be found in [70].

### 6.5 Experiment Results

#### 6.5.1 Experiment setup

Fig. 6-9 shows the overall experimental setup. The DUT consists of the vector signal generator and the power amplifier (PA). Specifically, the signal generator contains TX IQ imbalance distortion, while power amplifier contains the nonlinear and memory PA distortion. Here the signal generator is Agilent ESG E4438C vector signal generator, which consists of the I-Path/Q-Path DACs, the reconstruction filters and the up-converters, as well as other analog devices. And the power amplifier is Mini-Circuits ZVE-8G Amplifier.
The training signal is complex white uniformly-distributed random signal. It is to uniformly sample and explore the meaningful range of the mathematical model of the DUT, and give equal weight to different amplitude. The digital baseband training signal $s(n)$ is passed to the signal generator. Then the signal generator converts the digital baseband signal $s(n)$ to its corresponding RF signal by passing it through the I-Path/Q-Path DACs, the reconstruction filters and the up-converters, where the generated RF signal has carrier frequency of 2.4GHz and bandwidth of 16.6MHz. After that, the signal passes through the power amplifier, with the average output power of around 31 dBm that is also the 1dB gain compression point. As the Peak-to-Average Power Ratio (PAPR) of the input OFDM signal is above 10 dB, a significant part of the signal is working deeply in the nonlinear zone, and the peak amplitude reaches as deep as 10 dB higher than the 1-dB compression point. It is commonly considered as deep nonlinearity [25, 28, 184, 185].
In the receiver, the RF signal is first down-converted to an intermediate frequency signal of 100MHz by the down converter, and then received and digitized by the oscilloscope (Infiniium 54832D DSO) with sampling rate of 2Gsp. The digital signal is then passed to the personal computer. The digital IF signal is further down-converted to baseband by the digital demodulator, which prevents the signal from additional RX IQ imbalance distortion. After time alignment, the received baseband signal \( z(n) \) and the transmitted signal \( s(n) \) are used to identify the RSFTDNN model.

Totally 42,818 pairs of input-output data samples are used. Following the work of Doyle et al. [156] of using 50% of samples for model identification and 50% for model verification, the first 50% of the dataset (21,409 pairs) is used to train the RSFTDNN model, while the remaining 50% of the dataset (21,409 pairs) is used for testing. As a criterion, the normalized root mean square error (NRMSE) is used to evaluate the performance and accuracy of the model:

\[
NRMSE = \sqrt{\frac{\sum_{n=1}^{N}|y(n) - z(n)|^2}{\sum_{n=1}^{N}|y(n)|^2}}
\]  

(6.30)

where \( N \) is the number of testing samples, \( y(n) \) is the model output, and \( z(n) \) is received baseband signal.

The number of inner layers of the proposed RSFTDNN model in the experiment is 2. For comparison, the performance of the memory polynomial model based dual input model [121, 122] is also evaluated and compared with the proposed model. Note that memory polynomial model [41] is a typical polynomial based model and one of the simplest version of the Volterra based model. Hence it is supposed to have the least
condition number problem and consume the least computation resources among
polynomial based models. Its nonlinear order is set to be 5, the same as in [122].

6.5.2 RSFTDNN model of TX IQ Imbalance and PA Distortions

The joint behavior of the linear TX IQ imbalance distortion caused by the circuits
inside the signal generator and the nonlinear memory distortions caused by power
amplifier is modeled by the RSFTDNN model. The memory depth is 20, i.e., there are 20
delay taps at the input. And there are 2 inner layers, and 1 output layer. Each inner layer
has 10 neurons, with Sigmoid activation function. There are 2 neurons in the output layer,
and hence two outputs of the RSFTDNN model – one for I component, the other for Q
component. After complex-addition as shown in Fig. 6-7, the final output is obtained.

The learning curve of the RSFTDNN model is shown in Fig. 6-10. The step size $\mu$
for update is 0.01. The learning curve converges after around 5,000 iterations. The
fluctuation in the stable zone is due to the noise influence. Important physical parameters
of the RF system are given in Table 6-1. The time-domain waveform comparison is
demonstrated in Fig. 6-11. Here the RSFTDNN model output waveform is compared with
the measured waveform in the real experiment. I component waveform and Q component
waveform are compared separately. In Fig. 6-12, the AM/AM and AM/PM relationships
obtained from the RSFTDNN model is compared with those obtained from measurement.
The spectrum comparison is also shown in Fig. 6-13, where the spectrum of the
RSFTDNN model output is compared with the real signal in the measurement. All figures
demonstrate a good agreement between measured signal and the simulated signal by the
RSFTDNN model, and justify the high accuracy of RSFTDNN model.
Fig. 6-10 Learning curve of RSFTDNN model

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real device output power level</td>
<td>31.37 dBm</td>
</tr>
<tr>
<td>RSFTDNN model output power level</td>
<td>31.42 dBm</td>
</tr>
<tr>
<td>Real device PAE</td>
<td>12.7%</td>
</tr>
<tr>
<td>RSFTDNN model PAE</td>
<td>12.8%</td>
</tr>
<tr>
<td>Real device gain</td>
<td>31.36 dB</td>
</tr>
<tr>
<td>RSFTDNN model gain</td>
<td>31.41 dB</td>
</tr>
</tbody>
</table>

Table 6-1 Physical parameters comparison between real device and RSFTDNN model
Fig. 6-11 Time domain waveform comparison

Fig. 6-12 AM/AM and AM/PM relations comparison
The accuracy of the RSFTDNN model is further compared with that of the MPM-Dual-Input model. Here the memory depths of both models are swept from 1 to 20 taps, and the accuracies of both models are compared using the NRMSE defined in (6.30). As shown in Fig. 6-14, the accuracy of the RSFTDNN model does not change much when the memory depth is changed, but the accuracy of MPM-Dual-Input model drops dramatically with increased memory depth. The reason for the accuracy degradation of MPM-Dual-Input model is due to the condition number problem – the condition number is increasing very fast with memory depth, which is also illustrated in Fig. 6-14. Note that the maximum number of parameters of MPM-Dual-Input model is 252 for the case of 20 memory-tap depth. Comparing with the number of training samples (21,409 samples), the possibility of severe over-fitting problem [186] can be dismissed.
The resources required for the simulator between RSFTDNN model and MPM-Dual-Input model are compared in Fig. 6-15. 21,409 input samples are injected into the model, and the output is calculated and generated accordingly. The results show that RSFTDNN consume less memory space than MPM-Dual-Input and the gap increases with the model memory depth. For the case of 20 taps, RSFTDNN consumes less than 1/5 of the memory space that MPM-Dual-Input consumes. The simulation time for RSFTDNN remains relatively constant with increase in memory depth, whereas it increases 650% for the MPM-Dual-input when the memory depth increases from 1-tap to 20-taps. In absolute simulation time, the RSFTDNN has an advantage over MPM-Dual-Input for memory depth beyond 11 taps.

![Accuracy Comparison](image1)
![Condition Number](image2)

Fig. 6-14 Accuracy comparison between RSFTDNN model and MPM-Dual-Input model, and the condition number of MPM-Dual-Input model.
Fig. 6-15 Resources consumption comparison between RSFTDNN model and MPM-Dual-Input model: memory space consumption and simulation time consumption. The comparison is based on a Hewlett-Packard Z210 workstation with Intel Xeon CPU E31225 @3.10GHz and 4.00 GB RAM memory.

6.5.3 Effect of Increased IQ Imbalance

To simulate a low cost vector modulator that has poor IQ imbalance, additional IQ imbalance is added onto the inherent IQ imbalance in the signal generator. And in order to enhance the memory effects of the distortion, the additional IQ imbalance is implemented by four linear filters. The model is shown in Fig. 6-16, where the four low pass filters $h_I(n)$, $h_Q(n)$, $h_{IQ}(n)$, $h_{QI}(n)$ are used to model the TX IQ imbalance distortion, with memory effects and cross-talking between I and Q-paths. Their coefficients are shown in Table 6-2. The overall experiment setup is shown in Fig. 6-16 and Fig. 6-17. The original transmitted signal $s(n)$ is firstly distorted by the IQ imbalance model. After that, the newly distorted signal $s'(n)$ is passed to the signal generator and the whole transmission
channel, where it further suffers from TX IQ imbalance and PA distortions in the physical devices.

Fig. 6-16 Additional IQ imbalance added in baseband

Fig. 6-17 Experiment devices setup diagram with additional TX IQ imbalance
The RSFTDNN model has the same structure as in the previous case. Fig. 6-18 shows the learning curve, which converges after 5,000 iterations. Again, the fluctuation in the stable zone is due to the noise influence. Important physical parameters of the RF system are given in Table 6-3. Time domain waveform of the RSFTDNN model is compared with the measured signals in Fig. 6-19, where each I and Q components are compared separately. The AM/AM and AM/PM relationships of the RSFTDNN model is compared with those obtained from the measured signals in Fig. 6-20. The spectrum comparison is shown in Fig. 6-21. All these comparisons show that the RSFTDNN model is very accurate, and the simulated output of the model is in good agreement with the measured signal.

<table>
<thead>
<tr>
<th>$h_{II}(n)$</th>
<th>0.0021, 0.0734, 0.1546, 0.219, 0.2435, 0.219, 0.1546, 0.0734, 0.0021</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_{IQ}(n)$</td>
<td>0.0006, 0.0026, 0.005, 0.0072, 0.0085, 0.0085, 0.0072, 0.005, 0.0026</td>
</tr>
<tr>
<td>$h_{QI}(n)$</td>
<td>0.0008, 0.0028, 0.0051, 0.0068, 0.0074, 0.0068, 0.0051, 0.0028, 0.0008</td>
</tr>
<tr>
<td>$h_{QQ}(n)$</td>
<td>0.0024, 0.0737, 0.155, 0.2195, 0.2441, 0.2195, 0.155, 0.0737, 0.0024</td>
</tr>
</tbody>
</table>

Table 6-2 Coefficients of the IQ imbalance model
The accuracy of the RSFTDNN model is also compared with that of the MPM-Dual-Input model, with the memory depths of both models being swept from 1 to 20 taps, as illustrated in Fig. 6-22. As in the previous case, the accuracy of RSFTDNN model does not change much when the memory depth is changed. On the contrary, owing to the fast-growing condition number, also illustrated in Fig. 6-22, the accuracy of the MPM-Dual-Input model is deteriorating very fast with increased memory depth. The resources required for the simulator of 21,409 input samples between RSFTDNN model and MPM-Dual-Input model are compared in Fig. 6-23.
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real device output power level</td>
<td>31.36 dBm</td>
</tr>
<tr>
<td>RSFTDNN model output power level</td>
<td>31.50 dBm</td>
</tr>
<tr>
<td>Real device PAE</td>
<td>12.7%</td>
</tr>
<tr>
<td>RSFTDNN model PAE</td>
<td>13.1%</td>
</tr>
<tr>
<td>Real device gain</td>
<td>31.35 dB</td>
</tr>
<tr>
<td>RSFTDNN model gain</td>
<td>31.49 dB</td>
</tr>
</tbody>
</table>

Table 6-3 Physical parameters comparison between real device and RSFTDNN model

Fig. 6-19 Time domain waveform comparison
Fig. 6-20 AM/AM and AM/PM relations comparison

Fig. 6-21 Spectrum comparison, including the spectrum of the error between the measured and modeled results
Fig. 6-22 Accuracy comparison between RSFTDNN model and MPM-Dual-Input model, and the condition number of MPM-Dual-Input model.

Fig. 6-23 Resources consumption comparison between RSFTDNN model and MPM-Dual-Input model: memory space consumption and simulation time consumption. The comparison is done based on the same computer as the previous experiment.
6.5.4 Test with OFDM Signals

The RSFTDNN models of Section 6.5.2 and Section 6.5.3 are further tested with OFDM signal. In both cases, the training signals are still the same complex white uniform distributed random signal, while the testing signals are 21,409 pairs of input-output 16-QAM OFDM data samples. The memory depth of RSFTDNN model is 20-tap.

The results using the OFDM testing signal are shown as: Fig. 6-24 and Fig. 6-25 show the time domain waveform comparison between the measured OFDM signal from the real experiment and the output of the RSFTDNN model. Fig. 6-26 and Fig. 6-27 compare the AM/AM and AM/PM relationships of the RSFTDNN model with that measured from the real experiment tested with the OFDM signal. The spectrums of the OFDM testing signal obtained from the real experiment are also compared with that obtained from RSFTDNN model in Fig. 6-28 and Fig. 6-29.

Fig. 6-24 Time domain waveform comparison for the case of Section 6.5.2, using OFDM testing signal
Fig. 6-25 Time domain waveform comparison for the case of Section 6.5.3, using OFDM testing signal

Fig. 6-26 AM/AM and AM/PM relation comparison for the case of Section 6.5.2, using OFDM testing signal
Fig. 6-27 AM/AM and AM/PM relation comparison for the case of Section 6.5.3, using OFDM testing signal

Fig. 6-28 Spectrum comparison for the case of Section 6.5.2, using OFDM testing signal, including the spectrum of the error between the measured and modeled results
6.5.5 Structure Analysis and Comparison

The structure of RSFTDNN is shown in Fig. 6-7. It has two freedoms: (1) the number of inner layers \( L - 1 \) (\( L \) equals inner layer number plus one output layer), (2) and the number of neurons of each inner layer \( \{N_i|1 \leq i \leq L-1\} \). In this section, these two freedoms are studied, and the performance of their different values is compared. The goal is to find the optimal layout of RSFTDNN structure.

Meanwhile, a TDNN model for joint power amplifier and IQ imbalance is proposed in [124]. It is real-valued TDNN model, with a structure of 2 inner layers, 1 input layer, and 1 output layer. The activation function is hyperbolic tangent. Its performance is also compared with the RSFTDNN of this thesis.
To facilitate comparison, the number of neurons is set equal for all inner layers, i.e., \( \{ N_1 = N_2 = \ldots = N_{L-1} = N \} \). The memory depth at input layer is set to 20-taps. Then the value of \( N \) is swept for different layer number \( L \), and the performance is compared.

Fig. 6-30 and Fig. 6-31 show the comparison for the case of Section 6.5.3, using Gaussian and OFDM testing signals, respectively. Label “TDNN2012mutual” refer to the model in [124]. Firstly, less number of inner layers achieves better accuracy – “L=2” achieves the best accuracy, with 5 ~ 6 dB improvement compared with “L=4”. Secondly, less number of inner layers has faster convergence rate – “L=2” converges at \( N = 6 \), while “L=4” converges at \( N = 18 \). As a result, “L=2” only needs 6 neurons at the inner layer to achieve the optimal performance. In the meantime, “TDNN2012mutual” has almost the same performance as “L=3”, because they both have the same layout of 2 inner layers.

From the comparison, it is clear that single-inner-layer is the optimal structure, as it achieves the best accuracy and least number of neurons. It is because that single-inner-layer structure is simpler, and has less number of coefficients to identify. And according to the universal approximation theory [70, 187, 188], single-inner-layer neural network with sigmoid activation function can approximate any continuous function with arbitrary accuracy.
Fig. 6-30 Comparison of different layouts: number of inner layers, and number of neurons of each inner layer. It is for the case of Section 6.5.3, using Gaussian testing signal.

Fig. 6-31 Comparison of different layouts: number of inner layers, and number of neurons of each inner layer. It is for the case of Section 6.5.3, using OFDM testing signal.
6.6 Conclusion

RSFTDNN model is proposed to unify and characterize the behavior of the TX IQ imbalance and power amplifier. It saves computation resources in system-level simulation, provides unified view of the transmitter system, and can be conveniently implemented in experiment. The RSFTDNN model can accurately characterize both mild and deep nonlinear system. Its structure is simple to implement, and is stable because there is no feedback loop. The model is tested on a transmitter with IQ imbalance and the power amplifier operated into gain compression mode.

Results show very good agreement between measured and modeled in time-domain waveform, the AM/AM and AM/PM relationships, and the transmitted spectrum. Compared with the dual input memory polynomial model, the RSFTDNN model uses fewer resources and is more accurate. The RSFTDNN model also shows good performance for OFDM signals.
Chapter 7 Conclusion and Future Works

7.1 Conclusion

This thesis is mainly focused on the behavioral models of the most important analog impairments in the modern wireless communication systems – power amplifier nonlinear memory distortion and transmitter IQ imbalance distortion. The research is concentrated in several key areas: design an accurate, sufficient, and flexible experiment test bed to facilitate the research on behavioral models, propose appropriate and accurate behavioral models to characterize the behaviors of power amplifier and IQ imbalance, apply accurate and robust numerical methods to extract the coefficients of the behavioral models under noise influence, and use the behavioral models to simulate or compensate the analog impairments in the wireless transmitter systems.

Chapter 2 introduces the background information on the distortions of TX IQ Imbalance and power amplifier. It discusses the subjects of system-level simulation and digital predistortion, and highlights the importance of the behavioral models in these applications. A comprehensive review on the behavioral models of TX IQ imbalance and power amplifier is conducted from which the drawbacks of current behavioral models are deduced. It highlights the necessities to find a better model that is accurate, simply to implement, easy to identify, and without generating extra impairments.

An adequate test bed is the fundamental and prerequisite condition for the research on behavioral models of the analog impairments in wireless communication systems. The key
issue here is that it should accurately recover the envelopes of the input and output signals of the device under test. In Chapter 3, a new accurate and flexible test bed is proposed. It is based on the common lab equipment, so that the cost of buying any specific equipment is saved. It implements competent signal processing methods, so that the various extra impairments through the test bed channel are well compensated. It is designed to achieve both high SNR and high linearity. It also provides the flexibility for any changes on the hardware and software. And it provides the facilities and metrics to evaluate the performance of the behavioral model, such as error vector magnitude and spectrum analysis.

To compensate the power amplifier nonlinear memory distortion, a new predistortion scheme is proposed in Chapter 4. The proposed model is based on the physical characteristics of the power amplifier – the AM/AM and AM/PM relationships. To be more specific, the predistorter is to separately characterize the inverse AM/AM and inverse AM/PM functions. And each function is a real-valued memory polynomial model. As a result, the proposed predistorter is single input double output structure with real coefficients. Unlike the classical memory polynomial model that only utilizes the diagonal elements of the Volterra model, the proposed model has both the diagonal elements and many cross-term elements. Since it is based on the PA physical characteristics and has much more elements, the proposed model has a much better performance than the classical memory polynomial model. At the same time, the proposed model is still very simple – it only contains two separate memory polynomial models. Hence it is easy to identify and implement.

To compensate TX IQ imbalance distortion of significant memory effects, a new transmitter predistortion scheme working in frequency domain is proposed in Chapter 5. It
is a frequency-domain inverse behavioral model that is used to compensate TX IQ imbalance. The basic idea is to transform the problem into a matrix problem, and then solve it by robust numerical methods. Comparing with the time-domain predistortion methods, the proposed frequency-domain predistorter can compensate deep memory effects, and it does not generate any extra inter-symbol interference in the signal. Since OFDM systems have inherent IFFT function at the transmitter, the proposed predistortion scheme does not need additional Fourier transform module. Hence it is simple, and can be easily implemented either in digital circuits or in microprocessors. The proposed predistortion scheme achieves good EVM performance in the experiment.

In Chapter 6, a new behavioral model is proposed to unify the characterization of the two analog impairments – TX IQ imbalance and power amplifier – and merge them into one single module. It is named rectangular structured Focused Time-Delay Neural Network (RSFTDNN) model. It can accurately model both mild and deep nonlinear devices. It provides the unified view of the analog impairments in the transmitter. It is designed to have double inputs, so as to characterize the IQ imbalance behavior. It is also designed to have the “bend-down” activation function, so as to characterize the PA nonlinear behavior. And with a non-feedback structure, it is simple and stable. The experiment results demonstrate that the proposed model is significantly more accurate than the classical dual-input memory polynomial model.

Meanwhile, information on the numerical issues discussed in the thesis is provided in the appendices, including singular value decomposition, traditional least squares problem, total least squares problem, and data least squares problem.
7.2 Future Works

The advantage of a polynomial based model is that it is in linear relationship with respect to its coefficients. Hence, various linear numerical methods can be used to identify the model. However, as discussed in Section 5.3 and Section 6.3, polynomial based models have serious problems in numerical issues – their accuracy is very sensitive to noise. The final error of a model is the sum of propagated data error and computational error (Please refer to Section 5.5.1). Although their computational error can be greatly reduced by some robust numerical methods, the propagated data error of polynomial based models cannot be alleviated by current methods. The PA predistortion scheme in Chapter 4 is based on memory polynomial model, which is one of the simplest forms of polynomial based models. Hence the model in Chapter 4 should have the least propagated-data-error, and successfully compensate the distortion of a power amplifier of mild nonlinearity and short memory effects. However, as the nonlinearity and memory effects increase with bandwidth and data rate of the signal, memory polynomial model will have very big condition number and propagated data error. Future work can investigate on the numerical issues of polynomial based models, and find a way to circumvent the condition number problem and reduce the propagated data error.

The frequency-domain predistortion scheme in Chapter 5 has the advantage that it does not utilize any additional memory compensator, and hence will not generate ISI impairment. Currently, our research work is only focused on using it to compensate TX IQ imbalance. At the same time, frequency-domain predistortion is equally promising for compensation of power amplifier distortion, or even to compensate the distortions of joint PA and TX IQ imbalance. Hence the future work may investigate on these subjects.
The RSFTDNN model in Chapter 6 does not have the same numerical problem as polynomial based models, and hence has the potential to model the devices of deep nonlinearity and long memory effects. It can be easily implemented in any computers or microprocessors to achieve most of the tasks. However, from cost-area-consideration, it is sometimes better to implement it in an integrated circuit (IC) or a chip. In that case, the activation functions of the neural network should be easy to be implemented by circuits. Hence the future work should find the activation functions that can be easily implemented in circuits, while without compromising the performance.

Finally, in this thesis, the research on behavioral models of power amplifier and IQ imbalance is based on modern wireless data communication systems for mobile phones and other data terminals. It is to cater for the communication systems of high-speed data in urban areas. At the same time, there are other kinds of communication systems, e.g., satellite navigation systems, fiber-optic communication systems, and power line communication systems, etc. These systems have different requirements on signal parameters such as bandwidth, output power level, and data rates, etc. As a result, the power amplifiers and modulators may show different performance and characteristics. Hence future work can investigate on how to apply and modify the current behavioral models to cater for the requirements of other systems.
Author’s Publications


Bibliography


Appendix A  Least Squares

A.1  Traditional LS problem

S.V. Huffel et al. [189] gave a definition for least squares problem as:

**Definition A-1** For a \( N \times L \) matrix \( A \) and the corresponding overdetermined linear equation \( Ax = b \), its least squares solution is to find

\[
\min_{b' \in \mathbb{R}^N} \| b - b' \|_2 \quad (A.1)
\]

subject to \( b' \in \text{span}(A) \)

And once \( b' \) is found, the \( x \) satisfying \( Ax = b' \) is the least squares solution. \( \square \)

A.2  Total Least Squares

The limitation of traditional least squares method is that it implicitly assumes that the error occurs only in vector \( b \) of equation \( Ax = b \). The limitation can be seen in .

The assumption cannot reflect the real conditions in many cases, esp. in the case of predistortion of power amplifier or IQ imbalance. To model the inverse function of power amplifier or IQ imbalance, the output and the input are often interchanged, resulting in noisy matrix \( A \) of equation \( Ax = b \). Or the matrix \( A \) and the vector \( b \) can be both polluted by noise, when both the input and the output signals are obtained from real noisy signals. Hence a method to handle noisy \( A \) is necessary.

Total least squares (TLS) problem is to find an optimal solution of equation \( Ax = b \) under the assumption that both the matrix \( A \) and the vector \( b \) are perturbed by noise.
Definition A-2 For an overdetermined equation $Ax = b$, its total least squares solution is to find

$$\min_{[A';b'] \in \mathbb{N}^{N \times (N-L)}} \| [A;b] - [A';b'] \|_F$$

(A.2)

subject to $b' \in \text{span}(A')$. And for any $[A';b']$ minimizing (A.2), the solution $x$ of

$$A'x = b'$$

(A.3)

is the TLS solution of the original equation $Ax = b$. Please note in (A.2), the function $\| \cdot \|_F$ is Frobenius norm defined in (6.4).

A fundamental property of TLS solution is its consistency with zero mean, independently and identically distribution (IID) perturbation. Assume $[A_0;b_0]$ is perturbed by $[\Delta A;\Delta b]$. Moreover, the perturbation $[\Delta A;\Delta b]$ is IID, with zero mean and covariance matrix $\eta I$. Then according to [190] and [191], TLS solution is consistent, i.e., the TLS solution converges to the noise-free solution $(A_0^{\mu}A_0)^{-1}A_0^{\mu}b_0$ as the number of samples $N \to \infty$.

A.3 Data Least Squares

The ordinary least squares problems assume that the right side $b$ of equation $Ax = b$ suffers noise while the left side does not. The total least squares problems assume that both sides of equation $Ax = b$ suffer noise. Now the third type of least squares problems – data least squares (DLS) problems – are based on the assumption that only the left side of equation $Ax = b$ suffers noise while the right side is noise free. R. D. DeGroat et al. [170] describe DLS problems as:
\[(A + E)x = b\]  \hspace{1cm} (A.4)

where \(E\) is the noisy perturbation. Then G. Cirrincione et al. [172] define DLS problems as:

**Definition A-3** For an overdetermined equation \(Ax = b\), its data least squares solution is to find

\[
\min_{A' \in \mathbb{R}^{m \times n}} \|A - A'\|_F
\]

subject to \(b \in \text{span}(A')\)

And for any \(A'\) minimizing (A.5), the solution \(x\) of

\[
A'x = b
\]

is the DLS solution of the original equation \(Ax = b\). \(\square\)

Then there is a way to unify the three kinds of least squares problems under one definition [172, 192].

**Definition A-4** For an overdetermined equation \(Ax = b\), the scaled total least squares (STLS) solution is to find

\[
\min_{[\Delta A; \Delta b] \in \mathbb{R}^{m \times (n+1)}} \|[\Delta A; \mu \Delta b]\|_F
\]

subject to \(b + \Delta b' \in \text{span}(A + \Delta A')\)

where \(\mu > 0\). And for any \([\Delta A; \Delta b]\) minimizing (A.7), the solution \(x\) of

\[
(A + \Delta A)x = (b + \Delta b)
\]

is the STLS solution of the original equation \(Ax = b\). \(\square\)
Theorem 7-1 Depending on the value of $\mu$, the STLS solution is shown to be

If $\mu \to 0$, $x$ is the ordinary least squares solution;

If $\mu = 1$, $x$ is the total least squares solution;

If $\mu \to +\infty$, $x$ is the data least squares solution;

Proof. For the proof see [192]. □

Data least squares problems and their solutions are very useful in identifying the model coefficients on predistortion of power amplifier or IQ imbalance. Due to the nature of predistortion – the inverse relationship of DUT – the real input and output signals of DUT are interchanged in the process of identification. Hence there are cases that the left side matrix $A$ of equation $Ax = b$ suffers noise while the right side vector $b$ is noise-free. The identification is a DLS problem.
Appendix B  Singular Value Decomposition

Some fundamental properties of SVD are discussed here, including its own sensitivity to noise or perturbation.

**Theorem 7-2** An over-determined $N \times L$ matrix $A$, either full column rank or not, can be decomposed in the following form:

$$A = U \sum V^H$$  \hspace{1cm} (B.1)

where $U$ is an $N \times N$ real or complex unitary matrix, $V$ is an $L \times L$ real or complex unitary matrix, and $\sum$ is $N \times L$ diagonal matrix with its diagonal elements being all nonnegative real numbers.

*Proof.* For the proof see [193]. \hspace{1cm} □

The diagonal element $\sigma_i$ of $\sum$ is called *singular value*, the column vector $u_i$ of $U$ and the column vector $v_i$ of $V$ are called the *left singular vector* and *right singular vector* respectively. And for nonzero singular value $\sigma_i$

$$\begin{align*}
A v_i &= \sigma_i u_i \\
A^H u_i &= \sigma_i v_i
\end{align*}
$$  \hspace{1cm} (B.2)

Moreover, $u_i$ are the eigenvector of $AA^H$, corresponding to $\sigma_i^2$. And $v_i$ are the eigenvector of $A^H A$, corresponding to $\sigma_i^2$.

The singular values of a $N \times L$ matrix $A$ can be reordered so that $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_L \geq 0$. And if $A$ is full column rank, all singular values are positive.
Otherwise, if \( \text{rank}(A) = p < L \), then \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_p > \sigma_{p+1} = \ldots = \sigma_L = 0 \). Moreover, the singular vectors provide a good representation of the span space and null space of matrix \( A \)

\[
\begin{align*}
\text{span}(A) &= \text{span}\left( [u_1, \ldots, u_p] \right) \\
\text{null}(A) &= \text{span}\left( [v_{p+1}, \ldots, v_L] \right) \\
\text{span}(A^T) &= \text{span}\left( [v_1, \ldots, v_p] \right) \\
\text{null}(A^T) &= \text{span}\left( [u_{p+1}, \ldots, u_L] \right)
\end{align*}
\]

(B.3)

Another important property of SVD is its ability to decompose a matrix into the sum of several 1-rank matrices. It is easy to show that

\[
A = U \Sigma V^H = \sigma_1 u_1 v_1^H + \sigma_2 u_2 v_2^H + \ldots + \sigma_p u_p v_p^H = \sigma_1 E_1 + \sigma_2 E_2 + \ldots + \sigma_p E_p
\]

(B.4)

where \( E_i = u_i v_i^H \) is \( N \times L \) matrix of rank 1.

Then there is a way to approximate a matrix \( A \) of rank \( p \) by another matrix \( \tilde{A} \) of rank \( k < p \) with minimum error. According to C. Eckart and G. Young[176], the largest \( k \) singular values and the corresponding singular vectors can be used to approximate the matrix of higher rank by a matrix of lower rank at the minimum cost among all matrices of the same rank.

**Theorem 7-3** An \( N \times L \) matrix \( A \) of rank \( p \) can be decomposed into

\[
A = \sigma_1 u_1 v_1^H + \sigma_2 u_2 v_2^H + \ldots + \sigma_p u_p v_p^H
\]

And an approximation matrix \( \tilde{A} \) has the form
\[
\tilde{A} = \sigma_1 u_1 v_1^H + \sigma_2 u_2 v_2^H + \cdots + \sigma_k u_k v_k^H
\]

where \( k < p \). Then for any \( N \times L \) matrix \( M \) of rank \( k \), \( \tilde{A} \) is the best one to approximate \( A \) in the sense of minimum Frobenius norm

\[
\min_{\text{rank}(M)=k} \left\| A - M \right\|_F = \left\| A - \tilde{A} \right\|_F
\]

\[
= \sqrt{\sum_{i=k+1}^{p} \sigma_i^2}
\]

**Proof.** For the proof see [176]. \( \square \)

Theorem 7-3 justifies the way to disregard the least singular value or set it to zero. Moreover, in the influence of noise, matrix \( A \) would usually appear to be full column rank. However, some trivial singular values may be purely generated by noise; they are the redundancy of the identified model. In this case, disregarding the trivial singular values and setting them to zero can help reduce the influence of noise while approximate the original matrix to a certain level of accuracy.

The sensitivity of SVD to the perturbation in \( A \) directly influences the robustness of the TLS SVD algorithm. Let the SVD of the noise free matrix \( C_0 = [A_0; b_0] \) be

\[
C_0 = U_0 \Sigma_0 V_0^H \quad (B.6)
\]

and the SVD of the noisy matrix \( C = [A_0 + \Delta A; b_0 + \Delta b] \) be

\[
C = U \Sigma V^H \quad (B.7)
\]

Then it is easy to shown that

\[
C = U_0 R_1 \left( \Sigma_0 + \Delta \Sigma \right) R_2^H V_0^H \quad (B.8)
\]
where the singular values suffer additive perturbation, while the singular vectors suffer rotations, which are

\[
\begin{align*}
R_1 &= U_0^H U \\
R_2 &= V_0^H V
\end{align*}
\]  

(B.9)

The additive perturbation in singular values are shown in [189] to be bounded by the perturbation in \( C \)

\[
\begin{align*}
\| \Delta \Sigma \|_F &\leq \| \Delta C \|_F \\
\| \Delta \sigma_i \|_2 &\leq \| \Delta C \|_2
\end{align*}
\]  

(B.10)

Hence the singular values are well-conditioned.

On the other hand, the rotations on the singular vectors are more complicated, and directly set a boundary on the sensitivity of the TLS solution. S. V. Huffel et al. [189] gave a boundary for TLS solutions:

**Theorem 7-4** Let \( \sigma_{L+1}^0 \) and \( \sigma_{L+1} \) be the minimum singular values of the full column rank noise-free matrix \([A_0; b_0]\) and the full column rank noisy matrix \([A_0 + \Delta A; b_0 + \Delta b]\) respectively, and \( v_{L+1}^0 \) and \( v_{L+1} \) be the corresponding right singular vectors. And let \( x_0 \) and \( x \) be the TLS solution of \( A_0 x = b_0 \) and \((A_0 + \Delta A)x = b_0 + \Delta b\) respectively. If \( x_0^T x > 0 \), then the angular between \( x_0 \) and \( x \) is

\[
\cos \angle(x_0, x) = \frac{\sqrt{(\|x_0\|_2^2 + 1)(\|x\|_2^2 + 1)} \cos \angle(v_{L+1}^0, v_{L+1}) - 1}{\|x_0\|_2 \|x\|_2}
\]  \ 

(B.11)

**Proof.** For the proof see [189]. Unfortunately, the explicit formula to calculate the boundary on \( \cos \angle(v_{L+1}^0, v_{L+1}) \) has not been found yet.
Appendix C  Toeplitz and Circulant Matrices

An \((N+1) \times (N+1)\) toeplitz matrix is defined in the following form [193-195]:

\[
H = \begin{bmatrix}
h_0 & h_1 & h_2 & \cdots & h_N \\
h_{-1} & h_0 & h_1 & \cdots & h_{N-1} \\
h_{-2} & h_{-1} & h_0 & \cdots & h_{N-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
h_{-N} & h_{-N+1} & h_{-N+2} & \cdots & h_0
\end{bmatrix}
\]  
(C.1)

where the diagonal is constant and \(H_{i,j} = H_{i+1,j+1}\). From (C.1), it is obvious that a toeplitz matrix is uniquely determined by its first row vector \([h_0 \ h_1 \ h_2 \ \cdots \ h_N]\) and its first column vector \([h_0 \ h_{-1} \ h_{-2} \ \cdots \ h_{-N}]^T\).

The circulant matrix is a special toeplitz that each row is only circle-shifting one element of its predecessor to the right. An \((N+1) \times (N+1)\) circulant matrix is defined in the following way [193, 196]:

\[
H = \begin{bmatrix}
h_0 & h_1 & h_2 & \cdots & h_N \\
h_N & h_0 & h_1 & \cdots & h_{N-1} \\
h_N & h_0 & h_1 & \cdots & h_{N-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
h_1 & h_2 & h_3 & \cdots & h_0
\end{bmatrix}
\]  
(C.2)

From (C.2), it is obvious that a circulant matrix is uniquely determined by its first column vector \([h_0 \ h_1 \ h_2 \ \cdots \ h_N]\). Moreover, a circulant matrix can be factorized by fast Fourier Transform, as shown in Theorem 7-5.
Theorem 7-5 A $N \times N$ circulant matrix $H$ can be factorized in the following way [193, 196]:

$$H_{N \times N} = F_N \text{diag}\{F_N h_1\} F_N$$  \hfill (C.3)

where $h_1$ is the first column vector of $H_{N \times N}$, and $F_N$ is unitary FFT matrix of size $N$

$$[F]_{nk} = \frac{1}{\sqrt{N}} e^{-j \frac{2 \pi nk}{N}}$$  \hfill (C.4)

Proof. For the proof see [196]. \hfill $\square$