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This thesis presents approaches for mitigating SQL injection (SQLI) and cross site scripting (XSS) vulnerabilities, the two most common vulnerabilities found in web applications in recent years.

Current approaches to mitigate SQLI and XSS problems can be broadly classified into three types which are defensive coding, vulnerability detection, and attack prevention. Defensive coding approaches provide input validation and input sanitization methods that are effective against SQLI and XSS. Vulnerability detection approaches typically focus on identification of vulnerabilities in program source code. Attack prevention approaches focus on warding off real time attacks during runtime.

Although all these approaches are certainly useful and could address some of SQLI and XSS issues, there are some major drawbacks that lead to the continual occurrences of the two vulnerabilities nowadays. Defensive coding approaches are very effective when practiced correctly. However, as these approaches generally require intensive manual work, they are error-prone. Vulnerability detection techniques are useful as they could automatically report vulnerable statements in programs. But these techniques are known to report many false positive cases while they could also miss some vulnerabilities. As these techniques also lack focus on reporting the defense features implemented in the programs, it is difficult for one to identify those false positive and false negative cases. Attack prevention techniques are an effective and efficient solution for deployed applications. But these techniques do not address vulnerabilities in programs. As more sophisticated attack vectors are being discovered, programs with vulnerabilities not removed always risk the possibility of being exploited anytime.

Hence, it is clear that complementary or alternative solutions, which are easy to be used and yet effective, are required to comprehensively address the threats of SQLI and XSS. Based on these motivations, in this thesis, we propose three complementing novel approaches which are vulnerability prediction, vulnerability auditing, and vulnerability removal.

Overall, all the three proposed approaches are based on program analysis techniques augmented with the use of pattern-based empirical models. In addition, vulnerability prediction approach also involves data mining techniques. We empirically discover interesting patterns from program source code and program execution traces and reflect those patterns in appropriate
models so that the models can be used for vulnerability prediction, auditing, and removal purposes.

Firstly, we propose a vulnerability prediction approach based on static and dynamic program analysis techniques, and data mining-based classification and clustering techniques. We show that a set of code attributes that characterize input validation and input sanitization code patterns in web applications can be used to build useful vulnerability predictors. The attributes are collected using both static analysis and dynamic analysis techniques. Static attributes are easier to collect using conventional static control flow and data flow analysis. But, dynamic attributes can provide more accuracy as they could reflect program behaviors more precisely. Our vulnerability predictors provide an alternative solution to existing vulnerability detection approaches.

As existing approaches do not provide comprehensive information on the implementations of defense artifacts in programs, one has to manually inspect a large chunk of code to identify the deficiencies in current defense implementations in an attempt to fix vulnerabilities. Hence, secondly, to complement existing approaches, we propose a vulnerability auditing approach that systematically recovers SQLI and XSS defense features implemented in program source code for assisting to verification and fixing of SQLI and XSS vulnerabilities. This approach only relies on conventional static program analysis to extract defense features.

Finally, we present a vulnerability removal approach that automates the application of defensive coding methods in program source code. Pattern analysis and data flow analysis techniques are mainly used to apply required defensive coding schemes in appropriate code locations in an automated way.

This thesis also presents experimental evaluations of the proposed approaches and demonstrates that the approaches are useful and effective.
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Chapter 1

INTRODUCTION

1.1 Motivation

Today, multi-user web applications are becoming the dominant way to handle many of our daily activities. Thus, ensuring software security is one of the most important industrial practices nowadays because security risks imposed by web application vulnerabilities could have serious and severe consequences. Web application vulnerabilities such as cross site scripting (XSS), SQL injection (SQLI), buffer overflow, path traversal, and open redirect/forward, are commonly found in applications that fail to properly handle user inputs [25, 28, 36, 111]. Among them, for the past decade, SQLI and XSS vulnerabilities have been ranked as the top two common and serious security threats found in web applications [29, 108]. According to security reports [1, 19, 27, 103, 151], these two types of vulnerabilities are even found in widely-used, giant applications such as Google, Facebook, MySpace, Vodafone, Microsoft .NET framework, and McAfee anti-virus.

In literature, a few solutions to mitigate these two serious security threats have been proposed. These solutions can be classified into defensive coding, vulnerability prediction, vulnerability detection, vulnerability testing, and runtime attack prevention techniques.

Defensive coding practice is the best solution since both SQLI and XSS vulnerabilities are the direct consequence of insecure coding methods practiced by developers. Current defensive coding practices [26, 88, 117, 167] provide security libraries and secure software development frameworks, but being manual, these practices are labor-intensive and error-prone. And it is also hard to enforce these practices into deployed web applications.

Vulnerability prediction, detection, and testing approaches can detect vulnerabilities and assist security auditors in fixing the vulnerabilities. Vulnerability prediction approaches predict vulnerabilities by applying data mining techniques on software code attributes such as code complexity attributes [87]. A major disadvantage of existing vulnerability prediction approaches [42, 101, 138, 156] is that they are coarse-grained, that is, they only report vulnerabilities at
software module or program levels. Therefore, much manual inspection work is still necessary to locate the vulnerable code in reported modules or programs.

Vulnerability detection approaches such as [61, 82, 165] typically apply static program analysis techniques to detect the use of insecure information in security-sensitive program operations. These approaches trace the flow of external user inputs along program paths and through language built-in and user-defined functions. And they generate security alerts if the traces contain security-sensitive operations. Unlike the above vulnerability prediction approaches, these approaches are fine-grained as they can report the vulnerable code traces. But they lack accuracy because, being static-based, they are unable to precisely analyze the correctness of the input validation and sanitization functions [9, 68] and thus, they may fail to distinguish between secure data and insecure data.

Vulnerability testing approaches generate test cases that could expose SQLI and XSS vulnerabilities. These approaches are dynamic analysis techniques, and can be categorized into specification-based and code-based. Specification-based approaches [63] generate test cases from known vulnerability patterns. These approaches are useful for quick detection of the presence of vulnerabilities. But they are not effective as they could miss vulnerabilities having unspecified or unknown code patterns. Code-based approaches are generally more effective as they generate test cases based on code-based information. But, earlier existing approaches such as [38, 126, 127, 139] are labor-intensive as test case generation and vulnerability inspection are manual. In recent code-based testing approaches such as [9, 68, 73, 85, 120, 160], these processes are automated using string constraint solving, model checking, and concolic execution techniques. However, these approaches are generally not scalable because model checking and concolic execution suffer from state space explosion. Solving string constraints can be also very complex and thus, full implementations of some of these approaches are also not available.

Runtime attack prevention approaches [13, 14, 48, 49, 59, 83, 112, 144, 166] focus on preventing real-time attacks using intrusion detection systems. In general, these approaches set up a proxy between the client and server or between the database and server, to intercept the data traffic and verify the payload against security policies. These approaches are intended for deployed applications and are not suitable for locating and fixing the vulnerabilities. They also incur runtime overheads.

Furthermore, all these existing approaches generally lack focus on systematic reporting of the defense artifacts implemented in a program. Therefore, even though existing techniques may help detect vulnerable program statements, it is still a tough task for security auditors to debug or fix
the reported vulnerabilities. They may still have to examine the adequacy of the defense features implemented in web programs through inspecting a large chunk of program source code.

Hence, we can summarize that existing SQLI and XSS mitigation approaches suffer from one or more of the following weaknesses—(1) intensive labor, (2) coarse-grained analysis, (3) inaccuracy, (4) in-scalability, (5) runtime overhead, (6) lack of program verification assistance, (7) incomplete implementation. As a result, software development teams may face difficulties in adopting these existing approaches.

1.2 Objectives

The overall research objective of this thesis is to explore the application of empirical knowledge, static analysis, dynamic analysis, and data mining techniques in addressing the software security issues caused by SQLI and XSS vulnerabilities. Motivated by the observations highlighted in the above section, we aim to mitigate the weaknesses of existing approaches and leverage their strengths. Thus, we shall propose novel approaches that augment and improve existing vulnerability mitigation approaches, and also develop tools that implement the proposed approaches so that the proposed approaches can be applied to real-world applications and can help software development professionals in ensuring software security.

1.3 Overview of Our Research

Program analysis plays an important role in most software engineering activities such as testing, debugging, reverse engineering, and program comprehension. It can be used to extract properties or characteristics of functions and statements in a program. In recent years, data mining techniques have also been successfully used in software engineering tasks such as predicting software quality [10]. On the other hand, the use of program analysis augmented with empirical studies has been successful in solving problems of software testing and maintenance issues [79, 102, 121]. They showed that important properties of software systems can be inferred through the use of empirical knowledge in program analysis more effectively than the use of traditional analyses.

Hence, in this research, we explore the use of empirical knowledge, program analysis, and data mining techniques in mitigating SQLI and XSS vulnerabilities. From our surveys on SQLI and XSS mitigating approaches [130, 135], we observed that every individual type of vulnerability mitigation approaches has its own shortcoming. For example, as we discussed above, defensive coding practices are effective but, these practices are prone to human errors. Hence, we noted that
SQLI and XSS threats have to be defended from a combination of different types of vulnerability mitigation approaches. As a result, in this thesis, we propose three different types of approaches—vulnerability prediction, vulnerability auditing, and vulnerability removal. Each approach provides an important step in nullifying the threats of SQLI and XSS vulnerabilities.

Overall, all the three proposed approaches are based on program analysis techniques augmented with the use of pattern-based empirical models. In addition, vulnerability prediction approach also involves data mining techniques. We empirically discover interesting patterns from program source code and program execution traces and reflect those patterns in appropriate models so that the models can be used for vulnerability prediction, auditing, and removal purposes. In our context, we define that a code pattern or a program execution behavior is interesting if it can be useful for mitigating SQLI and XSS vulnerabilities.

Firstly, we propose a novel vulnerability prediction approach. We perform empirical studies on many web applications to identify common code patterns and program execution behaviors that result in SQLI and XSS vulnerabilities (vulnerable patterns) and that do not result in those vulnerabilities (non-vulnerable patterns). We model those patterns into a set of attributes so that we can extract those attributes from a given web program using program analyses and then build vulnerability predictors through applying data mining techniques on those attributes.

We show later in the thesis that our vulnerability predictors are effective. But, vulnerability prediction is only a first step of our research because it does not provide information on the deficiencies of security-defense artifacts that cause vulnerabilities. To fix vulnerabilities, this information is essential. Hence, to complement the prediction approach, we naturally propose a novel vulnerability auditing approach that assists security auditors in fixing the vulnerabilities. Again, we use program analysis augmented with empirical models. From empirical studies on a handful of real-world web applications, we identify properties that can be used to recover SQLI and XSS defense models from web programs. We then provide required program analysis techniques to extract those models automatically. We also provide guidelines to perform security audits based on the recovered defense models. Hence, security audits only need to be performed on the recovered models instead of the whole chunk of code, saving time and effort.

Although our vulnerability auditing approach would be very useful to auditors, auditing still requires manual effort and some vulnerabilities would still remain if the auditors misunderstand the reports generated by our auditing approach. Therefore, as a final step of our research, we propose an automated XSS vulnerability removal approach. In literature, Thomas et al. [147] has proposed an SQLI vulnerability removal approach that generates and inserts prepared SQL
statements in web programs. Therefore, although our vulnerability prediction and auditing approaches target both SQLI and XSS, our vulnerability removal approach focuses only on XSS. Similar to our vulnerability auditing approach, we use program analysis augmented with empirical knowledge. We empirically study various code patterns that cause XSS vulnerabilities and categorize them into different types that require different types of security features to prevent vulnerabilities. We then apply static program analysis to detect those code patterns and insert appropriate security features into vulnerable code locations.

Therefore, our vulnerability removal approach complements the above two vulnerability prediction and auditing approaches. More importantly, our research work, as a whole, provides an improved or complementary solution to existing research works in addressing the issues of SQLI and XSS.

1.4 Major Contributions

In this thesis, we propose three main novel approaches that mitigate SQLI and XSS. These approaches have been published in international journals and conferences including the top software engineering conferences such as ICSE. The major contributions of this thesis are:

1) **Vulnerability prediction**: We propose a novel set of static analysis-based and dynamic analysis-based attributes that characterize common input validation and sanitization code patterns found in web applications. We hypothesize that these attributes are important indicators of SQLI and XSS vulnerabilities.

We build two types of vulnerability prediction models—classification-based and clustering-based, from the proposed attributes. As classification is a type of supervised learning, classification-based prediction models are dependent on the availability of training data labeled with known vulnerabilities. But, as cluster analysis is a type of unsupervised learning, clustering-based models work in the absence of labeled training data. Hence, our proposed vulnerability predictors can be used to predict vulnerabilities both in the presence and the absence of labeled training data.

We prove our hypothesis based on a series of experiments using both types of prediction models. This work has been published in [132, 134, 136].

2) **Vulnerability auditing**: We propose a code auditing approach that recovers defense features implemented in program source code into a model, using static program analysis. We also provide guidelines to carry out security audits on the recovered defense models.
We hypothesize that the proposed approach is effective in recovering the defense features implemented in web programs, and is useful in filtering the false alarms reported by existing vulnerability detection methods and fixing the real vulnerabilities.

We prove our hypothesis by conducting SQLI and XSS vulnerability auditing experiments with the help of Master students. This work has been published in [62, 128, 133].

3) **Vulnerability removal:** We present an automated vulnerability removal approach which statically removes XSS vulnerabilities from program source code. We first identify potential vulnerabilities in program source code using static program analysis. We then secure those vulnerabilities by inserting adequate defensive coding methods into appropriate code locations. Our hypothesis is that this approach can remove all vulnerabilities identified as potentially vulnerable.

We apply this approach to a set of vulnerable applications and prove our hypothesis. A preliminary version of this work which addresses a different type of web application vulnerability has been published in [129]. The work presented in this thesis has been published in [131].

### 1.5 Thesis Organization

This thesis is organized as follows. Chapter 2 provides the background required. It first reviews SQLI and XSS vulnerabilities. Then, it discusses static and dynamic program analysis techniques and data mining-based learning schemes, which shall be used in our proposed approaches.

Chapter 3 presents our work on vulnerability prediction. We propose a set of *static code attributes* that characterize input validation and input sanitization code patterns. We then build SQLI and XSS vulnerability predictors from the proposed attributes. We also present our prototype tool called *PhpMiner* that collects data from PHP programs. Using the tool, we conduct experiments on a set of PHP applications to evaluate the proposed predictors.

Chapter 4 enhances our static analysis-based vulnerability approach presented in Chapter 3. We propose the use of *dynamic attributes* in addition to static attributes so as to improve accuracy. We discuss methods to collect dynamic attributes from function execution traces. Furthermore, to avoid reliance on the availability of labeled training data to build vulnerability predictors, we present prediction models that are based on both classification and clustering in order to predict vulnerabilities, in the presence or absence of labeled training data, respectively. We then conduct experiments on a set of PHP applications to evaluate our proposed approaches.
Chapter 5 presents the techniques for the security auditing of web application programs. We propose an approach for extracting defensive code features implemented in web programs. We then provide techniques and guidelines for verifying the adequacy of extracted defense features in preventing XSS and SQLI attacks. Finally, we describe our prototype tool called WAVDE that automates the extraction of defense features and then, we conduct experiments with the aid of the tool to demonstrate the usefulness of our proposed code auditing approach.

Chapter 6 presents an automated approach that statically removes XSS vulnerabilities from program source code. We provide concepts and techniques for identifying potential vulnerabilities in program source code and determining the required security mechanism to fix the identified vulnerabilities. We also present our prototype tool called saferXSS that automates the proposed approach and then, we conduct experiments using the tool to show that the proposed technique is effective in removing XSS vulnerabilities.

Chapter 7 compares the works presented in this thesis with related work. We discuss defensive coding techniques that are effective against SQLI and XSS vulnerabilities, software defect and vulnerability prediction techniques that could identify buggy and problematic code regions with high probabilities, vulnerability detection techniques that identify and locate vulnerabilities in programs, and attack prevention techniques that ward off security attacks at runtime.

Finally, Chapter 8 summarizes the contributions of this research and identifies potential directions for future work.

All the notation conventions used throughout this thesis is listed in Appendix A.
Chapter 2

BACKGROUND

This chapter provides background on SQLI and XSS vulnerabilities, and program analysis and data mining techniques. Section 2.1 reviews SQLI and XSS vulnerabilities, and the injection methods that are typically used to exploit these vulnerabilities. Section 2.2 and Section 2.3 provide an overview of fundamental program analysis techniques and data mining techniques that we shall apply in our proposed approaches to mitigate SQLI and XSS vulnerabilities.

2.1 Vulnerability

Before we discuss the two vulnerabilities, we shall first introduce the definitions and the terms, which shall be used throughout the thesis.

*SQL* is the standard language for accessing most database servers such as MySQL, Oracle, MSSQL, etc. [6]. *SQL statement* is a statement in a program that uses SQL to create, access, or modify data in a database. *HTML output statement* is a statement in a program that produces an output, which becomes (part of) a client-side document when interpreted by web browser.

*User input* is an input submitted by an external user into a web application program. As user input is the source of SQLI and XSS attacks, we may address user input also as *tainted data*.

Both SQLI and XSS are a class of *code injection vulnerabilities*, which can be exploited by injecting special characters or keywords that are significant to a script interpreter into program outputs such that the injection causes the program to perform un-intended actions. In SQLI, malicious SQL scripts containing SQL special characters or keywords (such as ‘ and or) are inserted into SQL statements via unrestricted user input parameters in order to change the logic of the intended query [6]. Similarly in XSS, malicious client-side scripts (e.g., JavaScript) containing client-side interpreters’ special characters or keywords (such as <script>) are injected into HTML output statements such that the injected code when executed by browsers could perform malicious actions to the client [109].
In this thesis, we shall use the terms XSS vulnerability and XSSV interchangeably depending on the context. Similarly, we shall also use the terms SQLI vulnerability and SQLIV interchangeably. In the following sub-sections, the two types of vulnerabilities are discussed in details.

2.1.1 SQL Injection Vulnerability

SQL threats exist in any web application that accesses database via SQL statements constructed with external input data because an attacker could modify these statements by manipulating the data. Therefore, SQLI is caused by inadequate validation and sanitization of user inputs. An SQLI attack could compromise the database and issue arbitrary SQL commands.

Most web programming languages such as Java, ASP, .NET, and PHP provide a number of methods to construct and execute SQL statements. Due to circumstances such as lack of development time and training, and lack of experience and knowledge of potential security issues, developers often misuse these methods resulting in SQLI vulnerabilities.

Depending on the source of user inputs referenced in SQL statements, SQLI can be classified into two types: first order SQLI and second order SQLI. *First order SQLI* occurs when a web program accesses user input from incoming HTTP request parameters and immediately used it in the SQL code within the same program. *Second order SQLI* occurs when a web program stores an unrestricted user input in a persistent data store such as session objects or database itself and later, a program re-uses the stored data in an SQL code [6].

With some practical examples, the following discusses the insecure programming practices commonly adopted by developers and the injection methods that may be used by attackers to exploit developers’ mistakes.

Dynamic query building with string concatenation is commonly used by developers to construct SQL statements. Queries are formed with inputs directly received from external sources during runtime. This method is useful to developers as different queries can be built according to different conditions set by users. However, it is also the cause of many SQLI issues, which is explained in the followings with PHP code examples (*name* and *pwd* are the “varchar” type columns and *id* is the “integer” type column of user database table).

---

1 This section is reprinted, with permission, from L.K. Shar and H.B.K. Tan, “Defeating SQL injection,” IEEE Computer © 2013 IEEE
Absence of check: Developers often use inputs in dynamic query statements without any checks. This is the most common and serious programming mistake. For example, the following PHP code represents such a dynamic SQL statement:

```php
$query = "SELECT info FROM user
               WHERE name = \'$_GET[\"name\"]\' AND pwd = \'$_GET[\"pwd\"]\'";
```

Attackers could use tautologies to exploit this insecure practice. By supplying the value `x’ OR ‘1’='1` (known as tautology-based attack) to the input parameter name, an attacker could access user information without having a valid account because the WHERE-clause condition becomes:

```
WHERE name = 'x' OR '1'='1 AND ...
```

which is evaluated to be true regardless of the validity of the user name and password provided.

Insufficient escaping: If special characters meaningful to a SQL parser are escaped, they shall not be interpreted as SQL commands. For example, the above tautology-based attack could be prevented by escaping the single-quote `'` character (to avoid being interpreted as a string delimiter) from the inputs used. However, many developers are either not aware of the full list of characters that have special meanings to the SQL parser or not familiar with the proper usage patterns. For example, in the following PHP code, `mysql_real_escape_string` (a MySQL-provided-escaping function) is used to escape MySQL special characters.

```php
$name = mysql_real_escape_string($_GET["name"]);
$query = "SELECT info FROM user WHERE pwd LIKE '%$pwd%";```

The function `mysql_real_escape_string` would protect SQL statements which do not use pattern matching database operators such as LIKE, GRANT, and REVOKE. But, in this case, attackers could include additional wildcard characters `\$` and `_` in the password field to match more password characters than the beginning and end characters because `mysql_real_escape_string` does not escape wildcard characters.

Absence of data type check: Another programming mistake made by developers is that data types are rarely checked before SQL statements are constructed. Instead, they tend to apply programming language or database provided sanitization functions such as `addslashes` and `mysql_real_escape_string` that escape known malicious characters such as single-quote `’`. But when the query is to access the database columns of non-text-based data types such as numeric, the attack needs not consist of known malicious characters. For example, the following PHP code shows a SQL statement for which a tautology–based attack could be conducted by supplying the value `1 OR 1=1` to the parameter `id`.
$id = mysql_real_escape_string($_GET["id"]) ;
$query = "SELECT info FROM user WHERE id = $id" ;

For such queries, instead of escaping, data type check (e.g., if(is_numeric($id))) should be used to prevent SQLI attacks.

Absence or misuse of delimiters in query string: When a query string is constructed with inputs, proper delimiters have to be used to indicate the data type of the input used. If the delimiters are missed or misused, SQLI could be carried out even in the presence of thorough input validation, escaping, and type checking. For example, in the following PHP code, string delimiters are not used to indicate the input string used in the SQL statement.

$name = mysql_real_escape_string($_GET["name"]) ;
$query = "SELECT info FROM user WHERE name = $name" ;

In this case, when the database server has the automatic type conversion function enabled, SQLI attacks could be created using alternate encoding method that would circumvent input sanitization routines. For instance, if an attacker supplies an encoded HEX string 0x270x780x270x200x4f0x520x200x310x3d0x31 to the parameter name, the database parser may convert it to the “varchar” value resulting in the tautology string ‘x’ OR 1=1. Because the conversion happens in the database, the escaping function used in the server program would not detect any special characters encoded in the HEX string.

Hence, since dynamic query building is often problematic, some developers opt to use parameterized queries or stored procedures which are more secure methods. But, inappropriate use of these methods may still result in vulnerable code, which is discussed in the following.

Improper construction of parameterized queries or stored procedures: Most developers believe that SQLI is impossible when parameterized queries or stored procedures are used to run SQL statements. Although this is true in general, some developers are not aware that SQLI is still possible if parameterized query strings or stored procedures accept non-parameterized inputs. For example, in the following PHP code, although SQLI cannot be conducted through the parameter name, it is possible through the parameter order which is not parameterized. An attacker may inject piggy-backed query attacks (malicious queries attached to the original query) such as ASC; DROP TABLE user; -- into the parameter order.

$query="SELECT info FROM user WHERE name = ?"."ORDER BY ‘$_GET["order"]’";
$stmt = $dbo->prepare($query);
$stmt->bindParam(1, $_GET["name"]) ;
$stmt->execute();
2.1.2 XSS Vulnerability

XSS is similar to SQLI. An SQLI attack targets the query function that interacts with the database whereas an XSS attack targets the HTML output function that sends data to the browser. When a user input is referenced as a data in a HTML page, an attacker may try to include HTML special characters such as the tag `<script>` which is able to invoke the JavaScript interpreter. If the application does not filter such special characters, the attacker’s XSS injection is successful. Upon a successful attack, exploits such as account-hijacking, cookie-poisoning, denial-of-service, and web-content-manipulation can be performed. Typical input sources that attackers manipulate include HTML forms, cookies, URLs, and external files. JavaScript is often used by attackers but all kinds of client-side scripts such as VBScript and Flash could cause XSS.

Like SQLI, depending on the ways user inputs are referenced in HTML pages, XSS can be classified into three types: stored, reflected, and DOM-based. **Reflected XSS** works in a similar way as first order SQLI. It occurs when a server program references an unchecked data accessed from incoming HTTP request parameters in an immediate web page sent back to the user. This type of XSS is commonly found in error messages and search results. **Stored XSS** works in a similar way as second order SQLI. It occurs when a web server program stores an unrestricted user input in a persistent data store such as database and then the program accesses and references the stored data in a web page viewed by different users. This type of XSS is commonly found in forums, blogs, and other social networking sites. These two XSS-types result from improper handling of user inputs in server side scripts. By contrast, **DOM-based XSS** appears when a client side script itself references a user input dynamically obtained from the DOM (document object model) structure without proper validation and thus, malicious scripts injected via DOM-based XSS need not appear in server side scripts [71].

Regardless of the type of XSS, code injection techniques are similar. Using Figure 2-1 and Figure 2-2, the following discusses some of the commonly-found XSS vulnerabilities and the injection methods used by attackers to exploit those vulnerabilities.

Figure 2-1 shows a sample program for sharing tips about the places the users traveled. It contains four input fields—‘Action’, ‘Place’, ‘Tip’, ‘User’ that can be manipulated by attackers. The program can be called via a URL such as the one shown in Figure 2-2a.

---

2 This section is reprinted, with permission, from L.K. Shar and H.B.K. Tan, “Defending against cross-site scripting attacks,” IEEE Computer, March 2012. © 2012 IEEE
In the program in Figure 2-1, statement at line 12 is vulnerable to reflected XSS due to the replay of invalid input supplied by users (line 8, 9, 12). An attacker might send a seemingly innocuous URL link like the one shown in Figure 2-2b to a victim via emails or social networking sites. The malicious script included in the link (shown in bold in Figure 2-2b) shall then be...
executed on the victim’s browser if the victim trusts the website ‘travelingForum’ and follows the link.

Statement at line 18 is vulnerable to stored XSS as the program stores user-supplied messages without proper sanitization (line 8-10) and displays them to visitors (line 14, 16-18). An attack can be carried out via a URL such as the one shown in Figure 2-2c.

Statement at line 4 is vulnerable to DOM-based XSS since the program includes a JavaScript file (Figure 2-1b) which accesses ‘User’ information from the URL (line 24) and displays it, without any sanitization, to users (line 25). Therefore, similar to the above reflected XSS scenario, the attackers may exploit this vulnerability using a crafted URL like the one shown in Figure 2-2d.

<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
</tr>
<tr>
<td>(b)</td>
</tr>
<tr>
<td>(c)</td>
</tr>
<tr>
<td><a href="http://travelingForum/travelerTip.jsp?Action=View&amp;Place=Greece&amp;Tip=HiHi&amp;User=Jesper">http://travelingForum/travelerTip.jsp?Action=View&amp;Place=Greece&amp;Tip=HiHi&amp;User=Jesper</a>&lt;Script&gt;document.getElementById('Tip')[child].innerHTML='&lt;b&gt;Our Service is Bad, Please Go to Other Site!&lt;/b&gt;'&lt;/Script&gt;</td>
</tr>
<tr>
<td>(d)</td>
</tr>
</tbody>
</table>

**Figure 2-2.** Example URLs that direct web users to travelingForum. (a) Ordinary URL that activates travelerTip.jsp in ‘View’ action. (b) URL that causes reflected XSS. It contains a malicious HTML Meta script capable of making a refresh request to travelingForum’s server every 0.3 seconds, potentially causing a denial-of-service. (c) URL that creates stored XSS scenario. It contains a JavaScript capable of sending client’s cookie information to a hacker’s website. (d) URL that causes DOM-based XSS. It contains a script capable of injecting misleading information over an original message.
2.2 Program Analysis

Program analysis\(^3\) techniques can be broadly categorized into two types—static program analysis and dynamic program analysis. In the following, we discuss static and dynamic program analysis techniques, such as control flow and data flow analysis and dynamic testing techniques, which shall be applied in our proposed approaches.

2.2.1 Static Program Analysis

Static program analysis techniques are techniques that infer properties of program points of interests without executing the program. Control flow analysis and data flow analysis are the two main static analysis techniques that are used to extract program properties such as control dependencies, data dependencies, infeasible paths, and anomalous behaviors. This information is essential in many software engineering applications such as code-based testing [72], code optimization [34], and program comprehension and debugging [105]. These two analyses are also the main techniques used in our proposed vulnerability mitigation approaches presented in this thesis. In our work, we use control flow and data flow analysis to extract control and data dependence relations of statements in web programs.

For terms and definitions related to control flow and data flow analysis, we use the ones given by Sinha et al. [140] throughout this thesis.

Control flow analysis [2] determines the relationships among program statements or the order in which program statements are executed. It identifies which statements control the execution of other statements. The control flow relationships analyzed from a given program are typically expressed using a directed graph called control flow graph (CFG).

As given by Sinha et al. [140], a CFG of a program \(P\) is a directed graph \(G = (N, E)\) in which \(N\) contains a set of nodes and \(E = \{(n, m) \mid n, m \in N\}\) contains an edge for each possible flow of control between the nodes. A node in a CFG of \(P\) could be a basic block representing an uninterrupted consecutive sequence of statements in \(P\) or it could represent a single program statement. In this thesis, we follow the latter representation. That is, each node in a CFG represents one statement in \(P\). Thus, we may use ‘node’ and ‘statement’ interchangeably depending on the context.

\(^3\) Program analysis may be performed on source code or binary code. But in this thesis, program analysis is referred to as program analysis on source code because we do not consider binary code analysis in this thesis.
A program that consists of multiple procedures is typically expressed as an *interprocedural CFG* (ICFG), which consists of a set of inter-connected CFGs, one for each procedure. The construction method of ICFG is provided in detail by Sinha et al. [140], which is followed by our work. Throughout this thesis, we may use the term ‘CFG’ to also mean ‘ICFG’ as there is no difference in performing control flow and data flow analysis on ICFG or on CFG, apart from the additional construction step to inter-connect the CFGs. The definitions and terms defined in the followings are applicable to both CFG and ICFG.

A CFG has a unique entry node and a unique exit node. The exit node has no out-going edge. A *predicate node* in a CFG has two out-going edges, labeled with ‘true’ or ‘false’; and all other nodes have single out-going edge. The two out-going edges at a predicate node are called branches. Hence, they are ‘true’ branch and ‘false’ branch respectively. A *path* in a CFG is a sequence of nodes \(<n_1, n_2, ..., n_j>\) where \((n_i, n_{i+1}) \in E\) for \(1 \leq i \leq j-1\).

A node \(x\) in a CFG *dominates* a node \(y\) if and only if every path from the entry node to \(y\) in the CFG passes through \(x\). A node \(x\) *postdominates* a node \(y\) if and only if every path from \(y\) to the exit node passes through \(x\).

A node \(x\) is *control dependent* on a node \(y\) if and only if \(y\) has successors \(y'\) and \(y''\) such that \(x\) postdominates \(y'\) but does not postdominates \(y''\). In general, if a node \(x\) is control dependent on a node \(y\), then \(y\) must be a predicate node.

Typically, control dependency relation is expressed as a *control dependence graph* (CDG) in which nodes represent program statements and edges connecting the nodes represent control dependency relations between the statements.

**Data flow analysis** [3] is the process of extracting information about the possible set of values at program points of interests. It determines the locations of variable definitions that may reach a particular program point (*reaching definition*) and determines which variable definitions are ‘live’ at a particular program point, that is, which variable definitions given before that point are used after (*live variable*). It identifies a variable definition and all the variable uses reachable from that definition (*definition-use*). Inversely, it can also identify a variable use and variable definitions which can reach that use (*use-definition*).

A node \(x\) is *data dependent* on a node \(y\) if there exists a variable \(v\) such that \(y\) defines \(v\), \(x\) uses \(v\), and there is a path from \(y\) to \(x\) along which \(v\) is not redefined.
Typically, data dependency relation is expressed as a *data dependence graph* (DDG) in which nodes represent program statements and edges connecting the nodes represent data dependency relations between the statements.

For constructing CFG, CDG, and DDG, we follow the algorithms provided by Ferrante et al. [34], Lengauer and Tarjan [74], and Korel [72]. For constructing ICFG, we follow the algorithm provided by Sinha et al. [140]. Since CDG and DDG are constructed from control flow graph, if constructed from an ICFG, the resulting CDG and DDG are interprocedural; otherwise, they are intraprocedural [140].

### 2.2.2 Dynamic Program Analysis

Dynamic program analysis is the analysis of program by actually executing it. Dynamic program analysis has been used in many applications such as profiling [15], anomaly detection [13, 56], and test input generation [8, 160].

In principal, static program analysis techniques can examine the whole program source and verify program properties of all possible executions. As the analysis is not based on any particular input, its result is valid for all inputs. But it is prone to false alarms as it generally cannot distinguish possible and impossible program behaviors. By contrast, dynamic analysis is the analysis of program behaviors as a result of one or more executions with selected test inputs. Although the analysis is not exhaustive like static analysis, it provides more accurate information about the program behaviors that it could analyze simply because the behaviors are as a result of concrete program executions. Hence, when one wants to achieve more accuracy in addressing a particular issue, dynamic analysis can be used. However, dynamic program analysis may suffer from runtime overhead and it typically requires more complex analysis framework. It would be a trade-off between analysis cost and accuracy.

Our approaches presented in this thesis are mainly based on static program analysis techniques and data mining techniques. Dynamic analysis is used only in our vulnerability prediction work. Therefore, we shall only provide some background on the dynamic analysis technique that we used and a few major dynamic analysis methods that are commonly used in mitigating web application vulnerabilities.

**Profiling and anomaly detection:** Dynamic analysis is used in our vulnerability prediction study to better profile input validation and sanitization functions implemented in web applications. As dynamic analysis does not cover all program behaviors, choosing adequate test inputs that could induce interesting program behaviors (e.g., anomalous behaviors) is important to profile a
program or a function. Security specialists such as OWASP \cite{107,109} and RSnake \cite{118,119} provide a list of test inputs that could test the vulnerabilities of the program code. By simulating program functions with such attack inputs and analyzing their output behaviors, one could profile functional behaviors and detect anomalies.

There are also runtime-based anomaly detection techniques \cite{13,56}. These techniques generally instrument programs so that they could analyze the behaviors of instrumented code during runtime. They also deploy proxies to interrupt the incoming and/or outgoing HTTP data and analyze program behaviors.

**Test input generation**: In software testing, generating an adequate test suite is a difficult and important task. A dynamic analysis technique called concolic execution \cite{125} can be used to automate this task. In our context, concolic execution is used to generate suitable test inputs for automated testing of SQLI and XSS vulnerabilities \cite{68,160}.

Concolic execution technique is a combination of symbolic execution and actual execution with concrete inputs \cite{125}. Symbolic execution \cite{69} executes a program with symbolic values. Inputs to programs are represented with symbolic expressions, and these expressions are tracked and updated along a program path being executed. After a path is executed, it results in a path constraint which consists of conditions of symbolic expressions. By solving the path constraint using a constraint solver, the set of possible inputs (called solution pool) that could explore the path is generated. If the path contains security-sensitive program operations and there exist malicious attack inputs in the solution pool, then the vulnerability is detected. Although this concept is totally based on static analysis and is seems powerful, there are a few limitations. When a program contains many loops, symbolic execution suffers from path explosion since it is computationally expensive to symbolically execute all the paths exhaustively. Some of the paths may be left un-explored and thus, some of the vulnerabilities may be missed. Furthermore, a constraint solver may not be powerful enough to solve complex constraints. However, in concolic execution, in these situations, the program is instead executed with concrete inputs (often selected randomly). If an input that results in executing that path is found, an adequate input for testing the path is found. Still, concolic execution may suffer from path explosion if there are many such paths. Random selection of concrete inputs does not also guarantee that the path can be executed.

**2.3 Data Mining**

Han et al. \cite{53} defined data mining as “*extracting or mining knowledge from large amounts of data*”. Data mining is typically used to extract interesting patterns (such as dissimilarities,
unknown patterns, and anomalies) from existing datasets so that one can infer about the properties or characteristics of the new or future datasets based on the information extracted. Consequently, data mining techniques have been extensively used in software quality analysis methods such as software defect prediction and vulnerability prediction. In our context, program source code is data and vulnerability information is the knowledge we wish to obtain. We are interested in the application of data mining activities to program source code so as to obtain its vulnerability information.

Typically, mining activities consist of:

1. Data preprocessing
2. Data analysis
3. Evaluation

In the following, we discuss the intelligent techniques corresponding to these data mining activities, which are used in our work.

2.3.1 Data Preprocessing

As discussed in Section 2.2, we shall use static and dynamic program analysis techniques to extract program properties from source code. However, the extracted data might be too raw to be mined. Specifically, when we extract interesting code patterns from program source code, the data distributions of our extracted code patterns might be arbitrary or skewed. Different types of code patterns that we extract may be defined on different scales. Some of the extracted data might be redundant or irrelevant. There may also be noises or outliers in the extracted data.

Mining such raw data will result in low-quality outputs. There are a number of data preprocessing techniques, such as data cleaning, data integration, data transformation, data reduction, to address these problems. In our work, we mainly use data transformation and data reduction to cleanse our data.

Data transformation is the process that converts data into a form appropriate for mining purposes [53]. Min-max normalization is one such data transformation technique, in which the data is scaled such that it falls within a specified range such as 0.0 to 1.0. The transformation is linear as it maps an original value to a value within the specified range. Thus, it preserves the relationships among the original data values, meaning we do not lose any information in min-max normalization. As it allows the data miners to work in a standardized data space instead of an arbitrary one, we use this technique to address the arbitrary data distribution problem.
Data reduction is the process that attempts to reduce available data such that data mining is efficient yet produce the same (or almost the same) analytical results [53]. In our work, we are not interested in efficiency as our data sizes are usually not large and thus, mining our data should be mostly practical. We are actually interested in particular data reduction techniques that could identify and remove redundant or irrelevant data dimensions so that data miners are not confused by those data. *Attribute subset selection* techniques such as information gain which finds most informative data dimensions and *dimensionality reduction* techniques such as principal component analysis [57] which identifies linearly uncorrelated data dimensions from the original ones are such techniques that we shall use to address the data redundancy and irrelevancy issues.

Data cleaning techniques such as data discretization can be used to filter noisy data or outliers. But, in our works, we did not use additional data preprocessing techniques to specifically address them because some of the learning algorithms (such as decision tree induction and neural networks) used by us have built-in capabilities to filter noisy data.

### 2.3.2 Data Analysis

Data analysis is the core activity in a data mining process. After the raw data is preprocessed, the cleansed data is ready to be analyzed to make some intelligent decisions. There are a few different data analysis methods to extract interesting data patterns. Some major methods are association rules mining, classification, cluster analysis, sequence data mining, and graph mining. In this thesis, classification and cluster analysis methods are used to build prediction models.

**Classification**: Classification is the technique that predicts the class label of a data instance based on the knowledge learned from other data instances with known class labels. It contains two main phases—training and testing. In the first phase, a classification algorithm, such as naïve bayes, decision tree induction, logistic regression, or neural networks (details of these algorithms can be found in Han et al. [53]), learns from a set of data instances denoted as training set. Each training instance is represented by an attribute vector of \( n \)-dimension. Some examples of attribute are lines of code, number of program operators, etc. Training instances have to be labeled with class information (in our case, vulnerable or non-vulnerable). In the second phase, the trained classifier (hence, *the learned predictor or the learned prediction model*) is used to predict the class labels of test data instances. By matching the actual class labels and the predicted ones of test instances, the performance of the prediction model is evaluated. If the model’s accuracy is acceptable, then it is ready to be used for classification of future data instances.
Cluster analysis: In classification, labeled instances are required to train classifiers so that the trained classifiers are able to predict the class label of newly acquired instances. Hence, classification method is a type of supervised learning. However, sometimes, it may be hard to obtain labeled data instances. The number of available labeled instances may not be sufficient to train classifiers. In such cases, cluster analysis can be useful. It attempts to group instances (also represented with attribute vectors of n-dimension) into clusters such that instances within a cluster are very similar but are highly dissimilar to those from other clusters. This analysis is a type of unsupervised learning due to its training without labeled classes and also without predefined classes (e.g., vulnerable and non-vulnerable). This technique can be used for outlier detection as outliers having characteristics different from normal instances would be isolated from groups of normal instances. If vulnerabilities can be considered as outliers among normal program statements, cluster analysis can be used for vulnerability prediction as well.

Both types of techniques—classification and cluster analysis have advantages and disadvantages. Due to supervised training with labeled instances, classification methods would be highly accurate in detecting known or similar patterns whereas cluster analysis due to its unsupervised learning scheme could detect unknown patterns.

2.3.3 Evaluation

Once a prediction model is built using either supervised or unsupervised learning scheme, the next step is to evaluate how good the model is or whether the model is good enough for practical uses. Typically, a model evaluation consists of data sampling and performance measure computation.

Performance measures: Many research works such as [7, 41, 90, 91, 138], in software defect prediction and vulnerability prediction studies, use a typical confusion matrix [4] (shown in Figure 2-3) to assess the performance of prediction models. From the matrix, the following performance measures are usually derived:

- Probability of detection or recall ($pd$) = $tp / (tp + fn)$
- Probability of false alarm ($pf$) = $fp / (fp + tn)$
- Precision ($pr$) = $tp / (tp + fp)$
- Accuracy ($acc$) = $(tp + tn) / (tp + fp + fn + tn)$
- Balance ($bal$) = $1 - \sqrt{\frac{(0 - pf)^2 + (1 - pd)^2}{2}}$
**Figure 2-3. A typical confusion matrix**

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Actual</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Vulnerable</td>
<td>True positive ($tp$)</td>
<td>False positive ($fp$)</td>
<td></td>
</tr>
<tr>
<td>Non-vulnerable</td>
<td>False negative ($fn$)</td>
<td>True negative ($tn$)</td>
<td></td>
</tr>
</tbody>
</table>

$Pd$ measures how good our prediction model is in finding actual vulnerable sinks. $Pr$ measures the actual vulnerable sinks that are correctly predicted in terms of a percentage of total number of sinks predicted as vulnerable. $Pf$ is generally used to measure the cost of the model, that is, increasing $pd$ or $pr$ by tuning the prediction model may, on the other hand, cause more false alarms. In an ideal situation, $pd$ should be close to 1 and $pf$ should be close to 0. That is, the vulnerability prediction model neither misses actual vulnerabilities nor throws false alarms. $Bal$ measures how close the prediction model is to this ideal case, that is, the higher the value of $bal$, the closer it is. $Acc$ measures the number of times the model predicted correctly in terms of a percentage of total number of sinks. In this thesis, we assess the performance of our learned predictors based on these measures.

**Data sampling**: Random split-sampling, cross validation, and bootstrapping are common data sampling techniques for evaluating a model. Each of these techniques has been proved to be suitable for evaluating the accuracy of data miners [163]. For our study, we shall use m-fold stratified cross validation method which has also been used by many software defect and vulnerability prediction studies [41, 90, 91, 138, 141].

In m-fold cross-validation, the dataset is randomly divided into m partitions. The learner is trained on m-1 partitions and then tested on the remaining partition, iterating until every partition has been served as the test set once. This process is repeated m times to avoid data sampling bias. The performance measures are computed based on the overall numbers of correct and incorrect predictions from all the m iterations. In stratified cross-validation, the partitions are stratified so that the class distribution of the instances in each partition is approximately the same as that in the original un-partitioned data.
Chapter 3

SUPERVISED VULNERABILITY PREDICTION FROM STATIC CODE ATTRIBUTES

Researchers have proposed sophisticated vulnerability detection approaches based on static and dynamic taint analysis techniques to address SQLI and XSS security risks. Though these taint analysis-based approaches have been shown to be effective at detecting many SQLI and XSS vulnerabilities, static approaches, such as [61, 82, 165], generally produce too many false alarms. Dynamic approaches, such as [9, 68, 160], are usually more accurate. But while dynamic analysis typically requires complex analysis frameworks such as concolic execution [68], full implementations of some of these approaches [9, 68, 160] are neither commercially nor publicly available as well. As a result, software development teams face difficulties in adopting these existing approaches. The growing numbers of vulnerability reports in security databases such as BugTraq [19] further support the need to find alternative or complementary solutions.

On the other hand, the applications of data mining techniques in software defect prediction and vulnerability prediction have recently been very popular. In this domain, researchers correlate software metrics (attributes) with defects [10, 92, 98, 100, 170] or vulnerabilities [42, 101, 138, 156]. There are also research works that compare the performances of different supervised learners based on a common set of software metrics [7, 75, 91].

In general, supervised prediction models categorize software modules/components/programs, represented by a set of software attributes, into one of the classes (e.g., vulnerable and non-vulnerable) by using classifiers that are trained on the same set of attributes obtained from software modules with known defect or vulnerability information [123]. The advantage of data mining techniques is that commonly-used static code attributes such as size, Halstead [52], and cyclomatic complexity [87] attributes can be easily collected. The availability of open source data

---

mining tools such as the *Weka* tool described in Witten and Frank [163] also allows software engineers to readily apply those data mining methods.

Hence, prediction methods could provide a practical and efficient solution to mitigate web application security issues. As mentioned by Menzies et al. [91], these data miners may not accurately identify vulnerabilities like sophisticated vulnerability detection methods. But they would be useful at providing probabilistic remarks about the vulnerabilities of code sections. Software testers could then save time and effort by focusing on the code sections predicted to be vulnerable. However, there are still developments required to improve existing vulnerability prediction frameworks. One major issue is the granularity. To date, all existing frameworks [42, 101, 138, 156] locate vulnerabilities in a coarse-grained manner, that is, locate only vulnerable software modules or components. Much vulnerability auditing effort is still required to find and fix the specific, vulnerable code. Furthermore, some of those existing frameworks require process attributes (such as developer activity) to build vulnerability predictors [138]. Unlike static code attributes, process attributes are generally difficult to be collected, and the measurements are often inconsistent across projects [7, 92], affecting the accuracy of prediction. A vulnerability prediction framework that is both accurate and fine-grained would benefit software auditors.

Web applications in general adopt two types of methods, input validation and input sanitization, to prevent security vulnerabilities [108, 111]. An application is vulnerable if the implementation of these two methods is inadequate or there is no such method implemented. Consequently, the characteristics of input validation and sanitization implemented in a program could be useful for predicting the program’s vulnerability.

The above observations serve as our main motivation for this work. In this chapter, we propose a set of static code attributes that characterize input validation and sanitization code patterns. Our aim is to build vulnerability prediction models from these attributes and available vulnerability information, which provide high recalls and low false alarm rates. Compared to current vulnerability prediction frameworks, we propose a novel framework that only requires collecting static code attributes and locates vulnerable code at statement level.

**Contributions and Results**

- We propose a novel set of static code attributes characterizing common input sanitization and input validation code patterns.
- We present a vulnerability prediction framework built upon the proposed static attributes.
- We also provide a prototype tool called *PhpMiner* that extracts the data of our proposed attributes from PHP programs.
• We evaluate three different SQLI and XSS vulnerability prediction models based on the experiments on a set of open source PHP-based web applications. We use statistical inference methods such as Wilcoxon signed-rank test to show that the results are statistically significant.

• In the experiments, our best XSS vulnerability predictor achieved, on average over 7 datasets, 84% recall and 15% false alarm rate. And our best SQLI vulnerability predictor achieved, on average over 4 datasets, 97% recall and 18% false alarm rate.

This chapter is organized as follows. Section 3.1 discusses our research hypothesis to be investigated in this study. Section 3.2 proposes the static code attributes that characterize input validation and sanitization code patterns. Section 3.3 presents our vulnerability prediction framework. Section 3.4 describes our prototype tool and the datasets collected for experiments. Section 3.5 evaluates the performance of vulnerability prediction models learned from our proposed attributes. Section 3.6 concludes this chapter.

3.1 Research Hypothesis

Both SQLI and XSS vulnerabilities arise from improper handling of inputs in web application programs. Hence, they are application-level vulnerabilities. In a typical web program, user inputs are accessed via forms, URLs, cookies, and XML files. Those inputs are often processed and propagated to various program points to accomplish the application’s objectives. Some of those inputs may then be stored in the application’s persistent data stores, such as databases and session objects, for further processing of the application’s required functionalities. The operations carried out in those processes often include security-sensitive program statements (sinks) such as HTML outputs and database accesses. When user inputs referenced in such operations have not been sanitized or validated, vulnerabilities arise. XSS vulnerabilities arise when an unrestricted user input is used in an HTML output statement. SQLI vulnerabilities occur when a user input is used in an SQL statement without proper checks.

Hence, to prevent web application vulnerabilities, developers often employ input validation/sanitization methods along the paths propagating the inputs to the sinks. These methods can be broadly categorized into escaping, meta-character matching/removal, string length truncating, and data type checking/conversion. The methods typically employed are language-provided standard sanitization and validation functions (e.g., `htmlentities`) or custom functions developed for specific security or data integrity requirements by a developer or by a group of security experts.
From the analysis of many vulnerability reports in security databases such as CVE [27], we derived the following observations (also highlighted in detail in our background chapter 2.1):

- First, the vulnerability reports show that most of these vulnerabilities arise from the misidentification of inputs. That is, developers may implement adequate input validation and sanitization methods but yet, they may fail to recognize all the data that could be manipulated by external users, thereby missing some of the inputs for validation. Therefore, in security analysis, it is important to first identify all the inputs and the sinks that use them.

- Second, when an input to be used in a sink is considered to be a numeric type, the most effective defense method is to apply numeric-type check or numeric-type conversion (from string since inputs to web applications are, by default, strings).

- Third, we observed that in some cases, language-provided standard sanitization and validation functions are insufficient or inadequate to cleanse the inputs used. Hence, developers may also write their own piece of validation and sanitization code or adopt security functions developed by a group of security experts such as OWASP [110]. In those cases, such custom code usually comprises of a set of string functions and operations such as string replacement and string matching. These functions may also be regular expression-based.

- Last, different defense methods are generally required to prevent different types of vulnerabilities. For example, to prevent SQLI vulnerabilities, escaping characters that have special meaning to SQL parser is required whereas escaping characters that have special meaning to client script interpreters is needed to prevent XSS vulnerabilities. Thus, care must be taken to use appropriate methods.

The above observations lead us to our hypothesis ($H1$): Static code attributes that reflect commonly used input validation and sanitization code patterns could predict vulnerabilities.

From $H1$, in next section, we derive the static code attributes to build vulnerability predictors.

### 3.2 Static Code Attributes

Static code attributes that we propose are based on the control flow graph (CFG) of a web application program. Each node in the CFG represents a single program statement. Therefore, we shall use the terms ‘program statement’ and ‘node’ interchangeably depending on the context.
Our proposed approach presented in this chapter is limited to PHP programs. However, it is possible to extend our logic to other programming languages. SQLI and XSS vulnerabilities are widespread in PHP and Java-based applications. To extend our approach to Java, one can predefine Java-based functions according to our classification schemes described in this section. And since our approach only requires simple data flow analysis for data collection, it can be easily implemented using open source Java program analysis tools such as Soot [142].

3.2.1 Backward Static Program Slice

As inputs coming into web application programs are strings, input validation checks and sanitization operations performed in a program are mainly based on string operations. Therefore, our concept is to classify the natures of string operations applied, according to their potential effects on the tainted-ness of the variables referenced in a security-sensitive statement \( k \). Intuitively, such validation checks and operations can be found in a backward static slice of the given web program with respect to \( k \) and the set of variables referenced in \( k \). As given by Weiser [162], backward static slice with respect to slicing criterion \(< k, V >\) contains all nodes (including predicate nodes) in the CFG which may affect the values of \( V \) at \( k \) where \( V \) is the set of variables used in \( k \). In this chapter, we shall use the notation \( S_k \) as the set of nodes resulting from a backward static slice with slicing criterion \(< k, V >\).

Hence, the first step of our method is to classify the nodes in \( S_k \) according to their security-related properties, and then to capture these classifications in a set of attributes on which vulnerability predictors are to be built. Basically, our approach attempts to answer the following research question: “Given a program slice of a sink, from the number of inputs, and the numbers and types of input validation and sanitization functions found on the nodes in the slice, can we predict the sink’s vulnerability?”

For classification, we perform static program analysis on \( S_k \). That is, classification is carried out via static checking of the properties of the functions or operations performed in each node \( n \) in \( S_k \). That is, from the language built-in functions that have specific security purposes (e.g., `addslashes`), the language operators (e.g., string concatenation operator `.`), or the predefined language parameters (e.g., `$_GET`) used, \( n \) is classified statically. As a control flow node \( n \) may contain a variety of program operations, there may be multiple classifications for \( n \) (see example in Section 3.2.3). The static code attributes that characterize such functions and operations are listed in Table 3-1 and presented in the following sub-section.
3.2.2 Classification

**Input and sink classification**: We call a node $u$ in a CFG at which the data submitted by an external user is accessed an *input node*. The nodes which reference data from HTTP request parameters, database, and XML files are some examples of input nodes. According to different natures of input sources, we classify inputs into the following types (attributes 1-7 in Table 3-1):

1) **Client**: Data submitted via HTML forms and URLs (e.g., `$_GET`, `$_POST`).
2) **File**: Data accessed from external files such as cookies and XML files (e.g., `$_COOKIE`, `fgets`). The contents in these files may have been tempered by malicious users.
3) **Database**: Data retrieved from database that is updated by programs with unknown vulnerabilities (e.g., `mysql_fetch_array`). As the data retrieved from database could be of different data types, we further classify the database inputs into two sub-types—**Text** and **Other**. This is to reflect the fact that string data from database are often exploited to cause security attacks such as second-order SQLI and stored XSS. Therefore, **Text-database** inputs represent ‘String’ type data (e.g., varchar, text, and blob). **Other-database** inputs represent data of any other data types such as ‘Numeric’ (e.g., int) and ‘Date and Time’ (e.g., timestamp).
4) **Session**: Data accessed from persistent data objects that may have been defined by programs with unknown vulnerabilities (e.g., `$_SESSION`).
5) **Uninit**: Variables which may not have been initialized in the program. In programming languages such as PHP, variables which have not been defined in the program are often referenced in sensitive program operations because it is possible to configure settings such as `register_global` so that any un-initialized variable is automatically assigned by data from HTTP request parameters.

It is clear that ‘**Client**’, ‘**File**’, and ‘**Uninit**’ are inputs that would definitely cause SQLI and XSS vulnerabilities if used in the sinks directly without any checks. ‘**Database**’ and ‘**Session**’ represent data stored in usually different programs and hence, their tainted-ness is usually unknown or hard to be tracked. A naïve taint analysis-based vulnerability detection approach (such as [61], [82], or [157]) might result in many false negatives if users assume that such inputs are safe and in false positives if users assume otherwise. This is the area where our proposed vulnerability predictors are expected to perform better because the prediction is not based on user assumptions but instead based on historical information.
We call a node $k$ in the CFG of a web program a **sensitive sink** if the execution of $k$ may lead to harmful operations. Throughout the chapter, we shall address $k$ as a sensitive sink. This study relates to two types of sensitive sinks (attributes 8-9 in Table 3-1):

1. **SQL**: Database operations that are susceptible to SQLI attacks (e.g., `mysql_query`).
2. **HTML**: HTML output operations that are susceptible to XSS attacks (e.g., `print` and `echo`).

**Input validation and sanitization classification**: To prevent SQLI and XSS vulnerabilities, web applications generally adopt various input validation and input sanitization routines. Input validation ensures that user inputs conform to a required input format. Input sanitization removes,
replaces or escapes malicious characters from user inputs according to the context of a sensitive program operation so that those characters may not cause the program to perform unintended operations. As such, whether or not a sensitive program operation is vulnerable is dependent on the effectiveness of validation checks and sanitization operations applied with respect to the context of that particular operation. In consequence, static code attributes that reflect the characteristics of these methods could be used to predict vulnerability.

A variety of input validation checks and sanitization operations may be found in the nodes in $S_k$. For example, a node (or a set of nodes) in $S_k$ may check if an input representing a client’s age contains only numeric values. Another node may remove some predefined characters from an input. Different operations may serve different purposes and may have different effects on the tainted-ness of an input. Hence, we shall classify the nodes in $S_k$ such that the classifications reflect the potential input validation and sanitization operations performed on $k$. Each node in $S_k$ may be classified into one or more types depending on its properties (i.e., functions invoked or operators used). The classification scheme is as follows (attributes 10-24 in Table 3-1):

1) **Null**: functions that check if the data is present (e.g., isset).
2) **Size**: functions that return the size or length of an argument (e.g., strlen).
3) **Containment**: functions that check if an argument contains any predefined characters (e.g., strops).
4) **Match**: functions or operations that compare an argument with another argument (e.g., strstrcmp, $a = = “abc”).
5) **Regex-match**: regular expression-based string matching functions (e.g., preg_match).
6) **Type**: functions that check if the type or format of an argument. We further classify this check into **Numeric-type** check (e.g., is_int) and **Other-type** check (e.g., is_string, is_file) to reflect our experience that numeric data type checks usually un-taint the input values.
7) **SQLI-sanitization**: Functions designed to prevent SQL injection issues (e.g., addslashes, mysql_real_escape_string). Functions that invoke stored procedures or prepared statements (e.g., $query->prepare) are also classified as **SQLI sanitization** type.
8) **XSS-sanitization**: Functions designed to prevent XSS issues (e.g., htmlspecialchars).
9) **Encoding**: Functions that encode an argument according to a specific encoding format (e.g., urlencode). An input variable may be properly sanitized using encoding functions (e.g., <a href= ‘login.php?name=’.urlencode(input)>).
10) **Encryption**: Encryption or hashing functions designed to ensure secure data transfer (e.g., crypt).
11) **Replacement**: String-based substring replacement functions (e.g., `substr_replace`).

12) **Regex-replacement**: Regular expression-based substring replacement functions (e.g., `preg_replace`).

13) **Numeric-conversion**: Functions that process one or more arguments and return a numeric value (e.g., `floatval`) or numeric type casting operations (e.g., `$x = (int) $_GET['id']`).

14) **Un-taint**: Functions or operations that return predefined information (e.g., `$a='text'`), information derived from configuration settings (e.g., `localeconv`), or numeric information derived from program operations (e.g., `mysql_field_len`). These functions or operations may not be intended as input validation or input sanitization but are considered as one because the resulting data is generally benign.

Clearly, nodes in $S_k$ may also include ordinary operations that may or may not serve any security purpose. They may simply *propagate* the input. Furthermore, functions invoked at $n$ could also be *customized* library functions. From the empirical studies, we observed that the above input validation and input sanitization types are commonly implemented to prevent web vulnerabilities. There may also be *other* types of preventive measures that we did not observe. Hence, any other node that does not belong to any of the above types shall be considered as *other*. The following classification scheme is defined for such nodes:

1) **Propagate**: functions or operations that may convert arguments into different representations but return part or whole of the original arguments (e.g., `substr`, `trim`, `explode`, `$str=$str.'abc'`); functions that unquote or decode arguments (e.g., `html_entity_decode`, `urldecode`, `stripslashes`).

2) **Custom**: library functions with unknown vulnerabilities.

3) **Other**: functions or operations that are not classified as any of the above types.

**Target attribute**: The last attribute *Vulnerable?* in Table 3-1 is the target attribute which is used to indicate the class label to be predicted.

**Attribute vector**: As we are predicting the vulnerability of the sink, every sink is an individual, independent instance that provides input to a data mining scheme. As we propose 28 static code attributes, every instance is characterized by a 28-dimensional attribute vector. The value of each attribute in that vector is a measurement of the quantity to which the attribute refers. For example, if there are five inputs accessed from database in the slice of a sink, the value of the attribute ‘Database’ is five. As shown in Table 3-1, 25 attributes are numeric and 3 attributes are Booleans.
3.2.3 Example

In this section, we illustrate the classifications of a few sample program statements and the attribute collection process using the PHP program in Figure 3-1, extracted from a vulnerable application called *PhpNuke* (its vulnerability report can be found in BugTraq 10493 [19]).

In Figure 3-1a, the program statements 16, 19, 21, 22, and 23 are *HTML* sinks. Statements 16 and 22 are non-vulnerable *HTML* sinks and statements 19, 21, and 23 are vulnerable *HTML* sinks. Variables such as $title, $url, $url_title, and $id are *Client* inputs as these variables may be defined by HTTP GET, POST, or COOKIE parameters because of the command in statement 2.

Likewise, the rest of the statements in the program can be classified as follows. Statement 4-8 shall be classified as *XSS-sanitization* type because the statements invoke language-provided XSS sanitization function. Statement 9 is *Null* type as it checks whether an input data is present. Statement 10 and 14 are *Un-taint* type as they define a variable with a predefined value. Statement 11 is *Regex-match* type as it uses regular expression matching to check if an input data conforms to a valid URL format. Statement 12 is *Propagate* type as it only performs string concatenation. Statement 13 is *Numeric-type* type as it validates a variable to be numeric. Statement 15 and 20 are *Match* type as they compare a variable to a value. Statement 18 is *Propagate* type as the urldecode function it invokes only returns the decoded value from a variable.

It is clear that the above classifications can be carried out by checking the language built-in functions invoked, the parameters accessed, or the operator used. One has to predefine the classification types of language built-in functions such as `urldecode`, parameters such as `$_GET`, and operators such as `.` in a database.

Figure 3-1b shows the sub-CFG of the program in Figure 3-1a obtained by backward slicing with the slicing criterion `<21, \{url, url_title\}>`. Like *HTML* sink 21, backward program slices with respect to *HTML* sinks 16, 19, 22, and 23 can also be computed, which would result in slices containing the nodes \{3, 6, 9, 10, 13, 14, 15, 16\}, \{4, 6, 9, 10, 13, 14, 15, 18, 19\}, \{5, 6, 9, 10, 13, 14, 15, 22\}, and \{9, 10, 13, 14, 15, 23\} respectively.
Figure 3-1. (a) Sample Web application program that contains vulnerable and non-vulnerable sinks (modified code snippet from PhpNuke/Review/index.php downloaded from [143]). Statement 19, 21, 23 are vulnerable HTML sinks and statement 16 and 22 are non-vulnerable HTML sinks. (b) Control flow graph representing the backward program slice of statement 21.
Hence, according to our classification schemes, the attribute vectors for HTML sinks 16, 19, 21, 22, 23 extracted from their respective backward program slices would be represented as shown in the following:

<table>
<thead>
<tr>
<th>Sinks</th>
<th>Client</th>
<th>Null</th>
<th>Match</th>
<th>Regexp-match</th>
<th>Numeric-type</th>
<th>XSS-sanitization</th>
<th>Propagate</th>
<th>Untaint</th>
<th>Vulnerable?</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>No</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>No</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>Yes</td>
</tr>
</tbody>
</table>

In the above table, the “…” refers to the rest of the attributes listed in Table 3-1, not shown here due to space limit. Their values would be either numeric or Boolean. Every sink would be represented by a 28-dimensional attribute vector like the ones above. In Chapter 4, we further illustrate the outputs of a classification model and a clustering model, mining on such attribute vectors as we introduce clustering model in Chapter 4.

### 3.3 Vulnerability Prediction Framework

**Data preprocessing:** To generalize the results, our vulnerability predictors must be able to handle data of arbitrary distributions. Excluding the target attribute, we have 27 static attributes. Twenty-five attributes take on numeric values and two attributes are binary. From our preliminary tests, we observed that different numeric attributes are defined on different scales and most of the attributes’ distributions are highly skewed. This may cause bias toward some attributes (e.g., attributes with large scale values), especially in the context of clustering where similarity measurement combines multiple attribute scales (cluster analysis is discussed in Chapter 4). We use a data standardizing technique called min-max normalization to avoid this problem, which is described in Han et al. [53].

As explained in our background chapter, Chapter 2.3, min-max normalization enables our predictors to work in a standardized data space instead of a raw data space. An attribute is normalized when its value is scaled so as to fall within a small specified range (we use the range of zero to one). As the normalized value is a linear transformation from the original data value, the relationships among the original data values are preserved. The min-max normalization is to be made for all the instances of every numeric attribute. This shall result in a set of values within the range of zero to one. The binary attributes do not need to be transformed.
**Data reduction**: When proposing a set of attributes that characterize the quality of software, it is important to identify the attributes that best capture it. This process is known as feature ranking or attribute ranking. It can also be used to identify irrelevant or redundant attributes. Hall and Holmes [51] reported that removal of such non-informative data may improve the performance of some classifiers.

Various attribute ranking techniques, such as chi-square, information gain, gain ratio, and symmetrical uncertainty, have been investigated in literature [41, 51]. These techniques independently rank attributes regardless of the classifier used. In this chapter, gain ratio (GR) method is used to find which attributes contributed most to the classifiers’ performance and check if there are redundant attributes that degrade the classifiers’ performance. This method is based on the concept of information theory. It constructs decision trees by choosing the attributes with most information as branches. Gain ratio for each attribute can be computed as follows (given by Han et al. [53]):

Given a dataset \(D\) in which there are \(n\) instances, the amount of information needed to classify an instance in \(D\) is:

\[
H(C) = -(n_{val} / n) \log_2 (n_{val} / n) - (n_{non-val} / n) \log_2 (n_{non-val} / n),
\]

where \(n_{val}\) and \(n_{non-val}\) are the numbers of instances among \(n\) that belong to class Vulnerable and class Non-Vulnerable respectively. Then, the amount of information needed to classify an instance in \(D\) given the partitions of instances based on the distinct values of an attribute \(A\) is:

\[
H(C | A) = -\sum_{j=1}^{v} (n_j / n) * [(n_{j, val} / n_j) \log_2 (n_{j, val} / n_j) + (n_{j, non-val} / n_j) \log_2 (n_{j, non-val} / n_j)],
\]

where \(n_j\) is the number of instances that have \(j^{th}\) distinct value of \(A\). \(n_{j, val}\) and \(n_{j, non-val}\) are the numbers of instances among \(n_j\) that belong to class Vulnerable and class Non-Vulnerable respectively. Thereby, information gain is defined as the change in information requirement after partitioning on \(A\). That is:

\[
IG(A) = H(C) - H(C | A),
\]

Next, by applying a normalization method to information gain, gain ratio can be computed as:

\[
GR(A) = \frac{IG(A)}{-\sum_{j=1}^{v} (n_j / n) * \log_2 (n_j / n)}.
\]
Classifiers: There are a number of different classification algorithms such as tree-based approaches, neural networks, support vector machines, nearest-neighbor approaches, statistical procedures, and ensembles. Literature studies [7, 91] have shown that different classification algorithms may produce different performances. In this study, we use three different classifiers—C4.5, Naïve Bayes (NB), and Multi-Layer Perceptron (MLP), to build SQLI and XSS vulnerability predictors.

The reason for selecting these classifiers is that this study does not aim at achieving good prediction accuracies through the use of advanced classifiers. Rather, it aims to show that the proposed attributes can predict vulnerabilities in general, regardless of the type of classifier used. Therefore, we selected the classifiers that are standard and commonly used in literature [75, 91]. Their implementations are also readily available in Weka [163]. Different types of classifiers are used so that we can prove the predictive capability of our proposed attributes across classifiers. We shall show in Section 3.5 that our attributes can predict vulnerabilities using a simple classifier like Naïve Bayes, which is dependent on the naïve assumption that the attributes are independent. Naïve Bayes is useful as a baseline learning method for evaluating new set of attributes [163]. Therefore, sophisticated learning methods like ensembles can only further improve the performance. But, further improvements using advanced data mining algorithms are for future work.

C4.5 is a decision tree-based classifier that recursively partitions the training data by means of attribute splits at each node of the tree [115]. The splitting criterion is the information gain that results from choosing an attribute for splitting the data. Information gain is computed using the same equations shown above. To build a C4.5 model, we use the default parameter values set in Weka, which are:

```plaintext
code
confidenceFactor = 0.25;
minNumObj = 2;
umFolds = 3
```

The parameter `confidenceFactor` is used for pruning (smaller values incur more pruning). The parameter `minNumObj` defines the minimum number of instances per leaf. The parameter `numFolds` determines the amount of data used for reduced-error pruning. One fold is used for pruning, the rest for growing the tree.

To illustrate, C4.5 executing on the five sample attribute vectors collected from the slices of `HTML` sinks in Figure 3-1 (discussed in Section 3.2.3) results in a tree:

```plaintext
Propagate ≤ 0: Non-Vulnerable
Propagate > 0: Vulnerable
```
which can be interpreted as “a sensitive sink is vulnerable if the number of nodes classified as Propagate is more than 0”.

NB is a simple statistical classifier that estimates the posterior probability of each class of the target attribute (in our case, Vulnerable or Non-Vulnerable) based on the values of the training data so that a given module (in our case, a module is a sensitive sink) can be assigned to the class label with the highest probability. It follows Bayes’ theorem with the assumption that all attributes are conditionally independent. Bayes’ theorem is (given by Han et al. [53]):

\[
P(H / X) = \frac{P(H)P(X / H)}{P(X)}.
\]

where \( H \) is the hypothesis that an instance \( X \) is vulnerable (or not vulnerable). \( P(H / X) \) is the posterior probability that \( X \) is vulnerable (or not vulnerable) given the information of \( X \)’s attributes. \( P(H) \) is the prior probability that any given instance is vulnerable (or non-vulnerable) regardless of its attribute information. \( P(X) \) is the prior probability that any instance selected from a set of training instances has the same attribute information as \( X \). \( P(X / H) \) is the likelihood that a given instance has the same attribute information as \( X \) given that the instance is vulnerable (or not vulnerable). Like a C4.5 model above, to build a NB model, we use the default parameter values set in Weka, which are:

```
useKernelEstimator = False;
useSupervisedDiscretization = False;
```

Setting the parameter “useKernelEstimator” to ‘True’ would allow the NB model to use a kernel estimator for numeric attributes. But we use the default setting ‘False’ using instead a normal distribution. Likewise, setting the parameter “useSupervisedDiscretization” to ‘True’ would allow the NB model to use supervised discretization to convert numeric attributes to nominal ones. But again we use the default setting ‘False’.

MLP is a sophisticated classifier which depicts the neural network structure of the human brain:

![MLP Diagram]
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As shown above, an MLP consists of an input layer, one or more hidden layers, and an output layer. The attribute data of training instances are fed to the units in the input layer. Weighting, aggregation, and thresholding functions are then iteratively applied to the data propagated along the units in the layers to predict the class label of an instance which is presented in the output layer. Like the above models, to build a MLP model, we use the default parameter values defined in Weka, which are:

No. of hidden layer = 1;
No. of neurons per hidden layer = (no. of attributes + no. of classes)/2

Default settings are used since we are not interested in optimizing any particular classifier. Rather, our focus is to endorse the predictive capability of our proposed attributes using different types of classifiers with default or commonly-used settings. Naturally, our future research direction could well be to focus on such optimization works. Detailed information of these classification algorithms can be found in standard data mining books such as Han et al. [53] and Witten and Frank [163].

**Model Training and Testing:** We use stratified 5-fold cross validation for training and testing the selected classifiers. Cross validation method is used by many prediction studies [41, 90, 91, 138]. Studies recommend 10-fold due to its relatively low bias and variance [53, 163]. But, due to the small size of one of our datasets, we resort to 5-fold validation.

The data is randomly divided into five sets. A classifier is trained on four sets and then tested on the remaining set; iterating until each set has been served as the test set once. This process is repeated five times. The order of training and test set is randomized. As explained by Menzies et al. [91], isolating a test set from the training set conforms to hold-out test design which is important to evaluate the classifier’ capability to predict future vulnerabilities. This test design also overcomes the ordering effects [35] due to randomization. This is important to avoid a malignant increase in performance by a certain ordering of training and test data.

**Performance Measures:** To evaluate the vulnerability prediction models, we compute recall or probability of detection \(pd\), probability of false alarm \(pf\), precision \(pr\), accuracy \(acc\), and balance \(bal\). The definitions and equations of these measures are provided in our background chapter, Chapter 2.3.3. In an ideal situation, \(pd\) should be close to 1 and \(pf\) should be close to 0 such that the model neither misses many vulnerabilities nor throws many false alarms.
3.4 Prototype Tool and Dataset

This study concerns with two types of vulnerability prediction models—SQLI vulnerability prediction models and XSS vulnerability prediction models. However, as the data of our proposed attributes can be collected for any types of sinks, predictors for other application-level security vulnerabilities could be built as well.

The attribute vectors for HTML sinks and SQL sinks are collected from seven open source PHP-based web applications of varying sizes—GeccBBLite, SchoolMate, FaqForge, WebChess, Utopia News Pro, Yapig, and PhpMyAdmin, which can be downloaded from SourceForge [143].

All these benchmark applications have been used in evaluating major vulnerability detection approaches [61, 68, 160, 165]. Table 3-2 shows the information of these test subjects. It shows the PHP files from which the data of our proposed attributes are collected. It also shows the lines of code (LOC) of each test file. As shown in the last column of Table 3-2, their vulnerability information is known to public and accessible in various security advisories such as BugTraq [19].

For each sensitive sink in each PHP file, one attribute vector was collected. Every vector contains the data of our proposed attributes shown in Table 3-1. In the following, we explain the details of the method used to collect the data.

Since the data are to be collected from PHP-based programs, we implemented a data collection tool called PhpMiner. Its architecture is shown in Figure 3-2. Our prototype tool is based on an open source PHP code analysis tool called Pixy [61]. Pixy is a fully automated tool that tracks taint information flow in PHP programs. Given a PHP program, it generates control flow graph and provides data flow analysis of sensitive program points in the program. Slicer module uses Pixy’s definition/use APIs to compute backward static program slices of sensitive sinks according to the slicing algorithm given by Weiser [162]. Then, Classifier module classifies the nodes contained in the slices by statically analyzing the functions invoked or the operators used. PhpMiner handles over 300 PHP built-in functions and 30 PHP operators for classification. Attribute Collector module stores all the classifications made and finally, PhpMiner outputs an attribute vector for every sink.

Since Pixy identifies inputs and sensitive sinks based on the configuration files, in Pixy’s configuration, we defined the input sources of Client, File, Database, Session, and Uninit (un-initialized variables) so that Pixy could identify the input types classified by us. However, in order to differentiate the two sub-types of Database inputs—Text and Other, we needed to implement a database-schema analysis and a data flow analysis of Database inputs. Database-schema analysis
(database schema of the test subject is required) is carried out first to provide \textit{PhpMiner} with the classifications of \textit{Text} and \textit{Other} database table columns. Thereafter, whenever \textit{PhpMiner} finds \textit{Database} inputs in the PHP program under test, it uses data flow analysis to verify the column name or the column index of the database table being accessed. It then uses information provided by database-schema analysis to classify the input type. We also configured in \textit{Pixy} the two types of sensitive sinks: \textit{SQL} sink and \textit{HTML} sink. These analyses and functionalities are independently implemented in \textit{Input and Sink Identifier} module. The configurable nature of \textit{Pixy} allows us to define various types of sinks that are sensitive to different type of security vulnerabilities; and thus, \textit{PhpMiner} could support a variety of vulnerability predictors.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3-2.png}
\caption{Architecture of the prototype tool, \textit{PhpMiner}}
\end{figure}

Hence, like size and code complexity attributes [87], our proposed attributes can also be easily collected through an automated tool. As our technique only requires definition/use analysis on CFG, any other program analysis tool could also be used. Table 3-3 shows the 11 datasets collected by \textit{PhpMiner} using a Pentium 3.4GHz 4GBRAM Windows XP machine. The first seven datasets are collected from slices of \textit{HTML} sinks and the last four datasets are collected from slices of \textit{SQL} sinks (we did not use datasets of \textit{SQL} sinks for some applications as we do not have sufficient data labeled with SQLI vulnerability information). The complete package of collected
datasets, the detailed workings of PhpMiner, and the PHP built-in functions handled by the tool are provided in the author’s website [116].

Table 3-2. Statistics of the test subjects used

<table>
<thead>
<tr>
<th>Test Subject</th>
<th>Description</th>
<th>Test File</th>
<th>LOC</th>
<th>Security Advisories</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeccBBLite 0.1</td>
<td>A simple bulletin board</td>
<td>index.php, leggi.php, rispondi.php, scrivi.php</td>
<td>93</td>
<td>BugTraq-35449</td>
</tr>
<tr>
<td>SchoolMate 1.5.4</td>
<td>A tool for school administration</td>
<td>index.php</td>
<td>8145</td>
<td>groups.csail.mit.edu/pag/ardilla/</td>
</tr>
<tr>
<td>FaqForge 1.3.2</td>
<td>Document creation and management tool</td>
<td>index.php, admin/index.php</td>
<td>790</td>
<td>Bugtraq-43897</td>
</tr>
<tr>
<td>WebChess 0.9.0</td>
<td>Online chess game</td>
<td>mainmenu.php, chess.php</td>
<td>2205</td>
<td>Bugtraq-43895</td>
</tr>
<tr>
<td>Utopia News Pro 1.1.4</td>
<td>News management system</td>
<td>index.php, login.php, postnews.php, users.php</td>
<td>1294</td>
<td>BugTraq-15028</td>
</tr>
<tr>
<td>Yapig 0.95b</td>
<td>Image gallery</td>
<td>view.php</td>
<td>4748</td>
<td>BugTraq-413255</td>
</tr>
<tr>
<td>PhpMyAdmin 2.6.0-pl2</td>
<td>A tool for handling MySQL database operations</td>
<td>select_server.lib.php, left.php</td>
<td>89</td>
<td>PMASA-2005-01, PMASA-2005-05</td>
</tr>
</tbody>
</table>

Table 3-3. Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#HTML sinks</th>
<th>#Vuln. Sinks (%Vuln.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>geccblle-html</td>
<td>20</td>
<td>10 (50%)</td>
</tr>
<tr>
<td>schoolmate-html</td>
<td>172</td>
<td>138 (80%)</td>
</tr>
<tr>
<td>faqforge-html</td>
<td>115</td>
<td>53 (46%)</td>
</tr>
<tr>
<td>webchess-html</td>
<td>73</td>
<td>22 (30%)</td>
</tr>
<tr>
<td>utopia-html</td>
<td>74</td>
<td>17 (23%)</td>
</tr>
<tr>
<td>yapig-html</td>
<td>21</td>
<td>6 (29%)</td>
</tr>
<tr>
<td>myadmin-html</td>
<td>58</td>
<td>16 (28%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#SQL sinks</th>
<th>#Vuln. Sinks (%Vuln.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>geccblle-sql</td>
<td>9</td>
<td>4 (44%)</td>
</tr>
<tr>
<td>schoolmate-sql</td>
<td>189</td>
<td>152 (80%)</td>
</tr>
<tr>
<td>faqforge-sql</td>
<td>42</td>
<td>17 (40%)</td>
</tr>
<tr>
<td>webchess-sql</td>
<td>53</td>
<td>24 (45%)</td>
</tr>
</tbody>
</table>

3.5 Evaluation

This section investigates our research hypothesis (H1) that our proposed static code attributes can predict vulnerabilities.

The three selected classifiers are implemented in Weka [163]. To evaluate our vulnerability prediction framework, we configured the desired classifier and the data sampling mode (5-fold cross validation) in Weka, provided the dataset, and ran Weka on a Pentium 3.4GHz 4GBRAM
Windows XP machine. Each classifier was run on the datasets of HTML sinks and SQL sinks. Both C4.5 and NB classifiers took less than a second to complete each run whereas MLP classifier took nearly a minute to complete each run. For each run, Weka outputs the prediction results in a confusion matrix like the one shown in Figure 2-3. Performance measures are computed from each confusion matrix. Figure 3-3a shows the performance measures of each classifier run on the datasets of HTML sinks. Figure 3-3b shows the performance measures of each classifier run on the datasets of SQL sinks. The results are discussed in the following sub-section.

Note that in this study, we do not intend to compare the performances of different types of classifiers; instead we focus on how useful the proposed static code attributes are for predicting web application vulnerabilities. Therefore, we did not compare the performance among classifiers using suitable statistical tests such as Friedman test suggested by Demšar [30].

3.5.1 Result and Discussion

Overall, our vulnerability predictors achieved outstanding results. As shown in Figure 3-3, the MLP model was our best predictor based on the average results. For predicting XSS vulnerabilities, on average, the MLP model achieved \(pd = 84\%\) and \(pf = 15\%\). For predicting SQLI vulnerabilities, on average, it achieved \(pd = 97\%\) and \(pf = 18\%\). We observed that in the latter case, the MLP model performed better in terms of \(pd\); on the other hand, it also produced higher false alarm rates (3% higher) than the former case. The C4.5 model also produced good results on both XSS and SQLI vulnerability predictions. Although the NB model performed the worst among the three models, it still detected \(~80\%\) of SQLI vulnerabilities and \(~70\%\) of XSS vulnerabilities. Its relatively high false alarm rates could be due to some redundant attributes or some relations that might exist among the proposed static code attributes. Both of these issues are known to hurt NB classifier’s performance because of its strong independence assumptions [163].

In recent defect prediction and vulnerability prediction studies [75, 90, 91, 92, 101, 138, 149], predictors with the results of \(pd \geq 70\%\) and \(pf \leq 25\%\) have generally been benchmarked. Therefore, to provide a comparison point, we used Wilcoxon signed-rank test to compare the results of our best predictor (MLP) with a benchmark result \((pd, pf) = (71\%, 25\%)\). This statistical method is suitable for pair-wise comparison of prediction models because it does not assume normal distributions and is less susceptible to outliers due to the use of ranked performances rather than performance means [96]. In terms of \(pd\), our best predictor achieved statistically better results than the benchmark \(pd\) result of 71\% (significant at 99\%). However, in terms of \(pf\), our predictor
was neither statistically better nor worse. This is mainly due to the high $pf$ resulting from the test on `geccbblite-html`.

As shown in Figure 3-3, the MLP and C4.5 models achieved $acc \geq 85\%$ and $pr \geq 80\%$. These results can be interpreted as at least 8 out of 10 cases are correctly predicted and at least 8 out of 10 vulnerable cases reported by our predictors are worth investigating for security audits. Although we did not compare the results directly, in general, these results are better than the results reported by static-analysis-based vulnerability detection approaches such as [61, 82, 165], which are known for low precision [68]. For example, Xie and Aiken’s experiments [165] reported
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**Figure 3-3. Classification results of (a) XSS vulnerability predictors (b) SQLI vulnerability predictors, built from static code attributes.**
15 false warnings for database configuration variables and information derived from database queries and configuration settings, which are actually benign. Pixy [61] also reported 47 false alarms (~50% of total reports) due to the use of regular expressions, “if”-constructs, and file includes. Since we re-used some of the test subjects used in their experiments, we observed that most of the above cases were appropriately handled by our predictors. This is because our predictors learned from those coding patterns causing vulnerabilities and applied the knowledge in predicting new instances. The advantage of data miners is that if there are sufficient sample data containing consistent information, they can be easily updated (i.e., re-trained).

However, our predictors are not without flaws. In the experiments, we encountered cases that they may not appropriately handle. We observed that regular expressions are commonly used in web applications for both input validation and sanitization purposes. But as observed by Jovanovic et al. [61] and Xie and Aiken [165], these expressions are often used incorrectly. For example, see a case from Utopia News Pro\users.php (reported by Xie and Aiken [165]):

```php
1 if( !eregi('[0-9]+', $userid) ) {
2      unp_msgBox('Invalid user ID!');
3      exit;
4}
5 $getuser = $DB->query("SELECT * FROM `unp_user` WHERE userid='$userid'");
```

In the above case, the regular expression “[0-9]+” was erroneously used to validate $userid as a number. The expression in fact only checks for the existence of a number. Our predictors work well as long as developers consistently make similar mistakes (because, assuming other attributes are irrelevant, the predictor would classify an instance as vulnerable if there is regular-expression-based-matching). But when such mistakes become rare, there is a danger of high false alarm rates. This is because, as predictors are trained on past data, they inherently struggle when the instance to be predicted is represented with inconsistent data. Intuitively, this problem can be alleviated by more precise classification methods. For example, we could refine the abstracted classification of regular-expression-based matching (Regex-match) with more in-depth classifications such as regular-expression-based all-numeric-check, regular-expression-based HTML-tags-check, etc. However, this task shall require complex program analysis techniques.
To perform data reduction, in *Weka*, for each dataset, we ran the gain ratio attribute evaluator. The frequencies of the top eight attributes ranked by the evaluator are shown in Figure 3-4. As experienced by Menzies et al. [91], different datasets selected different sets of best 8 attributes, except for some repeatedly selected attributes such as *SQL*, *Text-database*, and *Propagate*. That explains the total of 19 (out of available 27) “best” attributes selected by 11 datasets.

Using these best attributes, we investigated whether there are any redundant attributes that we could omit to improve a classifier’s performance. We re-ran the above 5-fold cross validation process on the same datasets in *Weka* but using only the best 3, 5, or 8 attributes. Then, we computed the *balance* results of each classifier. The results are plotted in Figure 3-5. Again, we used Wilcoxon signed-rank test to report if a classifier built with best 3, 5, or 8 attributes is statistically better than the same classifier built with all attributes.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>#</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQL</td>
<td>9</td>
<td>82</td>
</tr>
<tr>
<td>Text-database</td>
<td>9</td>
<td>82</td>
</tr>
<tr>
<td>Propagate</td>
<td>8</td>
<td>73</td>
</tr>
<tr>
<td>Uninit</td>
<td>7</td>
<td>64</td>
</tr>
<tr>
<td>Null</td>
<td>7</td>
<td>64</td>
</tr>
<tr>
<td>Size</td>
<td>7</td>
<td>64</td>
</tr>
<tr>
<td>Database</td>
<td>6</td>
<td>55</td>
</tr>
<tr>
<td>Match</td>
<td>6</td>
<td>55</td>
</tr>
<tr>
<td>Un-taint</td>
<td>6</td>
<td>55</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>55</td>
</tr>
<tr>
<td>Session</td>
<td>4</td>
<td>36</td>
</tr>
<tr>
<td>HTML</td>
<td>4</td>
<td>36</td>
</tr>
<tr>
<td>Containment</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>Custom</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>Client</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Regex-match</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>XSS-sanitization</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Encryption</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Replacement</td>
<td>1</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure 3-4. Best attributes selected by *Weka*’s gain ratio ranker for the 11 datasets shown in Table 3-3.
In Figure 3-5a, there are noticeable upward shifts in the lower and/or upper quartiles for best 3, 5, or 8 attributes compared to all attributes. That is, the NB model achieved more performance increases over the 11 datasets when built with best 3, 5, or 8 attributes instead of all attributes. Information provided by some attributes might have hurt the NB model built with all attributes. This result, however, validates the findings by Hall and Holmes [51] and Lessmann et al. [75] that data preprocessing activities such as feature selection could improve simple classifiers like NB classifier.

Even so, our Wilcoxon tests reveal that the improvements of the NB model were statistically insignificant. Similarly, although there are more performance increases over the 11 datasets for the MLP model built with best 5 attributes (Figure 3-5c), improvements were statistically insignificant. In fact, the C4.5 and MLP models’ performances decreased more over the 11 datasets when built with best 3 or 8 attributes (Figure 3-5b and Figure 3-5c). Performance degradation for the MLP model built with best 8 attributes (compared to the MLP model built with all attributes) was statistically significant at 95%.

In summary, from these results, we can conclude that:

- The proposed static code attributes are useful indicators of web application vulnerabilities, supporting our hypothesis $H1$.
- Even though some attributes might be irrelevant or redundant for some classifiers or for different datasets, in general, it is better to use all the proposed attributes.
3.5.2 Threats to Validity

Our experiments, like every data mining experiments, may suffer from data sampling bias. Our predictors were trained using data from a set of applications which are all vulnerable to multiple SQLI or XSS vulnerabilities. However, all applications except GeccBBLite are real-world projects developed by professionals rather than novices or students. And these applications have been tested and verified for required functionalities before their releases. As such, we believe that our results are applicable to real-world applications.

Our classification schemes may not always be adequate for all cases. For example, functions such as similar_text are classified as Un-taint based on our observations of many web applications; however, it is possible that some sophisticated attackers may make use of the information returned from such functions to generate successful security attacks. However, the advantage of using data miners is that when such cases become significant, they can be easily re-trained with newly reported vulnerability information to become aware of similar cases in future.

Data sampling procedure might also affect the generalization of the experiment results. We used cross-validation method which is a well-established approach for data mining experiments. Weka also provides split-sample set up which has been used by some other prediction studies [7, 75, 149, 170]. We ran our experiments with this setup as well. However, since the differences between the results are minimal, we resorted to using only one data sampling method.

We used normalization technique to preprocess our data. But, there are many other data preprocessing methods such as logarithmic data filtering which might produce different results. Likewise, there are various attribute selection methods investigated in literature [41, 51]. We used information gain ratio technique. But, a different method might select different subset of attributes and alter the results. The choice of classifiers might also affect our empirical study because classification algorithms we used may over-fit or under-fit the datasets. We have used 3 classifiers with different learning models to avoid this bias. Interested researchers may try data mining methods different from our current setup or use more data mining activities in order to validate or improve our results.

For all the above threats, the best way to prove or refute our claims and results is to replicate our experiments. Researchers could do so since we have clearly defined our experiment methods and we also provide the datasets used in the experiment and the tool used to collect the data in our website [116].
3.6 Conclusion

In this chapter, we classified the types of inputs and sinks that may cause SQLI and XSS attacks. The types of input validation and sanitization methods that are commonly applied to inputs to avoid security issues are also classified. Consequently, static code attributes that reflect these classification schemes are proposed. For each sensitive sink in a web program, the static attribute vectors are extracted from the backward static program slice of the sink. Vulnerability prediction models are then built from the extracted information and the available vulnerability information.

We conducted experiments on a set of PHP-based web applications to investigate our hypothesis that the proposed static code attributes are important indicators of SQLI and XSS vulnerabilities. In the experiments, our best prediction model predicted SQLI and XSS vulnerabilities with the accuracy of $pd \geq 84\%$ and $pf \leq 15\%$ and thus, the results supported our hypothesis.

We do not claim that vulnerability prediction method is the replacement of existing vulnerability detection approaches because, in theory, predictors could only provide probabilistic remarks based on past data. But since our static attributes can be easily collected by simple static analysis techniques, the proposed method offers an alternative and cheap way of mitigating security vulnerabilities in web applications.
Chapter 4

SUPERVISED AND UN-SUPERVISED VULNERABILITY PREDICTION FROM HYBRID CODE ATTRIBUTES

In Chapter 3, we proposed a set of static code attributes that characterize input validation and input sanitization code patterns. And we showed that some of the proposed static attributes are significant predictors of web application vulnerabilities related to SQL injection and cross site scripting. However, we still have works left to do to further improve or enhance the usefulness of our predictors. There are two main problems associated with the static analysis-based predictors presented in Chapter 3—(1) as the analysis being static, the predictors might be limited in terms of the prediction accuracy they can yield (the predictive capability of these attributes is dependent on the precision of the classifications of input validation and sanitization code patterns); (2) being a supervised learning based approach, its effectiveness is dependent on the availability of sufficient training data labeled with manually checked security vulnerabilities.

Static attributes have the advantage of reflecting general properties of a program. Yet, dynamic attributes collected from execution traces may reflect more specific code characteristics that are complementary to static attributes. Therefore, dynamic analysis can help improve the accuracy of our current static predictors. But, this would come at the expense of an additional dynamic analysis framework, which is generally difficult to adopt. Nevertheless, dynamic analysis would address our first problem above and would be useful for those who prioritize prediction accuracy.

To address the second problem, we incorporate an un-supervised learning method, cluster analysis, into our vulnerability prediction framework and present techniques that achieve acceptable prediction accuracy so that the predictors are still useful in the absence of labeled training data. In existing vulnerability prediction studies, supervised learning methods are

---

generally used. We have no knowledge of vulnerability prediction models built using un-supervised learning methods.

Hence, in this chapter, we address the above two limitations and provide a more extensive empirical study than that of our work presented in Chapter 3. On top of our original static analysis framework, we introduce a pattern mining approach based on dynamic analysis that classifies input validation and sanitization functions through the systematic execution of these functions and the analysis of their execution traces. We also use both supervised learning methods and unsupervised learning methods to build vulnerability predictors and determine the effectiveness of the predictors with and without labeled training data, respectively.

Contributions and Results

- We propose a set of hybrid attributes based on static analysis and dynamic analysis, characterizing common input sanitization and input validation code patterns.
- We modify our prototype tool *PhpMiner* presented in Chapter 3 to include dynamic analysis functionalities so that it extracts the proposed hybrid (static and dynamic) attributes from PHP programs.
- We build prediction models from hybrid attributes using both classification and cluster analysis techniques in order to predict vulnerabilities, in the presence or absence of labeled training data, respectively.
- In our experiments across six PHP applications, our new supervised vulnerability predictors based on hybrid attributes achieved, on average, 90% recall and 85% precision, that is a sharp increase in recall when compared to static analysis-based predictions. Though not nearly as accurate, our un-supervised predictors based on clustering achieved, on average, 76% recall and 39% precision, thus suggesting they can be useful in the absence of labeled training data.

This chapter is organized as follows. Section 4.1 proposes the hybrid code attributes. Section 4.2 defines the two hypotheses to be investigated in this chapter. Section 4.3 presents our vulnerability prediction framework. Section 4.4 explains the workings of our prediction approach with an example. Section 4.5 describes our prototype tool and the datasets collected for experiments. Section 4.6 evaluates our proposed vulnerability prediction framework. Section 4.7 concludes this chapter.
4.1 Hybrid Code Attributes

From our observations of many web applications, good security defense schemes are typically functions implemented independently from the main function of the program. And such functions typically consist of a sequence of string functions and operations designed to cleanse the inputs. In Chapter 3, we statically analyzed each individual program statement and extracted properties related to security in an isolated manner. The analysis was basically statement-based. In this chapter, we aim to broaden the analysis to both statement-based and function-based because it would allow predictors to learn of the good and the bad customized security functions implemented or adopted, thereby enhancing the prediction capability. In the following, we present the analysis method and propose the hybrid attributes.

Data dependence graph: Our unit of measurement is a sink. A sink is a node in a control flow graph of a web program that may cause SQLI or XSS attacks. Basically, a sink represents a program statement that interacts with a database (denoted as SQL sink) or web client (denoted as HTML sink). Given a sink $k$, we compute its data dependence graph ($DDG_k$) using data flow analysis. The graph provides reachable definitions for the variables used in the sink, that is, it contains the nodes on which the sink is data dependent [34]. As such, any input validation and sanitization operations implemented for the sink $k$ can be found in the nodes in $DDG_k$.

In Chapter 3, we used backward static program slice to measure the properties of the sink related to security. But, in our experiments presented in Chapter 3, we observed that there are noises affecting the accuracy of the predictors (we found many nodes unrelated to vulnerability in program slices). This is mainly because program slice of a sink includes all nodes (all control dependent and data dependent nodes) that influence the sink [162]. For example, see the code snippet shown in the following.

```plaintext
1  $errmsg = $_GET['err_msg'];
2  $id = htmlspecialchars($_GET['id']);
3  if($id == null)
4    $error = 1;
5  if ($error == 1)
6    echo $errmsg;
```

The slice of HTML sink 6 consists of all the statements above in which statement 2 invokes a language-provided XSS-sanitization method. This might confuse the predictor in predicting the vulnerability of the sink because, regardless of the presence of an XSS sanitization function in the slice, the sink is still vulnerable. On the other hand, the data dependence graph of sink 6 only
consists of statement 1 and statement 6 and hence, noisy statements such as statements 2-5 are not included. But, this scenario could also be reversed as there is a possibility that such statements are important indicators of vulnerability instead of noises. Hence, we do not conclude that using data dependence graph is definitely better than using program slice. But, empirically, we achieved better results using data dependence graph in our overall experiments (on datasets used in both Chapter 3 and Chapter 4). Therefore, we preferred the use of data dependence graph in this chapter.

Hence, instead of nodes in a slice, here, we classify the nodes in $DDG_k$ according to their security-related properties, and then we capture these classifications in a set of static-dynamic hybrid code attributes on which vulnerability predictors are to be built. Most of the static code attributes presented and used in Chapter 3 are re-used in this chapter, but some of those attributes are omitted because we now classify some functions and operations, such as string replacement, using dynamic analysis for better accuracy.

To classify nodes in $DDG_k$, we use a hybrid approach that combines static analysis and dynamic analysis techniques. From the language built-in functions that have specific security purposes (e.g., `addslashes`), the language operators (e.g., string concatenation operator “.”), or the predefined language parameters (e.g., `$_GET`) used in a given node $n$ in $DDG_k$, $n$ is classified statically. But it is classified dynamically if it invokes user-defined functions or some built-in functions such as string replacement and string matching functions. As a control flow node $n$ may contain a variety of program operations, there may be multiple classifications for $n$. We shall address the attributes on which the classification schemes will rely as hybrid attributes. The attributes are listed in Table 4-1 and presented next.

**Static analysis-based classification:** Some of the language built-in functions and operations can be precisely classified from their static properties or specific purposes. The classification can be carried out by simply checking the properties of the function or operation. Attributes 1-15 in Table 4-1 characterize the functions and operators to be classified statically. As these attributes are the same as those presented and used in Chapter 3, we shall only briefly review them.
Table 4-1. Static-dynamic hybrid attributes

<table>
<thead>
<tr>
<th>Attribute ID</th>
<th>Attribute Name</th>
<th>Description</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Static analysis attributes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Client</td>
<td>The number of nodes that access data from HTTP request parameters</td>
<td>Numeric</td>
</tr>
<tr>
<td>2</td>
<td>File</td>
<td>The number of nodes that access data from files</td>
<td>Numeric</td>
</tr>
<tr>
<td>3</td>
<td>Database</td>
<td>The number of nodes that access data from database</td>
<td>Numeric</td>
</tr>
<tr>
<td>4</td>
<td>Text-database</td>
<td>Boolean value ‘TRUE’ if there is any text-based data accessed from database; ‘FALSE’ otherwise</td>
<td>Boolean</td>
</tr>
<tr>
<td>5</td>
<td>Other-database</td>
<td>Boolean value ‘TRUE’ if there is any data except text-based data accessed from database; ‘FALSE’ otherwise</td>
<td>Boolean</td>
</tr>
<tr>
<td>6</td>
<td>Session</td>
<td>The number of nodes that access data from persistent data objects</td>
<td>Numeric</td>
</tr>
<tr>
<td>7</td>
<td>Uninit</td>
<td>The number of nodes that reference un-initialized program variable</td>
<td>Numeric</td>
</tr>
<tr>
<td>8</td>
<td>SQLI-sanitization</td>
<td>The number of nodes that apply standard sanitization functions for preventing SQLI issues</td>
<td>Numeric</td>
</tr>
<tr>
<td>9</td>
<td>XSS-sanitization</td>
<td>The number of nodes that apply standard sanitization functions for preventing XSS issues</td>
<td>Numeric</td>
</tr>
<tr>
<td>10</td>
<td>Numeric-casting</td>
<td>The number of nodes that type cast data into a numeric type data</td>
<td>Numeric</td>
</tr>
<tr>
<td>11</td>
<td>Numeric-type-check</td>
<td>The number of nodes that perform numeric data type check</td>
<td>Numeric</td>
</tr>
<tr>
<td>12</td>
<td>Encoding</td>
<td>The number of nodes that encode data into a certain format</td>
<td>Numeric</td>
</tr>
<tr>
<td>13</td>
<td>Un-taint</td>
<td>The number of nodes that return predefined information or information not influenced by external users</td>
<td>Numeric</td>
</tr>
<tr>
<td>14</td>
<td>Boolean</td>
<td>The number of nodes which invoke functions that return Boolean value</td>
<td>Numeric</td>
</tr>
<tr>
<td>15</td>
<td>Propagate</td>
<td>The number of nodes that propagate the tainted-ness of an input string</td>
<td>Numeric</td>
</tr>
<tr>
<td><strong>Dynamic analysis attributes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Numeric</td>
<td>The number of nodes which invoke functions that return only numeric, mathematic, or dash characters</td>
<td>Numeric</td>
</tr>
<tr>
<td>17</td>
<td>LimitLength</td>
<td>The number of nodes that invoke string-length limiting functions</td>
<td>Numeric</td>
</tr>
<tr>
<td>18</td>
<td>URL</td>
<td>The number of nodes that invoke path-filtering functions</td>
<td>Numeric</td>
</tr>
<tr>
<td>19</td>
<td>EventHandler</td>
<td>The number of nodes that invoke event handler filtering functions</td>
<td>Numeric</td>
</tr>
<tr>
<td>20</td>
<td>HTMLTag</td>
<td>The number of nodes that invoke HTML tag filtering functions</td>
<td>Numeric</td>
</tr>
<tr>
<td>21</td>
<td>Delimiter</td>
<td>The number of nodes that invoke delimiter filtering functions</td>
<td>Numeric</td>
</tr>
<tr>
<td>22</td>
<td>AlternateEncode</td>
<td>The number of nodes that invoke alternate character encoding filtering functions</td>
<td>Numeric</td>
</tr>
<tr>
<td><strong>Target attribute</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Vulnerable?</td>
<td>Indicates a class label—Vulnerable or Non-vulnerable</td>
<td>Boolean</td>
</tr>
</tbody>
</table>

Depending on the nature of sources, we categorize the inputs into seven types as explained by attributes 1-7 in Table 4-1. Attributes 8-13 basically involve language built-in functions and
operators that could be used in input validation and sanitization procedures. Attribute 8 and 9 correspond to language-provided SQLI and XSS sanitization routines respectively. Attribute 10 involves type casting built-in functions or operations (e.g., \$a = (double) \$b/\$c) that cast the input string into a numeric type data. Attribute 11 corresponds to language-provided numeric data type checking functions (e.g., is_numeric). Attribute 12 corresponds to encoding functions. An input variable may be properly sanitized using encoding functions (e.g., \&lt;a href=
'login.php?name='.urlencode(input)\&gt;). Attribute 13 matches to functions or operations that return predefined information or information not extracted from the input string (e.g., mysql_num_rows).

The attribute Boolean is a new static code attribute we introduce in this chapter. It is included as a type of validation and sanitization because a Boolean value returned from a (user-defined or built-in) function is definitely safe for use in a sink. And such a function can be classified statically by checking its function protocol.

Clearly, nodes in DDG_k may also include ordinary operations that do not serve any security purpose and that just propagate the tainted data. Therefore, functions and operations that are not classified as any of the rest of types via either static analysis or dynamic analysis (discussed in the following) are classified into the attribute Propagate.

**Dynamic analysis-based classification:** When a node invokes a user-defined function or a language built-in string replacement/matching function (such as str_replace), the type or purpose of the function cannot be easily inferred from static analysis. Since inputs to web applications are naturally strings, string replacement/matching functions are generally used to implement input validation and sanitization procedures. A good security function generally consists of a set of string functions that allow only valid strings or filter unsafe strings. A filtering action entails character removal or escaping.

In Chapter 3, we simply characterized such string functions with attributes such as Match (e.g., strcmp) and Regex-replacement (e.g., preg_replace). This is too general and our static code attributes could not discriminate correct and incorrect string functions (e.g., it treats regular expression-based string replacement functions as either correct or incorrect). Hence, to improve the accuracy of classification, in this chapter, dynamic analysis is used if a node in DDG_k invokes a user-defined function or a language built-in string replacement/matching function. The dynamic analysis attributes are defined as follows:

1) **Numeric:** functions that return only numeric, mathematic, and/or dash ‘-’ characters (e.g., functions that validate inputs such as mathematic equations, postal code, or credit card number).
2) LimitLength: functions that limit the length of an input string to a specified number.
3) URL: functions that filter directory paths or URLs (e.g., `<a href src='www.hack.com/hack.js'>`).
4) EventHandler: functions that filter event handlers such as `onload`.
5) HTMLTag: functions that filter HTML tags (e.g., strings between `<` and the first white space or `>`).
6) Delimiter: functions that filter delimiters which could disrupt the syntax of intended HTML documents or SQL queries (e.g., string-delimiters such as single quote and double quote; comment-delimiters such as `/*`, `#`, `//`, and `--`; and some other special characters such as parenthesis, semi-colon, backslash, null byte, and new line).
7) AlternateEncode: functions that filter alternate character encodings (e.g., `char(0x27)`).

Note that though the dynamic attribute `Numeric` is similar to static analysis attributes 10 and 11 (Table 4-1), those two attributes characterize the nodes that invoke language-built-in-specific numeric type casting operations and numeric type checking functions, respectively.

We believe that the above attributes reflect the types of input validation and sanitization methods that are commonly used to prevent SQLI or XSS attacks. Clearly, a user-defined function or a string replacement/matching function may correspond to more than one attribute. If a function corresponds to attributes $A$ and $B$, then, both the values of $A$ and $B$ are to be incremented (if $A$ and $B$ are numeric attributes). In detail, (1) we maintain seven sets of test inputs derived from XSS and SQLI cheat sheets provided by OWASP [107, 109] and RSnake [118, 119]. These two security specialists provide a comprehensive coverage of XSS and SQLI attack vectors that could filter many types of input validation and sanitization routines. Each set of test inputs (denoted as `test-attr-set`) tests for each dynamic analysis attribute (e.g., a test input `<p>test</p>` tests for attribute `HTMLTag` as it could discriminate functions that accept or reject HTML tags); and (2) for a `test-attr-set` $T$ that tests for an attribute $A$, we execute the concerned function with a test input $t_1$ from $T$ and check if the function corresponds to $A$ by analyzing the function output. If the function cannot be classified as $A$, we choose a different test input $t_2$ and repeat the process until it is classified as $A$ or all the test inputs from $T$ have been used; (3) step 2 is iterated for all the seven `test-attr-sets`, each set testing for each dynamic analysis attribute.

Not all function arguments are associated with user inputs. Some arguments are assigned with literal values in the program. Such literal arguments can be easily identified from the nodes in $DDG_k$. Test inputs are only assigned to arguments that are derived from user inputs and literal arguments are assigned with their own literal values extracted using data flow analysis. More than
one value is also possible for a literal argument if there are conditional branches. It is logical as the same function can be used to sanitize a variable differently depending on the program path along which the variable is propagated. For each possible value of a literal argument, we repeat the above dynamic classification process. As explained, we expect some functions to match multiple classifications.

Attributes 16-22 in Table 4-1 represent the dynamic analysis-based classifications presented above. We shall provide more details on the classification methods in our example section, Section 4.4.

**Target attribute:** The last attribute *Vulnerable?* is the target attribute which is used to indicate the class label to be predicted.

**Attribute vector:** The attribute vector representation is the same as that described in Chapter 3. Except, here we propose 23 hybrid attributes. Hence, every sink is characterized by a 23-dimensional attribute vector. The value of each attribute in that vector is either numeric or Boolean. As shown in Table 4-1, 20 attributes are numeric and 3 attributes are Boolean.

### 4.2 Research Hypotheses

In this section, we investigate the two research hypotheses presented in the following.

Our first goal is to build accurate supervised vulnerability prediction models from the hybrid attributes presented earlier. This leads to our first hypothesis (*H1*): Given a sufficient sample of vulnerability data, classifiers learned from such data are accurate at vulnerability predictions.

Hence, if *H1* is true, we would see high recall rates and low false alarm rates from the prediction models built from hybrid attributes. We should also expect that the model built from these hybrid attributes generally performs better than the one built from the static attributes alone.

Our second goal is to build vulnerability prediction models that work in the absence of sufficient labeled data. Although classifiers can be effective, a sufficient number of instances with known vulnerability information is required to train a classifier. It is usually tedious and labor-intensive to tag many instances with vulnerability labels. Sometimes, the vulnerability information is not even yet known. In such situations, supervised training (i.e., where training instances need to be labeled with vulnerability information) is simply not feasible.

Cluster analysis, on the other hand, is a type of un-supervised learning methods in which no class label is required for training with instances. Intrusion detection studies such as Portnoy et al. [113] and Thamaraiselvi et al. [146] have shown that cluster analysis could identify numerous
anomalies (intrusions in their context) based on the two assumptions that (1) normal instances are much more frequent than anomalies and (2) anomalies have characteristics different from normal instances. If, in our context, the same two assumptions hold, cluster analysis could be used for identifying vulnerable sinks as well. This leads to our second hypothesis ($H2$): Vulnerable sinks can be distinguished from non-vulnerable sinks based on the hybrid attributes proposed above.

If $H2$ is true, we would observe that cluster analysis on the unlabeled instances containing the data of hybrid attributes can predict vulnerabilities. Hence, when classification-based vulnerability prediction models are not a feasible option, our approach also includes making use of clustering for building vulnerability prediction models from the hybrid attributes when the above assumptions are met.

## 4.3 Vulnerability Prediction Framework

### 4.3.1 Data Preprocessing

**Normalization:** Like in Chapter 3, we use min-max normalization to standardize our data (we use the same scale of zero to one) and to avoid attribute biasing. Especially in the context of cluster analysis where similarity measurement combines multiple attribute scales, attributes with large-scale values could influence the predictor and affect its prediction accuracy.

**Principal component analysis:** Principal component analysis (PCA) is a useful technique to identify linearly uncorrelated dimensions in a large datasets with possibly many inter-correlated attributes. Multivariate data mining and statistical techniques used to build classifiers, such as logistic regression, see their performance negatively impacted in the presence of numerous inter-correlated attributes. PCA results in a new set of attributes (principal components), each of which is a linear combination of some of the original attributes. The number of principal components is usually much smaller.

### 4.3.2 Building Supervised Vulnerability Predictors

**Classifiers:** Classification is a type of supervised learning methods because the class label of each training instance has to be provided. In our experiments in Chapter 3, Multi-Layer Perceptron (MLP) performed better than the other two classifiers—Naïve Bayes and C4.5. Therefore, in this work, we shall re-use MLP and also try a very different classification algorithm called Logistic Regression (LR) in an attempt to further explore more data mining algorithms and optimize
accuracy. Hence, we shall build LR and MLP models for this experiment. These classifiers were ranked as among the top classifiers in recent studies [75].

We have discussed the workings of an MLP in Chapter 3. For the values of parameters used in MLP, we use the same settings used in Chapter 3, which are defaults set by Weka:

\[
\text{No. of hidden layer} = 1; \\
\text{No. of neurons per hidden layer} = \frac{(\text{no. of attributes} + \text{no. of classes})}{2}
\]

Logistic Regression is a type of statistical regression models. It can be used to predict the outcome of a dependent variable (in our case, the target attribute Vulnerable?) based on a set of predictor variables (static and dynamic analysis attributes). The equations of Logistic Regression are given by Cessie and Houwelingen [22] as shown in the following:

If there are \( c \) classes for \( n \) instances with \( m \) attributes, the parameter matrix \( B \) to be calculated will be an \( m \times (c-1) \) matrix.

The probability for class \( j \) with the exception of the last class is:

\[
P_j(X_i) = \frac{\exp(X_i \cdot B_j)}{\left(\sum_{j=1}^{c-1} \exp(X_i \cdot B_j)\right) + 1}
\]

The last class has probability:

\[
1 - \left(\sum_{j=1}^{c-1} P_j(X_i)\right) = \frac{1}{\left(\sum_{j=1}^{c-1} \exp(X_i \cdot B_j)\right) + 1}
\]

The (negative) multinomial log-likelihood is thus:

\[
L = -\sum_{i=1}^{n}\left[\sum_{j=1}^{c-1} \{Y_{ij} \cdot \ln(P_j(X_i)) + \ln(1 - \sum_{j=1}^{c-1} P_j(X_i))\} \right] + \text{ridge} \times (B^T)
\]

In order to find the matrix \( B \) for which \( L \) is minimized, a Quasi-Newton Method is used to search for the optimized values of the \( m \times (c-1) \) variables.

To build a LR model using Weka, it is required to set the two parameters—maxIts and ridge. The parameter maxIts defines the maximum number of iterations to perform. The parameter ridge is an estimator used in the log-likelihood. Again, like the MLP model, we use the default values in Weka which sets maxIts to -1 meaning the iteration is continued until the attribute-class weights are fully optimized. The value of ridge is set as \( 1 \times \exp(-8) \).

As also discussed in Chapter 3, we do not fine tune the parameter values in an attempt to optimize any particular classifier since our focus is to rather endorse the predictive capability of our proposed attributes using different types of classifiers with default or commonly-used settings. Further details about these classification techniques can be found in Witten and Frank [163].

**Training and testing:** As we aim to conduct more comprehensive experiments, we chose the test subjects with relatively larger datasets than those used in Chapter 3. Hence, for data sampling,
we are able to use recommended [53, 163] and commonly-used [41, 90, 91, 138, 141] stratified 10-fold cross validation setup.

**Performance Measures**: To evaluate our supervised vulnerability predictors, we shall use the same measures used in Chapter 3. That is, we compute recall or probability of detection (pd), probability of false alarm (pf), and precision (pr) for every prediction output of the classifiers.

### 4.3.3 Building Un-Supervised Vulnerability Predictors

**Cluster analysis**: Unlike classification methods, cluster analysis works in the absence of class labels for training instances. But its predictive capability would be expected to be inherently lower due to the lack of supervision. Like Portnoy et al.’s un-supervised intrusion detection study [113], the performance of our cluster analysis here should depend on the following two assumptions: (1) non-vulnerable sinks are much more frequent than vulnerable sinks and (2) vulnerable sinks have characteristics different from non-vulnerable sinks. If these two assumptions are met and $H2$ is true, vulnerable sinks would be clustered together as outliers in terms of hybrid attribute values, which could then be detected by cluster analysis.

Since there is no need to label instances, un-supervised learning, such as cluster analysis, is expected to be much less expensive than building classifiers for vulnerability prediction.

We shall evaluate $k$-means clustering algorithm applied to our proposed hybrid attributes. $K$-means is a simple and often effective partitioning algorithm. Given an input $k$, it partitions a set of instances into $k$ clusters in such a way that similarity among instances is maximized within the same clusters and minimized across the different clusters. For similarity measurement, standard distance functions can be used. The *Euclidean distance function* is selected for our experiments. Further details about the algorithm are provided in [163].

**Parameter estimation**: As clustering only groups instances based on their similarities, some parameters must be defined to label the clusters as ‘Vulnerable’ or ‘Non-vulnerable’. The problem here is “Given a set of clusters produced by a clustering algorithm, what are the best rules (parameters) to single out clusters that contain a large proportion of vulnerable sinks?”. In Portnoy et al.’s clustering-based intrusion detection study [113], a parameter $N$ was introduced as the percentage of the largest clusters that would be labeled as ‘normal cluster’. The value $N=15\%$ was used as it was found to optimize their results.

For our clustering-based vulnerability prediction study, we define a parameter called $\%Normal$. It is defined as the minimum size (in terms of percentage of instances) of clusters that would be labeled as ‘Non-Vulnerable’. For example, if $\%Normal=10$, the clusters containing more than 10\%
of data would be labeled as ‘Non-Vulnerable’. Since one assumption of our cluster analysis approach is that non-vulnerable instances outnumber vulnerable instances, we expect the value of $\%Normal$ to be large. As required by k-means algorithm, we also need to determine a parameter $k$ that indicates the number of clusters to be produced by $k$-means. The ideal number of clusters is two, one being vulnerable cluster and the other non-vulnerable cluster. But, practically we expect the value of $k$ to be more than two because non-vulnerable instances will not always be so similar and thus these instances may not be grouped into a single cluster. The same goes for vulnerable instances.

We determined the two parameters by performing experiments that optimize results on the test subjects used to evaluate our static analysis-based approach presented in Chapter 3. In the experiments, we observed that by setting $\%Normal=12$, we can identify two vulnerable clusters and two non-vulnerable clusters for most datasets, and three non-vulnerable clusters and one vulnerable cluster for some datasets. Hence, we concluded the optimal parameter values as $k=4$ and $\%Normal=12$. We use these two parameter values in building the clustering-based vulnerability prediction model. It is suggested that to apply our cluster analysis-based approach, like us, one also has to perform preliminary experiments on the available datasets to find the optimal parameter values that could achieve good prediction performances on future datasets.

**Performance Measures:** Again, we shall use the same performance measures—$pd$, $pf$, and $pr$, to evaluate this un-supervised prediction model.

### 4.4 Example

In this section, we explain in detail the classification methods and the attribute collection process using the program in Figure 4-1.

Statement 1 is a class of `input` because it accesses an HTTP session parameter. It can be statically classified via checking the accessed, predefined parameter `$_SESSION`. Statement 2 can be classified as `XSS-sanitization` because it invokes a standard escaping routine. Again, it can be statically classified via checking the function name; that is, we predefine the function `htmlspecialchars` as an XSS sanitization type. Statement 3 is an `Untaint` type.

Figure 4-1b shows the data dependence graph of `HTML` sink 6 in Figure 4-1a. Node 4 invokes a user-defined function and it is clear that it could not be precisely classified by just looking up the predefined classifications. We classify such nodes via dynamic analysis as explained below.
In node 4, a customized security function `PMA_backquote` is invoked with two arguments `$trg_db` and `$sqlEscape`. By a data flow analysis, the literal value ‘`’ assigned to `$sqlEscape` is extracted from node 3. From node 1, `$trg_db` is identified as an input variable. It is then assigned with a value obtained from `test-attr-sets` (see Dynamic analysis-based classification in Section 4.1). And the function is executed multiple times (each time selecting a different value from `test-attr-sets`) to determine if it can be classified as one or more dynamic analysis attributes. Classifications are carried out based on the types of input values used and the contents of the resulting outputs. When a test input such as `1 or 1=1` is used, the returned result shall be `1 or 1=1` and the function would be classified as *Delimiter* as it escapes a string-delimiter ‘`’’. Nodes 9 and 10 shall not be classified as the nodes are contained in the user-defined function that has already been classified.

```php
1 $trg_db = $_SESSION['trg_db'];
2 echo ' <table><tr><th>Target database: ' . htmlspecialchars($trg_db); // HTML sink
3 $sqlEscape = '``';
4 $query = "UPDATE " . PMA_backquote($trg_db, $sqlEscape) . " SET ...";
5 if ($display == true) {
6     echo "<p>" . $query . "</p>"; // HTML sink
7     $rs = mysql_query($query); // SQL sink

function PMA_backquote($a_name, $replace) {
8     if (strlen($a_name) && $a_name !== '') {
9         return `' . str_replace('`', $replace, $a_name) . `' ;
10     } else {
11         return $a_name;
12     }
13 }
```

Figure 4-1. (a) Sample vulnerable PHP code extracted from PhpMyadmin\server_synchronize.php (slightly modified for illustration purpose). The code cleanses an input using standard and customized sanitization functions. (b) Data dependence graph of sink statement 6.
Based on the above classifications, the attribute vectors for HTML sinks 2 and 6 extracted from their respective data dependence graphs would be represented as shown in the following:

<table>
<thead>
<tr>
<th>Attribute sinks</th>
<th>Session</th>
<th>XSS-sanitization</th>
<th>Un-taint</th>
<th>Delimiter</th>
<th>Propagate</th>
<th>…</th>
<th>Vulnerable?</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>…</td>
<td>No</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>…</td>
<td>Yes</td>
</tr>
</tbody>
</table>

In the above table, the “…” refers to the rest of the attributes listed in Table 4-1, not shown here due to space limit. Their values would be either numeric or Boolean. Every sink would be represented by a 23-dimensional attribute vector like the ones above.

If we apply principal component analysis to the above two HTML sinks, it would result in one principal component as shown in the following:

$0.577\text{Delimiter} - 0.577\text{XSS-sanitization} + 0.577\text{Un-taint}$

Classification and cluster analysis outputs can be explained as follow. Say, for example, if there are 10 vulnerable sinks with the same attribute vectors as the above HTML sink 6 and there are 90 non-vulnerable sinks with the same attribute vectors as the above HTML sink 2, stratified 10-fold cross validation on both LR and MLP models will produce the following confusion matrix:

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>--- classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 0</td>
<td>a</td>
<td>Vulnerable</td>
<td></td>
</tr>
<tr>
<td>0 90</td>
<td>b</td>
<td>Non-Vulnerable</td>
<td></td>
</tr>
</tbody>
</table>

And performance measures computed from the above matrix would be 100% $pd$, 0% $pf$, and 100% $pr$.

$k$-means clustering with the parameters set as $k=4$ and $\%Normal=12$ would result in the following output:

<table>
<thead>
<tr>
<th>Clustered Instances</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0 90 (90%)</td>
<td>1 10 (10%)</td>
</tr>
</tbody>
</table>

And also in this case, we will have the performance measures computed as 100% $pd$, 0% $pf$, and 100% $pr$.  
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4.5 Prototype Tool and Dataset

We enhanced the tool *PhpMiner*, which was presented in Chapter 3, to include dynamic analysis and adapt to the new approach. The tool is modified such that it computes data dependence graph for each sink (for auditing purposes, *PhpMiner* also produces data dependence graph outputs, which can be viewed via graphic tools such as Graphviz [46]) and collects hybrid attributes from each node in the graph. Figure 4-2 illustrates the architecture of our modified prototype tool.

![Figure 4-2. Architecture of enhanced *PhpMiner*](image)

As shown in Figure 4-2, we use *Pixy* to extract the CFG and from the CFG, inputs and sinks are identified. Data dependence graph extractor (*DDG Extractor*) module extracts data dependence graphs for each sink using data flow analysis APIs provided by *Pixy*. *Static Classifier* module first attempts to collect static attributes by extracting and analyzing static properties of the *DDG* nodes. *Dynamic Analyzer* module is activated only when a node includes user-defined functions or language built-in string replacement/matching functions, which could not be accurately classified.
by Static Analyzer. No classification is made for nodes that are contained in dynamically classified user-defined functions to avoid unnecessary or overlapping classifications. To identify function arguments (i.e., literals or inputs), static data flow analysis is used. Test inputs are generated from our predefined test suite which reflects the dynamic classification scheme proposed in Section 4.1. Dynamic execution of PHP functions is performed in Function Executor module, which makes use of PHP-method invocation utilities provided by Php-Java Bridge module implemented using APIs from a PHP/Java Bridge Java package (from http://php-java-bridge.sourceforge.net/pjb/). Function outputs are then analyzed to infer the possible type of validation and sanitization scheme by Dynamic Classifier module.

Using modified PhpMiner, we collected attribute vectors from six real-world PHP-based web applications downloaded from SourceForge [143]. Table 4-2 shows relevant statistics for these test subjects. The sizes of some of the test subjects used in Chapter 3 are small and thus, the experiments conducted in Chapter 3 might not have been comprehensive. Hence, in this chapter, we re-used only some of the test subjects from Chapter 3 and we added larger-scale test subjects such as Phorum5.2.18 and PhpMyAdmin3.4.4. As shown in Table 4-2, the sizes of our test subjects now range from 2k-44k LOC. Furthermore, almost all the datasets experimented in Chapter 3 contains high percentages (>30%) of vulnerabilities. Such data is generally easier to predict than the data with low vulnerability count. Models predicting on such data could achieve good results. Hence, in this chapter, we use a few datasets with low percentages of vulnerabilities (<10%) to conduct our experiments more comprehensively and show that our models are applicable for applications with high or low vulnerability counts.

The last column in Table 4-2 shows the security advisories, such as CVE [27], from which the test subjects’ vulnerability information is obtained. Some of these test subjects have also been benchmarked for the evaluation of a few major vulnerability detection approaches [61, 68, 159, 165]. Table 4-3 shows the datasets collected by PhpMiner. It shows the statistics of the SQL sinks and HTML sinks collected. In total, we collected 10 datasets (only 4 sets of SQL sinks were used as we have not tagged the vulnerability labels for SQL sinks in PhpMyAdmin and Utopia systems). Column 3 in Table 4-3 shows the number and percentage of vulnerable sinks in each dataset (manually inspected and tagged by us). On our website [116], we provide the implementation details of PhpMiner and the datasets.
Table 4-2. Statistics of the test subjects

<table>
<thead>
<tr>
<th>Test Subject</th>
<th>Description</th>
<th>LOC</th>
<th>Security Advisories</th>
</tr>
</thead>
<tbody>
<tr>
<td>SchoolMate 1.5.4</td>
<td>A tool for school administration</td>
<td>8145</td>
<td>Vulnerability information in [65]</td>
</tr>
<tr>
<td>FaqForge 1.3.2</td>
<td>Document creation and management</td>
<td>2238</td>
<td>Bugtraq-43897</td>
</tr>
<tr>
<td>Utopia News Pro 1.1.4</td>
<td>News management system</td>
<td>5737</td>
<td>Bugtraq-15027</td>
</tr>
<tr>
<td>Phorum 5.2.18</td>
<td>Message board software</td>
<td>12324</td>
<td>CVE-2008-1486</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CVE-2011-4561</td>
</tr>
<tr>
<td>CuteSITE 1.2.3</td>
<td>Content management framework</td>
<td>11441</td>
<td>CVE-2010-5024</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CVE-2010-5025</td>
</tr>
<tr>
<td>PhpMyAdmin 3.4.4</td>
<td>MySQL database management</td>
<td>44628</td>
<td>PMASA-2011-14 – PMASA-2011-20</td>
</tr>
</tbody>
</table>

Table 4-3. Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#HTML sinks</th>
<th>#Vuln. sinks (%Vuln.)</th>
<th>Principal components</th>
</tr>
</thead>
<tbody>
<tr>
<td>schmate-html</td>
<td>172</td>
<td>138 (80%)</td>
<td>7</td>
</tr>
<tr>
<td>faqforge-html</td>
<td>115</td>
<td>53 (46%)</td>
<td>7</td>
</tr>
<tr>
<td>utopia-html</td>
<td>86</td>
<td>17 (20%)</td>
<td>9</td>
</tr>
<tr>
<td>phorum-html</td>
<td>237</td>
<td>9 (4%)</td>
<td>9</td>
</tr>
<tr>
<td>cutesite-html</td>
<td>239</td>
<td>40 (17%)</td>
<td>10</td>
</tr>
<tr>
<td>myadmin-html</td>
<td>305</td>
<td>20 (7%)</td>
<td>9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#SQL sinks</th>
<th>#Vuln. sinks (%Vuln.)</th>
<th>Principal components</th>
</tr>
</thead>
<tbody>
<tr>
<td>schmate-sql</td>
<td>189</td>
<td>152 (80%)</td>
<td>7</td>
</tr>
<tr>
<td>faqforge-sql</td>
<td>42</td>
<td>17 (40%)</td>
<td>3</td>
</tr>
<tr>
<td>phorum-sql</td>
<td>122</td>
<td>5 (4%)</td>
<td>6</td>
</tr>
<tr>
<td>cutesite-sql</td>
<td>63</td>
<td>35 (56%)</td>
<td>7</td>
</tr>
</tbody>
</table>

4.6 Evaluation

To investigate the two research hypotheses presented in Section 4.2, first we need to evaluate if our proposed hybrid code attributes can be used to build accurate vulnerability predictors. Then we need to evaluate if vulnerable sinks can be distinguished from non-vulnerable sinks based on the hybrid attributes.

Therefore, for evaluation, as described in Section 4.3, we first applied min-max normalization and then PCA to every dataset collected (Table 4-3). We used a subset of principal components as attributes such that the selected explains at least 95% of the data variance. The last column in Table 4-3 shows the numbers of principal components selected for building supervised and unsupervised vulnerability predictors.
4.6.1 Result on Supervised Vulnerability Prediction

The two selected classifiers are implemented in Weka [163]. We configured the desired classifier and the data sampling mode (10-fold cross validation) in Weka, provided the dataset, and ran Weka on a Pentium 3.4GHz 4GBRAM Windows XP machine. Each classifier was run on each dataset. Figure 4-3 shows the results.

As shown in Figure 4-3, on average, both MLP and LR models showed good performances with high vulnerability detection rates (≥74%) and low false alarm rates (≤8%). But on some datasets such as phorum-html and phorum-sql, the MLP model could not discriminate vulnerabilities whereas the LR model was able to. Therefore, based on current results, we advise to the use of LR to build vulnerability prediction models.

The significantly low false alarm rates achieved by our new models indicate that the models’ accuracy has improved from static analysis-based models presented in Chapter 3. Yet, to provide an exact comparison baseline, we also built LR models from static analysis attributes alone and evaluated them in the same way as the above models. Results are shown in Figure 4-4. On average, our proposed LR models built from hybrid attributes achieved ($pd=16\%,\ pf=3\%,\ pr=2\%$) improvements over the LR models built from static analysis attributes only. As suggested by Demšar [30], we also used one-tailed Wilcoxon signed-ranks tests to perform pair-wise comparisons of the measures achieved by the two types of LR models over the 10 datasets. The tests show that the improvements of $pd, pf$, and $pr$ were statistically significant at a 95% level, though only the increase in recall might be interesting from a practical standpoint.

We can conclude that dynamic analysis attributes contribute to significantly improving the accuracy of vulnerability predictors. Hence, these results support $H1$. 
**Figure 4-3.** Classification results of XSS and SQLI vulnerability predictors built from hybrid code attributes

<table>
<thead>
<tr>
<th>Data &amp; Classifier</th>
<th>Measure (%)</th>
<th>Pd</th>
<th>Pf</th>
<th>Pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>schmate-html</td>
<td>LR</td>
<td>99</td>
<td>3</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>99</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>faqforge-html</td>
<td>LR</td>
<td>89</td>
<td>5</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>91</td>
<td>5</td>
<td>94</td>
</tr>
<tr>
<td>utopia-html</td>
<td>LR</td>
<td>94</td>
<td>1</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>94</td>
<td>2</td>
<td>89</td>
</tr>
<tr>
<td>phorum-html</td>
<td>LR</td>
<td>78</td>
<td>1</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>33</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>cutesite-html</td>
<td>LR</td>
<td>68</td>
<td>9</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>78</td>
<td>8</td>
<td>67</td>
</tr>
<tr>
<td>myadmin-html</td>
<td>LR</td>
<td>85</td>
<td>1</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>75</td>
<td>1</td>
<td>83</td>
</tr>
<tr>
<td><strong>Average results on XSS prediction</strong></td>
<td>LR</td>
<td>86</td>
<td>3</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>78</td>
<td>3</td>
<td>89</td>
</tr>
<tr>
<td>schmate-sql</td>
<td>LR</td>
<td>97</td>
<td>8</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>96</td>
<td>35</td>
<td>92</td>
</tr>
<tr>
<td>faqforge-sql</td>
<td>LR</td>
<td>88</td>
<td>4</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>88</td>
<td>4</td>
<td>94</td>
</tr>
<tr>
<td>phorum-sql</td>
<td>LR</td>
<td>100</td>
<td>3</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>cutesite-sql</td>
<td>LR</td>
<td>91</td>
<td>14</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>89</td>
<td>18</td>
<td>86</td>
</tr>
<tr>
<td><strong>Average results on SQLI vulnerability prediction</strong></td>
<td>LR</td>
<td>94</td>
<td>7</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>68</td>
<td>15</td>
<td>68</td>
</tr>
<tr>
<td><strong>Overall average</strong></td>
<td>LR</td>
<td>90</td>
<td>5</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>74</td>
<td>8</td>
<td>81</td>
</tr>
</tbody>
</table>

**Figure 4-4.** Classification results of XSS and SQLI vulnerability predictors built from static code attributes

<table>
<thead>
<tr>
<th>Data &amp; Classifier</th>
<th>Measure (%)</th>
<th>Pd</th>
<th>Pf</th>
<th>Pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>schmate-html</td>
<td>LR</td>
<td>99</td>
<td>9</td>
<td>98</td>
</tr>
<tr>
<td>faqforge-html</td>
<td>LR</td>
<td>91</td>
<td>6</td>
<td>92</td>
</tr>
<tr>
<td>utopia-html</td>
<td>LR</td>
<td>88</td>
<td>3</td>
<td>88</td>
</tr>
<tr>
<td>phorum-html</td>
<td>LR</td>
<td>44</td>
<td>1</td>
<td>67</td>
</tr>
<tr>
<td>cutesite-html</td>
<td>LR</td>
<td>35</td>
<td>6</td>
<td>54</td>
</tr>
<tr>
<td>myadmin-html</td>
<td>LR</td>
<td>80</td>
<td>1</td>
<td>89</td>
</tr>
<tr>
<td>schmate-sql</td>
<td>LR</td>
<td>93</td>
<td>30</td>
<td>93</td>
</tr>
<tr>
<td>faqforge-sql</td>
<td>LR</td>
<td>88</td>
<td>4</td>
<td>94</td>
</tr>
<tr>
<td>phorum-sql</td>
<td>LR</td>
<td>40</td>
<td>1</td>
<td>67</td>
</tr>
<tr>
<td>cutesite-sql</td>
<td>LR</td>
<td>86</td>
<td>18</td>
<td>86</td>
</tr>
<tr>
<td><strong>Overall average</strong></td>
<td>LR</td>
<td>74</td>
<td>8</td>
<td>83</td>
</tr>
</tbody>
</table>
4.6.2 Result on Un-Supervised Vulnerability Prediction

Regarding $H2$, we evaluated a clustering model learned from our proposed hybrid attributes.

We applied $k$-means cluster analysis with Euclidean distance function (implemented in Weka [163]) on the datasets. For identifying vulnerable clusters, the two parameters—$k=4$ and $\%Normal=12$ (see Section 4.3.3), were consistently used for all the datasets. Since there is no need to label instances, un-supervised learning like cluster analysis is much less expensive than supervised learning like classification. But, we should also expect much less accuracy from such a model.

As discussed in Section 4.3.3, the working of our clustering model is based on the following two assumptions: (1) non-vulnerable sinks are much more frequent than vulnerable sinks and (2) vulnerable sinks have characteristics different from non-vulnerable sinks.

More than 40% of sinks in schmate-html, faqforge-html, schmate-sql, faqforge-sql, and cutesite-sql are vulnerable sinks (see %Vuln. in Table 4-3). These datasets clearly violate the first assumption above as they contain high vulnerability counts. We expect low predictive power from our clustering models for such datasets. Consequently, we separated the datasets which meet our assumptions from the ones that violate the assumptions, and performed separate evaluations. Results on the former datasets are shown in Figure 4-5a and results on the latter sets are shown in Figure 4-5b.

As shown in Figure 4-5a, the $k$-mean’s detection rate is very good, especially on utopia-html and phorum-sql datasets. But its average precision is half that of the supervised models above. This is directly caused by the inherent weakness of the un-supervised learning scheme. It is also affected by trade-offs between detection rates and false alarms. The trade-offs mainly result from the parameter $\%Normal$. With a high value of $\%Normal$, we label more clusters as ‘Vulnerable’, thus possibly reducing precision. Tuning such a parameter must be done in context based on available resources for vulnerability detections.

As expected, as shown in Figure 4-5b, cluster analyses on datasets which violate our first assumption result in very low detection rates because many or all of the vulnerable sinks did not appear as outliers (in terms of hybrid attribute values) to our clustering model. $Pr$ was also undefined for some datasets as both $pd$ and $pf$ were null.
From the results in Figure 4-5a, we can conclude that, if certain assumptions are met, cluster analysis on unlabeled instances using hybrid attributes can help accurately predict vulnerabilities, thus supporting $H2$.

![Figure 4-5. k-means cluster analysis results on the datasets (a) which meet the assumptions (b) which violate the assumptions](image)

### 4.6.3 Threats to Validity

Our data only reflects known vulnerabilities that are reported in vulnerability databases. Hence, our vulnerability predictions based on classifiers do not account for undiscovered vulnerabilities.

The application of cluster analysis is limited by the two assumptions stated above. In our experiments, clustering-based prediction models could accurately isolate vulnerabilities in the datasets which satisfy those assumptions. However, it is unclear how frequently these assumptions hold in practice across systems and types of vulnerabilities. Furthermore, we estimated two parameters ($k$ and $\%Normal$) driving the accuracy of cluster analysis based on our experience with preliminary experiments. We used the same two parameters for all the datasets. The parameters worked well for our context but may not generalize well elsewhere. But as most of our test subjects such as PhpMyAdmin are widely-used, real-world applications, we believe that the above threats do not significantly affect our results although tuning the parameters may be required for some applications.

The use of different or more data preprocessing activities may also alter our results. For example, during our preliminary experiments, we tested the datasets with and without PCA (see Section 4.3.1). Results without PCA were significantly inferior to results with PCA for the majority of datasets though no significant differences were observed for some.
Different classification and clustering algorithms could result in different results. In our experiments, we used two very different classification algorithms which are statistical-based and network-based, respectively. We also tried other classifiers like C4.5 and Naïve Bayes, but the average results were similar. We have not tried another algorithm for clustering-based prediction, but we expect similar results if similar parameters (i.e., \(k\) and \%Normal) are used.

Like all other empirical studies, our results are limited to the applied data mining processes, the test subjects, and the experimental setup used. One good solution to refute, prove, or improve our results is to replicate the experiments with new test subjects and probably with further data mining strategies. This can be easily done since we have clearly defined our methods and setup, and we also provide the data used in the experiments and the data collection tool on our website [116].

### 4.7 Conclusion

The goal of our work in vulnerability prediction is to aid security auditing and testing by providing probabilistic alerts about potentially vulnerable code statements. We propose attributes, based on hybrid static and dynamic code analysis, which characterize input validation and sanitization code patterns for predicting vulnerabilities related to SQLI and XSS. Given a security-sensitive program statement, we collect the hybrid attributes by classifying the nodes from its data dependency graph. Static analysis is used to classify nodes that have unambiguous security-related purposes. Dynamic analysis is used to classify nodes that invoke user-defined or language built-in string replacement/matching functions since classification of such nodes by static analysis could be imprecise.

We evaluated if these hybrid attributes can be used to build effective vulnerability predictors, using both supervised and un-supervised learning methods. The latter have, in practice, the advantage of not requiring labeled training data (with known vulnerabilities) but may be significantly less accurate. In the experiments on six PHP web applications, we first showed that the hybrid attributes can accurately predict vulnerabilities (90% recall and 85% precision on average for logistic regression). We also observed that dynamic analysis helped achieve much better accuracy than static analysis alone, thus justifying its application. Last but not least, when meeting certain assumptions, cluster analysis showed to be a reasonably accurate, un-supervised learning method when no labeled data is available for training (76% recall and 39% precision on average). But since it is not nearly as accurate as supervised learning, it should be considered as a trade-off between data collection cost and accuracy.
Chapter 5

VULNERABILITY AUDITING\textsuperscript{6}

We have discussed in Chapter 3 that developers adopt or implement defensive coding methods, such as input validation and input sanitization, to guard against SQLI and XSS. Input validation checks the user input against required properties such that only inputs satisfying the required properties are accepted for further processing. If the required properties are adequately defined in a way that any input which could result in unintended query string or HTML output is rejected, then SQLI and XSS vulnerabilities can be avoided. However, it is often the case that input validation alone is insufficient to prevent security violations. Therefore, input sanitization is used as an alternative or additional method for the defense in depth against SQLI and XSS. Input sanitization escapes or filters away the potentially malicious characters such as ‘‘.’’

However, sanitization mechanisms could also fail in protecting the applications because it is hard to completely sanitize all malicious characters. Moreover, if the server programs do not properly specify a character set to be used, more sophisticated hackers could use a variety of character encoding schemes to craft scripts that could circumvent most sanitization schemes used by web applications. For example, using Base64 encoding scheme, a malicious string \texttt{‘ OR 1 = 1} can be replaced with \texttt{IicgT1IgMSA9IDEi} without using the commonly known bad character ‘‘.’’

In short, defensive coding practices could ensure the absence of vulnerabilities in program source code. However, developers often face difficulty in getting these practices right [28, 50, 158].

On the other hand, existing vulnerability mitigating approaches including our vulnerability prediction approach (Chapter 3 and Chapter 4) mainly focus on identifying potential vulnerabilities in program source code or preventing potential attacks at runtime. These approaches do not emphasize systematic reporting of defense artifacts implemented in programs.

\textsuperscript{6} The majority of this chapter is from a postprint of a paper submitted to and accepted for publication in IET Software and is subject to Institution of Engineering and Technology Copyright. The copy of record is available at IET Digital Library.
Thus, the information provided by these approaches is limited. As developers, security auditors, or project managers would prefer that their applications are free from security risks, from time to time, they would conduct security audits on the adequacy of defense artifacts employed in web programs. But, it would be difficult for them to examine the adequacy of defense features from the limited information provided by these existing approaches. They may have to walk through the whole chunk of program source code. Therefore, there is a need for an assisted approach that systematically extracts the defense features implemented in code and aids the debugging of extracted features.

In light of this, in this chapter, we propose a code auditing approach for verifying the adequacy of defense artifacts implemented in programs in defending against SQLI and XSS. Based on empirical studies, we first define the possible code patterns for implementing SQLI and XSS defenses. We then use static control and data flow analysis to automatically extract all such defenses from source code. We also introduce a variant of control flow graph called tainted-information flow graph to model the extracted information. Based on the model, we provide guidelines to classify the outputs into one of the following cases: vulnerable, non-vulnerable, probably-vulnerable, or probably-non-vulnerable.

Our proposed method is neither a replacement nor an alternative solution to existing vulnerability mitigating methods, including our vulnerability prediction method proposed in Chapter 3 and Chapter 4. Rather, it aims to complement those methods by aiding the process of vulnerability auditing and code verification.

**Contributions and Results**

- Code auditing approach for efficient verification of SQLI and XSS defense features implemented in program source code.
- Algorithms for extracting the SQLI and XSS defense features.
- Prototype tool for automatic extraction of the defense features.
- Evaluation of the proposed approach based on seven Java-based web applications. In the experiments, using our proposed approach, the student auditors had to inspect only 7% of the total source code to effectively determine inadequate implementation of defense features and identify the SQLI and XSS vulnerabilities.

This chapter is organized as follows. Section 5.1 presents the concepts for extracting the defense features implemented in code. Section 5.2 presents the proposed code auditing approach. Section 5.3 illustrates the proposed approach with an example. Section 5.4 evaluates our approach with the aid of an existing vulnerability detection approach. Section 5.5 concludes the chapter.
5.1 Code-based Extraction of SQLI and XSS Defense Artifacts

In this section, we present our concepts on extracting the program artifacts, which are for securing the program from SQLI and XSS attacks. These concepts are built on modeling the possible code patterns of defensive coding methods. Through the empirical studies on many web applications, we observed that the following methods are generally implemented to prevent SQLI and XSS: (1) validation; (2) escaping; (3) filtering; (4) character set specifying. Escaping and filtering methods are also addressed as sanitization methods in the literature [36]. Before proceeding to discussing our concepts, we shall first introduce some terminologies that will be used throughout this chapter.

Since our objective is to assist auditors in their security auditing process, given a program, this work aims to identify essential set of nodes in the program and extract security information from them. Therefore, in addition to the terms and definitions of control flow and data flow relations given by Sinha et al. [140] (discussed in Section 2.2), we introduce the following definitions to be used in our auditing approach:

**Definition 1.** A node $x$ is transitively control dependent on a node $y$ if there exists a sequence of nodes, $y_0 = y, y_1, y_2, ..., y_n = x$, in CFG such that $n \geq 2$ and $y_j$ is control dependent on $y_{j-1}$ for all $j$, $1 \leq j \leq n$.

**Definition 2.** A node $x$ is transitively data dependent on a node $y$ if there exists a sequence of nodes, $y_0 = y, y_1, y_2, ..., y_n = x$, in CFG such that $n \geq 2$ and $y_j$ is data dependent on $y_{j-1}$ for all $j$, $1 \leq j \leq n$.

**Definition 3.** A variable $v$ is influenced by a node $u$ if and only if $v$ is defined at $u$ or $v$ is defined at a node that is (transitively) data dependent on $u$.

In a web application, the input data submitted by an external user shall be addressed as tainted data because such input could be crafted to cause SQLI and XSS.

**Definition 4.** A node $u$ at which tainted data submitted by user is referenced is called an input node.

We model the nodes at which inputs submitted through any external sources, such as HTTP request parameters—GET, POST, Header, and Cookie, as input nodes because such inputs are controlled by users. We also model the nodes, at which the data from database and session objects is accessed, as input nodes in order to prevent second order SQLI attacks [6] and stored XSS attacks [36] (as discussed in Session 2.1, second order attacks are basically conducted through the
input data stored into persistent data stores). A variable \( v \) influenced by an input node \( u \) is called a tainted variable as it could propagate tainted data.

A path through a directed graph is called a 1-path if it follows any loop at most once (that is, if it does not repeat any loop). Let \( u \) be an input node in a CFG. An input path of \( u \) is a path from \( u \) to the exit node that does not pass through \( u \) again. An input path of \( u \) is called a prime input path of \( u \) if it iterates any loop at most once.

**Definition 5.** A node is called a potentially vulnerable output node (pv-out node) if it satisfies the following two conditions:

- it references at least one tainted variable, and
- it generates HTML output or accesses database

From the empirical studies on a handful of web applications, we have identified that nodes performing the following checks—data presence (null) check, string length check, string equality check, character containment check, data type check (e.g., integer, String, etc.); and nodes performing the following operations—string replacement or removal, data type transformation (e.g., from String to integer), character set specifying for client-server-database data transferring, and escaping (i.e., method call to an escaping library) on a tainted variable referenced in a pv-out node could sanitize the value of that variable. Therefore, we define the above checks and operations as security checks and security operations respectively; and the nodes performing them as security nodes. Based on the above observations, we classify the security nodes into four types—validation nodes, escaping nodes, filtering nodes, and char-set specifying nodes.

Before we provide the definitions of security nodes, we shall first introduce a variant of CFG that serves as a model for auditing the adequacy of SQLI and XSS defense artifacts.

**Definition 6.** Let \( N' \) be the subset of nodes in a CFG \( G \) that includes the following types of nodes:

1) Pv-out node, \( k \).
2) All security nodes for \( k \).
3) Input nodes which influence the variables referenced at \( k \).

Let \( E' \) be the set of edges that connects the nodes in \( N' \). For each unordered pair of nodes \( (n, m) \) in \( N' \), if there is a path in \( G \) from \( n \) to \( m \) without passing through another node in \( N' \), an edge \( (n, m) \) is included in \( E' \); if \( n \) is a predicate node or an exception node, the branch label (‘True’ or ‘False’) at \( n \) corresponding to that path is also included in the edge \( (n, m) \). Thereby, the directed
graph $T = (N', E')$ is called the tainted-information flow graph (TIFG) for $k$, where $N'$ and $E'$ are its set of nodes and edges respectively.

According to Definition 6, for each pv-out node $k$, the TIFG $T$ is constructed from a set of nodes selected from the CFG $G$ of a program. The construction of $T$ requires the application of Definitions 1-5 discussed above. Basically it is constructed by removing the nodes in $G$ that have no influence in tainting the data referenced in pv-out node. Thus, it models the information flows between the input nodes and a pv-out node. And this model provides essential information on the defense features implemented in a program.

In the following sub-sections, we shall provide methods for extraction of security nodes that make up the TIFG of a given pv-out node.

### 5.1.1 Characterizing Defense through Validation

Input validation is a traditional approach for handling external data in web applications. This method could reject invalid input immediately. It is typically used to ensure input data correctness. In today’s web applications, data accuracy could also ensure data security; therefore, nodes in a CFG which implement this defense method should be extracted and checked for adequacy in defending against SQLI and XSS.

Let $G$ be a CFG of a given web program. Let $k$ be a pv-out node in $G$ and $v_k$ be a tainted variable referenced at $k$. Throughout the rest of the chapter, we shall address $G$, $k$, and $v_k$ as CFG, pv-out node, and tainted variable referenced at $k$ respectively. There may be more than one tainted variable referenced at $k$. It is common that the program uses predicate nodes or exception nodes to allow $v_k$ to be operated at $k$ if and only if the value of $v_k$ satisfies the user interface specifications or some required conditions. Next, we provide a definition that characterizes such node pattern.

**Definition 7.** Let $d$ be a predicate node or an exception node in a CFG and $v_d$ be a variable referenced at $d$. The node $d$ is called a validation node for $k$ if the following properties hold:

1) Both $v_k$ and $v_d$ are influenced by the same input node (or nodes) $u$. That is, either both $v_k$ and $v_d$ represent the same variable or they are defined at nodes that are transitively data dependent on the same input node (or nodes).

2) A prime input path $p$ of $u$ that follows one branch of $d$ passes through $k$ but no prime input path $p'$ of $u$ that follows the other branch of $d$ passes through $k$.

According to Definition 7, the presence of validation node for a pv-out node implies the existence of security check on an input before the input is referenced in the pv-out node because
validation node’s properties ensure that only inputs satisfying certain condition checks would be referenced in subsequent pv-out nodes. Note that if \( d \) is an exception node, a branch from \( d \) leads to an immediate exit node or an exception handling node.

### 5.1.2 Characterizing Defense through Escaping

Although input validation may be used as a primary defense against all kinds of code injection attacks via inputs, validation methods may not be sufficient against all SQLI and XSS attacks. Therefore, for absolute prevention of code injection attacks, escaping (also called encoding) is often used to complement input validation. Escaping is a technique that ensures any special characters significant to a certain interpreter are just treated as data not as code. To prevent SQLI and XSS, proper escaping methods, such as SQL escaping, HTML entity escaping, URL escaping, and JavaScript escaping, need to be used according to the context in which the tainted data is referenced (i.e., according to the type of script parser interpreting the tainted data) [28, 107, 109]. Hence, this method will not work if the escaping scheme is inappropriate. For example, a developer may use SQL escaping scheme (i.e., special characters significant to SQL parser are escaped) on the tainted data before the data is passed into SQL statements and stored in a database. However, it is possible that the same data stored is later used in HTML outputs. But, since the SQL escaping scheme does not escape the special characters significant to the HTML interpreters, this causes XSS vulnerability. Therefore, nodes implementing defense through escaping need to be extracted and examined for adequacy.

**Definition 8.** A node in \( G \) is called an *escaping node* for \( k \) if it satisfies the following properties:

1) Node which is (transitively) data dependent on an input node and on which \( k \) is (transitively) data dependent.

2) Node that contains a method call to an escaping library.

In implementation-wise, escaping is a string replacement operation that replaces special characters with HTML equivalent characters (e.g., `<` with `&lt;`) or database-specific escape characters (e.g., `'` with `\'`). However, instead of codifying this tedious task, web applications often deploy a standard escaping library and call its APIs to escape the tainted variables. Therefore, in **Definition 8**, escaping node is defined as the node which invokes an API call to an escaping library (e.g., OWASP’s escaping libraries [110]) rather than the node (usually a set of nodes) which actually performs string replacement operations for escaping. As such, if the application performs escaping using custom code without API calls, this approach will not recognize the nodes...
representing such program statements as escaping nodes. However, they shall still be extracted as filtering nodes according to the characterization of filtering nodes which is explained in the next sub-section.

5.1.3 Characterizing Defense through Filtering

Escaping could completely prevent SQLI and XSS. But it is required that correct escaping method is applied according to the context in which the tainted data is referenced. As the deployment and configuration of a standard escaping library is also typically required, some developers may not prefer this method. Instead, they would develop custom defense code using input filtering to prevent SQLI and XSS. Filtering is a technique that either removes or replaces malicious characters with non-malicious ones. Therefore, unlike input validation, filtering can be used to directly address SQLI and XSS. Among the discussed three defense methods, filtering method is the most common in web applications due to the above reasons. As such, inspection of filtering nodes is essential.

Such filtering if implemented in a web application is generally carried out by nodes in G that influence the tainted variables of pv-out node.

Definition 9. A node in G is called a filtering node for \( k \) if it satisfies the following properties:

1) Node which is (transitively) data dependent on an input node and on which \( k \) is (transitively) data dependent.

2) Node which is not an escaping node.

Using Definition 9, the sequence of nodes from input nodes to \( k \) representing the flow of tainted information possibly through a set of security operations can be extracted. Note that operations performed in the extracted filtering nodes may also include ordinary operations such as string concatenation (i.e., operations that are unintended for security purposes). However, we argue that all such nodes could help in understanding the structure of the filtering mechanism applied because these operations may also contribute to the definitions of the tainted variables of the pv-out node.

5.1.4 Characterizing Defense through Character Set Specifying

Web browsers and databases accept various character encoding schemes (e.g., UTF-8, UTF-16, and ISO-8859-1) when parsing a HTML document or a SQL query. It is extremely important that client-server and server-database communications always specify the character set to be used when
parsing a HTML document or a SQL query. If not specified, the browser may use the client’s preferred (default) character set that may be different from the one used by the server program. The database may parse a SQL query with a character set different from the one used by the server program.

In such cases, it is possible to inject scripts that circumvent the above input validation, escaping, and filtering methods by encoding SQLI and XSS attack vectors with a different character set used by the server program. For example, a widely-known and detectable SQLI attack vector `1 OR '1'='1` could be encoded as `&amp;#x31;&amp;#x27;&amp;#x20;&amp;#x4F;&amp;#x52;&amp;#x20;&amp;#x27;&amp;#x31;&amp;#x27;&amp;#x3D;&amp;#x27;&amp;#x31;` using hexadecimal encoding scheme to avoid detection. Especially, as web browsers are designed to offer best effort service, they would attempt to identify the encoding scheme used and interpret the encoded data, thereby often allowing encoded XSS scripts to run in the client’s browsers. There are many instances where even the perfect validation, escaping, and filtering methods implemented in server programs have failed to prevent encoded SQLI and XSS attacks simply because server program does not recognize encoded malicious characters. And this can be easily avoided by ensuring that the same character set is used for all sides among server, client, and database.

Therefore, for auditing XSS defense methods, it is important to identify the presence of the node which implements this task in $G$. The following definition formalizes such node:

**Definition 10.** A node in $G$ which sets the `charset` parameter defining a character encoding scheme to be used when parsing the data transmitted between server side and client/database sides is called a `charset specifying node`.

### 5.1.5 Security Checks and Operations

Web applications in general implement the combinations of defense methods described in the above sub-sections in order to avoid SQLI and XSS vulnerabilities. However, it is often difficult for auditors to identify these implementations via inspection of the whole chunk of code. Therefore, in this section, we provide the concepts for extracting the defense information through the use of TIFG.

From $G$, the TIFG $T$ can be constructed according to **Definition 6**. Security nodes to be included in $T$ could be extracted from $G$ according to **Definitions 7-10**. The graph $T$ provides an abstraction of $G$ focused on the defense features implemented for $k$. It also shows all possible paths from input nodes to $k$. Consequently, it facilitates the extraction of security checks and
operations performed at different program paths leading to \( k \). Auditors could then verify if every path from an input node to \( k \) is safe via inspecting \( T \).

If a node in \( T \) is a security node except validation node, the operation performed on the tainted variable shall be extracted as a security operation. If it is a validation node, the condition check performed on the tainted variable shall be extracted as a security check. This information tells how the pv-out node is defended against SQLI and XSS attacks via malicious inputs. Hence, through examining this information, an auditor may determine the adequacy of SQLI and XSS defense implemented in code. The extraction method is described as a property in \Property{1}. This property can be proved directly from the definitions of security nodes (\Definition{7-10}).

\Property{1} – Security Checks and Operations of PV-Out Node. Let \( \Omega \) be the set of 1-paths through \( T \). The set of security checks and operations for the pv-out node \( k \) is \( C_k = \{(X, C) \mid X \text{ is a path in } \Omega \text{ and it passes through a set of input nodes } I_x \text{ and security nodes } S_x \text{ for } k; \text{ and } C = \text{ the set of tainted variables defined from } I_x \text{ and the set of security checks and/or operations performed at the nodes in } S_x\} \).

5.2 Auditing the Defense against XSS and SQLI Threats

Based on the concepts discussed in the previous section, we now present the proposed approach for auditing the SQLI and XSS defense features implemented in web applications. Our approach comprises of two phases—(1) Extraction of defense features (2) Auditing the defense. In the first phase, we deal with automatic extraction of all the possible defense features that could prevent SQLI and XSS attacks. In the second phase, the information recovered in the first phase is used to verify the adequacy of defense methods in preventing potential attacks.

5.2.1 Extraction of Defense Features

The pseudocode of the algorithms that presents the first phase of our approach is shown in Figure 5-1. In the following, the algorithms are explained in detail.

Given a web application program \( P \), the algorithm in Figure 5-1a initially computes its CFG \( G \). It then identifies the input nodes and the pv-out nodes as follows. According to \Definition{4}, the input nodes \( I \) are extracted by identifying the nodes in \( G \) which reference data from HTTP request parameters (GET, POST, Header, and Cookie) and database. According to \Definition{5}, the pv-out nodes \( O \) are extracted through data dependency analysis between input nodes and HTML output nodes.
Algorithm extractDefense(program $P$)

Output: The set $\Pi$ of security operations and checks for each potentially vulnerable output statement in $P$. 

begin 
1. initialize both $I, O, V, E, F$, and $\Pi$ to empty sets 
2. compute $G := \text{the CFG of } P$ 
3. compute $I := \text{the set of input nodes in } G$ 
4. compute $O := \text{the set of pv-out nodes in } G$ 
5. If ($O$ is not empty) then 
   6. compute $c := \text{charset specifying node in } G$ 
   7. include $c$ in $\Pi$ 
   8. For (each pv-out node $k$ in $O$) do 
      9. compute $V := \text{the set of validation nodes for } k$ in $G$ 
      10. compute $E := \text{the set of escaping nodes for } k$ in $G$ 
      11. compute $F := \text{the set of filtering nodes for } k$ in $G$ 
      12. $T := \text{computeTIFG}(G, I, V, E, F, k)$ 
      13. $\Pi_k := \text{computeDefense}(T)$ 
      14. include $\Pi_k$ in $\Pi$ 
   endFor 
   15. return $\Pi$ 
end 

Algorithm computeTIFG(CFG $G$, input nodes $I$, validation nodes $V$, escaping nodes $E$, filtering nodes $F$, pv-out node $k$)

Output: Tainted-information flow graph of $k$ 

begin 
1. initialize $N'$ and $E'$ to empty sets 
2. include $k, I, V, E, F$ in $N'$ 
3. For (each unordered pair of nodes ($n, m$) in $N'$) do 
   4. If (there is a path $p$ in $G$ from $n$ to $m$ & $p$ does not pass through another node in $N'$) then 
      5. create an edge $e := (n, m)$ 
      6. If ($n$ is a predicate node) then 
         7. include the branch label of $p$ at node $n$ in $e$ 
   endIf 
   8. include $e$ in $E'$ 
endFor 
9. $T := (N', E')$ 
10. return $T$ 

Algorithm computeDefense(TIFG $T$ for $k$)

Output: $\{(X, C) \mid C$ is the set of security checks and/or operations performed for $k$ along a program path $X\}$ 

begin 
1. compute $\Omega := \text{the set of 1-paths through } T$ 
2. For (each path $X$ in $\Omega$) do 
   3. compute $C := \text{the set of security checks and/or operations performed at the security nodes through which } X$ passes through 
   4. include $(X, C)$ in $C_k$ 
endFor 
5. return $C_k$ 
end 

Figure 5-1. (a) Algorithm for extracting SQLI and XSS defense features from code. (b) Algorithm for constructing TIFG. (c) Algorithm for computing defense information.
Next, the algorithm identifies charset specifying node \( c \) in \( G \) according to Definition 10. This task requires pattern matching. That is, the node patterns (language-specific implementation patterns) of SQL statement and HTML output statement that specify the character set to be used respectively (for example, see statement 1 and 2 in Figure 5-2) are matched against the nodes in \( G \). Then, for each pv-out node \( k \) in \( G \), the other three types of security nodes—validation nodes, escaping nodes, filtering nodes, are identified according to Definitions 7-9. Validation and filtering nodes are extracted using the following techniques: (1) control and data dependency analysis of the nodes between \( k \) and input nodes; (2) identification of the security checks and operations based on their language-specific implementation methods (e.g., character replacement operation at a filtering statement is identified when the statement invokes a function ‘\texttt{taint\_var.replace()}’ where \texttt{taint\_var} is an tainted variable). Escaping nodes contain method calls to an escaping library according to its definition; therefore, this type of nodes is extracted using the following techniques: (1) control and data dependency analysis of the nodes between \( k \) and input nodes; (2) pattern matching to determine if a node contains a method call to an escaping library. For this pattern matching, our algorithm requires that user specifies the names of the escaping methods used in the application under test.

Based on \( G \) and the security nodes extracted above, the algorithm in Figure 5-1b constructs the TIFG for each pv-out node according to Definition 6. Based on \( T \), the algorithm in Figure 5-1c computes the set \( C_k \) of security checks and operations for \( k \) according to Property 1. The computations are as follows:

- The set \( \Omega \) of 1-paths through \( T \) is computed using depth first search algorithm. During the path traversal, any loop construct is traversed only once.
- For each path \( X \) in \( \Omega \), as \( X \) passes through a set of input nodes and security nodes for \( k \) and also \( k \), based on Property 1, we include the variables defined in input nodes as a set of tainted variables, and the condition checks (including the branch label ‘true’/‘false’) at validation nodes for \( k \) and the operations performed at filtering nodes and escaping nodes for \( k \) as a set of security checks and operations for \( k \) in \( C_k \).

Note that in TIFG, statements that influence the data referenced in \( k \) are included in general. The process of extracting such statements is similar to program slicing. However, in opposing to program slicing, it does not extract all the statements that affect the control flow of \( k \). Instead, it only extracts the predicates that reference the same input variables as \( k \). As such, TIFG is designed to include all statements relevant to security. Yet, these statements shall only be a subset of
statements produced by slicing. More importantly, TIFG focuses on providing the flow of information through various paths from input nodes to $k$.

5.2.2 Auditing the Defense

The second phase of the proposed method is to examine whether the defense features extracted (in the first phase) for each pv-out node is sufficient for preventing SQLI and XSS attacks. From the fact that SQLI and XSS vulnerabilities are commonly found in many web applications, it is clear that this task is an intricate one for auditors. The two main difficulties that auditors may face is (1) among the defensive coding methods—character set specifying, validation, filtering, and escaping, web developers may employ each individual method or a combination of all these methods for the defense against SQLI and XSS; (2) the effectiveness of these defensive coding methods may not be consistent across web browsers due to anomalous web browser parsing quirks. Hence, the auditor must take all these alternatives into considerations while verifying the adequacy of those methods. The use of TIFG and the defense information extracted from TIFG mitigate these problems because auditors could then focus on a smaller and directed set of information. To further aid this process, next, we shall propose some guidelines for manual audition of the features extracted from TIFG.

Let $T$ be a TIFG for $k$. Let $\Omega$ be the set of 1-paths through $T$.

**Rule 1:** If $T$ does not contain a charset specifying node, then $k$ is subjected to encoded attacks even in the presence of other security nodes. Thus, $k$ is definitely vulnerable and the implementation of such node is recommended (it is possible to define character set encoding in configuration files, usually XML files, in application server and database server rather than in programs. Therefore, in the absence of charset specifying node in a program, auditor may have to further inspect the configuration files, but this topic is out of our scope). On the other hand, if such node is implemented, it can be concluded that malicious characters such as $<$ could not be encoded with character sets different from the one used by server program’s sanitization functions.

**Rule 1** holds the highest priority among the proposed rules. The auditor should further apply the following **Rules 2-6** only after applying **Rule 1**. That is, if $T$ does not contain a charset specifying node, $k$ is definitely vulnerable and the following rules do not hold anymore. Therefore, the following rules assume that $k$ is not concluded as vulnerable according to **Rule 1**.

**Rule 2:** Let the variable $v_k$ of $k$ be influenced by an input node $u$. If there is no security node $d$ in a path of $\Omega$ that references a variable also influenced by the same input node $u$, then $k$ is
definitely vulnerable to SQLI/XSS attacks (the type of attack is dependent on the type of pv-out
node) through manipulating the value of \( v_k \).

**Rule 3:** Let the variable \( v_k \) of \( k \) be influenced by an input node \( u \). If there are input validation
nodes in \( T \) and the following conditions are met, then \( k \) is definitely not vulnerable to SQLI/XSS
attacks:

1) An input validation node in a path of \( \Omega \) performs numeric data type check on the variable
also influenced by the same input node \( u \).
2) Condition 1 is true for all the paths in \( \Omega \).
3) Condition 1 and 2 are true for all the tainted variables referenced in \( k \).

**Rule 4:** Let the variable \( v_k \) of \( k \) be influenced by an input node \( u \). If there are filtering nodes in \( T \)
and the following conditions are met, then \( k \) is definitely not vulnerable to SQLI/XSS attacks:

1) A filtering node in a path of \( \Omega \) performs transformation to numeric data type on the variable
also influenced by the same input node \( u \).
2) Condition 1 is true for all the paths in \( \Omega \).
3) Condition 1 and 2 are true for all the tainted variables referenced in \( k \).

**Rule 5:** Let the variable \( v_k \) of \( k \) be influenced by an input node \( u \). If there are escaping nodes in \( T \)
and the following conditions are met, then \( k \) is definitely not vulnerable to SQLI/XSS attacks:

1) An escaping node in a path \( X \) of \( \Omega \) adopts the escaping scheme that is appropriate to the
context in which the tainted data is referenced. And there is no other escaping node in \( X \)
(to avoid double escaping).
2) The escaping scheme applied is consistent across all the paths in \( \Omega \) (i.e., condition 1 is
true for all other paths of \( \Omega \)).
3) Condition 1 and 2 are true for all the tainted variables referenced in \( k \).

On the other hand, if any of the above conditions is not met, the escaping method implemented
is probably not adequate and thus, \( k \) is probably vulnerable to SQLI/XSS attacks. In this case, the
auditor is to further check the adequacy of other security nodes to conclude the vulnerability.

**Rule 6:** Let the variable \( v_k \) of \( k \) be influenced by an input node \( u \). If the following conditions are
met, then \( k \) is probably not vulnerable to SQLI/XSS attacks:

1) A security node in a path of \( \Omega \) invokes a function that either sanitizes the variable also
influenced by the same input node \( u \) or checks if the variable also influenced by the same
input node \( u \) satisfies certain requirements; and the function is commonly accepted as ‘adequate’ by the community.

2) Condition 1 is true for all the paths in \( \Omega \).

3) Condition 1 and 2 are true for all the tainted variables referenced in \( k \).

The reasoning for Rules 3 and 4 is that SQLI and XSS can only be performed through injection of string-type data as long as the program specifies a character set (Rule 1). Therefore, ensuring that tainted variables only contain numeric values is definitely adequate for preventing SQLI and XSS attacks. In applying Rule 5, it is important to ensure that there is no double escaping performed on the same data even if the escaping scheme is appropriate because it would affect the intended output. The reasoning for Rule 6 is that if the application adopts a sanitization function widely accepted as ‘adequate’, it is very likely that the function is correctly implemented. Therefore, debugging of such function (i.e., tracing and checking of the function) may not be required. But the auditor may still need to check if it is properly adopted by the developer.

The above rules serve as a guideline for auditors in checking the adequacy of defense artifacts extracted from \( T \). However, these rules may not be sufficient to aid the whole auditing process. Therefore, if the security nodes in \( T \) do not conform to the conditions in Rules 1-6, then the auditor is to carry out the thorough examination of security checks and operations performed on the tainted variables for each path in \( \Omega \) of \( T \). He is to check if the validation checks performed at validation nodes conform to user interface specifications and determine their adequacy in preventing SQLI and XSS attacks. Similarly, from the information of security operations performed at filtering and escaping nodes, he is to examine how these operations contribute to the defense against SQLI and XSS. For broader and more comprehensive guidelines to prevent SQLI and XSS, auditors may refer to the audition guidelines provided by security experts such as OWASP [107, 109] and RSnake [118, 119].

### 5.3 An Example Illustrating the Proposed Approach

In this section, we illustrate the proposed code auditing approach with an example program shown in Figure 5-2.

Figure 5-2a shows an example of a Log-In authentication program and Figure 5-2b shows the CFG representing the program. In Figure 5-2b, the nodes 4, 6, 7, and 14 are input nodes. Variables \( \text{uname} \), \( \text{pwd} \), \( \text{rs} \), \( \text{name} \), and \( \text{htmlOut} \) are tainted variables as their values are influenced by the input nodes. The nodes 14, 17, and 20 are pv-out nodes as these nodes reference tainted variables, and generate HTML outputs or access database. Nodes 1, 13, and 21 are not pv-out nodes as they do
not reference any tainted variable. Figure 5-2c shows the TIFGs of the three pv-out nodes constructed from the CFG in Figure 5-2b.

```java
//define character encoding scheme for client side and database side
out.write("<head><meta http-equiv='content-type' content='text/html; charset=UTF-8'> </head><body>");
Connection conn = java.sql.DriverManager.getConnection(
    "jdbc:mysql://…&characterEncoding=UTF-8");
int password;
String uname = request.getCookie("uname");//input from HTTP Cookie
if(uname.equals(""))
    uname = request.getParameter("uname");//input from HTTP GET/POST
String pwd = request.getParameter("pwd");
String htmlOut = "<form action='processLogin.jsp' method='GET'> <input
    type='hidden' name='uname' value='"
try { //input validation via exception handling
    password = Integer.parseInt(pwd);
} catch (NumberFormatException nfe){
    password = -1;
}
if(uname == null || uname.length() > 10)//input validation via predicate
    out.write("<h2>Your UserName contains more than 10 characters</h2>");
else {
    ResultSet rs = stmt.executeQuery("SELECT * FROM Guestbook
WHERE name='"+uname+"' AND pwd=\"+password\";"//pv-out
    if (rs == null) {
        //filtering a malicious character from an input
        uname = uname.replace("",""); //pv-out
        out.write("<h2>Your UserName: "+uname+" or Password: \"+password+ \"is invalid</h2>"//pv-out
    }
    else {
        //escaping HTML special characters from an input
        String name = htmlEncode(rs.getString("name"));
        htmlOut += name + ">
    }
out.write("</body>");
```

Figure 5-2. (a) Java Servlet code snippet of a Log-in authentication program. (b) The CFG of the program. (c) Tainted-information flow graphs of potentially vulnerable nodes 14, 17, and 20.
In Figure 5-2b, the pv-out nodes 14, 17 and the predicate node 12 commonly reference the tainted variable `uname` influenced by the input nodes 4 and 6. And the security checks—null check and string length check are performed at node 12. A prime input path (4, 5, 6, 7, 8, 9, 12, 14, 15, 16, 17, ..., end) that follows the false branch (12, 14) of node 12 passes through node 14 and node 17. No prime input path that follows the true branch (12, 13) of node 12 passes through node 14 and node 17. Therefore, node 12 is the validation node for the pv-out nodes 14 and 17. Similarly, predicate node 15 is the validation node for pv-out node 17 (because the variable `rs` is influenced by the input nodes 4, 6, and 7). Predicate node 15 and pv-out node 20 reference the tainted variables `rs` and `htmlOut`, which are influenced by a common input node 14. Thus, node 15 is the validation node for node 20. Similarly, node 12 is the validation node for node 20.

Node 18 is an escaping node for the pv-out node 20 because (1) it is data dependent on the input node 14, and node 20 is data dependent on it; (2) it calls an encoding library. Whereas, nodes 9 and 16 are filtering nodes for node 17 because (1) node 9 is data dependent on the input node 7, and node 16 is data dependent on the input nodes 4 and 6, and (2) the pv-out node 17 is data dependent on both nodes 9 and 16. Similarly, it can be deduced that nodes 9, 18, and 19 are filtering nodes for the pv-out node 20.

Nodes 1 and 2 are charset specifying nodes as the nodes define the character set to be used in client side and database respectively.

As shown in Figure 5-2c, we constructed the TIFGs for the pv-out nodes 14, 17, and 20. According to Property 1, \(C_{14} = \{(tainted \ variables \ \text{uname} \ and \ \text{pwd} \ defined \ from \ node \ 4 \ and \ node \ 7 \ respectively, \ charset=\text{UTF-8} \ at \ nodes \ 1 \ and \ 2, \ \text{Integer.parseInt(pwd)} \ at \ node \ 9, \ !(\text{uname} == null || \text{uname}.length() > 10) \ at \ node \ 12), (tainted \ variables \ \text{uname} \ and \ \text{pwd} \ defined \ from \ node \ 6 \ and \ node \ 7 \ respectively, \ charset=\text{UTF-8} \ at \ nodes \ 1 \ and \ 2, \ \text{Integer.parseInt(pwd)} \ at \ node \ 9, \ !(\text{uname} == null || \text{uname}.length() > 10) \ at \ node \ 12)\} \) is the set of tainted variables, and security checks and operations performed for the pv-out node 14.

Similarly, \(C_{17} = \{(tainted \ variables \ \text{uname} \ and \ \text{pwd} \ defined \ from \ node \ 4 \ and \ node \ 7 \ respectively, \ charset=\text{UTF-8} \ at \ nodes \ 1 \ and \ 2, \ \text{Integer.parseInt(pwd)} \ at \ node \ 9, \ !(\text{uname} == null || \text{uname}.length() > 10) \ at \ node \ 12), (rs == null) \ at \ node \ 15, \ \text{uname.replace("","")} \ at \ node \ 16), (tainted \ variables \ \text{uname} \ and \ \text{pwd} \ defined \ from \ node \ 6 \ and \ node \ 7 \ respectively, \ charset=\text{UTF-8} \ at \ nodes \ 1 \ and \ 2, \ \text{Integer.parseInt(pwd)} \ at \ node \ 9, \ !(\text{uname} == null || \text{uname}.length() > 10) \ at \ node \ 12), (rs == null) \ at \ node \ 15, \ \text{uname.replace("","")} \ at \ node \ 16)\} \) is the set of tainted variables, and security checks and operations performed for the pv-out node 17.
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Finally, $C_{20} = \{\text{(tainted variables }\text{uname}, \text{ pwd, and rs defined from nodes 4, 7, and 14 respectively, charset=UTF-8 at nodes 1 and 2, Integer.parseInt(pwd) at node 9, !(uname == null || uname.length()>10) at node 12, (rs == null) at node 15, htmlEncode(rs.getString("name")) at node 18), (tainted variables }\text{uname, pwd, and rs defined from nodes 6, 7, and 14 respectively, charset=UTF-8 at nodes 1 and 2, Integer.parseInt(pwd) at node 9, !(uname == null || uname.length()>10) at node 12, (rs == null) at node 15, htmlEncode(rs.getString("name")) at node 18)}\}$ is the set of tainted variables, and security operations performed for node 20.

Note that for each of these pv-out nodes, the set of tainted variables, and security checks and operations consists of exactly two elements since their corresponding TIFGs have two 1-paths.

TIFG may also include additional information not related to security defense. For example, node 19 in the TIFG of the pv-out node 20 performs a string concatenation operation that is not intended for security. However, such information could still be useful for auditing process (e.g., information extracted from node 19 can be used to infer the type of escaping mechanism required to prevent XSS).

The following discusses how an auditor could check for adequacy of the defense features through the use of information extracted from TIFG.

For the pv-out node 14, from the information extracted from the TIFG, an auditor could infer according to the audition guidelines provided in Section 5.2 that (1) the character set specification at node 2 prevents encoded SQLI attacks (Rule 1); (2) the data type transformation at filtering node 9 un-taints the variable password and thus no script injection via that variable is possible (Rule 4); (3) the data presence check and string length check on the variable uname at validation node 12 ensures that no SQLI attack pattern containing more than 10 characters could reach node 14. By summarizing this information, an auditor could conclude that node 14 is still vulnerable because an SQLI attack via uname crafted with a maximum of 10 characters (e.g., uname= 1’ OR 1=1) would exploit it. Interested readers may refer to [6, 118] for detailed exploitation mechanisms.

Similarly, for the pv-out node 17, an auditor could infer that (1) the character set specification at node 1 prevents encoded XSS attacks (Rule 1); (2) the data type transformation at filtering node 9 un-taints the variable password and thus no script injection via that variable is possible (Rule 4); (3) the data presence check and string length check on the variable uname at validation node 12 ensures that no XSS attack pattern containing more than 10 characters could reach node 17; (4) however, the data presence check on the variable rs at node 15 may not serve any security
purpose; (5) the character replacement of the variable `uname` at node 16 ensures that XSS attack patterns formed with character `‘<’` are not allowed. Thus, summarizing this information, the auditor could conclude that node 17 is not vulnerable because it is required to use `‘<’` character to create a successful XSS attack via the parameter referenced in an HTML body [109, 119] and the use of character encoding to conceal `‘<’` is also not possible due to (1).

For the pv-out node 20, the auditor has to identify the HTML context in which the tainted variable `name` is referenced and determine if an escaping method `htmlEncode` applied is appropriate (Rule 5). From node 19, the auditor may infer that the tainted data is referenced as a value of an HTML attribute. If `htmlEncode` is appropriate for that context, the auditor may conclude that node 20 is safe from XSS. Note that many web applications tend to commonly apply HTML entity encoding method for all the tainted data referenced in different HTML contexts. If the above method `htmlEncode` is an HTML entity encoding method, it has to be concluded that node 20 is vulnerable as entity encoding is not a perfect solution for this context (see appropriate escaping methods for different HTML contexts in [109]).

### 5.4 Evaluation

We evaluated our approach on seven open source Java-based web applications: Employee Directory, Bookstore, Events, Classifieds, Portal, PersonalBlog, and JOrganizer. The first five test subjects were obtained from GotoCode [44] and the other two test subjects were obtained from SourceForge [143]. Table 5-1 shows the statistics of these test subjects. The lines of code (LOC) counts shown in Table 5-1 do not include library classes. The last two columns show the number of program statements that are vulnerable to SQLI and XSS attacks respectively. We did not conduct SQLI vulnerability auditing tests for the two test subjects—PersonalBlog and JOrganizer as we do not have the vulnerability information regarding to SQLI on these two applications.

As we claimed that the proposed approach would be useful in aiding the existing vulnerability detection approach, in the evaluation, we also used an existing vulnerability detection approach—Livshits and Lam’s approach [82]. We compared our work with Livshits and Lam’s work based on the same seven test subjects above. Our evaluation setup is justified because (1) our test subjects have also been benchmarked by related major approaches [48, 49, 85, 144] and (2) as shown in Table 5-1, the test subjects’ sizes range from small to large scales and they differ in functionality.

In literature, state-of-the-art static analysis-based approaches for detecting SQLI and XSS vulnerabilities include approaches proposed in [61, 82, 165]. We chose Livshits and Lam’s approach [82] for comparison because their tool also targets Java-based applications like ours. The
other two state-of-the-art static-based approaches [61, 165] target PHP-based applications. Although there are more sophisticated and accurate vulnerability detection approaches like Kiezun et al.’s concolic execution technique [68], those approaches require dynamic analysis, which has scalability issues (see Chapter 7.4). Both our work and Livshits and Lam’s approach only apply static analysis.

SQLI and XSS vulnerability auditing experiments were conducted in three steps—(1) we applied Livshits and Lam’s approach to simulate the automatic process of locating the potential SQLI and XSS vulnerabilities in the test subjects; (2) on the same test subjects, our prototype tool WAVDE (see Section 5.4.1) was applied to extract the defense features implemented for every HTML output and SQL statement referencing the tainted data. The extracted features were then audited to also identify the vulnerabilities as in the first step but using the proposed auditing technique; (3) we verified the results of both approaches and evaluated our proposed technique.

In this evaluation, we aim to answer the following two research questions:

**RQ1.** Is the code auditing approach really necessary despite the availability of current static analysis-based vulnerability detection approaches?

**RQ2.** Is our approach effective in extracting SQLI and XSS defense features and feasible in examining them to determine their adequacy?

### Table 5-1. Statistics of the test subjects

<table>
<thead>
<tr>
<th>Test Subject</th>
<th>Description</th>
<th>LOC</th>
<th>#Servlets</th>
<th>#Stmt vuln. to SQLI</th>
<th>#Stmt vuln. to XSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employee Directory</td>
<td>Directory system for tracking employee</td>
<td>3,035</td>
<td>10</td>
<td>8</td>
<td>44</td>
</tr>
<tr>
<td>Bookstore</td>
<td>Online bookstore</td>
<td>9,551</td>
<td>28</td>
<td>17</td>
<td>143</td>
</tr>
<tr>
<td>Events</td>
<td>Event management system</td>
<td>3,818</td>
<td>13</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Classifieds</td>
<td>Advertisement and shopping system</td>
<td>5,745</td>
<td>19</td>
<td>17</td>
<td>19</td>
</tr>
<tr>
<td>Portal</td>
<td>Portal for a club</td>
<td>8,803</td>
<td>28</td>
<td>24</td>
<td>143</td>
</tr>
<tr>
<td>PersonalBlog</td>
<td>Blogging system</td>
<td>17,149</td>
<td>31</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>JOrganizer</td>
<td>Contact and appointment management system</td>
<td>31,897</td>
<td>153</td>
<td>-</td>
<td>21</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>79,998</td>
<td>282</td>
<td>76</td>
<td>391</td>
</tr>
</tbody>
</table>

### 5.4.1 Prototype Tool

We implemented our proposed approach in a prototype tool called Web Application Vulnerability Defense Extractor (WAVDE) through the use of Soot [142]. Soot provides Java bytecode analysis framework upon which control and data dependency analysis is implemented in
WAVDE. Our tool fully automates the first phase of our approach, which is extracting defense features (Section 5.2.1).

The architecture of WAVDE is shown in Figure 5-3. It consists of three modules: program analyzer, defense feature miner (DF miner), and TIFG. Program analyzer uses Soot’s APIs to analyze Java Servlet programs. It takes the class files of a program as input and builds a CFG of the program. DF miner includes three components: validation extractor, filter extractor, and escape extractor. By performing control and data flow analysis of a given CFG, DF miner first computes the set of input nodes and pv-out nodes. Security nodes are then extracted by the three extractors according to the definitions of security nodes. If the application under test adopts a standard escaping library, the user has to specify the names of the escaping APIs used via a user interface so that the escape extractor recognizes them as escaping nodes. For each pv-out node, TIFG module first constructs its respective TIFG using the security nodes extracted by DF miner. The graph is constructed according to Definition 6. Next, the module recovers the set of security checks and operations performed along 1-paths of the computed TIFG. All the information recovered is printed in a report and viewable via a user interface. For more information about the tool, please refer to our website [116].

![Figure 5-3. Architecture of the prototype tool, WAVDE](image-url)
5.4.2 Experiment

We requested four post-graduate students, who have taken Software Engineering course and scored ‘A’ Grade, to assist in this experiment. Two weeks training on SQLI and XSS injection techniques and static program analysis techniques was provided. Two students learned how to apply Livshits and Lam’s approach and another two students learned how to use WAVDE and apply the proposed approach. Before the experiments begin, we manually inspected the source code of each test subject and identified the actual SQLI and XSS vulnerabilities in the test subjects. From our manual inspections, we observed that these vulnerabilities in the test subjects are mainly caused by improper input sanitization (Employee Directory, Bookstore, Events, Classifieds, Portal) or failure to identify all input sources (PersonalBlog, JOrganizer). The last two columns of Table 5-1 show the numbers of actual SQLI and XSS vulnerabilities we identified. Thereafter, the experiment was conducted in the following three steps.

The first step of the experiment is to locate the (potentially) vulnerable program statements in the test subjects using an existing approach that could automate this task in a real scenario. However, we conducted Livshits and Lam’s approach analytically since their prototype tool is not available to us. Basically, Livshits and Lam’s approach tracks the flow of data from input sources via derivation descriptors into sensitive sinks (SQL and HTML output statements). If the data from a specified input source passes through a specified derivation descriptor, it implies that the data is still tainted. Thus, the sink which references that data is vulnerable. On the other hand, if the data from a specified input source passes through a function or an operation not specified as derivation descriptor, the sink referencing that data is not vulnerable. Therefore, to avoid any false negative cases, Livshits and Lam’s technique requires adequate vulnerability specification as an input. For this experiment, we assumed that the auditor generates a perfect vulnerability specification that reflects all the functions (described in terms of sources, sinks, and derivation descriptors) we encountered when inspecting the test subjects. The students simulated Livshits and Lam’s analysis by performing the following two steps: (1) analyze source code and find code patterns that match the vulnerability specification given by us; (2) report the SQL statement or HTML output statement as vulnerable if any match is found. The two students applied the technique independently on the test subjects and their results were reconciled before taken as a final result.

The second step is to apply the proposed approach on the same test subjects. The other two students were given this task. We provided them with (1) access to WAVDE; (2) six rules proposed in Section 5.2.2 as a primary guideline for audit trial; and (3) SQLI and XSS prevention guidelines obtained from OWASP [107, 109] and RSnake [118, 119] as further references. The students first
ran the prototype tool WAVDE on the test subjects to automatically extract the defensive statements implemented for each potentially vulnerable statement (pv-out node in a CFG) and to obtain the systematic reports on the security checks and operations performed in those extracted statements. Following the guidelines provided, the students independently audited the extracted defense features implemented for each pv-out statement (identified by WAVDE). If the student determined that an appropriate defense against SQLI or XSS attacks is not in place, the corresponding pv-out statement was reported as ‘vulnerable’ or vice-versa. Results from the two students were reconciled before taken as a final result.

The final step is to evaluate the two final results from step 1 and 2. Using the information obtained from inspecting the test subjects ourselves, we verified the results reported by the students. Results on auditing the vulnerability of SQL statements are shown in Table 5-2. Results on auditing the vulnerability of HTML output statements are shown in Table 5-3.

5.4.3 Result

To answer the two research questions raised, we analyzed the statistics of the experiment results.

**RQ1:** As shown in Table 5-2 and Table 5-3, in total, Livshits and Lam’s approach reported 279 (58+221) false positives, which accounted for 37% (279/(134+612)) of the total reported vulnerable statements (Livshits and Lam’s approach also produced 29% (12/41) error rate in their own evaluation [82]). In the experiments using the proposed approach, from the output extracted automatically, both students identified all the vulnerability cases accurately without any false positive cases. We observed that false positive cases reported by Livshits and Lam’s approach mainly arise from two sources: (1) we specified some of the string operations (such as concatenation, replacement, and substring) as derivation descriptors because we assumed that those operations still propagate tainted data; (2) some inputs are properly handled through the use of complex control-flow constructs. In the first case, the assumption is valid and important as it avoids false negative cases. However, it causes some false positive cases for Livshits and Lam’s approach in this experiment because (a combination of) the string operations applied in some program statements result in properly sanitized inputs. By contrast, using the proposed manual auditing approach, the student auditors were able to correctly identify those properly sanitized inputs. The second case is because Livshits and Lam’s analysis does not consider control-flow constructs. By contrast, our approach extracts both data dependency and control dependency statements for verification and auditing.
### Table 5-2. Results on SQLI vulnerability auditing

<table>
<thead>
<tr>
<th>Test Subject</th>
<th>Livshits and Lam’s Approach</th>
<th>Proposed Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Vulnerable statements reported</td>
<td>#False positives</td>
</tr>
<tr>
<td>Emp. Dir.</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>Bookstore</td>
<td>38</td>
<td>21</td>
</tr>
<tr>
<td>Events</td>
<td>16</td>
<td>6</td>
</tr>
<tr>
<td>Classifieds</td>
<td>34</td>
<td>17</td>
</tr>
<tr>
<td>Portal</td>
<td>34</td>
<td>10</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>134</strong></td>
<td><strong>58</strong></td>
</tr>
</tbody>
</table>

### Table 5-3. Results on XSS vulnerability auditing

<table>
<thead>
<tr>
<th>Test Subject</th>
<th>Livshits and Lam’s Approach</th>
<th>Proposed Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Vulnerable statements reported</td>
<td>#False positives</td>
</tr>
<tr>
<td>Emp. Dir.</td>
<td>54</td>
<td>10</td>
</tr>
<tr>
<td>Bookstore</td>
<td>187</td>
<td>44</td>
</tr>
<tr>
<td>Events</td>
<td>65</td>
<td>45</td>
</tr>
<tr>
<td>Classifieds</td>
<td>89</td>
<td>70</td>
</tr>
<tr>
<td>Portal</td>
<td>194</td>
<td>51</td>
</tr>
<tr>
<td>PersonalBlog</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>JOrganizer</td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>612</strong></td>
<td><strong>221</strong></td>
</tr>
</tbody>
</table>
A simple example reflecting the second case is shown in the following code taken from a test
subject—Events (the code is simplified).

```java
if(isNumber(request.getParameter("sorted"))) {
    String sSorted = request.getParameter("sorted");
    . . .
    out.println("<table><tr> . . . "+ sSorted);
}
```

Intuitively, the method `isNumber` checks if the method argument contains only numeric data.
Livshits and Lam’s approach does not recognize that the tainted variable `sSorted` is safe due to the
validation check at line 1. This is because `sSorted` does not actually pass through the sanitization
function `isNumber`. Thus the approach will report statement 3 as vulnerable, resulting in a false
positive case. By contrast, the student auditors were able to conclude (from the validation check at
line 1 extracted by our tool, WAVDE) that the variable `sSorted` at line 2 is safe. These cases
highlight the strength of a code auditing technique. The false positive cases resulting from an
existing static analysis approach can be rectified by our proposed technique.

Livshits and Lam’s approach did not produce false positives (except one) in auditing the test
subjects `PersonalBlog` and `J Organizer`. This is because the two subjects only use adequate
sanitization procedures and numeric type casting functions in checking the inputs. Thus, there was
no false positive due to validation checks. All the actual vulnerabilities of these two subjects only
arise from the total absence of checks probably due to the misidentification of input sources.
Hence, both sets of students who used Livshits and Lam’s approach and our proposed approach
easily identified those vulnerabilities.

Livshits and Lam’s approach did not produce any false negative cases as we assumed that the
auditor is able to generate an adequate vulnerability specification. This may not be the case in
practice. The auditor may fail to specify a function or an operation (as derivation descriptor) that
still propagates the tainted data. In such cases, the propose code auditing approach would be useful
in identifying the vulnerable statements that might be missed by Livshits and Lam’s approach
because the proposed method extracts the defense features implemented for every SQL and HTML
output statement which references tainted data.

In summary, at least in this evaluation, the results show that our proposed auditing approach is
really necessary for rectifying the inadequacy of defense features implemented for preventing
SQLI and XSS attacks, and could be useful in aiding existing vulnerability detection approaches,
thus answering our first research question.
RQ2: In total, 7,237 (1,598+5,639) LOC were extracted as SQLI and XSS defense features as shown in Table 5-2 and Table 5-3. Through the manual inspection on the test subjects, we have confirmed that the WAVDE tool completely extracted all the SQLI and XSS defense features implemented. SQLI defense features made up of 5% (1,598/30,952) and XSS defense features made up of 7% (5,639/79,998) of the total LOC. Since code auditing is really important and should not be avoided (as we explained above), it is clearly much more feasible for the auditors to audit this amount of code than the whole chunk of code.

Table 5-2 and Table 5-3 also show the time spent on extracting those defense features by WAVDE (as Livshits and Lam’s tool is not available to us, we could not make a comparison). The results show that the extraction time is insignificant. The maximum time spent was on the test subject JOrganizer and WAVDE took only about 6 minutes. Also, in performing manual audits on the extracted defense features, the student auditors were able to successfully complete the process in a given amount of time, which is 2 hours for each test subject.

Hence, from these results, we can conclude that our proposed auditing technique is effective in extracting SQLI and XSS defense features and feasible in examining them to determine their adequacy, thus answering our second research question.

5.4.4 Limitation

Unlike automated vulnerability detection methods, our method is a comprehensive auditing approach to audit the defense against SQLI and XSS implemented in a system. Therefore, manual work is required and an auditor is required to understand and follow the guidelines (Section 5.2.2) for preventing SQLI and XSS. However, as we discussed earlier, though existing vulnerability detection methods are automated, their reports may contain both false-positives and false-negatives. Therefore, these methods cannot avoid code verification need and our method would complement them.

The extracted defense features may also include statements that do not serve any security purposes. In this case, the auditor has to identify the appropriate portion that serves as the defense against SQLI and XSS attacks.

The test subjects used in our experiment may not reflect commercial or industrial applications. The code auditing process may not also reflect a real auditing environment as the students are not expert auditors. However, our experiments show that even students who lack experiences are able to carry out our method with effective results. Therefore, we believe that our approach would still be practical under real-world settings.
5.5 Conclusion

In this chapter, we have presented a code auditing approach that systematically recovers SQLI and XSS defense artifacts implemented in web programs. We also provided guidelines to aid the auditing of recovered defense artifacts.

Although SQLI and XSS vulnerabilities could be automatically identified by existing vulnerability detection approaches, in practice, actual vulnerable cases still has to be confirmed through manual inspection. To fix the vulnerabilities, the auditors would also need to verify the shortcomings of the defenses implemented in programs. Therefore, current methods cannot avoid the code auditing need. But, audition on the whole source code would be labor-intensive while audition on the limited information provided by existing approaches would be inadequate. Our code auditing technique addresses this problem by providing comprehensive and precise information on the defense features implemented in systems.

Our evaluation has shown that the proposed approach is feasible for the sizes of the test subjects and useful in assisting to vulnerability auditing process due to its effectiveness in extracting all the statements relevant to SQLI and XSS defenses. We have also observed that existing vulnerability detection approaches could be combined with our work to automate the detection of potential vulnerabilities. This would enhance and speed up our manual code auditing process.
Chapter 6

XSS Vulnerability Removal

Vulnerability if existed in a program has to be removed. Vulnerability mitigating techniques such as runtime attack prevention might be effective at intercepting security attacks during runtime; but, these techniques do not analyze source code and focus on removing vulnerabilities that exist in program source code. As more and more sophisticated vulnerability exploitation techniques are being discovered, any un-removed vulnerabilities could become exploitable at times.

On the other hand, defensive coding practices could, in principal, ensure that a program is free from vulnerabilities. The known defensive coding approach for effective prevention of XSS vulnerabilities is to escape all the user inputs used in HTML documents according to the contexts in which these inputs are referenced (e.g., JavaScript context if the input is used in a JavaScript code; HTML element context if the input is used in an HTML element). Escaping in the context of XSS is the process of transforming the characters that have special meanings to a client-script interpreter into the representations such that the special meanings are removed [97]. However, this method if performed manually is prone to human errors and hard to be enforced into existing web applications. Therefore, automation of this task would be beneficial.

In this chapter, we present an automated approach that statically removes XSS vulnerabilities from program source code. This approach is different from existing approaches which mainly concern with either locating XSS vulnerabilities in program source code or preventing real time XSS attacks. The proposed method consists of two phases: (1) XSS vulnerability detection and (2) XSS vulnerability removal. XSS vulnerability detection phase identifies potential XSS vulnerabilities in the program source code using static analysis. XSS vulnerability removal phase first determines the context of each user input referenced in the identified potential vulnerabilities.

---
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It then secures the potential vulnerabilities by applying the appropriate escaping methods using an escaping library provided by OWASP [110].

**Contributions and Results**

- Automated approach for effective removal of XSS vulnerabilities from program source code.
- Prototype tool called saferXSS that implements the proposed approach and provides full automation.
- Evaluation of proposed XSS removal approach using saferXSS. Experiments have been conducted on five Java-based web applications. In the experiments, the approach was effective in securing all the XSS vulnerabilities found in the test subjects.

This chapter is organized as follows. Section 6.1 discusses adequate coding rules to follow for prevention of XSS. Section 6.2 presents our automated XSS removal technique built on those XSS prevention rules. Section 6.3 evaluates the proposed technique. Section 6.4 concludes this chapter.

### 6.1 XSS Prevention Rules

We discussed in Chapter 2.1.2 that XSS attacks are carried out by injecting special characters such as `'<`, `'"`, `';`, `'<` into user inputs. Typically, when a web program references user inputs in its HTML outputs, it expects that client-side browsers treat those inputs as only data. But, injected characters cause these browsers to interpret them as code. Therefore, an XSS exploit is generally achieved by illegally switching to a code context from a data context. OWASP [109] specified systematic XSS prevention rules to follow to ensure that any user input referenced in an HTML output is only treated as data. The rules condition that appropriate escaping mechanism be applied to user input according to the HTML context in which the input is referenced. Escaping disables the effect of special characters contained in user input and prevents them from invoking client side interpreters. Therefore, as long as user inputs are to be referenced in typical HTML contexts as data, XSS vulnerabilities can be completely avoided by following OWASP’s rules and there is also no harm in escaping the referenced tainted data even if the HTML output is not actually vulnerable.

Hence, our proposed approach is built on following the rules defined by OWASP to remove XSS vulnerabilities in server programs. We shall briefly review these rules in this section. Interested readers may refer to OWASP [109] for more detail.
• **Rule#0**: Do not reference user inputs in any other cases except the ones defined in Rule#1 to Rule#5. In some contexts, no special character is required to perform XSS injection, meaning that escaping rules could become complex or impossible to prevent an exploit. Thus, escaping rules in Rule#1 to Rule#5 only apply to the typical contexts where user inputs are commonly referenced. This Rule#0 conditions that no user input is to be directly referenced in any other cases. This rule is the most important among all XSS prevention rules because it implies a whitelist approach, that is, it accepts only known good cases and rejects all other cases (by contrast, a blacklist approach rejects only known bad cases but accepts all other cases. Thus, blacklist approach is commonly known as weak and insufficient).

• **Rule#1**: Use *HTML entity escaping* for the tainted data referenced in an *HTML element*. For example, `<body><div>htmlEscape(tainted_data)</div></body>`, where “htmlEscape()” is the HTML entity escaping method, conforms to this rule.

• **Rule#2**: Use *HTML attribute escaping* for the tainted data referenced as a *value* of a *typical HTML attribute* such as name and value. This rule does not apply to the two dangerous attributes—`href` and `src`. The only acceptable way to reference tainted data as values of `href` and `src` attributes is stated in Rule#5. Any other cases of tainted data referenced in the contexts of `href` and `src` are disallowed under OWASP’s escaping rules and OWASP recommends the use of only programmer-defined data in such cases because the referenced tainted data may simply point to a JavaScript source without the use of special characters. This rule also does not apply to all event-handler attributes such as onclick. Event-handler attributes should be handled according to Rule#3. For example, `<input value='htmlAttrEscape(tainted_data)'>`, where “htmlAttrEscape()” is the HTML attribute escaping method, conforms to this rule; however, `<a href='htmlAttrEscape(tainted_data)'>` does not.

• **Rule#3**: Use *JavaScript escaping* for the tainted data referenced as a *quoted data value* in a *JavaScript* block or an *event-handler*. This rule does not apply to the tainted data referenced as any other ways in a code block except as a quoted data value. For example, `<body onload="x=javascriptEscape(tainted_data)">`, where “javascriptEscape()” is the JavaScript escaping method, conforms to this rule. In this thesis, we only discuss XSS injection using JavaScript. However, this rule applies to other client side scripts such as VBScript and Flash.
• **Rule#4:** Use *CSS escaping* for the tainted data referenced as a *value* of a *property* in a *CSS style*. For example, `<table style="width:cssEscape(tainted_data)" >`, where “cssEscape()” is the CSS escaping method, conforms to this rule.

• **Rule#5:** Use *URL escaping* for the tainted data referenced as a *HTTP GET parameter value* in a *URL*. For example, `<a href='http://www.site.com?name=urlEscape(tainted_data)'>` and `<img src='http://www.site.com?imgid=urlEscape(tainted_data)'>`, where “urlEscape()” is the URL escaping method, conform to this rule.

**Escaping APIs:** OWASP [110] provides enterprise security APIs (ESAPI) that can be used to enforce the above XSS prevention rules in vulnerable web applications. As these APIs are used in our proposed approach and our implementation, we shall briefly review the ESAPI project in the following.

ESAPI is a security project that facilitates users to enforce security in both developed and developing web applications. The project is implemented for different web languages such as Java, .NET, and PHP. It provides a variety of security mechanisms such as authentication, validation, encoding, encryption, security wrappers, filters, and access control to mitigate various web security issues. As such, with ESAPI, users have a choice of implementing any of these mechanisms in their applications.

To utilize the security controls provided by ESAPI, users must first install ESAPI project into their applications. The documentation on ESAPI installation and configuration procedures can be found in ESAPI package downloadable from [code.google.com/p/owasp-esapi-java/](http://code.google.com/p/owasp-esapi-java/). The Java documentation on ESAPI’s escaping/encoding APIs can be found in

(owasp-esapi-java.googlecode.com/svn/trunk_doc/latest/org/owasp/esapi/Encoder.html)

Once ESAPI is installed, a user could secure the tainted data by wrapping it with a proper escaping API before it is referenced in an HTML output. The proper API is to be determined based on the corresponding HTML context and the above XSS prevention rules. For example, if the context is *HTML element*, Rule#1 applies and thus ESAPI’s *HTML escaping* API is to be used as shown in the following:

```html
<div>ESAPI.encoder().encodeForHTML(tainted_data)</div>
```

It ensures that the tainted data is unable to cause context switching from its residing HTML element context. The appropriate APIs for the other rules—Rule#2 to Rule#5 are “encodeForHTMLAttribute()”, “encodeForJavaScript()”, “encodeForCSS()”, and “encodeForURL()”, respectively.
6.2 Proposed Approach

Our proposed approach consists of two major phases—detection and removal. The first phase identifies the potential XSS vulnerabilities in a given server program. The second phase first identifies the code locations where the tainted data can be adequately escaped and determines the required escaping mechanisms, and then escapes the tainted data using ESAPI’s APIs. Our approach strictly follows the XSS prevention rules discussed in Section 6.1. That is, it applies ESAPI’s escaping mechanisms if and only if the case belongs to Rule#1-Rule#5. If the case belongs to Rule#0 (any other cases not belonging to Rule#1-Rule#5), the proposed algorithm provides two options to user in order to secure the concerned statement: (1) Lenient mode—it requests the user to provide an appropriate sanitization method; (2) Strict mode—it unconditionally removes the tainted data from the code location it is referenced. Therefore, our XSS vulnerability removal algorithm is sound and complete in terms of removing all the XSS vulnerabilities in server programs. In the following, we provide the details of the approach.

6.2.1 Detection

This phase is based on the taint-based analysis technique adapted from our work on vulnerability auditing presented in Chapter 5. In the following, we briefly review the work and present the method for extracting XSS vulnerability information from a server program.

We adopt the basic definitions of the control flow graph (CFG), such as control and data dependence, defined by Sinha et al. [140]. In addition, we shall adopt the following definitions.

In a CFG, a node $x$ is *transitively data dependent* on a node $y$ if there exists a sequence of nodes, $y_0 = y$, $y_1$, $y_2$, ...., $y_n = x$, in the control flow graph such that $n \geq 2$ and $y_j$ is data dependent on $y_{j-1}$ for all $j$, $1 \leq j \leq n$. The *input node* is a node $i$ at which the data that may be controlled by an external user is accessed. Thus, input nodes include all the nodes which access tainted data from direct input sources, such as HTTP request parameters, HTTP headers, and cookies; and indirect input sources, such as session variables, persistent objects, and database records. Direct input sources are known as sources of reflected XSS. Indirect input sources are known as sources of stored XSS.
A node $o$ is called an *HTML output node* if $o$ produces an HTML response output. We define the HTML output node $o$ as a *potentially vulnerable output node (pv-out)* if $o$ satisfies at least one of the following conditions:

1) $o$ is also an input node (e.g., `out.print(req.getParameter("input"));`).
2) $o$ is data dependent on an input node $i$.
3) $o$ is transitively data dependent on an input node $i$.

Based on the above definitions, in our work on vulnerability auditing presented in Chapter 5, we have implemented the identification of pv-outs by tracking the flow of tainted data between input nodes and HTML output nodes. We make use of this work to extract the potential XSS vulnerability information from a given program and supply the extracted information to the next phase.

As an illustration, in Figure 6-1a, statement 1 and 2 define the variables `memID` and `pwd` respectively with the data from a direct input source—HTTP request GET. Statement 5 defines the variable `name` with the data from an indirect input source—Database. Statement 11 references the tainted data through the variable `html`. The CFG shown in Figure 6-1b represents the program in Figure 6-1a. Nodes 1, 2, and 5 in Figure 6-1b are input nodes. Node 11 is a pv-out because it satisfies the third condition of the above definition of pv-out.
6.2.2 Removal

This phase contains two major steps—HTML context discovery and secure source code replacement. The first step first identifies the statements at which the tainted data referenced in an HTML output statement can be escaped without compromising intended HTML outputs and security aspects. Then it extracts the HTML document structure surrounding every tainted data from the source code and identifies the HTML context using pattern matching. The required escaping mechanism for every tainted data is then determined based on the context identified and the XSS prevention rules (Section 6.1). The second step generates secure code structures using OWASP’s escaping APIs [110] as replacements for original code structures.

The algorithms are mainly based on data flow analysis and pattern matching. Therefore, static program analysis tools such as Soot [142] can be used to implement them. Next, we shall provide the detail of the two algorithms.

---

**Figure 6-1.** (a) Code snippet of a sample Login Servlet program. (b) CFG of the program.
**HTML context discovery:** When an HTML output statement is identified as vulnerable, the tainted data referenced in that statement must be escaped according to the HTML context the referenced data is in. However, in some scenarios, escaping should not be done in the vulnerable statement itself because the variable containing the tainted data may also contain programmer-defined HTML document structures. Escaping may not be done in the input statements as well because the variables defined in the input statements may involve in more than one HTML context depending on different program paths. Therefore, for each pv-out, the algorithm first finds the statements at which the tainted data can be properly escaped (we shall address such statements as *escaping statements* and the nodes representing them in a CFG as *escaping nodes*). Then, the algorithm identifies the HTML context by analyzing the HTML document structure surrounding the escaping statements. This technique is further explained in the following:

Let $o$ be a pv-out in the CFG of a program. The following three conditions ensure that there is always an escaping statement for every pv-out.

- If $o$ satisfies the first condition of the definition of pv-out, the algorithm marks $o$ as *escape_stmt* and also marks the method that retrieves the tainted data (e.g., `req.getParameter("input")`) as *to_be_escaped*.

- If $o$ satisfies the second condition of the definition of pv-out, there is an input node $i$ and a variable $v$ defined in $i$ and used in $o$. The algorithm marks $o$ as *escape_stmt* and also marks $v$ as *to_be_escaped*.

- If $o$ satisfies the third condition of the definition of pv-out, there is at least one sequence of nodes, $\{i = x_0, x_1, \ldots, x_n = o\}$, such that $o$ is transitively data dependent on an input node $i$ (note that there may be more than one sequence of nodes because tainted data may flow from input node(s) to pv-out through different program paths). For each sequence of nodes, the algorithm tracks the flow of tainted data from the input node $i$ to the node $x_j$, $1 \leq j \leq n$; while tracking, if a node $x_j$ performs a string operation which concatenates that tainted data with another variable or a raw string data, the algorithm (1) computes the nodes on which $x_j$ is (transitively) data dependent and extracts any raw string data found in those nodes; and (2) marks the node $x_j$ as *escape_stmt* and the tainted data (i.e., the variable containing the tainted data) referenced in $x_j$ as *to_be_escaped*, if the extracted data contains any HTML special character such as `<`. If there is no such $x_j$ exists, the algorithm simply marks $o$ as *escape_stmt* and also marks the tainted data referenced in $o$ as *to_be_escaped*. This is
because there is no node from $i$ to $x_n$ that could integrate any legal or programmer-defined HTML document structure into the tainted data.

After an escaping statement is identified for a pv-out, the algorithm examines any raw string data used in the escaping node and applies pattern matching to extract any identifiers found in those data that can be identified as HTML document structure. For pattern matching, the algorithm uses an HTML pattern library that stores the patterns of HTML document structures. The document patterns are defined according to HTML 4.01 specification from W3C recommendation [154] (note: as XHTML 1.0 [155] and HTML 4.01 are basically the same language in terms of the definitions of elements and attributes addressed in Rule#1-Rule#5, our defined patterns could also be used for matching scripts written in XHTML). The algorithm matches any extracted HTML document structure against those patterns from the library and attempts to identify the corresponding HTML context. If the context cannot be identified, the algorithm continues to explore (1) the nodes on which the escaping node is (transitively) data dependent and (2) the HTML output nodes surrounding the escaping node and the nodes on which those output nodes are (transitively) data dependent; and analyze the raw string data found in those nodes in order. Once the context is identified for the tainted data referenced in the escaping node, an appropriate escaping mechanism is determined based on the XSS prevention rules discussed in Section 6.1. For example, if the HTML context is identified as HTML element, according to Rule#1, HTML entity escaping is required. If the algorithm cannot identify the HTML context until a preset timeout or there is no further node to explore, it assumes that the case belongs to Rule#0. Therefore, this algorithm ensures that any tainted data referenced in an HTML output statement shall be secured by applying one of the XSS prevention rules described in Section 6.1.

Note that there may be more than one escaping statement for a pv-out because (1) it may satisfy more than one condition of the definition of pv-out and (2) there may be more than one input node influencing the pv-out. The above pattern matching procedure is to be performed for every escaping statement.

As an illustration, Figure 6-2 shows the pattern matching analysis performed for the pv-out in the Login Servlet program from Figure 6-1. The sequences of nodes \{1, 9, 10, 11\} and \{5, 6, 10, 11\} shown in shaded color in Figure 6-2 are the two sequences of nodes on which the pv-out, node 11, is transitively data dependent, and node 1 and 5 are the input nodes. According to the above HTML context discovery algorithm, for each sequence of nodes, the algorithm traverses the nodes starting from the input node and extracts any identifiers found.
Figure 6-2. Sequences of nodes that are analyzed and HTML document structures collected from string objects while identifying the HTML contexts of tainted data referenced in a vulnerable node. Both CFGs represent the Login Servlet program from Figure 6-1.

As shown in Figure 6-2a, for the nodes \{1, 9, 10, 11\}, the HTML document structure after analyzing node 10 is 
```
<input type='hidden' name='member_id' value='"+memID+"'>
```
The algorithm marks node 10 as \textit{escape\_stmt} and the variable \textit{memID} as \textit{to\_be\_escaped} as the algorithm tracks that the tainted data accessed in node 1 has been assigned to \textit{memID}. The document pattern extracted at node 10 is then matched against the patterns from the library and it is identified as \textit{HTML attribute context} which corresponds to Rule\#2. Similarly, as shown in Figure 6-2b, for the nodes \{5, 6, 10, 11\}, when the algorithm traverses node 6, it identifies some HTML special characters; thus it marks node 6 as \textit{escape\_stmt} and the variable \textit{name} as \textit{to\_be\_escaped}. During pattern matching step, after analyzing the escaping node, node 6, the algorithm continues to analyze the nodes on which the escaping node is (transitively) data dependent. Therefore, node 3 is analyzed next. From node 6 and 3, the document structure extracted is 
```
<HTML><BODY><h1>"+name + "! </h1>
```
It is then identified as \textit{HTML element context} which corresponds to Rule\#1.

\textbf{Secure source code replacement:} As an input, from the previous step, this algorithm receives the information of \textit{escape\_stmts}, \textit{to\_be\_escapeds}, and \textit{to\_be\_escapeds}' associated escaping rules and required escaping methods. Firstly, it declares the required ESAPI packages [110] on top of
the program under test. Next, for each *escape_stmt* in each pv-out o, the algorithm wraps the tainted data referenced in *escape_stmt* with appropriate escaping APIs in the following three steps:

1) Identify the appropriate escaping API *escape_api* from ESAPI library that corresponds to the required escaping mechanism of the variable or the method marked as *to_be_escaped* in *escape_stmt*. For example, if the required escaping mechanism is HTML entity escaping, the appropriate API to use is `ESAPI.encoder().encodeForHTML()`. The corresponding APIs for other escaping mechanisms are discussed in Section 6.1.

2) Modify *escape_stmt* by wrapping the object marked as *to_be_escaped* with *escape_api*.

3) Delete or comment (for program maintenance purposes) the original statement and insert the above modified statement into the same code location.

If the pv-out corresponds to Rule#0 (i.e., either the identified HTML context does not belong to the contexts stated in Rule#1-Rule#5 or no context could be identified), the algorithm provides two options to user. If the lenient option is chosen, the algorithm reports the corresponding XSS vulnerability information to user, requests the appropriate sanitization/escaping scheme, and sets the user’s input as *escape_api*. If the strict option is chosen, the algorithm sets a default sanitization method which returns an empty string as *escape_api*. Secure source code replacement is then performed in the same procedure as the above steps 2 and 3 using this escaping API *escape_api*. For example, in the following JSP code, the tainted data is referenced in a complex HTML context which does not belong to any of the contexts stated in Rule#1-Rule#5:

```html
<img src= '<%=tainted_variable%>'/>
```

HTML attribute “src” is considered complex because tainted data referenced as a value for this attribute could easily invoke (have many different ways to invoke) a malicious script code without the use of special characters or keywords (e.g., `<img src= 'http://hackersite/hack.js'/>`). For such a case, our algorithm in strict mode performs the following:

```html
<img src= '<%=saferXSS.emptyStrAPI(tainted_variable)%>'/>
```

The resulting HTML output would always be:

```html
<img src=''/>
```

Therefore, our algorithm in strict mode shall produce unintended HTML outputs for the cases belonging to Rule#0. However, as we have discussed, such cases always involve high security risks and no escaping or sanitization is often possible to avoid the risks.
Figure 6-3. Login Servlet program secured with OWASP’s security APIs [110] and the report produced by the algorithm.

Hence, removal of all XSS vulnerabilities from input programs can be fully automated using the above algorithms. And code modification required is very minimal because only objects containing tainted data are wrapped with escaping API calls. To facilitate software maintenance and security audit, the algorithm also reports (1) the source line numbers of modified statements, input statements, and pv-outs; (2) the escaped data; and (3) the associated escaping mechanisms used. For the Login Servlet program in Figure 6-1, the algorithm will produce the output as shown in Figure 6-3 (for brevity, only the necessary statements are shown). The modified statements are shown in bold.

6.3 Evaluation

We developed a prototype tool called saferXSS to implement the proposed approach. Using the tool, we evaluated the proposed approach on five open-source web applications. In the evaluation, we sought to answer the following two research questions:
RQ1. Does the approach compromise the required HTML outputs of the programs?

RQ2. Is the approach effective in removing the XSS vulnerabilities found in real-world applications?

In the following, we discuss the implementation and the evaluation of our proposed approach in detail.

6.3.1 Prototype Tool

The prototype tool, saferXSS, was developed through the use of program analysis tool called Soot [142]. Figure 6-4 shows the architecture of saferXSS. The tool consists of three modules; Program Analyzer, XSSV Detector, and XSSV Remover. It receives Java Servlet files as inputs. For each input program, Program Analyzer uses Soot’s APIs to build the CFG and stores the properties of each control flow node in global variables. XSSV Detector includes two major modules: data tracer and identifier. The two modules combine together to implement the XSS vulnerability detection phase discussed in Section 6.2.1. Data tracer traverses each node in the CFG and finds the HTML output nodes which reference tainted data. Then, for each node found, identifier performs data dependency analysis to determine the nodes where escaping is to be performed. XSSV Remover consists of two major modules: context finder and code wrapper. These two modules implement the two algorithms discussed in Section 6.2.2. Code wrapper provides a user interface for user to set lenient or strict mode. In lenient mode, whenever a vulnerable statement belonging to Rule#0 is encountered, the interface shows the vulnerability information to user and requests the appropriate sanitization/escaping method from user. As outputs, the tool produces modified Java Servlet programs and vulnerability report containing information of the potential XSS vulnerabilities found in the program. As a final step, user has to install OWASP’s ESAPI into the application and re-compile the modified programs.
6.3.2 Test Subjects

For evaluation, we selected five Java-based open source applications, Events, Classifieds, Roomba, PersonalBlog, and JGossip, as test subjects. Events and Classifieds are downloaded from GotoCode [44]. Roomba, PersonalBlog, and JGossip are downloaded from SourceForge [143]. Events (3,818 LOC) is an event management system where users may participate or organize events. Classifieds (5,745 LOC) is an online classifieds system where users may advertise various items or visit the system for online shopping. Roomba (3,438 LOC) is a room booking system for small to medium-sized hotels. PersonalBlog (17,149 LOC) is an online blogging system where various users can publish their contents online. JGossip (79,685 LOC) is a forum system for discussion of various topics among users and it is a large-scale application. Events and Classifieds have been used as benchmarks in related works [48, 49]. Roomba has been used in [79]. PersonalBlog and JGossip have been used in [85]. The LOC counts do not include library classes. Inputs from anonymous users are common in these applications. Therefore, XSS vulnerability is a serious security concern since a malicious user may easily trick many innocent users through exploiting an XSS hole.
Considering that our test subjects’ sizes vary from small to large scales and that the test subjects have different functionalities and characteristics, they are good representatives of many open source web applications in the wild. But, being open source, our test subjects may not be representatives of industrial applications. To be a credible empirical study, the software engineering community demands that the test subjects meet the following criteria [153]: (1) developed by a group of professionals, rather than novices or students individually; and (2) developed under industrial settings, rather than arbitrary or artificial settings. Some of our test subjects like *PersonalBlog* and *JGossip* meet these requirements, and they are widely-used, real world applications. Furthermore, all the above subjects have also been used in evaluating approaches such as [48, 49, 79, 85], which are closely related to our work. We, therefore, believe that our selected test subjects are good samples for the evaluation of our approach, and that choosing a different set of test subjects including industrial applications for evaluation would not vary the outcome much.

### 6.3.3 Experiment

We conducted experiments on each test subject by performing the following procedure. First, we specified the directory of the subject’s source folder for *saferXSS*, set the tool in strict mode, and ran it. The tool analyzed all the Java files and modified the programs with potential XSS vulnerabilities. It also produced the vulnerability report which contains information about modified program statements (such as the one shown in Figure 6-3). Independently, we also inspected the source code of each subject to confirm the potential vulnerabilities reported by the tool. Table 6-1 shows the results of the tasks performed by the tool. Each reported vulnerability corresponds to one program statement (i.e., a pv-out). Table 6-2 shows the statistics obtained from the tool and our code inspection result. It shows the types of HTML contexts (observed in the test subjects) in which tainted data is referenced, and the numbers of the potential XSS vulnerabilities (reported by the tool) and the actual ones among the potentials (inspected by us), which correspond to each HTML context type. We observed that the actual XSS vulnerabilities present in the test subjects are mainly caused by improper input sanitization (*Classifieds*, *Events*), total absence of sanitization (*Roomba*), or failure to identify all input sources (*PersonalBlog*, *JGossip*). Note that the numbers of potential XSS vulnerabilities in Table 6-2 include both actual ones and false positives.
Table 6-1. XSS Vulnerabilities removed by saferXSS tool

<table>
<thead>
<tr>
<th>Test Subject</th>
<th>#Stmt potentially vuln. to XSS</th>
<th>#Modified Stmts</th>
<th>#Modified Servlets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Events</td>
<td>81</td>
<td>81</td>
<td>11</td>
</tr>
<tr>
<td>Classifieds</td>
<td>123</td>
<td>123</td>
<td>10</td>
</tr>
<tr>
<td>Roomba</td>
<td>153</td>
<td>153</td>
<td>28</td>
</tr>
<tr>
<td>PersonalBlog</td>
<td>84</td>
<td>84</td>
<td>14</td>
</tr>
<tr>
<td>JGossip</td>
<td>312</td>
<td>312</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 6-2. Actual XSS vulnerabilities found in the test subjects and potential XSS vulnerabilities reported by saferXSS tool, which correspond to each HTML context type

<table>
<thead>
<tr>
<th>HTML context</th>
<th>#Stmt vuln. to XSS</th>
<th>#Stmt potentially vuln. to XSS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Events</td>
<td>Classifieds</td>
</tr>
<tr>
<td>HTML element</td>
<td>0/0</td>
<td>0/85</td>
</tr>
<tr>
<td>HTML attribute</td>
<td>9/28</td>
<td>9/17</td>
</tr>
<tr>
<td>JavaScript</td>
<td>0/0</td>
<td>0/0</td>
</tr>
<tr>
<td>CSS</td>
<td>0/0</td>
<td>0/0</td>
</tr>
<tr>
<td>URL</td>
<td>11/53</td>
<td>10/21</td>
</tr>
<tr>
<td>Rule#0</td>
<td>0/0</td>
<td>0/0</td>
</tr>
<tr>
<td>Total</td>
<td>20/81</td>
<td>19/123</td>
</tr>
</tbody>
</table>

Second, we installed ESAPI project into the modified subject, set up both the original and modified subjects on Eclipse [31], and deployed them on Tomcat 6.0 server\(^8\). We also configured the database connections with MySQL 5.0\(^9\) and ran the subject’s SQL files on MySQL database to generate the required tables.

Third, based on the XSS vulnerability report produced by the tool, we manually created a test suite, called functional test, in which a test case was formed for each modified program statement. This test suite was designed to test if the modified statements still produce the HTML outputs as intended. We then manually executed the test cases on both the original and modified subjects and compared the results (i.e., the resulting HTML documents). If the modified subject produces the same output as the original subject for a given test case, it is counted as one test passed (we did not

\(^8\) http://tomcat.apache.org

\(^9\) http://www.mysql.com
consider the actual functional requirements of the subject). Otherwise, it is counted as one test failed.

Fourth, based on the actual XSS vulnerability information inspected by us, we created another test suite, called XSS test, in which a set of test cases was formed for each actual XSSV observed in the test subject. Each set of test case was constructed with a variety of XSS attack vectors designed to exploit each specific XSSV. The attack vectors were crafted based on the HTML context and escaping statement information reported by the tool. The attack patterns were also referenced from RSnake [119] and Kieżun et al.’s attack library [68]. They were crafted in such a way that a successful attack results in an alert message or a malformed web page. If no attack from a given set of test cases succeeds, it is counted as one test passed. If one of the attacks from the set succeeds, it is counted as one test failed. We again manually executed the test cases on both the original and modified subjects, and verified the results.

As an illustration, some XSS attack patterns and the results of their executions on both the original and modified codes are shown in Table 6-3. The web pages shown in the first column are the places the attacks occurred. The attack vectors were injected into the input parameters shown in the third column. The injection may not take place in the same web page where the attack occurred depending on the stored and reflected XSS scenarios. For example, to expose the vulnerability in the web page ‘bookings.step3’ of Roomba, the attack vector ‘; alert('XSSed');’ was injected into the HTTP request GET parameter firstname in the web page ‘bookings.step1’ where the data was then stored into the database.

Finally, we recorded the results of functional and XSS test cases executed on both original and modified test subjects. The results are listed in Table 6-4.
### Table 6-3. Example of XSS attacks performed on original and modified test subjects

<table>
<thead>
<tr>
<th>Web Page</th>
<th>HTML Context</th>
<th>Attack Vector</th>
<th>Original Code</th>
<th>Result</th>
<th>Modified Code</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roomba</td>
<td>Rule#0 (URL inside JavaScri-&gt;)</td>
<td>chosenTable = '';!--&quot;&lt;XSS&gt;=&lt;script&gt; var newUrl = &quot;viewTable.jsp?tableId=&quot;+%&lt;%=chosenTable %&gt;&lt;/script&gt;</td>
<td>Mal-formed web page</td>
<td></td>
<td>&lt;script&gt; var newUrl = &quot;viewTable.jsp?tableId=&quot;+%saferXSS.emptyStrAPI(chosenTable) %&gt;&lt;/script&gt;</td>
<td>No mal-formed web page</td>
</tr>
<tr>
<td>JGossip/jspf.</td>
<td>HTML element</td>
<td>name = '&lt;SCRIPT&gt;alert('XSSed');&lt;/SCRIPT&gt;&lt;td&gt;&lt;%request.getParameter(&quot;name&quot;)%&gt;&lt;/td&gt;</td>
<td>Alert message &quot;XSSed&quot;</td>
<td></td>
<td>&lt;td&gt;&lt;%= ESAPI.encoder().encodeForHTML(request.getParameter(&quot;name&quot;))%&gt;&lt;/td&gt;</td>
<td>No alert message</td>
</tr>
<tr>
<td>Events/Login</td>
<td>HTML attribute</td>
<td>querystring='';!--&quot;&lt;XSS&gt;=&lt;input type='hidden' name='querystring' value='&lt;%=getParam(request,&quot;querystring&quot;)%&gt;&gt;</td>
<td>Mal-formed web page</td>
<td></td>
<td>&lt;input type='hidden' name='querystring' value='&lt;%=ESAIP.encoder().encodeForHTMLAttribute(getParam(request,&quot;querystring&quot;))%&gt;&gt;</td>
<td>No mal-formed web page</td>
</tr>
<tr>
<td>Roomba</td>
<td>Java-Script</td>
<td>firstname = '; alert('XSSed');</td>
<td>Alert message &quot;XSSed&quot;</td>
<td></td>
<td>&lt;script&gt; var firstname =&lt;%=ESAIP.encoder().encodeForJavaScript(rs.getString(&quot;firstname&quot;))%&gt;&lt;/script&gt;</td>
<td>No alert message</td>
</tr>
<tr>
<td>Personal Blog/del</td>
<td>URL</td>
<td>id = '';&lt;SCRIP T&gt;alert('XSSed')}&lt;/SCRIPT&gt;</td>
<td>Alert message &quot;XSSed&quot;</td>
<td></td>
<td>&lt;a href=&quot;deletePost.do?method=executeFinish&amp;postId=&lt;%=id%&gt;&quot;&gt;&quot;&lt;/a&gt;</td>
<td>No alert message</td>
</tr>
</tbody>
</table>

### 6.3.4 Result and Discussion

**Functional integrity:** As shown in Table 6-1 and Table 6-2, the saferXSS tool produced false positives for all the test subjects (#False positives = #Stmt potentially vuln. to XSS – #Stmt vuln. to XSS). False positives are expected because our proposed approach tends to be conservative. Remember that the main objective of our approach is to achieve absolute security by securing all the “potentially vulnerable” data reported. False positive arises when the secured data is not actually vulnerable. For example, in our approach, data accessed from database is considered as tainted, and thus, it is escaped and secured. But the data may actually be clean if it is written into...
the database by the programmer himself or if it is the auto-increment value generated by the
database. Our manual inspections confirm that the test programs do access data from user sessions
or database defined by the programmer or the database (e.g., auto-increment primary key). Such
data is not exploitable by attackers and thus, these are false positive cases. However, our secure
code replacement procedure is performed such that it does not affect the resulting HTML outputs
or other program operations (discussed in Section 6.2.2), except for cases that belong to Rule#0,
which are discussed in the following.

As shown in Table 6-2, 5 cases from Roomba, 26 cases from PersonalBlog, and 3 cases from
JGossip correspond to Rule#0. From our code inspection, we observed that all the five cases from
Roomba are actually vulnerable whereas all the cases from PersonalBlog and JGossip are false
positives. Observing that PersonalBlog has many false positives with respect to Rule#0, we again
manually inspected those specific cases and found that PersonalBlog is mostly written in complex
HTML document structures with accesses to user input data. For example, we observed the use of
user input together with ‘innerHTML’ property in JavaScript. Securing such input is not
straightforward since there are many exploitation possibilities in such scenario. Our approach
considers them as Rule#0 cases (i.e., cases that proper security procedure cannot be determined).

Nevertheless, all those 34 cases were secured with our tool’s strict mode-sanitization method
which returns an empty string. Therefore, as shown in Table 6-4, the functional tests
Corresponding to those cases failed for the modified test subjects. In a real scenario, a user may
also choose the lenient mode; and based on the vulnerability information provided by the tool, he
may decide whether to sanitize the tainted data or to ignore the risk. For all other test cases, we
confirmed that the resulting HTML documents of both the original and modified subjects were the
same. Therefore, the results show that the proposed escaping procedure performed on the cases
belonging to Rule#1-Rule#5 does not affect the intended HTML outputs of the programs though
the escaping performed on the cases belonging to Rule#0 might affect the intended output. This
answers our first research question RQ1.

Effectiveness: As the numbers of modified statements in Table 6-1 show, the saferXSS tool
secured all the potential vulnerabilities identified by the tool. From our manual inspection, the
potential XSSVs reported by the tool include all the actual XSSVs found in the test subjects. As
the XSS test results in Table 6-4 show, the attacks from XSS test suite successfully exploited all
the actual XSSVs in all the original subjects. None of the attacks was successful against the
modified subjects. These results confirm that the actual XSSVs inspected by us are really
exploitable. Quantitatively, the saferXSS tool removed 100% (197/197) of the actual XSSVs in the
test subjects with the precision of 26.2% (#actual/#potential = 197/753). More importantly, this experiment demonstrates that the proposed approach is effective in completely removing all the real XSSVs, which answers our second research question RQ2.

Table 6-4. Results of functional and XSS test cases executed on the original and modified test subjects

<table>
<thead>
<tr>
<th>Subject</th>
<th>Test suite</th>
<th>Original subject</th>
<th>Modified subject</th>
</tr>
</thead>
<tbody>
<tr>
<td>Events</td>
<td>Functional</td>
<td>All passed</td>
<td>All passed</td>
</tr>
<tr>
<td></td>
<td>XSS</td>
<td>20 tests failed</td>
<td>All passed</td>
</tr>
<tr>
<td>Classifieds</td>
<td>Functional</td>
<td>All passed</td>
<td>All passed</td>
</tr>
<tr>
<td></td>
<td>XSS</td>
<td>19 tests failed</td>
<td>All passed</td>
</tr>
<tr>
<td>Roomba</td>
<td>Functional</td>
<td>All passed</td>
<td>5 tests failed</td>
</tr>
<tr>
<td></td>
<td>XSS</td>
<td>129 tests failed</td>
<td>All passed</td>
</tr>
<tr>
<td>PersonalBlog</td>
<td>Functional</td>
<td>All passed</td>
<td>26 tests failed</td>
</tr>
<tr>
<td></td>
<td>XSS</td>
<td>1 test failed</td>
<td>All passed</td>
</tr>
<tr>
<td>JGossip</td>
<td>Functional</td>
<td>All passed</td>
<td>3 tests failed</td>
</tr>
<tr>
<td></td>
<td>XSS</td>
<td>28 tests failed</td>
<td>All passed</td>
</tr>
</tbody>
</table>

6.3.5 Limitation

Our XSSV removal approach applies OWASP’s escaping APIs only when the HTML context corresponds to the contexts defined in Rule#1-Rule#5 (Section 6.1). Tainted data referenced in any other contexts are unconditionally removed by the tool when set as strict mode.

Also, this approach does not track information flow across web pages. Thus, the tool loses precision when a tainted variable is first stored in a data store such as session objects and later referenced in an HTML output statement in a different web page. However, in order to prevent stored XSS, our proposed approach treats data accessed from such indirect input sources as tainted and then indiscriminately applies escaping procedures to all tainted data. As discussed in Section 6.2, doing so causes no harm as long as the input is to be referenced as a data in an HTML document.

Both our approach and tool target web applications written in Java language due to the frequent occurrences of XSS issues in Java-based web applications. However, the proposed idea can be easily extended to fit the syntax of other programming languages. Furthermore, our method modifies program source code instead of rewriting program bytecode. This is ineffective when the
application source code is not available. However, our approach not only performs vulnerability removal but also systematically reports the statements modified and the statements that have security risks (in lenient mode) so that the user can take further actions. As such, source code access is still required. It could though be future work to include this feature (bytecode rewriting) into our tool so that users could choose the preferred modification method.

6.4 Conclusion

In this chapter, we have presented a two-phase approach for finding and removing potential XSS vulnerabilities in server programs. The first phase adopts a taint-based analysis approach to track the flow of user inputs into HTML output statements and identify potentially vulnerable statements. The second phase uses pattern matching and data dependency analysis to identify the HTML contexts in which the user inputs are referenced and the required escaping mechanisms to guard against code injection. Then it performs source code generation and replacement to secure the potentially vulnerable statements using proper escaping APIs.

Some of the existing XSS mitigation techniques could detect many vulnerabilities or prevent most XSS attacks; however they do not remove vulnerabilities. As more and more sophisticated attack patterns are discovered, vulnerabilities if not removed could be exploited anytime. Our proposed approach focuses on removing vulnerabilities with minimal user intervention. We also developed the saferXSS tool that automates the proposed approach. In our evaluation, the tool was successful in removing all the XSS vulnerabilities found in five test subjects.
Chapter 7

RELATED WORK

Existing methods on mitigating SQLI and XSS threats can be broadly classified into five types—defensive coding practices, vulnerability prediction techniques, vulnerability detection techniques, vulnerability testing techniques, and runtime attack prevention techniques.

In this thesis, we have presented three types of techniques—vulnerability prediction, vulnerability auditing, and vulnerability removal that also mitigate SQLI and XSS threats. Hence, our works are related to the works from the above five categories. This chapter discusses and contrasts our proposed techniques with these related works. As we discussed in our surveys on SQLI and XSS mitigating approaches [130, 135], we believe that SQLI and XSS threats have to be defended from a combination or an overlapped use of different types of techniques at different stages of a software development lifecycle. Hence, our approaches are proposed not to replace these existing works but to improve or complement them at various software development stages. Our ideal SQLI and XSS defense system is depicted in Figure 7-1.
7.1 Defensive Coding Practices

Since SQLI and XSS vulnerabilities arise from improper handling of inputs, defensive coding practices [25, 28, 36, 97, 107, 109, 111] that enforce guards against inputs are the best solution for defeating SQLI and XSS threats. Naturally, these practices are to adopt during implementation stage and often, developers are responsible for this task. The following summarizes the proper defensive coding methods suggested to developers in the literature.

*Parameterized queries or stored procedures:* Anley [6] and OWASP [107] showed that the use of properly-coded parameterized queries or stored procedures is the perfect solution to defend against SQLI threats. If developers use any of these two query construction methods instead of dynamic query building method (explained in Chapter 2.1), SQL injection shall be non-existent these days. Proper coding style of parameterized queries or stored procedures enforces developers to define the structure of SQL code first before including parameters to the query. Because parameters are bound to the defined SQL structure, no injection of additional SQL code is possible.

*Escaping:* Due to the flexibility and complexity of web browsers and the difference in parsing technologies, parameterized method is not used to prevent against XSS attacks (unlike a DBMS which has only one SQL interpreter to parse a given query, a browser uses various script
interpreters such as JavaScript, HTML, Flash, etc. to parse a given HTML document). Instead, to
defend against XSS threats, escaping of user inputs is the best solution. OWASP [109] proposed
rules that define proper escaping schemes for inputs referenced in different HTML contexts (i.e.,
HTML body, HTML attribute, JavaScript, etc.).

Escaping is similarly effective against SQLI threats [107]. In the case that developer favors
dynamic queries due to its flexibility (instead of parameterization), escaping all user-supplied
parameters is the next best option. But, as insufficient or improper escaping practices are common,
the recommendation for developers is (1) identify all input sources to realize the parameters that
need escaping; (2) apply proper escaping procedures according to the context in which the input
data is referenced; and (3) use standard escaping libraries instead of custom escaping methods.

Data type validation: In addition to escaping, data type validation is a useful and important
defensive coding method [25, 36]. Validating whether an input is string or numeric could easily
and quickly reject type-mismatched inputs. This could also simplify the escaping process because
validated numeric inputs need no further cleansing action and could be safely used in SQL and
HTML output statements.

Whitelist filtering: Developers often use blacklist filtering to reject known bad special
characters such as ‘, ‘, ‘, and < from the parameters to avoid SQLI and XSS [36]. However, the
safer and recommended filtering approach is to accept only inputs that are known to be legitimate.
This approach is suitable for well structured data such as (email) addresses, dates, zip codes, social
security numbers, etc. Developers could keep a list of legitimate data patterns and accept only the
input data which match them.

Although these recommended practices are the best way to defeat SQLI and XSS, their
application is labor-intensive, error-prone, and difficult to be rigorous and complete. Furthermore,
developers are often the ones to implement these practices but as some of them are not well-
trained in security, the implementation is often inadequate.

To alleviate these problems in the context of SQLI, McClure and Krüger [88] developed SQL
DOM – a set of classes that provide automated data type validation and escaping. Developers are
required to provide SQL DOM with database schema and construct SQL statements using its
APIs. This framework is especially useful when a developer needs to use dynamic query
construction method (instead of parameterized queries) for greater flexibility. Similarly, Cook and
Rai [26] also provided special libraries to generate safe query objects. In the context of XSS,
Robertson and Vigna [117] proposed a web application framework that enforces strong typing of
HTML documents so that intended document structures and inputs referenced in the documents can be separated, and violations of intended document structures can be checked at runtime. Yip et al. also developed a framework called Resin [167] that provides developers with interfaces for generating code assertions that define security policies while writing application code; and the framework checks for conformance of the defined security policies during runtime. Resin framework is also applicable to SQLI.

Although defensive code implementation using these special libraries and development frameworks would be certainly helpful, the drawback is that developers are required to learn new query-development paradigm or new programming environments.

Our XSS vulnerability removal approach presented in Chapter 6 is closely related to Thomas et al.’s work [147], which removes SQLI vulnerabilities by generating parameterized queries. They find potentially vulnerable SQL statements (i.e., statements built dynamically) in the programs and replace them with parameterized SQL statements. However, their approach is not designed to remove XSS vulnerabilities. Unlike securing a SQL statement with a prepared statement, the technique of securing an HTML output statement with an escaping API is more complex as it has to take into consideration the HTML context and the appropriate API to use. Furthermore, Thomas et al.’s current tool uses pattern matching to deduce SQL structures. So it only works on SQL structures built with explicit strings. Incorporation of program analysis techniques is required to deduce SQL structures built with data objects or through function calls. By contrast, our work applies static data dependency analysis to track variables and extract HTML document structures.

In summary, defensive coding practices are important, and they act as the primary defense against SQLI and XSS. However, due to the above explained drawbacks, even when developers adopt defensive coding practices, SQLI and XSS flaws might still be present in programs. Furthermore, defensive coding is only applicable for new code (implementation stage). It would require rewriting for existing, developed code. Hence, our techniques would complement them at various software development stages. For example, at software testing stage, our proposed code auditing approach would be useful for verifying the adequacy of defensive code implementations.

### 7.2 Data Mining Techniques

**Defect prediction:** Data mining models used by our supervised vulnerability prediction techniques (Chapter 3 and Chapter 4) are similar to those used in many defect prediction studies [7, 10, 17, 75, 91, 92, 99, 100, 106, 141, 148, 149, 170]. In these studies, defect predictors are generally built from static code attributes [21]. Static code attributes are attributes that can be
measured statically from specification, design, implementation, etc. [32]. Some examples are software design measures [17], LOC counts, Halstead’s attributes [52], and McCabe’s code complexity attributes [87]. These studies typically use performance measures, such as recall, probability of false alarm, precision, accuracy, and area under the curve (AUC) of probability of false alarm versus probability of detection, to evaluate the predictors.

Some of these studies [7, 66, 75, 90, 91, 148, 150] compared the predictive performances of several classification algorithms, such as C4.5, neural networks, Naïve Bayes, support vector machine, random forest, and logistic regression, using common datasets available in public domains such as PROMISE [114].

Results from some major studies [10, 17, 75, 91, 99] can be summarized as defect predictors which produce recall > 70% and probability of false alarm < 25% are useful in practice. Tosun and Bener [148] also reported that up to 71% of the software engineering effort could be saved by using defect predictors instead of applying random code inspections. They have mainly showed that static code attributes are useful and efficient as they can be cheaply collected [91].

However, Fenton and Neil [33] and Shepperd and Ince [137] criticized the reliability of predictors built from attributes like size and code complexity attributes. Some other researchers concerned that static code attributes can only provide limited accuracy [7, 92, 93, 100] and that there is no universal set of attributes that works on every application domain [149, 170]. Lessmann et al. [75] also reported that new software attributes should be discovered to improve the performance of all types of classifiers.

Motivated by the above findings, Arisholm et al. [7] and Nagappan et al. [98, 100] focused on finding additional software attributes to enhance accuracy. They reported that process attributes (e.g., developer experience and code churn) in addition to static code attributes could significantly improve prediction accuracy. However, they also reported that despite the improvement, process attributes are difficult to measure, and measurements are often inconsistent. Menzies et al. [92] also showed that tuning the classifier according to a user-specific goal (e.g., finding the fewest modules that contain the most errors) improves the classifier’s performance without the help of process or other type of attributes. They counter-argued that static code attributes are still one of the few measures that can be collected consistently across many systems. Zimmermann et al. [170] proposed new set of static code attributes and reported that network measures on dependency graphs work better than conventional static code attributes in predicting defects in Windows-based software.
Similar to these defect prediction studies, we proposed and applied static code attributes in building vulnerability predictors (Chapter 3). Like some of these studies, in addition to static attributes, we also proposed and used dynamic code attributes to improve predictive performance (Chapter 4). We also used the classifiers (such as neural networks) that were ranked among the best by these studies. And we applied the same performance measures, such as recall and precision, to evaluate our predictors.

In contrast to these defect prediction studies, our study in this thesis targets security vulnerabilities in web applications. We also defined and proposed new set of attributes targeted at predicting vulnerabilities based on static and dynamic program analysis.

**Vulnerability prediction:** Although we follow and apply data mining technologies used by defect prediction studies, there are also prediction approaches that target web application vulnerabilities like our approach. These approaches are more closely related to our work.

Shin et al. [138] used code complexity, code churn, and developer activity attributes to predict vulnerable programs. They achieved 80% recall and 25% false alarm rate. Their assumption was that, the more complex the code, the higher the chances of vulnerability. But from our observations, many of the vulnerabilities arise from simple code. That is, if a program does not employ any input validation and sanitization routines, the code would be simpler but nevertheless contain many vulnerabilities. Furthermore, Shin et al. [138] requires process attributes such as developer activity. As discussed above, process attributes can be very expensive to collect and data collected may not be consistent across projects [7, 92]. By contrast, our predictors presented in this thesis are built from only product attributes (i.e., code attributes) which could be collected more consistently [7, 92].

Walden et al. [156] investigated correlations between the security resource indicator (SRI) and the numbers of vulnerabilities in PHP web applications. SRI is derived from publicly available security information such as past vulnerabilities, secure development guidelines, and security implications regarding system configurations. Neuhaus et al. [101] also predicted vulnerabilities in software components from the past vulnerability information, and the imports and function calls attributes. Their work is based on the concept that components which contain imports and function calls that are similar to known vulnerable components are likely to be vulnerable as well. They achieved 45% recall and 70% precision.

Gegick et al. [42] used static analysis alerts (i.e., outputs from a static fault analysis tool), code churn, LOC counts to predict vulnerable software components. Like our approach, they also used
static program analysis to collect attributes. However, their static analysis only generates programming-fault alerts and manual audition is required to determine whether those alerts could be warnings of security vulnerabilities. This task requires a security expert and might be error-prone. By contrast, our attribute collection process is fully automated.

The major and general differences between these existing vulnerability prediction approaches and our vulnerability prediction approaches presented in Chapter 3 and Chapter 4 are (1) existing approaches predict security vulnerabilities in general whereas our approach focuses on SQLI and XSS vulnerabilities; (2) we propose a novel set of code attributes that reflect the code patterns of input sanitization and validation defense against SQLI and XSS; and (3) most importantly, our predictors identify vulnerable program statements whereas existing vulnerability predictors only identify vulnerable software components or program files. Therefore, their results cannot be directly compared with ours due to different granularities of vulnerability targets. Still, it is noteworthy that compared to their general vulnerability predictors, our specialized predictors achieved high detection rates and significantly low false alarm rates in predicting SQLI and XSS vulnerabilities (see Chapter 3 and Chapter 4).

**Un-supervised learning**: All the above existing prediction approaches discussed are built on classification algorithms. We explained in Chapter 2.3 that classification-based methods suffer from two major drawbacks—1) labeled instances are required for training, and 2) learned classifiers could only detect known bad patterns. Therefore, in addition to classification methods, un-supervised learning methods such as cluster analysis are also used in defect prediction studies such as Seliya and Khoshgoftaar [124] and Zhong et al. [168]. In these approaches, similar to classification-based methods, software modules are represented with attributes such as code complexity attributes. Distance functions such as Euclidean function are then used to compute the distance between attribute vectors and measure similarity among software modules. Clustering algorithms such as $k$-means are then used to group software modules based on their similarities. A software engineering expert is then required to label each group as either defective or non-defective.

Our techniques presented in Chapter 4 also rely on cluster analysis to predict vulnerabilities. But, the existing related works target defects in software modules whereas we target web application vulnerabilities. To the best of our knowledge, cluster analysis has not been used in vulnerability prediction. Furthermore, they require human experts to label clusters whereas our work automates this task based on some assumptions.
Cluster analysis is also widely used in solving a different web security issue called network intrusion detection or anomaly detection [23]. Hence, here, we also review some intrusion detection techniques as our related work.

Portnoy et al. [113] showed that cluster analysis could identify numerous network intrusions based on the two assumptions that (1) normal instances (legitimate network accesses) are much more frequent than anomalous instances (intrusions) and (2) anomalous instances have characteristics different from normal instances.

Katos [64] evaluated the performances of three different un-supervised learning schemes which are cluster, discriminant, and logit analysis. Thamaraiselvi et al. [146] combined both classification and clustering techniques to improve the accuracy of intrusion detectors. Bayesian classifier is used to detect known intrusion attacks learned from available labeled training data and genetic-based cluster analysis is used to detect unknown (unseen) attacks.

In our work presented in Chapter 4, the same assumptions as Portnoy et al.’s [113] have been used for detecting vulnerable clusters. But our cluster analysis is on static and dynamic code attributes extracted from program source code whereas cluster analysis in intrusion detection studies is on network access patterns extracted from network traffic.

### 7.3 Static Analysis-based Vulnerability Detection

This type of methods focuses on identifying vulnerabilities in server-side scripts using static taint analysis techniques.

Researchers formulated the problem of XSS and SQL injection as one of information flow integrity [12]. As such, it can be avoided by restricting tainted data (i.e., user inputs) from affecting un-tainted data (e.g., programmer-defined SQL query structure). To achieve this requirement, Livshits and Lam [82], Jovanovic et al. [61], and Xie and Aiken [165] applied prominent static analysis techniques, such as flow-(in)sensitive analysis, context-sensitive analysis, alias analysis, and interprocedural dependency analysis, to carry out the following tasks: (1) identify input sources and sinks that consume input data (i.e., SQL statements and HTML output statements) and (2) check whether or not every flow from a source to a sink is subject to any input validation and/or input sanitization routine. Livshits and Lam’s work [82] is based on points-to analysis using binary decision diagrams. It requires users to specify vulnerability patterns in a program query language called PQL [86]. Xie and Aiken’s work [165] is based on block and
function summary information obtained from symbolic execution. Jovanovic et al. [61] includes alias analysis to improve the accuracy.

Some of the vulnerability detection approaches such as Livshits and Lam [82] require user specifications to perform vulnerability analysis. Manual specifications are labor-intensive and it is hard to be complete and accurate. Therefore, Livshits et al. [81] proposed a method to automatically infer information flow specifications from program code using an interprocedural data dependency analysis. Their approach analyzes information flow paths in programs based on probabilistic reasoning and intuition in order to identify external input sources, sensitive sinks (e.g., SQL query statement), and sanitization functions as accurately as possible.

To specifically address SQLI, Wassermann et al. [157] applied static analysis to verify that dynamic query strings do not contain type errors (e.g., string type instead of numeric type).

The advantage of static taint analysis method is that it provides a quick detection of potential vulnerabilities in source code and is relatively easy to be implemented and adopted by security personnel. However, these approaches typically suffer from precision issues due to one or more of the following limitations: (1) semantics of input validation or sanitization routines are not precisely modeled; (2) input validation using predicates is not considered; (3) vulnerability patterns need to be specified; and (4) user intervention is often required to state the tainted-ness of external or library functions that inputs pass through. All these limitations could result in both false negatives and false positives.

To provide more precision, Wassermann and Su [158, 159] used a static string analysis technique adapted from Minamide’s work on approximating dynamic web page outputs [95] to model the effects of input validation and sanitization routines. Their approach checks whether the string values returned from those routines still contain string values that are blacklisted as XSS threats [158] or whether the string values returned are syntactically confined in SQL queries [159]. If yes, the routines used are concluded as correctly implemented or vice versa. Fu et al. [39] used symbolic execution [69] and hybrid constraint solver (string solver and numeric solver) to identify user inputs through which SQLI attack strings can be injected.

The above enhancements provide more accuracy because the effects of string operations applied to inputs are analyzed and evaluated. However, the major weakness of string analysis is that it is difficult to model complex string operations such as string-numeric interaction and therefore, it may still result in false positives if conservative approximations for handling them are made. On the other hand, most of these techniques adopt blacklist comparison technique to filter
or detect known bad inputs. But if the available list of known bad characters is incomplete, it would also result in false negatives.

Our proposed approaches in this thesis are closely related to static analysis-based vulnerability detection approaches because (1) the approaches apply static analysis techniques; (2) the analysis is based on program source code; (3) the approaches are best applied before software deployment; and (4) the approaches do not require runtime checking mechanisms.

In this thesis, as we aim to address the shortcomings of existing static approaches, we propose approaches that may serve as either complementary or alternative solutions to these existing approaches. As discussed above, existing static approaches suffer from high false positive rates and could also produce false negatives mainly due to the difficulties in analyzing input validation and sanitization methods implemented in programs. By contrast, our vulnerability predictors presented in Chapter 3 and Chapter 4 are learned from the past vulnerability information and the code attributes that are designed to reflect the characteristics of input validation and sanitization methods implemented in the programs. Hence, our vulnerability predictors have the ability to infer the correctness of the implementations of input validation and sanitization methods based on our proposed attributes.

On the other hand, after potential vulnerabilities have been automatically identified by detection techniques, code inspection would be required to pinpoint the real vulnerabilities due to the possibility of false positives. However, existing static analysis approaches lack focus on assisting to code verification to facilitate the debugging of defects in defensive code. Users of these approaches might end up checking the whole piece of code to verify the reported vulnerabilities. Even if the vulnerability identification is accurate, more information is generally required to fix the vulnerability. That is, one needs to understand the weakness of defense features implemented or the requirement of features not implemented. On the other hand, no information is reported for the statements identified as not vulnerable. But such information is often necessary for auditing because there might also be false negative cases due to incomplete user specifications, inappropriate assumptions, or some limitations of the tools currently implemented. Hence, our code auditing techniques presented in Chapter 5 would assist this code verification task. Thereafter, actual vulnerabilities identified have to be removed from source code. Again, doing so manually would be labor-intensive and error-prone; hence, our automated vulnerability removal technique presented in Chapter 6 would be useful for this task.
7.4 Vulnerability Testing

Like static analysis-based vulnerability detection methods presented in the above sub-section, this type of methods also aims to detect vulnerabilities in programs. However, the approaches presented in the following are testing-based, and hence, dynamic program execution or dynamic program analysis techniques are mainly used. Some approaches also include static taint analysis techniques.

**Automated attack vector generation:** Balzarotti et al. [9] proposed a hybrid approach combining static taint analysis technique with dynamic testing technique. Their approach aims to test the adequacy of sanitization functions for defending against SQLI and XSS attacks. They use a static string analysis method similar to that of Wassermann and Su [158] to first identify the potentially faulty sanitization methods. Then they simulate the identified methods with a set of test inputs containing attack strings and check if any attack could reach the sinks.

Artzi et al. [8], Kieżun et al. [68], Ruse et al. [120], and Wassermann et al. [160] perform concolic (concrete+symbolic) execution to capture program path constraints, and use a constraint solver to generate test inputs that explore various program paths. Upon reaching the sinks, they execute the traversed path with two sets of test inputs—one set contains ordinary valid strings and another set contains attack strings obtained from RSnake’s attack libraries [118, 119], and check the differences between the resulting program behaviors. Lam et al. [73] used Livshits and Lam’s points-to analysis method [82] to track the flow of tainted data in the program. Using this information, the program is instrumented for model checking purposes. They implemented a model checker called QED [85] to simulate the instrumented program with inputs that are likely to lead to a match with user-specified vulnerability patterns. The effectiveness of this approach depends on the completeness of vulnerability specification provided by user.

The above automated test case generation frameworks typically rely on concolic execution engines such as jFuzz [58], Cute and jCute [125], and java PathFinder [152], and string constraint solvers such as Hampi [67].

The major advantages of this type of approaches over our proposed techniques are that (1) it creates concrete attack vectors and therefore, there are no false positives; and (2) it automates both test case generation and vulnerability analysis. But, it also has a few weaknesses as compared to our proposed techniques: (1) it requires dynamic execution and analysis frameworks which may be computationally expensive or difficult to be used; (2) its effectiveness depends on the capabilities of underlying string constraint solvers; (3) the attack string library (used to generate test cases)
may not be perfect due to everyday introduction of new attacks; and (4) model checking, symbolic execution, and concolic execution methods are known to suffer from state space explosion problem (i.e., number of paths to be explored might explode in the presence of many loops) [20]. These weaknesses might result in both false positives and false negatives. For example, if the attack string library is incomplete, the sample attack vectors generated during testing might be trapped by the program’s sanitization routines. But some real-life attack vectors may succeed in circumventing those sanitization routines. Similarly, if state space explosion occurs, vulnerabilities that exist at deep state spaces may be missed. Among the recent empirical studies, Lam et al.’s tool [73] struggled at testing a Java-based Web application JGossip (80K lines of code) due to the possibilities of over 30 billion test cases. Kieżun et al.’s tool [68] only achieved 14% line coverage for a PHP-based Web application phpBB (35K lines of code).

There is a trend in recent researches that focus on characterizing bug patterns using pattern analysis and predicting unknown bugs using pattern mining and graph mining techniques [24]. This might ease the problem of incomplete attack patterns. Moreover, some researchers have proposed more effective string constraint solving techniques such as Sushi [40] while others have looked into hybrid techniques incorporating random test input generation methods [84] and artificial intelligence algorithms such as search based software engineering [5, 164], which might ease the problem of state space explosion. But, at present, there is no universal solution to solve the state space explosion problem and much work is still required to address the above problems associated with dynamic analysis.

By contrast, techniques mainly used by our approaches are static analysis and data mining techniques which are light-weight and relatively easy to be adopted. Although our approach presented in Chapter 4 requires dynamic analysis, the analysis is only at functional level without the need to reason about the paths in programs. Moreover, our data mining-based approaches also have the advantage of being able to process many data instances, and therefore, our approaches proposed in this thesis provide an alternative, cheaper, and efficient mode of finding many vulnerabilities.

In the following, we discuss conventional input validation, black-box, and white-box testing techniques which can be used to mitigate XSS and SQLI threats. As these techniques mainly focus on test case generation and lack focus on automated testing and vulnerability analysis, they clearly contrast with our proposed approaches.

**Input validation testing**: Input validation testing (IVT) of web application checks whether an application accepts inputs that conform to program requirements while rejecting inputs that do not.
Since an application is highly likely to be vulnerable if input validation is not practiced, IVT approaches could also uncover SQLI and XSS vulnerabilities. In literature, specification-based and code-based IVT approaches have been proposed.

Specification-based IVT methods [54, 55, 76, 77, 104] generate test cases with the aim of exercising various combinations of valid/invalid input conditions stated in specifications. Since input validation implemented in client-side scripts can be easily bypassed by attackers, Offutt et al. [104] proposed a bypass testing technique that specifically checks the adequacy of input validation implemented in server-side scripts. To avoid the sole dependency on specifications, Li et al. [77] analyzed input fields and their surrounding texts in HTML pages to infer valid input conditions.

Code-based IVT methods [47, 79, 80] apply static analysis to extract valid/invalid input conditions from source code. Halfond et al. [47] also used symbolic execution for precise analysis of input conditions.

In general, although IVT approaches could detect some vulnerabilities, it is hard to be effective. Their ability to detect depends largely on the completeness of specifications and the adequacy of generated test suite for exposing input validation schemes that are weak against SQLI and XSS attacks.

**Black-box vulnerability testing:** There are many off-the-shelf black-box vulnerability scanning tools in the wild. Secubat [63] is an open source vulnerability scanning tool. It uses a web spider to identify test targets (e.g., web pages which accept user inputs). It then launches pre-defined attacks against those targets and concludes if an attack was successful by evaluating the server response against attack-specific response criteria (e.g., SQL exceptions raised and web page crashes). There are many other open source scanners like Secubat, such as Nikto2 (cirt.net/nikto2) and SQLMap (sqlmap.sourceforge.net/), which work in a similar fashion as Secubat; but they generally require known vulnerability patterns or user intervention to conclude successful attacks.

There are also black-box scanning tools that are only commercially available. Fonseca et al. [37] and Bau et al. [11] conducted a study on the performance of a few popular commercial vulnerability scanners such as HP WebInspect (fortify.com/products/web_inspect.html), IBM Rational AppScan (ibm.com/software/awdtools/appscan), and Acunetix Web Vulnerability Scanner (acunetix.com/vulnerability-scanner). In Bau et al.’s experiments, the tools detected only reflected-type XSSVs at a fairly good detection rate of 60%. The detection rate was only 0%-21.4% for other vulnerability types like stored XSS and second order SQLI.
Hence, being black-box based, these tools are generally not effective at detecting vulnerabilities. However, they could be extremely useful for quick detection of the presence of SQLI and XSS issues in websites. In contrast to these black-box testing approaches, our techniques presented in this thesis are all code-based (white-box) and are significantly more effective as the techniques check and analyze the vulnerability of every security-sensitive program statements in source code. But as pointed out by Goodenough and Gerhart [43] and Zhu et al. [169], black-box and white-box techniques complement each other since they test the systems on different aspects and therefore, a combination of them would provide more coverage.

**White-box vulnerability testing:** Shin et al. [139] used static analysis to track user inputs to database access points and generate unit test cases for these points. Test cases are crafted with SQLI attack patterns. There are also fault-based vulnerability testing techniques [38, 126, 127] in which vulnerabilities are injected into program source code and test cases containing adequate security attack vectors are generated and executed. Users are then to check if the injected vulnerabilities have been exposed by the test cases executed.

In general, the above approaches aim to generate adequate test suite for testing SQLIVs and/or XSSVs. However, these approaches are not designed to automatically detect vulnerabilities, that is, user intervention is required to inspect the test execution results and conclude the vulnerability. And the task of generating and injecting vulnerabilities is also manual for some of these techniques [126, 127].

### 7.5 Runtime Attack Prevention

These methods focus on preventing real-time attacks by using intrusion detection systems or runtime monitors. In general, these methods set up a proxy between application server and database server to intercept the queries sent from application server, or a proxy between client server and application server to intercept the incoming and outgoing HTTP traffic, and check for the illegal contents.

**SQLI prevention methods:** Major approaches that prevent SQLI attacks at runtime mainly involve two steps—(1) learning legitimate query structures; and (2) checking whether the query structures at runtime conform to the learned legitimate structures before those queries are sent to the database. Legitimate query structures are usually learned based on (1) user specification; (2) static analysis; or (3) dynamic analysis.
Kemalis and Tzouramanis [65] proposed a specification-based approach which requires developers to specify legitimate query structures using formal language expressions. Huang et al.’s work [56] is also dependent on user specification, and it also applies static analysis. They use type-based static analysis to identify potentially vulnerable code sections and instrument them with runtime guards. Users are required to specify pre-conditions of sensitive functions (e.g., functions which generate HTML outputs or database accesses) and post-conditions of sanitization functions applied. During runtime, instrumented guards check for the conformance of user-specified conditions. Pietraszek and Berghe [112] and Xu et al. [166] proposed dynamic analysis-based taint tracking approaches using metadata marking to track the flow of user inputs at runtime. They ensure that these inputs are syntactically confined (i.e., the input data is only treated as a literal value) or these inputs do not contain unsafe content defined in user-specified security policies. The approaches of Huang et al. [56], Pietraszek and Berghe [112], and Xu et al. [166] are applicable for both SQLI and XSS vulnerabilities.

Halfond and Orso [48] used static analysis to deduce queries that may legally appear at each database access point in web programs via isolation of tainted data and un-tainted data. Instead of targeting query statements in a server program like [48], Wei et al.’s work [161] targets stored procedures in database. They use a similar query learning approach as Halfond and Orso [48].

However, as pointed out by Bisht et al. [14], statically inferred legitimate query structures may not be accurate and attackers could exploit this weakness to conduct SQLIAs. As such, dynamic analysis-based approaches are later proposed to provide more accuracy. Buehrer et al. [18] and Su and Wassermann [144] track tainted data at runtime through marking them with meta-characters. When a query is invoked, its legitimate structure is learned by excluding marked data from the query. Conversely, Halfond et al.’s WASP [49] tracks un-tainted data motivated by the fact that it is often hard to identify all input sources in practice and some tainted data may be missed. These approaches require low user effort, but as meta-character marking changes the structure of original data, it may cause unpredictable errors on benign inputs.

Liu et al.’s SQLProb [78] executes the program with various valid inputs to collect all possible queries that may legally appear during runtime. It then uses a global pair-wise alignment algorithm to compare the issued user queries against those from collected legitimate query repository and extract user inputs. An extracted input is then validated (check whether it is part of the syntactic structure of the issued query from which it is extracted) using a SQL parser. Only if user input is syntactically confined, query is sent to the database. This approach requires users to exercise test inputs and assumes that test inputs used are sufficient to exercise all possible queries in the
program. Bisht et al.’s CANDID [14] dynamically mines legitimate query structure at each program path by executing the program with valid and non-attacking inputs and thereafter, it compares the actual issued query with the legitimate query structure mined for the same program execution path.

In contrast to the above SQLI prevention approaches, Boyd and Keromytis proposed a randomization technique [16] which enforces developers to construct queries using randomized SQL keywords instead of normal keywords. A proxy filter intercepts queries sent to the database and de-randomizes the keywords. An attacker could never inject SQL code without the secret key to randomization.

**XSS prevention methods:** Bisht and Venkatakrishnan’s runtime monitor called XSS-Guard [13] transforms the server programs such that they produce a shadow web page for each real response page. Shadow page reflects the intended output of the program. Before sending the real response page to clients, XSS-Guard checks for the difference in script contents of real and shadow pages. Johns et al.’s XSSDS [60] also works in a similar way to XSS-Guard.

Some XSS prevention techniques such as Jim et al. [59] and Louw and Venkatakrishnan [83] require the collaboration of browsers. In Beep [59], browser is modified such that it is capable of detecting illegitimate scripts based on security policies sent from server programs and preventing those scripts from being executed. Unlike Beep, Blueprint [83] works on existing (un-modified) browsers. To evade the browsers’ unreliable parsing behaviors, the Blueprint-installed-server takes over the browser’s task of parsing tainted HTML contents (the part that might contain XSS vulnerability) and embeds the generated parse tree as a model in place of the actual tainted content. It also includes a model interpreter so that the browser is able to interpret the embedded models and produce the HTML documents as intended.

To provide a personal protection layer for clients and allow clients to avoid relying on the security of web application, some researchers [70, 145] proposed client-side solutions that defend against XSS. They install proxies on client-side browsers. Noxes [70] acts as a personal firewall which allows or blocks connections to websites based on filter rules. Filter rules are basically the whitelist and blacklist of URLs specified by users. Whenever the browser sends a HTTP request to an unknown website not listed in filter rules, Noxes immediately shows a connection alert to client who can then choose to permit or deny the connection and it remembers the client’s action for future use. Sun et al. [145] detects XSS worms by checking the presence of any self-replicated scripts in the outgoing data sent by browsers.
The major advantage of runtime prevention techniques compared to our proposed techniques is that no approximation (of possible malicious data) is necessary because actual runtime values of inputs are checked. Therefore, in principal, these techniques can prevent most attacks. But, the drawback or the main difference from our techniques is that it requires installation of additional (possibly complex) frameworks to enable dynamic monitoring and it incurs runtime overhead due to interception of HTTP traffic. Furthermore, some of these approaches require users to define security policies (especially specification-based approaches), which usually cost a considerable amount of labor.

7.6 Summary

In this chapter, we have reviewed techniques for defending against SQLI and XSS exploits. These techniques can be classified into defensive coding practices, vulnerability prediction techniques, vulnerability detection techniques, vulnerability testing techniques, and runtime attack prevention techniques. Our review finds that these existing techniques suffer from one or more of the following weaknesses: (1) inherent limitations; (2) further developments required; (3) incomplete implementations; (4) complex frameworks; (5) runtime overheads; (6) intensive manual work requirements.

Defensive coding practices offer non-vulnerable code, but they are labor-intensive and prone to human errors. Vulnerability prediction approaches help auditors focus on code locations that are likely to be vulnerable, but current prediction approaches locate vulnerable code at module or component level rather than program statement level. Vulnerability detection approaches could identify all vulnerabilities in principal, but they may generate many false alarms. Vulnerability testing approaches could generate adequate test suite for testing SQLI and XSS vulnerabilities in programs, but most of these testing approaches require much manual effort as users have to execute test cases and inspect execution results. There are also testing approaches that automate test suite generation and vulnerability testing, but they require automated execution frameworks whose implementations are often incomplete or unavailable to date. Attack prevention approaches could prevent all attacks during runtime but they require dynamic monitoring systems and incur runtime overheads.

Our techniques proposed in this thesis aim to address the shortcomings of these existing techniques. And we believe that an overlapped use of existing techniques and ours would certainly provide a complete defense mechanism against SQLI and XSS. Our vulnerability prediction techniques presented in Chapter 3 and Chapter 4 are easy to be used and could predict
vulnerabilities with high precision rates. Our vulnerability auditing technique presented in Chapter 5 could aid auditors in finding the flaws in the implementations of defensive code methods. Finally, our vulnerability removal method presented in Chapter 6 provides an automated way to fix the vulnerabilities. Furthermore, we also implemented prototype tools that automate our proposed approaches. The tools are publicly available in our website [116].
Chapter 8

CONCLUSIONS AND RECOMMENDATIONS

This chapter is organized as follows. Section 8.1 summarizes the contributions made by this thesis towards academic research. Section 8.2 discusses the contributions made by this thesis towards industry practice. Section 8.3 outlines some of the future research directions.

8.1 Contributions towards Academic Research

SQLI and XSS have been the two most common and serious security threats in recent years [29, 108]. Academic researchers have proposed a wide variety of solutions from simple static analysis techniques to complex runtime protection mechanisms to mitigate these two issues. But, until now, SQLI and XSS flaws continue to exist in many real-world web applications. We identified that current academic research works suffer from one or more of the following weaknesses, preventing them from comprehensively addressing these two security issues:

1) **Intensive manual work requirement**—Defensive coding practices are effective but, developers have to apply them manually. Static analysis-based approaches typically require user interventions to identify good and bad sanitization functions. Some approaches, especially specification-based, require users to manually define security policies or generate adequate test cases. Some approaches require users to manually inspect the test results to conclude the vulnerabilities. On the other hand, developers who adopt these approaches are often not well-trained in security. Thus, these existing research works are both labor-intensive and prone to errors.

2) **Coarse-grained analysis**—Existing vulnerability prediction approaches only predict vulnerabilities at software module, component, or program level. Hence, security auditors still have a lot of work to do to locate the vulnerable code sections.

3) **Inaccuracy**—Static analysis-based approaches are easy to implement and use. They are typically scalable. But, these approaches are often inaccurate in vulnerability detection
because static analysis can only provide general properties about programs or functions.

4) *In-scalability*—Unlike static approaches, dynamic analysis-based approaches are generally accurate in analyzing the properties of the functions. But, dynamic analysis frameworks such as model checkers and concolic execution engine are computationally expensive and not scalable. This is one of the main reasons why dynamic analysis approaches are rarely adopted in practice.

5) *Runtime overhead*—Runtime prevention approaches are the most efficient solution for already-deployed applications. But these approaches incur overheads in analyzing the scripts during runtime.

6) *Lack of program verification assistance*—Most of the existing approaches lack focus on reporting the defense features implemented in the programs. When vulnerability is detected, auditor or developer is required to fix it, which would be difficult without the information of implemented defense features.

7) *Incomplete implementation*—Some approaches might be comprehensive and very promising in addressing SQLI and XSS. But, they might fail in providing adequate implementations either commercially or publicly. And from our experiences, it requires tremendous effort and knowledge to implement the proposed theoretical concepts into practical vulnerability mitigation tools. It is difficult for developers who have little knowledge in security research to implement and adopt these approaches.

Hence, based on these observations, in this thesis, we presented three novel approaches—vulnerability prediction, vulnerability auditing, vulnerability removal, to defend against SQLI and XSS threats. Our research work mitigates the above-mentioned shortcomings of existing research works. The work presented in this thesis has been published in [128]-[136]. Summarizing our research work, its contributions towards academic research are:

1) **Minimal or no manual work requirement**—First, our vulnerability prediction approach like every other prediction approach requires users to gather past vulnerability data for training the predictors. But, once the training is done, predicting future vulnerabilities becomes fully automated, without any further user intervention required. Second, our vulnerability auditing approach is fully automated in extracting SQLI and XSS defense features. Although the auditing process is manual, it needs to be done only on the extracted defense features. In our auditing experiments, the extracted code is less than
10% of the total code (see Chapter 5.4.3). Thus, the manual work required is still minimal. Third, our vulnerability removal approach is fully automated in removing the vulnerabilities.

2) *Fine-grained analysis*—Our overall research focuses on analyzing the vulnerabilities at program statement level. Especially, in contrast to existing vulnerability prediction research, our vulnerability prediction approach represents each security-sensitive program statement in terms of a set of static and dynamic analysis-based software attributes that could indicate the vulnerability of that statement. As such, we can detect vulnerabilities at statement level. It is noteworthy that this improvement required us to research on a novel set of attributes completely different from those used in existing approaches, which typically rely on commonly-used software attributes such as code complexity to predict vulnerabilities.

3) *Accuracy*—To mitigate the accuracy issues associated with static-based approaches in detecting vulnerabilities, we proposed two novel solutions. First, we augmented static analysis with empirical knowledge and data mining techniques for predicting vulnerabilities, resulting in good accuracies (74% recall and 8% false alarm rate on average). Second, we enhanced our first solution with dynamic analysis, further improving the accuracies by 16% recall and 3% false alarm rate on average (see Chapter 4).

4) *Scalability*—We achieved scalability through the efficient use of empirical knowledge, program analyses, and data mining techniques. In detecting vulnerabilities, dynamic analysis techniques such as model checking and concolic execution are typically inscalable because of state space explosion problem. Our vulnerability auditing and vulnerability removal approaches do not involve dynamic analysis. In our vulnerability prediction approach presented in Chapter 4, we use dynamic analysis only to infer the possible types of input validation and sanitization routines rather than to precisely prove their correctness through exploring numerous input spaces, and we apply data mining on those inferences for vulnerability prediction. Therefore, we mitigated the scalability issue typically associated with dynamic analysis.

5) *No runtime overhead*—Our research focuses on detecting and removing vulnerabilities from program source code. Unlike runtime prevention approaches, our work does not involve proxies and intrusion detection systems. Thus, there is no runtime overhead.
6) *Provide program verification assistance*—To assist security auditors in fixing the detected vulnerabilities, our research provides the techniques to systematically extract SQLI and XSS defense features implemented in code. Auditing guidelines are also provided. Using our work, auditors could identify the weakness of existing defense features implemented and the requirement of features not implemented.

7) *Provide complete implementation*—We developed the prototype tools, namely *PhpMiner, WAVDE,* and *saferXSS,* that implement our research proposals. The tools are provided in the author’s website [116].

8) *Experimental evaluation*—Using our prototype tools, we evaluated our research work comprehensively. We were able to predict almost all vulnerabilities from six real-world open source applications with an average accuracy of 90% recall and 5% false alarm rate (Chapter 4). In Chapter 5, we also performed XSS vulnerability audits on seven open source applications and SQLI vulnerability audits on five open source applications. We were able to verify and confirm all the vulnerabilities with zero false positives although the audits had to be manually performed on 10% of the total code. Last, as shown in Chapter 6, the *saferXSS* tool was able to automatically remove all the potential vulnerabilities from five open source applications.

Finally, our overall research can be concluded as follows. Considering that our auditing approach requires manual work, vulnerability auditing should be followed after the vulnerability prediction phase in order to detect the remaining vulnerabilities and filter the false warnings. Then, considering that our vulnerability removal approach relies on the potentially vulnerable code locations reported by an underlying vulnerability detection approach, conceptually, it should be applied after vulnerability prediction and auditing approaches in order to comprehensively address the threats of SQLI and XSS.

### 8.2 Contributions towards Industry Practice

In any industry, protecting the organization’s brand is an extremely important practice for its stakeholders. Commercial confidence and customer trust is critical to a business enterprise. In addition, protecting sensitive information is also an essential practice. Sensitive information includes personal, health, financial, or any other information that can affect the competitive edge of the organization. In the context of software industry, software security breaches may lead to critical situations such as disclosure of customer information and organization’s financial plans, denial of service, and threats to the continuity of business operations. While there may be adverse
financial consequences, the real cost to the organization will be the loss of customer trust and confidence in the organization’s brand, and the loss of the organization’s competitive edge.

Hence, software security is essential to the above two industry practices. This thesis contributes to these important practices since our work focuses on SQLI and XSS which are the two most common security threats to web applications nowadays.

To ensure secure software, a common industry practice is to think security since the early stages of the software development lifecycle. According to McGraw [89] and SAFECode [122], the following security best practices are well established in software industry, adopted by giant organizations such as Microsoft, SAP, and Symantec.

1) **Security Education**: Every stakeholder is responsible for IT security as a security breach could have dire consequences for everyone. Thus, software security should start from education. It is important to educate software developers, architects, and users about how to build secure software and how to use software securely.

2) **Secure Design**: Many security vulnerabilities are not due to coding faults but rather due to design issues such as business logic flaws. Thus, it is required to design software with secure features.

3) **Secure Code**: Developers need to follow the secure software design and incorporate necessary secure features into the code. It is also important to perform security code reviews from time to time.

4) **Security Testing**: To ensure that secure design and secure coding guidelines were followed, security testing, such as vulnerability analysis and penetration testing, must be carried out.

5) **Security Documentation**: This is important to help customers understand how to use security controls and how to configure software in a secure way.

6) **Security Response**: Any security vulnerabilities (exploited or discovered) reported against the deployed software must be properly handled. Security patching and vulnerability mitigation attempts should be quickly carried out.

7) **Security Research**: Security auditors and developers need to be updated with latest security technologies and also new threat models so that they are aware of outdated security implementation methods and latest techniques to defend against new security attack vectors.
This thesis contributes to many of the above established industry practices for secure software in the following ways. First, since it provides the details of common SQLI and XSS vulnerabilities and also provides information on available state-of-the-art defense approaches, it could well educate security auditors and developers about the two common security threats and the effective defense methods. With this knowledge, developers would be able to design and develop software with secure features. Second, this thesis could also update security researchers in the industry with the latest technologies regarding SQLI and XSS. Third, through applying vulnerability auditing and vulnerability removal approaches proposed in this thesis, security auditors would be able to effectively review the code for vulnerabilities and fix them. Using our proposed vulnerability prediction techniques, a security tester could focus on testing the code predicted to be vulnerable, instead of spending much effort in testing the whole chunk of code.

Hence, to summarize, the information provided and the vulnerability mitigation approaches presented in this thesis could help software development professionals in ensuring the delivery of defect-free software, which is an industry practice that many of them aim to uphold dearly.

8.3 Recommendations

In this section, we identify key research areas and future work that could validate our current results or improve them and that could enhance our work presented in this thesis.

In our study, various experiments have been conducted to evaluate the proposed approaches. In the experiments, a number of test subjects have been used. Although our test subjects generally differ in functionalities and usages, and the sizes range from relatively small to large scales, these subjects used may still not be representative of all types of web applications.

Furthermore, the test subjects used are either Java-based or PHP-based systems. The main reason is due to the widespread of XSS and SQLI vulnerabilities in these systems, and also due to the readily available Java and PHP program analysis tools such as Soot and Pixy. However, the approaches presented in this thesis are either language-independent or easily extendible to fit the syntax of other programming languages.

Among the three types of XSS (reflected, stored, and DOM-based), our tools do not address DOM-based XSS because, like most other research tools, our tools can only analyze server programs. Addressing DOM-based XSS requires analysis of client-side scripts such as JavaScript and Flash. But this is mainly the limitation of the tool not the proposed approaches. If client script
analysis is possible in future, the same approaches proposed in this thesis can be used to address DOM-based XSS.

The above discussion exposes general limitations of our current work. Hence, clearly, an important future work is to address these limitations. Our experiments should be replicated and repeated using different set of systems (possibly industrial systems) to re-evaluate current findings. Especially in the context of vulnerability prediction study, many research works have observed that predictors built with code attributes do not achieve consistent results across systems. Researchers could do so as we have posted the experimented data and the prototype tools on our website [116].

Necessary modifications and enhancements of our proposed approaches and prototype tools need to be done to adapt to different programming languages such as .NET and client-side scripts. Then, these adapted approaches and modified tools should be re-evaluated to determine if our approaches can be generalized across programming languages. We recommend the following tasks to adapt our proposed three approaches to a different web programming language.

1) Since we provide algorithms of our approaches and/or architectures of our prototype tools in the thesis, one should use this information as the starting point for extending our work to a different language.

2) Many of the activities performed in our approaches can be exactly followed without any modification. For example, regarding vulnerability prediction approach, the same classification schemes proposed in this thesis could be applied to any web programming language. Also, there is no change required with respect to the proposed data mining activities to build predictors because the data mining tool, Weka, used in this thesis is language-independent. Similarly, in our vulnerability auditing approach, one could exactly follow the definitions which define various SQLI and XSS defense methods to extract their implementations from code and perform security audits using the proposed auditing rules. Regarding vulnerability removal approach, one could adopt the same XSS prevention rules and also the same security library, ESAPI (which supports multiple programming languages such as C, .NET, Python, etc.), used by us.

3) But, one major modification required is to use different program analysis tools corresponding to the languages to be adapted. This is not too difficult as our work is largely based on conventional control flow and data flow analysis and pattern matching. There are readily available program analysis tools for different languages. For example, for C/C++,
one could use *CodeSonar* by GrammaTech [45]. Microsoft also provides *FxCop* [94] for static analysis of .NET programs.

4) Another modification required is that one has to redefine the code patterns used in our approaches according to the context of the language to be adapted. For example, in Java, we identify the code `response.getWriter().out` as an HTML output statement whereas, in PHP, `echo` is an HTML output statement.

Another future research recommendation is to explore the applications of our proposed approaches in mitigating other types of web application vulnerabilities which have similar characteristics to SQLI and XSS. Vulnerabilities such as buffer overflow, path traversal, cross site request forgery, and URL redirect are some possibilities because, like SQLI and XSS, these vulnerabilities are also application-level vulnerabilities caused by inadequate handling of user inputs.

The following presents specific ideas for future work on each of our proposed approaches presented.

Our vulnerability prediction work could be further explored by the use of more data mining activities so as to unearth better vulnerability predictors. Moreover, as we discussed above, our proposed prediction methods could be extended to address other types of vulnerabilities. For example, program statements that perform string length check and array assignment might be important indicators of buffer overflow vulnerability. Thus, we can use code attributes that reflect such program statements to build buffer overflow vulnerability predictors.

In our vulnerability audition study, we suggested guidelines to manually audit the defense features extracted by the proposed approach. A necessary future work to be carried out is to evaluate the feasibility and usefulness of the proposed approach based on intensive experiments on both open-source and industrial web applications of larger sizes. This study is necessary because the scalability of the proposed approach would be in question due to the requirement of manual verification process to identify the vulnerabilities. However, we have stressed that this manual work is unavoidable when fixing the vulnerabilities. Researchers could find the possibilities of combining our work with other automated approaches to further reduce the workload on manual verification process. For example, one could automate this auditing process by implanting the proposed audition rules into the tool and using intelligent algorithms to check for the conformance of these rules in the code extracted.
In our vulnerability removal study, we secured the potentially vulnerable HTML output statements using appropriate escaping mechanisms provided by a security library called ESAPI [110]. As ESAPI also provides many other security mechanisms, researchers could explore the applicability of our removal approach in mitigating other vulnerabilities by making full use of ESAPI’s capabilities.

Finally, while we believe that the proposed three approaches can be alternative and complementary solutions to existing vulnerability mitigating approaches, research works that investigate the feasibility and usefulness of integrating multiple approaches (e.g., defensive coding+prediction+detection+removal) need to be carried out to validate our claims. And this could prove to be an interesting research topic.
# APPENDIX A

Table A-1. Notations used

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQL</td>
<td>structured query language</td>
</tr>
<tr>
<td>SQLI</td>
<td>SQL injection</td>
</tr>
<tr>
<td>XSS</td>
<td>cross site scripting</td>
</tr>
<tr>
<td>SQLIV</td>
<td>SQL injection vulnerability</td>
</tr>
<tr>
<td>XSSV</td>
<td>cross site scripting vulnerability</td>
</tr>
<tr>
<td>CFG</td>
<td>control flow graph</td>
</tr>
<tr>
<td>ICFG</td>
<td>interprocedural control flow graph</td>
</tr>
<tr>
<td>DDG</td>
<td>data dependence graph</td>
</tr>
<tr>
<td>CDG</td>
<td>control dependence graph</td>
</tr>
<tr>
<td>S</td>
<td>backward static program slice</td>
</tr>
<tr>
<td>TIFG</td>
<td>taint-based information flow graph</td>
</tr>
<tr>
<td>DBMS</td>
<td>database management system</td>
</tr>
<tr>
<td>LOC</td>
<td>lines of code</td>
</tr>
<tr>
<td>SQL statement</td>
<td>statement in the program that creates, reads, or modifies records in the database</td>
</tr>
<tr>
<td>HTML output statement</td>
<td>statement in the program that generates HTTP response output data</td>
</tr>
<tr>
<td>sink</td>
<td>security-sensitive program statement or operation</td>
</tr>
<tr>
<td>pv-out</td>
<td>potentially vulnerable output</td>
</tr>
<tr>
<td>IVT</td>
<td>input validation testing</td>
</tr>
<tr>
<td>pd</td>
<td>probability of detection or recall</td>
</tr>
<tr>
<td>pf</td>
<td>probability of false alarm</td>
</tr>
<tr>
<td>pr</td>
<td>precision</td>
</tr>
<tr>
<td>acc</td>
<td>accuracy</td>
</tr>
<tr>
<td>bal</td>
<td>balance</td>
</tr>
<tr>
<td>tp</td>
<td>true positive</td>
</tr>
<tr>
<td>tn</td>
<td>true negative</td>
</tr>
<tr>
<td>fp</td>
<td>false positive</td>
</tr>
<tr>
<td>fn</td>
<td>false negative</td>
</tr>
<tr>
<td>NB</td>
<td>Naïve Bayes classifier</td>
</tr>
<tr>
<td>C4.5</td>
<td>C4.5 classifier</td>
</tr>
<tr>
<td>MLP</td>
<td>Multi-Layer Perceptron classifier</td>
</tr>
<tr>
<td>LR</td>
<td>Logistic Regression classifier</td>
</tr>
<tr>
<td>PCA</td>
<td>principal component analysis</td>
</tr>
</tbody>
</table>
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