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Abstract

Wireless sensor networks have drawn a lot of attention in recent years. Due to the advantages of flexibility and cheap cost, wireless sensor network applications have been widely used for both civil and military purposes. However, constrained by hardware, sensor nodes usually have limited energy supply. All wireless sensor network applications have to take energy issues into consideration. In this thesis, we explore energy efficiency in wireless sensor networks and focus on energy efficient routing protocols. Two kinds of routing protocols, spatial index based routing protocols and geographic based routing protocols, are studied. Spatial index based routing protocols are able to inquire a selected area without flooding the whole network. The drawbacks are the high cost of maintenance and the lack of scalability. Strategies which prolong sensor network lifespan by reducing maintenance cost is studied. Geographic based routing protocols, on the contrary, are quite scalable because the network is organized in a stateless manner. However, they are all designed for stationary networks. Releasing this assumption may fail to guarantee delivery. The deep causes of delivery failure in duty-cycling sensor networks are fundamentally investigated and formally analyzed. A general algorithm component is proposed to serve existing geographic routing algorithms to guarantee the success of packet delivery in duty-cycling sensor networks. Future work will continue studying practical implementations of geographic routing and explore some new areas, such as energy usage prediction and privacy preserving in wireless sensor networks.
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Chapter 1
Introduction

A wireless sensor network consists of dozens to thousands of sensor nodes that are powered by batteries of limited lifespan. Sensor nodes are usually spatially deployed in a monitored area of limited accessibility to human beings or in an area that is not suitable for humans to stay, such as the virgin forest, nuclear stations and so on. Deployed sensor nodes work cooperatively to monitor the environment. Currently, a sensor node is able to detect temperature, humidity, lighting, object movement and so on. Sensor readings are gathered by a sink node and sent to a remote server via Internet or using satellites. Users access the information of the monitored area through that server. Figure 1.1 describes a typical sensor network’s architecture. Sensor nodes pass their readings to a sink node in a multi-hop manner. Upon receiving the sensor data, the sink node sends them to a remote server via the Internet or using satellites for off-line computation and analysis. Users may then take actions based on the analyzed results.

1.1 Sensor Network Applications

Sensor networks are widely used in many applications as they can be deployed in many environments that are not suitable for human beings. We classify these applications into two major domains: military applications and civil applications.
Military Applications

Sensor networks used for military purposes can help with the detection of enemy movements, identification of enemy forces, analysis of their movements and progress, as well as monitoring of militant activities in remote areas of specific interest and in force protection.

- Base Protection. Figure 1.2 shows a case of base protection in military application. Having situated the headquarters in an area of active engagement, it is essential to prevent the base from attacks. The surrounding terrain may be undulating or mountainous and potentially be obscured in trees and vegetation. Attacks could come in the form of militant groups on foot or with motor vehicles. In order to facilitate an early detection, the perimeter of protection must cover a belt around the camp of up to 4 km, which in practice has ranges of up to 10 km. Detection may be needed throughout the entire range whilst identification may only be required within a belt of around 1 to 2 km around the base.
Figure 1.2: Wireless sensors in support of base protection

- Battle Field Monitoring. A dynamically placed intrusion sensor network is another kind of military application. In this case, if an army force has cleared a building but cannot afford to leave people behind to safeguard it, they place sensor nodes in the building in order to notify them if anyone enters the cleared building after they have left. This is quite essential when the battlefield is in the city.

- Other Military Systems with Sensor Networks. Other sensor network applications in the military can be found in C4ISRT (command, control, communications, computing, intelligence, surveillance, reconnaissance and targeting) systems [50, 1] and NBC (nuclear, biological and chemical) systems.
Civil Applications

Major civil applications can be classified by their purposes: habitat monitoring, environment observation, health monitoring, structure health monitoring and so on. Figure 1.3 shows an architecture for habitat monitoring. The lowest level of the sensing application is provided by autonomous sensor nodes. Individual sensor nodes communicate and coordinate with one another. Each sensor node is equipped with a communication module that broadcasts sensor data to other sensor nodes and base station. The base station stores data into the data server through internet and allows end-users to access the data. Environment Observation and Forecasting System consists of three parts: sensor stations, a distribution network and a centralized processing center. It is mainly used to monitor, model and forecast physical phenomena. Sensor networks used by health applications include glucose level monitoring, organ monitoring, cancer detection and general health monitoring. Biomedical applications with small embedded wired and wireless sensors are promising in the future. Structure health monitoring process involves the observation of a system over time using periodically sampled dynamic response measurements from an array of sensors. Sensor nodes are able to detect damage, localize damage, estimate the extent of damage and predict residual life of a structure [49]. In addition, ambient computing gives us the idea of smart home/office environment which is entirely based on sensor networks. For instance, the Smart Kindergarten [43] consists of a wireless sensor network for early childhood education. Some of the projects are shown as follows:

- In Great Duck Island (GDI) system [40], people are primarily interested in three major issues in monitoring the Leach’s Storm Petrel:
Figure 1.3: System architecture for habitat monitoring

(i) What is the usage pattern of nesting burrows over the 24 − 72 hour cycle when one or both members of a breeding pair may alternate incubation duties with feeding at sea?

(ii) What changes can be observed in the burrow and surface environmental parameters during the course of the approximately seven-months breeding season (April-October)?

(iii) What are the differences in the micro-environments with and without large numbers of nesting petrels?

The authors adopted the system architecture for habitat monitoring to obtain all the information they need.

- PODS project [4] is conducted by University of Hawaii to investigate why endangered species of plants will grow in one area but not in the neighboring
areas. Environmental sensors, called Pods, are camouflaged and deployed in Hawaii Volcanoes National Park. Each pod is equipped with a computer, a radio transceiver and a high resolution digital camera. Pods communicate with each other via wireless link. Bluetooth and 802.11b are chosen as MAC protocols.

Energy efficiency has been specified as one of the design goals. The routing protocol called Multi-Path On-demand Routing (MOR) was developed to meet this design objective. There are two types of data collected: weather data, collected every ten minutes and image data, collected once per hour. All these collected data are accessible from a server in University of Hawaii at Manoa via the Internet.

There are some other works which also concentrate on habitat monitoring by using wireless sensor networks [10, 55, 56].

- CORIE [13] is a prototype of environment observation and forecasting system for Columbia river. This prototype consists of 24 sensor stations, both stationary stations and mobile stations. Stationary stations are powered by power grids and mobile stations are equipped with solar panels to recharge their energy. Therefore, the energy issue does not get highlighted in this project.

Each station is equipped with variable combinations of in-situ sensors to measure one or more physical properties of water or atmosphere. Water temperature, salinity, and water levels are measured by most stations. Profiles of velocity and acoustic backscatter are measured by three stations. The sensor data are transmitted via wireless link to the stations. The stations further forward the data to a centralized server for computation.
Components of the CORIE modeling system are shown in Figure 1.4. All the environment properties are observed by sensors as shown in the upper part of Figure 1.4. The measurement methods include detection by a sensor network, remote sensing and radar doppler. All the information is gathered at a central server for data assimilation and forecasting.

- Most people agree that ALERT (Automated Local Evaluation in Real-Time) [27] is the first well-known wireless sensor network which was deployed by the National Weather Service in the real world. Real-time rainfall and water level information is provided by ALERT to evaluate potential flooding. Water level sensor, temperature sensor and wind sensor are equipped at each sensor node. Communication is transferred via radio from sensors to base station. At base
Figure 1.5: System architecture of CodeBlue

As the world’s population ages, the elderly suffering from diseases will increase. In-home and nursing-home ubiquitous networks may assist residents and their caregivers by providing continuous medical monitoring, memory enhancement, control of home appliances, medical data access, and emergency communica-
Doctors can more efficiently monitor their patients with the assistance of sensor networks as well [9, 8]. For instance, caregivers can be made aware of a patient’s blood pressure and be notified when the blood pressure gets high.

- Wind and Structural Health Monitoring System (WASHMS) [2]. WASHMS for bridges in Hong Kong is a sophisticated bridge monitoring system, costing USD 1.3 million. It is used by the Hong Kong Highways Department to ensure road users’ comfort and safety of the Tsing Ma, Ting Kau, and Kap Shui Mun bridges that run between Hong Kong and Hong Kong International Airport.

WASHMS consists of four parts: sensory systems, data acquisition systems, local centralised computer systems and global central computer system. The sensory system consists of approximately 900 sensors including 350 sensors on the Tsing Ma bridge, 350 on Ting Kau and 200 on Kap Shui Mun. Sensors include accelerometers, strain gauges, displacement transducers, level sensing stations, anemometers, temperature sensors and dynamic weight-in-motion sensors. The structural behaviors of the bridges are measured twenty four seven.

In addition, ambient computing brings the ideas of smart home/office environment which are absolutely based on sensor networks. For instance, the Smart Kindergarten [43] consists of a wireless sensor network for early childhood education.

1.2 Challenges and Issues in Sensor Networks

Before putting sensor nodes into both military and civil usages, there are various challenges and issues that need to be addressed.
Chapter 1. Introduction

Physical size of Sensors

Although sensor nodes may be carried by vehicles or aircrafts to the area of deployment, the physical size of sensor nodes are expected to not be too big. A match-box size is preferred. Considering some nodes may need to be equipped with an antenna and powered by a super battery, a shoe-box size is also acceptable. Especially, for military purposes, it would be beneficial if the nodes were covert in appearance with a small electromagnetic emission pattern so as to remain hidden from potential adversaries. That is why match-box size sensors are preferred.

However, larger size of sensor nodes can be equipped with more batteries which means that the sensor network can be operated for a longer time. Tradeoff between sensor nodes’ size and the operating time must be made.

Self-configuration after Deployment

Since sensor nodes may be deployed to the monitored area by aircraft or helicopter, they must be able to rapidly identify their neighbours within communication range and configure themselves into an ad hoc network.

Sensor nodes are deployed without the knowledge of other nodes’ location information. A given sensor’s view is limited. To rapidly organize sensor nodes into an ad hoc network is quite challenging.

Nodes may also be destroyed or may fail during operation. The other challenge is that the network should be able to reconfigure itself and no manual intervention should be involved.

Scalability

In civil usage, sensor networks are mainly used to monitor a small area. For instance, smart home project only requires sensor nodes to monitor a room size where several
sensor nodes should be enough. While in military usage, the network is usually expected to cover an area from 5 to 20 $km^2$ and consist of hundreds or thousands of sensor nodes.

The sensor network routing scheme must be able to work with this huge number of sensor nodes. Furthermore, the sensor network may be required to work without the pre-knowledge of the network scale.

**Information Flows**

Generally, one-way communication is sufficient for observation purpose in a sensor network. In military usage, all the sensor nodes pass detected information to the sink node, from where a commander could update the battlefield situation. In civil usage, the temperature of the monitored area can be passed to a sink node by one-way communication. Thus one-way communication is sufficient for most monitoring cases.

While in some cases, two-way communication is necessary. For instance, when a commander wants to change the orientation of the camera on a sensor node or a user wants to execute a spatial query. Two-way communication brings the interaction between users and sensor nodes. However, two-way communication also brings the secure issues. In addition, synchronization among sensor nodes may be required in two-way communication.

**Lifespan of Network**

The expected lifespan of sensor network is application based. In civil applications, especially in environment observation and habitat monitoring, sensor networks are usually expected to be operated for months and years. For example, in GDI project, the sensor network works from spring to mid-October of 2002. While in military usages, sensor networks are usually not required to be in operation for a long period.
For instance, the network deployed for the purpose of detection is not necessarily required to be functional after the force starts attacking. In addition, some networks are switched on only during the night.

Estimation of sensor network’s lifespan should be made before deployment, so that the sensor network can schedule the energy consumption properly. The estimation should consider the factors from all aspects to make sure that the sensor network fulfills the duration requirement. This is one of the challenges in sensor network design.

**Spatial Query**

Spatial query allows the network to be queried by location rather than by an attribute. This is especially useful in both military and civil applications. For instance, to check if any vehicle has entered the monitored area, the army force can query the sensor nodes deployed beside the road. The sensor nodes deployed on the top of the mountain or in the forest would not be helpful in this case. In civil applications, spatial query is useful as well. Forest manager may keep querying the regions with unusual temperature to forecast a forest fire. Spatial query gives the possibility to query a specific area instead of the entire network.

The major challenge to support spatial query is that there is no global address scheme in sensor networks. Each node is aware of its neighbors only. Spatial query cannot be probably delivered to sensor nodes inside the query area without a global scheme.

**Data Type**

Generally speaking, all the sensor readings can be represented by a few Bytes. For example, dimensionality and longitude would be enough to locate an object. In
addition, environment temperature, object velocity and other values can all be represented by a few Bytes.

However, real-time images and video data are likely to be requested in the near future. New data types, such as image and video are expected to be supported in sensor networks.

**Routing Protocols**

How the information is delivered from sensor nodes to sink nodes inside sensor networks is controlled by routing protocols. For instance, whether the information is delivered in a single-hop manner or in a multi-hop manner and how the information is routed to the destination in a multi-hop manner. Routing protocols should also consider sensor network self-configuration and concern about traffic latency, networking overheads, energy efficiency, the speed of network recovery in case of failures, traffic assurance and so on. Three major classifications of routing protocols for energy-efficient wireless sensor networks have been identified:

- **Flooding based** [24, 59, 42, 7, 26]. This is a direct implementation of wireless protocols. Whenever a node needs to send out a packet, it broadcasts to the whole network. Each node forwards that packet at least once. This is inefficient due to the involvement of unnecessary nodes. In addition, network congestion might be caused if multiple nodes forward the packet concurrently. It can hardly work in large scale wireless sensor network.

- **Hierarchical/node-centric** [23, 36, 35]. Most earlier routing protocols follow this approach. These protocols aim at clustering the nodes so that cluster heads can perform some in-network computation, such as aggregation, which reduces the amount of data to be transmitted and conserves energy. However, their
routing tables may take time to converge (i.e., choose the most appropriate route) if frequent network topology changes occur (which can happen if nodes can transition into suspend mode to conserve energy).

- **Geographical Routing** [48, 57, 61]. This routing class is based on the exact (GPS) or relative (triangulation, analysis of neighbor dependencies) position of the single node. In general, a geographic routing algorithm consists of two stages: greedy routing and face routing. In greedy routing, each node keeps forwarding packet to one of its neighbors, which is closest to final destination, to ensure the packets approach the destination after sufficient forwardings. However, in some situations, greedy routing may lead packets to a local minimum node and packets may get stuck at that node with all neighboring nodes which are not any closer to the final destination. If such a situation occurs, face routing will be invoked to route packets out of the local minimum node.

**Energy Efficiency**

Sensor nodes are powered by battery with a limited lifespan. Energy is critical to keep a sensor network functional. Usually, it is hard or impossible to replace or recharge the equipped batteries, which means sensor networks must efficiently use the limited energy especially for the networks which are designed for a long duration of usage. Energy efficiency can be achieved from both hardware and application views. Recent hardware advantages bring us low power consumption sensor nodes with storage and processing capabilities. Sensor nodes are able to work longer but consume less energy. With the capabilities of storage and computation, energy efficient strategies are also possible to be carried out from application level.

Traditional sensor network applications periodically collect the detected information from a sink node to a database and apply off-line computing for analysis and
prediction. Usually, a sink node is assumed to be a super node with an unlimited power supply, while the rest of the sensor nodes are still powered by battery with a limited lifespan. It is expensive to recharge or replace the battery of sensor nodes. Among all the operations in a sensor node, data communication consumes the most energy. For instance, energy consumption of one message sending operation is at least 1,000 times more expensive than a local operation (e.g., sensing data). Hence, power consumption and communication are major issues in wireless sensor networks, especially in civil applications which usually require that the sensor networks be operated for a long time. There is a deep relation between energy consumption and communication traffics. Reducing unnecessary communication among sensor nodes is one of the major approaches to prolong the lifespan of sensor networks.

Specifically, energy cost of sending one message over a distance of $d$ is

$$e = \kappa d^c$$

where $\kappa$ and $c$ are constants and $c$ is usually between 2 and 4. It is clear that multi-hop transmission is much more energy efficient than single-hop transmission. The less distance per hop, the less energy is incurred. Figure 1.1 shows that messages in the sensor network are passing to sink node in a multi-hop manner. Suppose node $B$ needs to send a message to node $D$. According to energy consumption equation, in a single-hop manner (we assume $c = 2$ to ease our analyzing), the energy cost is:

$$e_s = \kappa(d_1 + d_2)^2 = \kappa(d_1^2 + d_2^2 + 2 \times d_1 d_2)$$

While in multi-hop manner, the energy cost is

$$e_m = \kappa(d_1^2 + d_2^2)$$

Energy conserved in multi-hop manner is:

$$e_s - e_m = \kappa(d_1^2 + d_2^2 + 2 \times d_1 d_2) - \kappa(d_1^2 + d_2^2) = 2 \times \kappa d_1 d_2$$
We note that more energy could be conserved if \( c \) is bigger or more hops are involved in message delivery.

### 1.3 Research Objectives

Wireless sensor networks are built for various purposes. They may have different requirements such as QoS (Quality of Service), scalability, fidelity, data throughput, etc. But they all face the fact that sensor nodes need to communicate with each other to keep the network functional. Communication cost in wireless sensor network is not trivial since sensor nodes are powered by battery with limited energy supply. Therefore, all wireless sensor network applications have to carefully choose a routing protocol where the packet can be delivered with low energy consumption while fulfilling the application’s objective.

Our research objective is to explore exiting routing algorithms and design new energy efficient routing algorithms for wireless sensor networks. In this thesis, we mainly explore two kinds of routing algorithms: spatial index based routing algorithms and geographic routing algorithms.

Spatial index is the major approach to support spatial query in wireless sensor networks. It was first proposed in spatial database to index spatial objects. Some well-known spatial index structures such as R-tree [22], R+tree [51] and R*tree [3] are widely studied in the field of spatial databases. Various works have been done to study how to extend spatial index to sensor networks to support spatial queries. Generally, spatial indices adapted to sensor networks adopt a hierarchical structure where sensor nodes are in a parent-child relationship. By broadcasting its ID and location information, a sensor node is able to know other sensor nodes apart from just its neighbors. Each parent node maintains its offspring minimum bounding region (MBR) information. Referring to the MBR information, a child node can be
located with a few hops instead of flooding the whole network. The query could be prevented from flooding over the sensor network and be sent to the relevant node(s) only. Energy efficiency is achieved in this way.

However, all these spatial index strategies face the same problem of maintaining spatial indices. Due to the hierarchical structure, child nodes must be accessed from parent node. Any parent nodes’ failure may lead to the offspring nodes being disconnected and inaccessible even if they are still in good health. Disconnected offspring may join the network by rebuilding the spatial index. Each spatial index rebuilding phase leads to an update of the whole sensor network which is not energy efficient and not suitable for a large scale network. In this work, we will design routing protocols to maximally avoid the expensive rebuilding phase.

Geographic routing algorithms for wireless sensor networks guarantee the success of packet delivery from the data source to the destination with sensors’ location information. Unlike spatial index based routing algorithm, sensor nodes in geographic routing algorithms are organized in a stateless manner without parent-child relationship.

In general, a geographic routing algorithm consists of two phases: greedy routing and face routing. In greedy routing, each node keeps forwarding packet to one of its neighbors, which is closest to the final destination, to ensure packets to approach the destination after sufficient forwardings. However, in some situations, greedy routing may lead the packets to a local minimum node and packets may get stuck at that node with all neighboring nodes which are not any closer to the final destination. If such a situation occurs, face routing will be invoked to route packets out of the local minimum node. In face routing, a packet usually traverses a serials of faces. In each face, if the packet meets a node, which has an edge that intersects with the “virtual line” from the source to the destination, it stops traversing the current face.
and switches to the next one. Such an operation is referred to as face changing and it is repeated until the packets reach the destination or get back to the greedy routing state.

There have been intensive studies on developing efficiency and reliable face routing approaches; nevertheless, though most face routing protocols guarantee the success of packet delivery, they implicitly require sensor nodes to always be active. In this work, we will design geographic routing algorithms which work with duty-cycling sensor networks.

1.4 Report Organization

This report is organized as follows: some general background knowledge about spatial index and geographic routing algorithms on sensor networks is introduced in Chapter 2. In Chapter 3, we propose a strategy of multiple return-paths to share the parent nodes’ workload. In Chapter 4, we move our scenario to a high-density sensor network. By classifying redundancy into physical redundancy and logical redundancy, we propose the concept of virtual nodes, to group together a set of redundant sensor nodes so that only one node needs to be active while the rest are in the sleeping mode. We move our focus to geographic routing algorithms in Chapter 5. We analyze how traditional geographic routing algorithms fail to guarantee delivery in duty cycling sensor networks. Then a routing algorithm which guarantees delivery under duty cycling sensor networks is introduced. Finally, Chapter 6 presents conclusions for the report and identifies potential research issues that require further study in the next phase.
Chapter 2

Background Knowledge

2.1 Overview

Energy-aware routing protocols can be generally classified into two kinds: spatial index based routing and geographic routing (also known as stateless routing). In spatial index based approach, wireless sensor network is usually organized in a tree structure. Each node can be accurately located by a unique path. In geographic routing, the path to destination is not fixed. Any node between source and destination could be an intermediate node. Spatial index based routing can provide the optimal routing path while geographic routing is more scalable.

2.2 Spatial Index Based Approach

Spatial index was first proposed by database community to handle spatial objects. Traditional index methods are not well suited to data objects of non-zero size located in multi-dimensional spaces.

**R-tree** [22] was proposed to handle spatial data efficiently. R-tree is a height-balanced tree similar to B-tree, but with index records in its leaf nodes containing pointers to data objects. Leaf node in R-tree maintains the index in the form of \((I, \text{tuple-identifier})\) where \(\text{tuple-identifier}\) is the spatial object and \(I\) is the minimum
bounding region (MBR) of that spatial object. Non-leaf node contains entries in the form of \((I, \text{child-pointer})\) where \(\text{child-pointer}\) is the address of a lower node in the R-tree and \(I\) covers all rectangles in the lower node’s entries.

Let \(M\) be the maximum number of children that one node could have and let \(m \leq M/2\) specify the minimum number of children that a node can have. An R-tree satisfies the following properties:

- All the leaf nodes contain between \(m\) and \(M\) index records.
- Each leaf node contains an index in the form of \((I, \text{tuple-identifier})\), where \(\text{tuple-identifier}\) represents the spatial object in \(n\)-dimensional space and \(I\) is the smallest rectangle that spatially contains that spatial object.
- Each parent node has children between \(m\) and \(M\) unless it is the root.
- Each non-leaf node contains an index in the form of \((I, \text{child-pointer})\), where \(\text{child-pointer}\) points to its child nodes and \(I\) is the smallest rectangle that spatially contains the rectangles in the child nodes.
- Root node has at least two children as long as it is not a leaf.
- All the leaves stay at the same level.
- The height of an R-tree is at most \(|\log_{\frac{M}{m}}N| - 1\), where \(N\) is the number of spatial objects it contains.

The author also proposed several operations in order to maintain R-tree, including: Searching, Insertion, Deletion, Updating and Node Splitting. All these operations guarantee that R-tree is scalable and adaptive.

An example of R-tree is shown in Figure 2.1. As we can see, each rectangle represents a group of objects and each black dot represents one object. To access
object $A$, R1 just needs to check if $A$ falls inside its MBR. If so, R1 forwards query to its sub-MBR. In this case, $R3$ will match and access object $A$.

We noticed that only leaves in R-tree point to the object. Unlike the spatial database, sensor nodes inside the sensor network do not have an overview of the whole network. They know their one-hop neighbors only. This challenge prevents R-tree from being directly used in sensor networks. Soheili et al. [52] systematically described how to build a spatial index in sensor networks by using a R-tree like approach as well as many other R-tree like approaches.

**Quad-tree** [15] is another tree structure that can be used to index spatial objects. Particularly, quad-tree is often used to recursively partition a two dimensional space into four quadrants or regions.
According to the type of data they represent, quad-trees may be classified into region quad-tree, points quad-tree, and edge quad-tree:

- **Region quad-tree.** Region quad-tree represents a partition of space into two dimensions by recursively decomposing the region into four sub-quadrants (equal quadrants). Each node in the tree either has exactly four children, or has no children (a leaf node).

  A region quad-tree with a depth of $n$ may be used to represent an image consisting of $2^n \times 2^n$ pixels, where each pixel value is 0 or 1. In addition, region quad-tree may also be used as a variable resolution representation of a data field.

- **Point quad-tree.** Point quad-tree is an adaptation of a binary tree used to represent two dimensional point data. Each node in a point quad-tree represents a real point. The tree shape depends on the order data that is processed.

- **Edge quad-tree.** Edge quad-tree is specifically used to store lines rather than points. Curves are approximated by subdividing cells into a very fine resolution, which can result in extremely unbalanced trees which may defeat the purpose of indexing.

As illustrated in Figure 2.2, the whole space is partitioned into four parts by blue solid lines. Each part is further partitioned into four parts by red dashed lines and so on. The partition goes recursively until each point inside the space can be finally located in a single region.

Quad-tree is suitable for grid-based deployment in sensor networks. In loosing condition, quad-tree can also be applied on uniformly deployed sensor networks. Compared with R-tree, quad-tree has better control on index height and the MBR is
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Figure 2.2: Quad-tree

independent of sensor location. To our best knowledge, all the spatial indices working
in sensor networks adopt either R-tree or Quad-tree like approaches. The rest of this
chapter will give a survey on these major spatial indices in sensor networks.

2.2.1 Peer-Tree

A peer-tree structure [14], loosely speaking, constructs a hierarchical partition of
sensor network. A sensor network is partitioned into rectangle-shaped clusters based
on the number of nodes contained in a cluster. It uses a bottom-up phase to generate
the hierarchical R-tree like structure. Every node cooperates at level 0 of the peer-
tree construction. Nodes which are close to each other are grouped together and
one of them is selected as head node which acts as the parent of that group. Then,
the head node tries to find the nearest head node and the previous step is repeated.
Only the cluster heads of level $i$ cooperate to construct the level $i + 1$ of a peer-tree.
When a head is finally elected to represent all the nodes, the peer-tree is built up.
In a peer-tree, every node $s$ maintains a variable $l(s)$ to denote the highest level of the peer-tree involved. For each level $i$, where $0 \leq i \leq l(s)$, $s$ maintains a variable $p(s, i)$ to denote the immediate cluster head of node $s$ at level $i$. In addition, if a node $s$ is the cluster head of level $i$, it maintains a variable $c(s, i)$ to denote its children.

Peer-tree also considers self-stabilizing in terms of two actions: *join/form* a cluster and *split* a cluster which are introduced by the author. When a node $s$ realizes that it does not belong to any cluster, it invokes *join/form* cluster action. This node first searches its neighbors at level $l(s) + 1$ by searching an increasingly larger radius. If any node $v$ at level $l(s) + 1$ is found, node $s$ joins $v$’s cluster. Otherwise, node $s$ becomes a cluster head and sets $l(s) = l(s) + 1$. In cluster *split* action, if a cluster head $s$ at level $i$ has more than $N$ children ($|c(s, i)| > N$), it splits its cluster into clusters with less children. After the splitting, new cluster heads at level $i$ inform their parents about the splitting as the splitting at level $i$ may lead to a further splitting at level $i + 1$.

In order to achieve minimal energy consumption, peer-tree allows cluster heads at each level to send the query to their children parallelly and select the reply with the minimum distance as the result of the nearest neighbor query. The cluster head at each level sends query to its children in a sequential order and only one of the children executes the query at a given time. It is clear that there is no way to obtain both optimizations on response time and energy consumption. A tradeoff must be made.

The design of peer-tree is concerned with efficient execution of nearest neighbor (NN) queries in sensor network. Particularly, peer-tree structure allows the query to be presented at any node instead of a sink node only. In query execution, depending on the tradeoff, the query is executed in different ways. The author does not specify how the query results are sent back to the query generating node. We assume the
query sending and data collecting adopt the same path. In minimal response time mode, cluster heads may fail earlier than their child nodes that may lead to child nodes being disconnected disconnect from the network. Although a join action is provided, the cost is not trivial.

2.2.2 Spatial Index Tree

The ability to run spatial queries is extremely useful for sensor networks. However, processing spatial queries in sensor networks differs from a spatial database. In SPatial IndeX (SPIX) [52], the authors adopt a R-tree like structure to index sensor networks. The sink node acts as the root of the tree and each parent keeps its children’s MBR information as the R-tree does. All queries are injected from the sink node. The sink node is responsible for spreading the query in a sensor network and getting the result back.
Each sensor node in SPIX maintains a Minimum Bounded Area (MBA) which covers its offspring and itself. When a node hears a spatial query, it compares the query area with its MBA. If the intersection is not empty, query is forwarded to its children. Otherwise, it drops the query. The authors point out that sensors with smaller MBA have a higher chance to determine whether a spatial query applies to them or not.

SPIX exploits Rectangle Model and Angular Model to create a routing tree. In the rectangle model, MBA is the MBR that covers the node and all the nodes below it. In the angular model, MBA is the minimum bounded pie represented by start/end radius and start/end angles. When the spatial query is based on the distance between sink node and sensors, angular model is more efficient than rectangle model.

Considering that sensor nodes are distributed in the network and do not have a global view of the whole network, SPIX illustrates ways to systematically construct a spatial index in sensor network which is maintained by sensors to efficiently evaluate spatial queries. The building process of SPIX-tree can be divided into two steps: Advertisement phase and Parent selection phase.

In the advertisement phase, sink node broadcasts itself to the network. Each node in the network will not broadcast itself to the network until it receives an advertisement. This phase will stop when all the nodes have received an advertisement. In parent selection phase, the nodes without any child candidate pick up a parent first. A parent node will not pick up its parent until all its children have finished selecting parents. Particularly, in the parent selection phase, a sensor always selects a parent whose MBA needs the least area enlargement to include itself. If there are more than one parent candidates with the same MBA enlargement, it chooses the nearest one. After the two construction phases, each parent knows its offspring and has an overview of their MBA, as shown in Figure 2.3. Each parent in SPIX-tree
maintains the total MBA (illustrated by rectangle) of its offspring. When a spatial query arrives, a parent can easily decide whether to forward this query to its children or not.

Considering there might be undesirable long range radio communication, thin rectangles need to be removed after the two phase construction. When a child node finds that it is closer to its grandparent than its parent, it disconnects from its parent and selects its grandparent as the new parent as illustrated in Figure 2.4:

As the authors point out that, since a smaller MBA has a higher chance of determining whether a spatial query applies to it or not, the energy optimization phase is provided to split large MBAs into small MBAs. When a leaf node determines that it is located in another node’s MBA area, as illustrated in Figure 2.5, it runs “parent-switching verification” process. In this process, the sensor network moves some nodes from one branch to another to reduce the MBA of the parent node. Since the smaller the MBA is, the less chance it will be involved in a spatial query, energy efficient is achieved in this way.
Node which needs to join the network after the SPIX is built up runs the join phase. By broadcasting the join request, a node can get a list of parent candidates. The node chooses its parent that results in the minimal MBA enlargement, which is exactly the same with parent selection phase.

SPIX guarantees the query spreading involves less non-relevant nodes, especially after the optimization phase. The join phase can further prolong the network life time to some extent. However, new node join will cause all its ancestors to update their maintained MBA information. It may cause flooding which is not trivial in the sensor network.

### 2.2.3 OMSI-Tree

OMSI tree [63] is quite similar with SPIX [52]. They both adopt a R-tree like structure and use two similar phases in their tree construction process (topdown and bottomup phases in OMSI-tree).

The difference is that SPIX considers tree structure optimization by eliminating thin rectangles and cutting off leaf nodes to avoid large MBR in construction phase, while OMSI-tree focuses on recording the nodes which overlap with one another. Parent node records the MBR of itself as well as its children’s total MBRs so that it can have enough information to determine if all its children need to be involved in a given spatial query.
OMSI-tree considers two overlapping situations, namely, overlap on the vertices of query window and overlap on the borders of the query window. For the first situation, if the vertex falls into the overlapping region, relevant sensor nodes should be taken into consideration. Suppose that sensor node $A$ has $MBR_A$, sensor node $B$ has $MBR_B$ and $A$, $B$ have overlapping area $MBR_{AB}$, and the query window is $W$. The processing steps are: first, compare $W$ with $MBR_A$. If the overlapping area $MBR_{WA}$ belongs to $MBR_{AB}$ completely, it is convinced that node $A$ cannot provide any available information in this query. Thus, sensor node $A$ is abandoned and $B$ is selected. Otherwise, it keeps sensor $A$ and checks sensor $B$ in the same way. There is no specified order for checking sensors $A$ and $B$.

In another situation, when the overlapping area appears on the borders of the query window, only the sensor node which is physically inside the query window will be kept. It means this is decided by their geographical positions.

A spatial query based on OMSI-tree is illustrated in Figure 2.6. An OMSI-Tree has already been built up and a spatial query is given. Obviously, there are three
vertices placed on the overlapping area. For the first one, sensor node A and B share the overlapping area $MBR_{AB}$. It is clear that the overlapping space between sensor node A and query window W completely belongs to $MBR_{AB}$. According to their overlapping MBR removing (OMR) algorithm, sensor node A is abandoned. Sensor node K is abandoned in the same way. While more range can be detected in query window W except $MBR_{DM}$ for sensor node D. Based on the OMR algorithm, sensor node D is kept and the relevant sensor node M is checked. Evidently, sensor node M is also kept.

The OMSI-tree [63] brings the capability of executing spatial query in sensor networks and reduces the number of involved sensor nodes when there are redundant nodes in the network. However, OMSI-tree neither considers any tree structure optimization nor node rejoin actions. Besides, OMSI-tree adopts the same path for query spreading and data transmitting. That is why the performance decrease suddenly when certain proportions of intermediate nodes fail as shown in the experiments.

### 2.2.4 Subarea Tree Routing

Subarea Tree Routing (STR) [37] is also a kind of hierarchical spatial index. It first identifies root nodes of the network. Then, root nodes start the process of establishing subarea trees. Every node either belongs to a subarea tree or becomes an interconnect node after the construction phase.

There are two approaches for root node identification, namely, static method and auto-discovery. Static method adopts manual configuration which requires pre-knowledge of the whole network. Auto-discovery process is more complex. The requirements of becoming a root node must be given first. Then, from an arbitrary node, the requirements are broadcast into the entire network. Any node that meets the requirements will become a root node and broadcast itself into the network. Thus, every root node knows the other root nodes.
The process of establishing subarea trees is through a sequence of message exchange. The following two messages are hired for tree construction: Tree Establishing Message (STEM) and Tree Node Updating Message (TNUM). In the beginning, every node periodically broadcasts STEM which includes node ID, node type, the number of offspring and so on. A node that receives a STEM will set the sender as parent and return a parent TNUM which includes necessary information for a parent to update its children list. If a node cannot join a subarea tree after this process, it turns itself an interconnected node.

The STR construction process is shown in Figure 2.7. Figure 2.7 (a) shows a network of 22 nodes with unique ID. The lines denote the wireless link between two nodes. Given the metric that a node becomes a root node if the number of its neighbors is more than or equal to 4, node S broadcasts Root Auto-discovering request (RADRQ) message and nodes A, B, C will become root nodes. These three nodes will know each other by broadcasting their information.

By referring to the existing information, routing information is built up as shown in Figure 2.7 (b). A ↔ B, A ↔ D ↔ C and B ↔ E ↔ F ↔ C are the routing paths among the root nodes. Nodes D, E, F become the interconnect nodes.

Root nodes A, B, C start the subarea tree construction by broadcasting STEM. The rest of the nodes who receive this message will join the subarea tree and send out a STEM message as well. As illustrated in Figure 2.7 (c), all the nodes belong to a subarea tree except nodes H, I and R. Considering this situation, STR turns an interconnect node into a root node if nodes cannot join a subarea tree after a certain time threshold. In this case, node E is turned into a root node and will gain other root nodes’ information through the nearest root node B. The rest of the root nodes will also be informed that node B has been upgraded to root node.

A data delivery example is shown in Figure 2.7 (d). Assume a data packet needs to be sent to node R from node S. The data packet first arrives in its parent node
$G$. $G$ will send this packet to root node $A$ once it has found that node $R$ is not one of its offspring. Root node $A$ will send Routing Inquiry Message (RIM) to root node $B$. $B$ will forward RIM to $E$ if it fails to find the routing information for node $R$. Root node $E$ will respond to root node $A$ with a Routing Reply Message (RRM) because node $R$ is its offspring. Once it has received the RRM message from root node $E$, Root node $A$ will send the data packet to root node $E$. The data packet is finally delivered to node $R$ through node $H$. 

Figure 2.7: Construction of STR
A well organized subarea tree is able to deliver a message to the destination node through the shortest path to achieve a better performance. However, this greedy algorithm will cause the interconnected nodes or root node to fail early. The maintenance of subarea trees is not trivial due to their message exchange process. Since the network scale tested in the experiment was really small, we cannot determine the performance in a large scale network.

2.2.5 Sectioned Tree

Sectioned tree [47] divides the network into virtual sections. Each section maintains a local tree to prevent several branches from forwarding queries and data which may consume extra energy.

As illustrated in Figure 2.8 (a), a query for area A is injected into the network from the sink node. Most of the nodes (including s1) are able to receive the query from the node sr1. However, node s2 is not able to receive the query from sr1 even if it is close to node s1. Node s2 has to receive the query from node sr2. All the

Figure 2.8: Naive routing tree versus Sectioned tree

(a) Naive routing tree  (b) Sectioned tree
irrelevant nodes (white node) have to be involved to pass the query to node s2. These involved irrelevant nodes could conserve their limited energy if node s1 could pass the query to s2 directly.

Motivated by this, the authors proposed their idea to divide the network into virtual sections and each virtual section maintains a local tree. The advantages of doing this are: virtual sections prevent several branches from forwarding queries or data that might consume extra energy; each section maintains a local tree which is scalable since it only cares about the limited nodes within the same virtual section.

The construction of local trees contains three steps. Firstly, each node calculates the distance to the anchor point. The closest point will be elected as the root of local tree. Secondly, each local tree root starts building a local temporary tree by broadcasting its information to the rest of nodes. Generally speaking, the local temporary tree adopts two steps which are similar to the OMSI-tree and SPIX construction process. Thirdly, either Dijkstra’s shortest path algorithm or Prim’s MST is adopted to build energy efficient local trees. The shapes of the trees constructed by these two algorithms differ from one another. The initial radio range of nodes can be dominant to determine the shape of the tree when using Dijkstra’s shortest path algorithm. While for the tree constructed by Prim’s MST, the initial range of sensor nodes does not affect the shape of the tree since it always looks for the closest node which is not in the spanning tree.

A sectioned tree is illustrated in Figure 2.8(b). Node s1 and node s2 are located in the same virtual section and connected by the local tree. Node s2 can receive the query from s1 through local tree instead of receiving through node sr2. All the energy spending on the white node is conserved and energy efficiency is achieved in this way.

The construction of a sectioned tree contains three phases. In phase I, global information is exchanged globally and local information is exchanged inside each
section. In phase II, local trees are constructed either by Dijkstra’s shortest path algorithm or Prim’s MST algorithm. In phase III, local trees are connected to form a global tree. MBR for spatial indexing is built up in the last phase.

Sectioned tree considers connecting the neighboring nodes in terms of local trees to prevent several branches from forwarding queries and data. To some extent, sectioned tree is able to conserve energy of the entire network. However, sectioned tree is not able to prevent unnecessary energy consumption completely. Nodes on the boundary of the sections belong to different local trees. Queries to these nodes have to go through more than one local trees which is still not energy efficient.

### 2.2.6 Distributed Quad-Tree

With the assumption that sensor nodes are distributed in a grid space, Distributed Quad-tree (DQT) \[39\] structure limits the cost of answering a query to a constant factor $2\sqrt{2}$ of the distance “$d$” to the nearest event in the network. In addition, the authors claimed their DQT is deployable in practice by satisfying the following three requirements: distance-sensitive for querying and efficient for information storage; low construction cost; ability of facing node failures.

![Figure 2.9: Distributed quad-tree](image)
DQT introduces the concept of level 1 box which is the smallest cell in DQT and all the nodes inside it are within one hop distance. Every four level 1 box nodes are clustered together to form a level 2 box node. One of the four level 1 box nodes is chosen to be the cluster-head of that level 2 box node. In other words, a node is elected as cluster-head in each level and the cluster-head is always its own child in a lower level. The node which is closest to the geographic center of the network is always elected as cluster-head at each level as illustrated in Figure 2.9. Node 003 is elected as cluster-head for 00 region at level 1 because it is closest to the center. Similarly, node 033 is elected as cluster-head of level 2 because it is closer to the center than level 2 nodes 003, 013 and 023. Nodes 122, 211 and 300 are elected as level 2 cluster-head in the same way. Backward link can be avoided by electing cluster-heads in this way.

In order to map sensor nodes from physical position to logical nodes in DQT, the authors assume that each sensor node is aware of its physical coordinates \((x,y)\). In addition, each cell in DQT is represented by two endpoints \((x_s,y_s)\) and \((x_e,y_e)\). Assume that DQT has \(i\) levels and the area of each level 1 box is \(w \times l\), where width \(w = (y_e - y_s)/2^i\) and length \(l = (x_e - x_s)/2^i\), a node \((x,y)\) can be mapped to DQT by following formula:

\[
DQT_{addr} = \left[ \left\lfloor \frac{x - x_s}{w} \right\rfloor \pmod{2} \right] + \left[ \left\lfloor \frac{y - y_s}{l} \right\rfloor \pmod{2} \right] \times 2
\]

Instead of bottom-up construction, DQT uses local construction to avoid expensive communication when building up the spatial index. Each node records its 8 nearby neighbors at eight directions: N, S, E, W, NE, NW, SE, SW. Their cluster-head validate algorithm uses this information to select a cluster-head and guarantees the cluster-head at each level is closer to the map center than any of its children.
Considering some nodes may be physically close to each other but logically far away from each other, the idea of *sibling link* is introduced. The sibling link is the link between a node and its neighbors in each direction and only exists between nodes at the same level. A packet from node 011 to 100 can go through path 011 ↔ 013 ↔ 102 ↔ 100 instead of path 011 ↔ 013 ↔ 033 ↔ 122 ↔ 102 ↔ 100.

DQT uses the same structure as a Quad-tree, namely, each parent has exactly 4 children and each child has another 4 children. Thus, DQT could maintain itself in a low height while indexing many sensor nodes. This characteristic is quite helpful to reduce communication in the network. However, in the real world, sensor networks are more likely to be deployed randomly. Besides, the authors assume that the sink node is always at the center of the network which is quite unlikely to be true in practice. Thus, there are not many situations to which DQT can be applied. Moreover, similar with other approaches, the query forwarding path is the same with the data transmitting path.

### 2.2.7 Quadtree-based Data Dissemination

Quadtree-based Data Dissemination (QDD) [46] is a quadtree-based network space partition, which is motivated by two goals. One is to accommodate the dynamicity and to avoid frequently updating the index due to stimulus and sink mobility. The other one is to keep the index simple.

By assuming that every node is aware of its location and total sensor network space, a sensor node recursively divides the network into four parts until it is the only node of that sub-partition. The partition process is shown in Figure 2.10. Sensor node $S$ takes the whole sensor network space $N$ as the root and logically partitions it into four equal sized quadrants, North West (NW), South West (SW), North East (NE) and South East (SE). Each of them corresponds to a child of $N$. Each sub-quadrant is considered as a separate parent and is further divided into four child
Figure 2.10: Partition of QDD

quadrants. This process is repeated until node $S$ is the only node in a sub-quadrant. Finally, each leaf quadrant corresponds to a sensor node.

In data forwarding phase, whenever a node $s$ detects a stimulus, it performs a logical partition of the sensor network. Each partition at level $i$ is represented by endpoints denoted as $({i.X}_{LB}, {i.Y}_{LB})$ and $({i.X}_{UB}, {i.Y}_{UB})$. In addition, the corresponding Rendezvous Point (also called central point) of each partition is given as $(x_i, y_i)$ where

\[
\begin{align*}
x_i &= {i.X}_{LB} + ({i.X}_{UB} - {i.X}_{LB})/2 \\
y_i &= {i.Y}_{LB} + ({i.Y}_{UB} - {i.Y}_{LB})/2
\end{align*}
\]

Node $s$ first sends data message to its immediate rendezvous point and the immediate rendezvous point further forwards the message to the rendezvous point at a higher level. The process is repeated until the data message arrives at the desti-
nation. During this process, every rendezvous point records the message that it has forwarded for a certain time to prevent duplicate entries or re-query.

In the query forwarding phase, a sink node sends the query to its immediate rendezvous point. On receiving this query, immediate rendezvous point checks whether it has the data. If so, the immediate rendezvous point returns the data to the sink node. Otherwise, immediate rendezvous point forwards the query to the rendezvous point at a higher level. The rendezvous point at the higher level will repeat this process until it finds the data.

Generally speaking, data forwarding and query forwarding steps are similar. Whenever an event happens, a node first contacts its immediate rendezvous point. If the immediate rendezvous point cannot finish the job, the rendezvous point at a higher level will be involved.

By assuming that each node is aware of its location and the total sensor network space, sensor nodes can elect the node that is closest to the center to be subtree parent. Thus, QDD does not require sensor nodes to be in a grid-based manner. This advantage brings more situations to which a quad-tree like spatial index can be applied. However, it still faces the problem of parent node failure. Besides, in order to work on an arbitrary node deployment, QDD calculates the partition of network every time when there is data or query forwarding action, which is not energy efficient.

### 2.2.8 Conclusion

As discussed above, we have noted that almost all the spatial indices adopt a hierarchical structure to keep nodes in a parent-child relationship. The most frequently used are R-tree [14, 52, 63, 37, 47] and Quad-tree [39, 46] like structures. Both structures are common in that each parent node indexes its offspring in terms of
MBR information. By referring the index, query could be prevented from flooding all over the sensor network and only be sent to the relevant nodes. This is quite energy efficient, especially when the query window is small.

Generally, quad-tree like structures have better performance than R-tree like structures when sensor nodes are deployed in a grid space or uniformly deployed. While in practice, it is unlikely to know and guarantee that sensor nodes are deployed in a grid space or are uniformly deployed. This explains why most works adopt R-tree like structures to build up spatial index in sensor networks. All these works have shown that by building up a spatial index, sensor networks are able to support spatial query which is more energy efficient than the traditional approach.

However, few of them have noted that the parent node failure may lead to offspring nodes to fail even if they are still in good health. Although some of them have provided node rejoin action, they have ignored the fact that the cost of updating spatial index is not trivial. In next chapter, we will introduce our multi-parents method to keep the parent node alive as long as possible, which in turn, prolongs the lifespan of the sensor network.
2.3 Geographic Routing Based Approach

Geographic routing is also known as stateless Routing. In general, a geographic routing algorithm consists of two stages: greedy routing and face routing.

2.3.1 Greedy Routing

In greedy routing, each node keeps forwarding packet to one of its neighbors, which is closest to the final destination to ensure that the packet approaches the destination after sufficient forwardings. Figure 2.11 shows a packet arrives at the destination by greedy routing, where dashed circles indicate communication radius of sensor node.

2.3.2 Face Routing

In face routing, a packet usually traverses a series of faces. In each face, if the packet meets a node, which has an edge that intersects with the “virtual line” from the source to the destination, it stops traversing the current face and switches to the next one. Such an operation is referred to as face changing and it is repeated until the packets reach the destination or get back to the greedy routing state. For all the existing geographic routing protocols, they use the same greedy routing method.
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A but differ in face routing phase. In the rest of this thesis, we focus on face routing whenever we mention geographic routing. Face Routing employs the right hand rule running on a planarized graph.

2.3.2.1 Right Hand Rule

Face Routing employs the well-known right hand rule to forward packet on a planarized graph. According to the rule, when a node $x$ receives packet from node $y$, the outgoing link is the next one sequentially clockwise around $x$ from link $yx$ as illustrated in Figure 2.13. By right hand rule, the packet keeps traversing the interior of a polygonal region (a face) to approach the destination.

Unfortunately, on graphs with cross links, right hand rule may not be able to route packet to the destination or somewhere else where it can resume greedy routing. Due to the characteristics of wireless communication, sensor radio graph is always full of cross links. The sensor radio network must be planarized before applying right hand
2.3.2.2 Planarization

Most of the existing works assume each sensor node has the same communication radius. With such an assumption, planarizing the network is a process of removing selected links from the sensor radio network. GG (Gabriel Graph) and RNG (Relative Neighborhood Graph) are most commonly used because they can be executed in a distributed manner.

The GG is defined as follows:

A link $uv$ belongs to GG if there are no other nodes located inside the circle whose diameter is $uv$, as illustrated in Figure 2.14.a. Given a sensor network with sensor set $V$ where every node maintains a neighbor list $N$, each sensor node $u$ can remove non-GG links by running Algorithm 1.

**Algorithm 1 Planarize by GG**

1: for $v \in N$ do
2: $m \leftarrow$ middle point of link $uv$
3: for $w \in V$ do
4: if $w \neq u$ and $w \neq v$ and $|mw| < |mu|$ then
5: remove link $uv$
6: break
7: end if
8: end for
9: end for

The RNG is defined as follows:

A link $uv$ belongs to RNG if there are no other nodes located inside the overlap communication area of node $u$ and $v$, as illustrated by Figure 2.14.b. Given a sensor network with sensor set $V$ where each node maintains a neighbor list $N$, each sensor node $u$ can remove non-RNG links by running Algorithm 2.

Both GG and RNG can be used to construct a planar graph. However, applying on the same radio network, GG always extracts a relatively fine grained subgraph.
Algorithm 2: Planarize by RNG

1: for $v \in N$ do
2:    for $w \in V$ do
3:      if $w \neq u$ and $w \neq v$ and $|uv| > max(|wu|, |wu|)$ then
4:        remove link $uv$
5:      break
6:    end if
7:  end for
8: end for

2.14.a: Gabriel graph

2.14.b: Relative neighborhood graph

Figure 2.14: Gabriel graph and relative neighborhood graph
Therefore, most of the existing works choose GG rather than RNG. We also use GG instead of RNG in the remainder of this work.

2.3.2.3 Face Routing Variants

Many face routing variants, which differ in how to make face change decisions, have been implemented. Generally, face routing variants can be classified into two categories, those that make face change decisions as soon as the condition is met and those that require fully exploring the face before making a face change decision.

Fully exploring the face gives the optimal decision. An example can be referred to Figure 2.15. Imaginary line \( st \) intersects face \( F_1 \) at points \( p_1, p_2 \) and \( p_3 \). Face routing variants which make the face change decision as soon as they meet changing conditions will make face change decision at \( p_1 \) to start exploring face \( F_2 \) and back to face \( F_1 \) again at intersection \( p_2 \). While face routing variants that make fully face exploration will make face change decision at intersection \( p_3 \). Apparently, fully exploring the face before making a face change decision is more efficient in this case because it avoids traversing face \( F_2 \). However, it may not be efficient if most of the faces are small faces with two intersections only, such as face \( F_3 \).

Face routing which partially explores face results in less overheads but can not guarantee delivery alone. Figure 2.15 illustrates an example of face routing failure. Node \( B \) detects link \( BE \) intersects line \( st \) (blue cross) and makes face change decision. Previously, packet was traversing on external face. When the face change decision is made, the packet starts to traverse interior face \( F_{BDE} \). While traversing face \( F_{BDE} \), another intersection (green cross) is detected. However, it is further to the destination than where the packet entered face \( F_{BDE} \), so a face change decision can not be made. Thus, packet keeps looping inside face \( F_{BDE} \) because an intersection which is closer to destination than where it enters this face can not be found.
Figure 2.15: Face routing failure

Figure 2.16: Face routing part of existing geographic routing algorithms
Geographic routing algorithms that make stateless face change decision:

GPSR [28] simply explores faces that have an intersections with the virtual line $st$ (source and destination pair) using the right hand rule (left hand rule is applicable as well). When face traversing meets a node with an edge intersecting with line $st$, which is closer to the destination than the previous intersection, GPSR starts to explore the next face. As there are limited edges in the network, packets are guaranteed to reach the destination.

Refer the network topology in Figure 2.16 for an example. Suppose a packet is sent from $s$ to $t$. When the packet traverses face $F_1$ using right hand rule, the first node intersecting with line $st$ is $v_2$. Face exploration changes to face $F_2$ at $v_2$. While traversing $F_2$, packet meets $v_{11}$ and changes face exploration back to face $F_1$. When exploring $F_1$ from $v_{11}$, the packet encounters $v_{12}$ and the face exploration changes to $F_3$. At $F_3$, the packet changes to $F_4$ from $v_{18}$. At $F_4$, the packet is able to reach the final destination $t$. In total, the sequence of visited faces is $F_1$, $F_2$, $F_1$, $F_3$ and $F_4$.

Greedy-Face-Greedy (GFG) [6] is slightly different from GPSR. They produce similar paths most of the time. Whenever a packet encounters an edge intersecting with lines $st$ at point $p$, it will switch to the immediate face which intersects with the open line segment $pt$. Point $p_1$, $p_2$, $p_3$ and $p_4$ in Figure 2.16 are the intersections. The sequence of visited faces is the same as GPSR in this example.

Greedy Path Vector Face Routing (GPVFR) [34] does not use a fixed line $st$ for all the face intersections check. Like GFG, GPVFR changes to the next face as long as the packet meets a node with edge intersecting with $st$. The node with intersection will be treated as a new start node to serve as a new virtual line. As illustrated in Figure 2.16, a packet is sent from $s$ to destination $t$. When the packet arrives at $v_2$, it encounters the first intersection $p_1$ and the face exploration changes to $F_2$. Starting from $F_2$, $v_2$ is treated as the starting point and line $v_2t$ is the new guide line. As the
same procedure repeats, intersections $q_1$, $q_2$ and $q_3$ are encountered. Eventually, the packet changes to $F_4$ from $v_{19}$ and reaches the destination.

**Geographic routing algorithms that require complete face routing before making face change decision:**

Compass Routing [31] requires a packet to traverse the entire face before making a face change decision. There could be more than one edge that intersects with line $st$. These intersections are compared and the packet is advanced to the edge with the closest intersection to destination. The face which shares that edge with the current face is selected as the next face to explore.

As the example in Figure 2.16, $F_1$ will be fully explored by a packet sent from $s$ to $t$. When the packet is back to $s$, the packet will be advanced to the edge that $p_3$ is on, and face exploration changes to $F_3$. When exploring $F_3$, $p_4$ is chosen as the closest interaction and $F_4$ is next explored. Eventually, the packet arrives at $t$ from $F_4$. The sequence of visited faces is $F_1$, $F_3$ and $F_4$.

Greedy Other Adaptive Face Routing (GOAFR+) [33] requires complete face exploration as well. Packets are advanced to the node which is the closest to the destination on the face and face traversal is restarted. In the example of Figure 2.16, face exploration changes from $F_1$ to $F_4$ at $v_{20}$ since it is the closest node to the destination on $F_1$. The visited face sequence is $F_1$ and $F_4$. 
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Multi-parents Approach

In existing work so far, almost all spatial indices adopt a hierarchical structure (e.g., R-tree [5], Quad-tree [2]) with the sinknode as the root of the tree. Every non-leaf node maintains its subtree MBR and children information. Query evaluation starts from the root and propagates to parts of the tree. When a query reaches a node, the node compares the query's spatial coverage with its MBR. If the spatial coverage intersects with its MBR, the node forwards the query to its child nodes and so on. If there is no overlap, the node abandons the query.

It has been shown in existing work that the use of spatial indices to support queries indeed prolong the lifespan of sensor network by excluding irrelevant sensor nodes during query evaluation. However, to the best of our knowledge, existing work uses the same node path for propagating query and routing back sensor data. Hence, intermediate nodes that have many child nodes incur more communication operations than non-intermediate nodes. When the battery life of intermediate nodes are drained, the entire subtree subtending from these nodes is disconnected from the rest of the sensor network. If no rejoin methods are provided, the disconnected subtree can never be visited anymore even if there are still active nodes in the subtree. Furthermore, even if rejoin methods are provided, the cost of updating the whole spatial index is not trivial.
If there are alternative return paths back to the sink nodes, we believe the lifespan of intermediate nodes can be prolonged because the workload of intermediate nodes is reduced; thus, extending the lifespan of the entire sensor network. In this chapter, we propose to prolong the lifespan of a sensor network by allowing sensor nodes to have more than one parent so that there are alternative return paths for sensor data to be routed back to sink nodes. Various metrics are provided for nodes to choose which specific parent node to use.

3.1 Multi-parent Methods

In this chapter, we describe our proposed multi-parent approach to reduce the workload of intermediate nodes (parent nodes). We also describe three spatial indices that support spatial queries. They are the OMSI-tree, nearest parent tree and the hybrid tree. We will start with the three spatial indices first as their structures give a better picture of the motivation of our proposed approach.

3.1.1 OMSI-Tree

This index has two phases of construction: descending and ascending phases, as shown in Figure 3.1; solid lines represent the descending phase, and dashed lines represent the ascending phase. The rectangles are the MBRs of sensor nodes. The parent data structure has the following information (ParentPts, ChildPts, ChildMBRs, OverallMBR, Location-info).

In the descending phase, the message, which includes sender location and ID, is disseminated from the sinknode. All sensor nodes will not broadcast themselves to the sub-net within its radio range until they receive a message. All nodes keep a list of messages it has received. The descending phase completes when all sensor nodes receive a message.
In the ascending phase, when a sensor node has no children candidate nodes, it chooses its parent node; otherwise, it waits until all the children candidates select their parent nodes. We refer to a node that has no children candidate nodes as a leaf node. When a leaf node confirms its parent node, it updates its MBR to the parent node. When a parent node has collected all the children MBRs under itself, it computes the overall MBR and select its parent node. Thus, a distributed R-tree like structure is constructed among the sensor nodes.

3.1.2 Nearest-Parent Tree

Compared to the OMSI-tree, the construction of this index is relatively easy. Sinknode broadcasts its location information to the network. Once a node receives the broadcast call from the sinknode, it detects the nodes around its neighborhood and keeps a reachable node list. After a certain time period, sensor node compares the candidates in the list and picks the nearest neighbor that is closer to the sinknode than itself as its parent. If all the nodes that are reachable by this node are further away than this node from the sinknode, it will weaken the selection rule to pick the
nearest neighbor as the parent as each node always tries to find the nearest neighbor as the parent. There is the possibility that nodes that are directly reachable to the sinknode pick other nodes as its parent. As sinknode has no battery-life problem, the disadvantage is obvious.

The topology of nearest parent tree is shown in Figure 3.2. Comparing with OMSI-tree, each parent has less children. This reduces parent workload to some extent. However, it also fails in leveraging on the advantage of sinknode power ascendancy.
3.1.3 Hybrid Structure

Hybrid structure takes the advantages from both OMSI-tree and nearest parent tree. This index improves the parent selection metric. All nodes that are directly reachable to the sinknode pick the sinknode as its parent. This is to leverage on the advantage of sinknode power ascendancy. Those nodes which are not directly reachable to sinknode selects the nearest parent in order to reduce the workload of parent.

Figure 3.3 illustrates the topology of hybrid tree building on the same set of sensor nodes with nearest parent tree (100 nodes in $20 \times 20$ space). It is obvious that more nodes are directly connected to the sinknode in the hybrid tree. This characteristic is very useful in our proposed multi-parent methods (shown in experimental results...
From Figures 3.1, 3.2 and 3.3, we observe that the structure of the OMSI-tree is quite different from the other two. Each parent maintains more children than the other structures. These three spatial indices will serve as the platform which we evaluate the multi-parent methods in the rest of chapter.

3.1.4 Multi-Parent Methods

For a given sensor network, it makes sense to have a flatter hierarchical spatial index for the nodes as this means that each parent node has more child nodes, and consequently, less number of hops is required to deliver a query message in the query forwarding phase.

However, this also means that parent nodes have heavier workloads and shorter lifespan. Considering that parent maintains its offspring’s information, failure of a parent node means that losing information of the offspring. Queries cannot be forwarded to a dead branch unless spatial index is re-built, which is not trivial.

To further extend the lifespan of a sensor network, we propose to take the return path of query-result into consideration. The basic idea is that each child node should keep a list of parent candidates. When sending result data back to sinknode, a child node selects one of the parent candidates to send back the data. The selected parent, which is also a child node of other parents, also has multiple choices of parent nodes. In this way, multiple nodes share part of the workload. We refer to this as the multi-parent approach.

As there is now a choice of parent nodes, there are different ways to pick the parent node. We propose four ways: (1) pick parent nodes in a round-robin manner (like a token ring); (2) pick the parent that is physically nearer; (3) pick the parent that has the most remaining energy; and (4) a combination of (2) and (3).
Figure 3.4: Experiment results of (a) OMSI-tree, (b) Nearest parent tree and (c) Hybrid tree with radio radius = 2
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Figure 3.5: Experiment results of (a) OMSI-tree, (b) Nearest parent tree and (c) Hybrid tree with radio radius = 4
Figure 3.6: Experiment results of (a) OMSI-tree, (b) Nearest parent tree and (c) Hybrid tree with radio radius = 6
The motivation of selecting the nearest parent is the fact that the longer distance a message transmits, the more energy it incurs. The energy cost of sending one message over a distance of \(d\) is \(e = \kappa d^c\) where \(\kappa\) and \(c\) are constants and \(c\) is usually between 2 and 4. It is clear that multi-hops transmission is more energy efficient than one-hop transmission and the less distance per hop, the less energy is incurred.

Even with the multi-parent approach, child nodes still cannot be visited if their parent node died even though they are in good health status. That is why we propose another selection strategy: Pick the parent who has the most remaining energy. Having more parents alive means that more child nodes can be visited.

Combining the above two strategies, we propose another strategy: Pick the parent with the highest ratio \(E/d\) where \(E\) is the total remaining energy that a parent candidate node has and \(d\) is the distance to that parent candidate. This leverages on both advantages when finding a parent.

Besides considering distance and energy factors, contacting each parent candidate uniformly also helps to improve the parent’s lifespan. Our approach is to maintain a token ring on parent candidates so that each parent candidate has equal chance to be selected.

All the four strategies focused on sharing the workload of parents in the query data (result) transmitting phase. The additional energy cost, comparing with the conventional single parent approach, is zero except for the energy used to maintain parent candidates list at the child node, which is low and negligible.

Using the multi-parent approach, querying a sensor network goes like this: The query is injected to the sensor network from the sinknode. Each parent near the sinknode compares its MBR with the query’s spatial coverage. If its MBR intersects with the query’s spatial coverage, it forwards the query to its child nodes. Once all the sensor nodes which fall within the query’s spatial coverage are read, they begin
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to transmit the query result back to their parents. In the multi-parent approach, each node now pick a parent node to carry the result data back to the sinknode. In next section, we will empirically confirm that the multi-parent strategies prolong the lifespan of sensor networks.

3.2 Experimental Results

In this section, we evaluate the performance of the proposed multi-parent methods on sensor networks with respect to different density and scalability of nodes. We use a Blade 32-node cluster, each CPU is a Dual Core Xeon 3.0GHz, 4GB RAM for each node, running the Rock 4.2.1 task management system. The programs are coded in Java. We use the MicaZ node specification (2, 000mAh battery, sending and receiving consume 140.91mW energy and 36mW when radio is off) for the sensor nodes. The sensor nodes are deployed in a 20×20 grid; the number of sensor nodes ranges from 50 to 350.

Sensor Network Failure

We determine that a sensor network is no longer accessible, when 25% of all sensor nodes are dead or 1 million queries have been executed. At the node level, when a sensor node exhausts all of its energy, it is considered dead. In single-parent methods, parent failure would mean that all its descendent nodes fail as they can no longer reach the sinknode. In multi-parent methods, a node that fails will not cause other nodes to fail.

Query Set

We synthetically generate a set of 1 million queries with the following distribution of query spatial coverage: 87% of the queries are querying less than 25% of the total
network area; 11% of the queries are querying less than 50% of the total network area; 1.5% of the queries are querying less than 75% of the total network area.

Other Parameters

We vary the node density in the 20×20 unit grid from 50 (low) to 350 (high). For each density, the sensor nodes are randomly created in the grid. For all experiments, this is repeated 3 times and averages are taken for all values taken. We also vary the sensor radio radius: 2 units (inadequate), 4 units (adequate), 6 units (excessive). Each experiment is performed for the single-parent without aggregation method, single-parent with aggregation, and the 4 multi-parent methods proposed. We have included the single-parent with aggregation as existing work [32], [12] have shown that in-network aggregation can help reduce communication in the network.

Results

The experimental results are shown in Figures 3.4, 3.5 and 3.6. Each figure is a plot of the number of queries that can be executed before the network fails versus the density of nodes in the network. From Figure 3.4, we note that the multi-parent methods perform better than the single-parent without aggregation, but worse than the one with aggregation. The reason is that in this low radius model, each sensor does not have many parent candidates. Hence, the multi-parent methods do not perform well.

When we increase the node radio radius to 4 units (Figure 3.5), it is obvious that all three spatial indices benefit from the multi-parent methods. The single-parent method without aggregation continues to have the worst performance. With in-network aggregation, the single-parent method sometimes performs better than the multi-parent methods. However, we note that the average performance of the
multi-parent methods using the OMSI-tree is much better than the single-parent methods. The network lifespan is almost 2 times longer than when the single parent method is used. For the other two spatial indices, the multi-parent methods showed improvements. For the hybrid structure, the multi-parent methods almost always have the same performance as the single-parent method; the differences between the single-parent with aggregation method are narrowed. Hence, when the sensor radius is adequate (4 units), the multi-parent methods work best to prolong the lifespan of the network.

When we further increase the sensor radio radius to 6 units (Figure 3.6), we can see that such increase further prolongs network lifespan when using the OMSI-tree spatial structure. Multi-parent methods maintained the network lifespan 3 times longer than the single-parent methods. Compared to a radius of 4 units, the multi-parent methods sustained the lifespan of the network for an additional 250,000 queries. The performance of the multi-parent methods surpassed the single parent methods under the hybrid spatial index. When the radius is 4 units, multi-parent methods almost always have the same performance with the single-parent with aggregation method. However, for a radius of 6 units, multi-parent methods always performed better than the single-parent methods; the network lifespan is almost 2 times longer.

From the above results, we note that for all radius values, the multi-parent methods under the nearest parent tree always perform poorly compared to the other two spatial indices. By analyzing the topology of nearest-parent tree indexed sensor networks, we found that the tree cannot be completely constructed when radio coverage is low; the network is disintegrated into several disconnected portions. Also, very few nodes are connecting to the sinknode. Hence, the energy advantage of the sinknode is lost. Our conclusion is that the multi-parent methods are not feasible for networks relying on the nearest parent spatial index structure.
From the experiments, we can conclude that multi-parent methods contribute to the prolonging of sensor network lifespan as long as child nodes find sufficient parent candidates. Among the three spatial index structures, OMSI-tree benefits most from the multi-parent methods. For the hybrid tree, which is improved from the nearest parent tree, multi-parent methods also show their strengths; network lifespan is almost two times longer. Overall, our experiments provide conclusive evidence that having alternative return paths is energy efficient and is able to prolong the lifespan of sensor networks.

3.3 Summary

In this chapter, our proposition is that a node should have multiple, alternative parent nodes on the path to the sinknode in order to distribute the workload of carrying query results back to the sink nodes; otherwise, the single-parent node will be overworked and loss its battery energy more quickly; thus, ending the lifespan of an effective sensor network more quickly.

We have conducted experiments with three different spatial index structures and vary the sensor network under different parameters such as sensor radio radius and sensor node density. Experimental results confirm our proposition that the multi-parent approach indeed extend the lifetime of sensor network on existing spatial index structures by sharing the workload of parent nodes. During running experiment, we also observed that spatial indices has very bad performance when facing large scale or high-density sensor network.
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When running the experiments for multi-parent methods, we found that none of the existing spatial index strategies is able to work well in high-density sensor network. By analyzing the topology of network, we noticed the reason is that high-density makes each node connects with more neighbors. The frequent communications among these redundant nodes exhaust the battery energy soon.

Various studies on node redundancy have been carried out. The idea of “magic number”, which was first proposed by Kleinrock and Silvester [30] to measure the average number of neighboring nodes required to keep the network connected, has been intensely discussed by several research groups [30, 25]. Depending on the protocols and assumptions, the “magic number” varies from five to eight. Other researchers pointed out that the existing “magic number” only works for small networks. For large scale networks, the “magic number” should be greater than $5.1774 \log n$ (where $n$ is the number of total sensor nodes) to have the network asymptotically connected [58]. Besides the connection issue, coverage issue has also been studied. Gao et al. has theoretically analyzed the minimum and maximum number of neighbors that are required to provide complete redundancy [19]. Their conclusion is quite interesting: At least three neighbors and at most five neighbors are needed to make a node completely redundant. However, none of them has considered the side effects.
In this chapter, we first introduce two new concepts of redundancy; namely, physical redundancy and logical redundancy. Then we propose our virtual node approach to leverage on the advantages of both redundancies. The intuition for these two forms of redundancies are as follows. A node has a communication radius $R$ and a sensing radius $r$, $r \ll R$. We place a virtual grid-cell on the sensor network where a cell’s width and height are $r\sqrt{2}$, as illustrated in Figure 4.1. These cells are called atomic cells. After deployment, there might be more than one sensor nodes inside each atomic cell. It is very likely that sensor nodes inside the same atomic cell yield the same sensor reading as they have overlaps in the sensing area. In other words,
there is redundancy among the sensor nodes. We refer to this as physical redundancy. Depending on the area of a grid cell, it is also possible for sensor nodes within a group of nearby atomic cells to have overlapping sensing area. For instance, sensors inside the same meeting room are having the same temperature readings most of the time. There is also a form of redundancy here, which we refer as logical redundancy.

In both forms of redundancies, one may pick one sensor node to represent the rest of the nodes in terms of providing the sensor reading. That is, these nodes and the representative node form a virtual node. In a high-density network, a sensor node is able to communicate with up to tens or hundreds of nodes in its neighborhood. Due to the high communication cost, a sensor node may die quickly when it has to communicate with all its neighbors frequently. The virtual node approach groups all redundant nodes as one virtual node; one representative sensor node is active mode while the rest are in the sleep mode. Hence, communications are reduced and exist among active nodes only. Also, the total energy of sensor network is conserved.

The contributions of this chapter are as follows:

- We introduce the concepts of physical and logical redundancy. Motivated by the characteristic of both redundancies, we propose the idea of virtual node to leverage on the advantage of redundant nodes. By scheduling only one node to be in the active mode, sensor network lifespan is largely prolonged.

- We showed that using a combination of spatial index and virtual node, one is able to overcome the disadvantage of current spatial index approaches. Current spatial indices are not able to handle large scale and high-density sensor network in an energy efficient manner. To the best of our knowledge, this is the first work to handle both large scale and high-density sensor network with spatial indices.
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- We have evaluated the performance of the proposed idea in terms of successful query evaluation and message latency, and compared them with the approach without virtual nodes. The experimental results showed that our virtual node approach is able to prolong sensor network lifespan especially when the virtual node size is large or node density is high.

4.1 Virtual Node Methods

In this section, we first provide some definitions and notations for the concept of redundancy in sensor networks. Then, we describe our proposed concept of virtual node and how one makes use of virtual nodes to reduce overall energy cost of the sensor network.

4.1.1 Node Redundancy

The following notations are used in this chapter:

- The set of sensor nodes in a sensor network is denoted by $S$.
- For all the sensor nodes, we assume that they have the same sensing radius and communication radius, which are denoted as $r$ and $R$ respectively.
- Let $A(i, r)$ denote the sensing area covered by node $i$.
- Let $A(i, R)$ denote the communication area covered by node $i$. Generally, $r \ll R$ and $A(i, r) \subset A(i, R)$.

**Definition 1** For a give node $i \in S$, if $\exists j \in S$, $i \neq j$, we have

$$A(i, r) \cap A(j, r) \neq \phi.$$  

We say that node $i$ is partially redundant.
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**Definition 2** For a given node $i \in \mathbb{S}$, if $A(i,r) \subseteq \bigcup_{j \in \mathbb{S}} A(j,r)$, where $j \neq i$. We say that node $i$ is completely redundant.

**Definition 3** For a given node $i \in \mathbb{S}$, its sensing neighborhood set is defined as:

$$SN(i) = \{j \in \mathbb{S} | A(i,r) \cap A(j,r) \neq \emptyset, j \neq i\}$$

**Definition 4** For a given node $i$, its cell neighborhood set is defined as:

$$AN(i) = \{j \in \mathbb{S} | x_j = x_i \land y_j = y_i, j \neq i\}$$

where $(x_i, y_i)$ is the ID of the cell node $i$ belongs and $(x_j, y_j)$ is the ID of the cell node $j$ belongs. As there is not much difference between atomic cell size and $A(i,r)$, we may refer to the sensing neighborhood set as the atomic cell neighborhood; i.e., $AN(i) \approx SN(i)$. In addition, atomic cell neighbor also represents virtual node neighbor in physical redundancy case.

**Definition 5** Given two nodes $i$ and $j$, as long as $A(i,r) \cap A(j,r) \neq \emptyset$, we say that node $j$ is physical redundant with respect to node $i$ and vice versa. In other words, if $SN(i) \neq \emptyset$, node $i$ is physically redundant with respect to other nodes. From the definition, we see that both partial redundancy and complete redundancy are special forms of physical redundancy.

**Definition 6** Given two nodes $i$ and $j$, $i \cap AN(j,r) = \emptyset$ that are likely to yield the same sensor values most of the time, node $i$ is logically redundant with respect to node $j$ and vice versa.

### 4.1.2 Virtual Node

In this section, we introduce the concept of virtual node with respect to physical redundancy (atomic cells) and logical redundancy (multi-cells).
4.1.3 Virtual Node Approach for Physical Redundancy

Consider a virtual grid superimpose on a sensor network and each sensor node’s sensing radius is $r$, we have the following theorem:

**Theorem 4.1** For a node $i$, if $AN(i) \neq \emptyset$, node $i$ is a physically redundant node.

**Proof**: Figure 4.2(a) shows node $i$ located at the center of an atomic cell. From the width of the atomic cell and sensor node’s sensing radius, we note that the sensing area is the circumcircle of the atomic cell; i.e., the atomic cell is covered by only one sensor node as long as the node is located at the center of the atomic cell. Since node $i$ is located at the center, if $AN(i) \neq \emptyset$, there is at least one more node inside the atomic cell. From the definition of physical redundancy, we conclude that node $i$ is physically redundant.

Figure 4.2(b) shows a more general case. Assuming that $j \in AN(i)$, it is intuitive that inside the atomic cell, wherever $j$ may be located, node $i$ is physically redundant. Figure 4.2(c) illustrates an extreme case: Node $i$ and its atomic neighbor $j$ are on the diagonal vertices. We consider that node $i$ is physically redundant for the following reasons: First, the two circles are still connected at tangent point $k$; second, this extreme case is rare; third, we generally have $|AN(i)| > 1$; i.e., there will be other neighbors inside the atomic cell and they are unlikely to be at the extreme location.

From the above proof, we may think of an atomic cell as a virtual node representing all the physically redundant nodes within the atomic cell. In the rest of this section, a virtual node represents an atomic cell. The virtual node ID value is in fact the atomic cell ID which it represents. Any arbitrary sensor node within a virtual node can be chosen as a representative of the other nodes while the latter are placed
4.2.a: Two nodes are in the same position of virtual node

4.2.b: Two nodes are inside virtual node but not in same position

4.2.c: Two nodes are on the two furthest position of same virtual node

Figure 4.2: Possible node location inside an atomic-cell
in the sleep mode to conserve energy. To achieve this, there are three issues to be addressed:

The first issue in the virtual node approach for physical redundancy is deciding which node (also called active node) to represent the virtual node. We can choose the node that is closest to the center of the virtual node, as the closer the node is to the center, the better coverage it gives.

The second issue is how to select the active node. There are two situations:

- The first situation occurs after the sensor network is partitioned into atomic cells by a virtual grid. Given a partitioned sensor network, each grid cell (called atomic cell) has width \( r\sqrt{2} \) and each atomic cell has a virtual coordinate \((x, y)\). In the beginning, all sensor nodes are in active mode. Each sensor node first determines to which virtual node it belongs by following equations:

\[
x = x_i \mod r\sqrt{2} \\
y = y_i \mod r\sqrt{2}
\]

where \((x_i, y_i)\) is the coordinate of sensor node; \((x, y)\) is the ID of virtual node to which it belongs. Partitioning in this way guarantees that each node belongs to exactly one virtual node. After all sensor nodes have found their virtual nodes, each sensor node sends a “hello” message that includes its location information to its virtual node (atomic cell) neighbors. If the receiver finds that the sender is closer to the virtual node center than itself, it switches itself into sleep mode. When the message exchange period is over, there is only one node in the active mode. Each active node represents the whole virtual node.

- The second situation occurs when an active node fails. Whenever an active node determines that its energy level is below certain threshold \( \varepsilon \), it periodically sends a “goodbye” message to its virtual node neighbors. The rest of
the nodes will elect a new active node by repeating the process mentioned in the first situation. The new active node will send an acknowledgement to the previous active node. Once the previous active node receives an acknowledgement from any virtual node neighbor, it sends all the information it has to acknowledgement sender and switches itself into sleep mode. In this approach, we need to ensure that the active node is heard by its virtual node neighbors before its failure; otherwise, there will not be any further active node as the election token is missing. In order to guarantee this, all resting nodes need to periodically turn into the active mode to check on the active node’s energy level $\varepsilon$ via message exchange. If the current active node has not sent any “goodbye” message, they switch into the sleep mode again. To achieve energy efficiency, the wake-up period is not fixed but depends on how much energy the active node remains. There is no need to check the active node frequently when it still has a high level of energy.

The third issue is how to make the selected active nodes connected. In other words, how to make virtual nodes connected. Generally speaking, there are two approaches: One is to apply ad hoc protocols and the other one is to use spatial indices. As the objective of this work is to adapt spatial indices to large scale and high-density sensor network, we adopt the spatial index approach instead of ad hoc protocols.

We adopt three spatial indices to evaluate the performance of our virtual node idea. The three spatial indices were first proposed by Zha et al. [64]. We make modifications to these indices as follows: We introduce a new characteristic for virtual node: strength. Given that node $i$ is an active node, the strength of a virtual node is the number of virtual node neighbors node $i$ has, denoted as $|AN(i)|$; the more neighbors a virtual node has, the stronger the virtual node is.
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One thing we need to emphasize here is that the spatial index is built from virtual nodes rather than actual sensor nodes. In a spatial index, virtual nodes are organized in a hierarchical manner where directly connected virtual nodes are in a parent-child relationship. Active nodes store information of parent and child nodes using their virtual node ID’s instead of actual node ID’s. Suppose virtual node $B$ is the child of virtual node $A$ in the spatial index and sensor node $b$ is the current active node in virtual node $B$ and sensor node $a$ is the current active node in virtual node $A$. Any message from $B$ to its parent $A$ actually comes from sensor node $b$ and reaches node $a$. However, the destination ID within the sending messages adopts the ID of virtual node $A$ instead of the ID of sensor node $a$. Sensor node $a$ will respond to any messages whose destination ID value is equal to the value of virtual node $A$’s ID. In other words, sensor node $b$ is completely unaware of the existence of sensor node $a$ and vice versa.

The advantage of building spatial index at the virtual node level is to reduce the overheads of maintaining the spatial index. In a spatial index, a parent maintains all its children location information. Any parent-child relationship changes will result in an update of the parent. The update of parents will further result in other updates of its parents. This update process will not stop until it reaches the root of the spatial index. If a spatial index is built at the actual node level, the spatial index of the entire sensor network needs to be updated every time a virtual node switches its active node. The cost is not trivial. While building a spatial index at the virtual node level, only virtual node neighbors need to know the changes made by switching active nodes. To the outsider, the switching of active nodes is not their business as long as the virtual node ID does not change. The only cost of maintaining the spatial index is the message exchange inside that virtual node. Minimizing the cost of maintaining spatial index is achieved in this way.
4.1.4 Virtual Node Approach for Logical Redundancy

A highly dense deployment of sensor network provides seamless coverage of a monitored area. However, in reality, we may not require seamless coverage as long as the sensor values of neighboring nodes do not vary much from one another. For instance, in a small size meeting room with four sensor nodes deployed at each corner to detect the average temperature, it is likely that the four sensors detect the same temperature values all the time. By Definition 6, we know that this is logical redundancy. Any of the logically redundant nodes may represent the other nodes to reduce total energy consumption. Our virtual node approach for logical redundancy is motivated by this characteristic.

Figure 4.3 illustrates the case of virtual node for logically redundant sensor nodes. The shadowed cells belong to the same virtual node. So far, we only consider regular shapes: square, and all the virtual nodes are of the same size. The number of atomic cells inside the same virtual node is $n^2$ where $n = 1, 2, \ldots$. We note that the virtual node approach for physical redundancy is a special case where $n = 1$. Theoretically, it is possible for $n \to \infty$. However, due to the constraint of sensor node communication radius, the width of virtual node has to be constrained to guarantee that active nodes are connected.

The virtual node approach for logical redundancy predefines the size of virtual node to $n$ and all virtual nodes are of the same size. The first issue to apply the virtual node approach for logical redundancy is group sensor nodes are grouped into virtual nodes. Similar to the virtual node approach for physical redundancy, virtual node ID is obtained as follows:

$$x = x_i \mod r n \sqrt{2}$$
$$y = y_i \mod r n \sqrt{2}$$
where $r\sqrt{2}$ is the atomic cell size, $n$ is the virtual node size and $rn\sqrt{2}$ is the virtual node width. Sensor nodes inside the same virtual node adopt the same approach as for physical redundancy to select active nodes. We need to point out two things here: The strength of the virtual node approach for logical redundancy is equivalent to the total number of sensor nodes within that virtual node; not all sensor nodes in two nearby virtual nodes are able to detect each other, as illustrated in Figure 4.4. Nodes $v_1$, $v_2$ and $v_3$ are three virtual nodes for logical redundancy; node $i$ is the current active node in $v_1$. The shadowed circle shows the communication range of node $i$. It is intuitive that active node $i$ is not able to fully cover virtual nodes $v_2$
and \( v_3 \). In other words, suppose virtual node \( v_2 \) has active node \( j \), virtual node \( v_1 \) is able to observe virtual node \( v_2 \) if and only if \( j \in A(i, R) \). For virtual node \( v_3 \), what happens is that \( k \cap A(i, R) = \emptyset \). If all the virtual nodes around \( v_3 \) are not able to detect the active node \( k \), \( v_3 \) is disconnected from network; we call this fake death. Fake-death node may reconnect to the network after its neighbors switched their active nodes. For instance, when virtual node \( v_1 \) switches its active node from \( i \) to \( i' \), \( v_3 \) is detectable again. Although the fake death nodes are capable of rejoining the network, it is not desirable as this increases the cost of maintaining spatial indices. We study the maximal size of virtual node that could prevent virtual node from fake death in the next section.

### 4.1.5 Maximal Size of Virtual Node

To avoid fake death, we study the maximal size of virtual node that is able to keep virtual node away from fake death while retaining the maximal benefit of node redundancy. In order to ensure that a virtual node is 100% detectable, the active
node of a virtual node should fully cover at least one neighboring virtual node. It is intuitive that covering the nearest neighboring virtual node yields the maximal virtual node size. Now, we analyze the maximal virtual node size that guarantees that an active node fully covers at least one neighboring virtual node wherever the active node is. As shown in Figure 4.5, there are nine virtual nodes having width $d$. Take the middle virtual node $v0$ for example. For any active node inside it, to maximize the width $d$, the active node should at least cover the furthest vertex of the nearest neighboring virtual node because the communication radius $R$ is fixed. Due to symmetry, we only need to discuss one eighth of the virtual node as shown in Figure 4.5. The rest are the same.

Suppose point $p$ is an arbitrary active node inside triangle $\triangle boc$ within virtual
node $v_0$. Virtual node $v_2$ is the nearest virtual node to point $p$. Point $a$ is the furthest vertex in $v_2$ to point $p$. Point $c$ is the center of virtual node $v_0$. Points $b$ and $d$ are other two vertexes of virtual node $v_2$. Point $o$ is the middle segment $bd$. Considering active node has the maximal communication radius $R$, the problem becomes finding a position for $p$ inside $\triangle boc$ where the width $d$ achieves the minimal value $d_{\text{min}}$. Active nodes are able to remain connected as long as the virtual node size does not exceed $d_{\text{min}}/r\sqrt{2}$.

Segments $ab$ and $bc$ are both on the diagonal of the square. We can easily conclude that

$$\angleoba = \angleobc = \pi/4;$$

hence, $\triangle abc$ is a right-angled triangle. Referring to the width $d$ of virtual node, we have

$$ab = d\sqrt{2}, bc = d\sqrt{2}/2$$

According to Pythagorean theorem, we have the following:

$$ac^2 = (d\sqrt{2})^2 + \left(\frac{d\sqrt{2}}{2}\right)^2$$

$$ac = d\sqrt{\frac{5}{2}}$$

We find that when $ac$ achieves its minimal value, $d$ achieves its minimal value ($d = d_{\text{min}}$). So the problem changes to one of finding a point $p$ inside $\triangle obc$ that makes $ac$ minimal. Segment $ac$ is the hypotenuse. The answer is quite obvious that when point $p$ is at point $c$; $ac = ac_{\text{min}}$. Thus, our conclusion is that when point $p$ is at point $c$, $d = d_{\text{min}}$.

According to Pythagorean theorem, we have the following equation:

$$R^2 = \left(\frac{3d_{\text{min}}}{2}\right)^2 + \left(\frac{d_{\text{min}}}{2}\right)^2$$
and we obtain that
\[ d_{\min} = \frac{2R}{\sqrt{10}} \]

As mentioned in the previous section
\[ d = nr\sqrt{2} \]

Now we have
\[ \frac{2R}{\sqrt{10}} = nr\sqrt{2} \]

as \( n \) can only be an integer
\[ n = \left\lfloor \frac{R}{r\sqrt{5}} \right\rfloor \]

From the above analysis, \( n = \lfloor R/r\sqrt{5} \rfloor \) is the maximal virtual node size under the communication radius limitation \( R \).

**Analysis of Energy Conservation**

We consider an evenly distributed sensor network with average density \( d \) to see how much network lifespan can be extended. Assume the network covers an area of size \( S \), the total number of sensor nodes should be \( d \times S \). As we know a virtual node with size \( n \) is a square with \( \sqrt{2}nr \) units on a side, then the area of a virtual node is \( 2n^2r^2 \).

As we see the virtual node size \( n \) is at most \( \lfloor R/r\sqrt{5} \rfloor \). The minimum number of virtual node would be:
\[ \frac{S}{2(\lfloor R/r\sqrt{5} \rfloor)^2r^2} = \left\lfloor \frac{5S}{2R^2} \right\rfloor \]

Since we assume sensor nodes are evenly distributed, the maximal number of sensor nodes would be:
\[ \frac{d \times S}{\left\lfloor \frac{5S}{2R^2} \right\rfloor} = \left\lfloor \frac{2d \times R^2}{5} \right\rfloor \]
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At the ideal situation, only one sensor node in each virtual node would be in active state. Based on the maximal number of nodes in each virtual node, the network lifespan will be extended by at most $\lfloor 2d \times R^2 / 5 \rfloor$ times. The result reflects the fact that with virtual node approach, both higher node density and bigger virtual node will lead to longer network operational lifespan.

4.2 Experimental Results

In this section, we evaluate the performance of the proposed virtual node approach on both physical redundancy and logical redundancy with respect to different density and virtual node size. We use a Blade 32-node cluster, each CPU is a Dual Quad Xeon 3.0GHz, 8GB RAM for each node, running the Rock 4.2.1 task management system. The programs are coded in Java. We use the MicaZ node specification (2,000mAh battery, sending and receiving consume 140.91mW energy and 36mW when radio is off) for the sensor nodes. The sensor nodes are deployed in a 300×300 grid; the density of sensor nodes varies from 0.032 to 1.024.
Figure 4.7: Performance of virtual nodes
Query Set

We synthetically generate a set of 1 million sensor queries with the following distribution of query spatial coverage: 87% of the queries are querying less than 25% of the total network area; 11% of the queries are querying less than 50% of the total network area; 1.5% of the queries are querying less than 75% of the total network area; the rest 0.5% of queries are querying more than 75% of the total network area.

Virtual Node Failure

In the previous section, we define the characteristic strength for virtual nodes. Every time a sensor node within a virtual node fails, the strength of the virtual node decreases by one. When the strength of a virtual node is zero, we say that the virtual node has failed.

Sensor Network Failure

We determine that a sensor network is no longer accessible when 75% of all virtual nodes have failed or 1 million queries have been executed, whichever comes earlier.

Other Parameters

We vary the node density in the 300×300 units grid from 0.032 (low) to 1.024 (high). For each density, the sensor nodes are randomly created in the grid. Sensor communication radius is set to 10 units, which is a typical bluetooth transmit distance and sensing radius is set to 0.5 unit. All experiments are repeated 3 times and averages are taken for all values. We also vary the virtual node size: 1 (inadequate), 3 (adequate), 5 (excessive). Each experiment is performed for the three spatial indices as mentioned before.

Query is issued every 10ms in the simulation, so that 1 million queries takes 10000 seconds. Duty cycle of sensor node is set to 200\(\alpha\) (where \(\alpha\) is the percentage of
Figure 4.8: Average latency with different virtual node size and without virtual node remaining energy) seconds, which means a sensor node will wake up at least every 20000 queries are executed. Energy level threshold $\varepsilon$ is set to 25 percent of the full capacity.

**Results**

To demonstrate improvements arising from the use of virtual nodes, we first show performance without virtual node, as shown in Figure 4.6. Three spatial index approaches are adopted; namely, OMSI-tree, Nearest Parent Tree (NPT) and Hybrid Tree [64]. From Figure 4.6, we note that as density increases, performance of all three spatial indices decreases. None of these three spatial indices is able to successfully complete the evaluation of 100,000 queries. The reason is that all spatial indices considered only one sinknode and have not been designed for large scale, high-density sensor network. In particular, each parent node contains more offsprings in OMSI than the other two indices. This explains why OMSI only attained half the performance of the other two indices.
From the conditions $R = 10m$, $r = 0.5m$ and $n = \lfloor R/r\sqrt{3} \rfloor$, we note that virtual node size in our experiments should not be larger than 8. Actually, we are going to test $n \in [1, 5]$ to see the trend ($n = 0$ means that the virtual node approach is not applied). Experimental results are shown in Figure 4.7. Figures 4.7(a), (b) and (c) correspond to the three different spatial indices OMSI tree, Strongest Parent Tree, and Hybrid Tree. The Strongest Parent Tree used here is basically the same as the Nearest Parent Tree in an earlier work [64]. However, due to a uniformly partitioned network, a virtual node is quite likely to have two or more neighbors being the nearest parents. In this case, we compare the strength of these nearest parents and choose the strongest one. If there is only one nearest parent, Strongest Parent Tree is actually a Nearest Parent Tree.

There is no doubt that OMSI benefits a lot from the virtual node idea. As the sensor node density increases from 0.032 to 1.024, there is major improvement on the query times. In particular, when the virtual node size is large ($n = 4$ and 5), the improvement is obvious. We also note that under the same redundancy, as the virtual node size increases, more queries can be executed. In the best case, the virtual node approach extends network lifespan by at least 10 fold.

For the Strongest Parent Tree and Hybrid Tree, when a virtual node is large, the performance drops initially and then it increases again. By analyzing the topology of the sensor network, we find that in the sparse case, queries can hardly reach any node. In other words, there is no sensor node detected in most queries. We consider the performance drop part an unstable part and ignore it. The real performance is shown after network density increases to 0.064. From Figures 4.7(b) and (c) we see that Strongest Parent Tree almost performs the same as OMSI Tree. While combining the advantages of Strongest Parent Tree and OMSI tree, Hybrid Tree outperforms the others.
Another benefit from the virtual node approach is the reduction of the average transmitting latency to a sinknode. The virtual node approach reduces the number of hops in communication; thus, achieving a reduction in message delay. As shown in Figure 4.8, we note a huge reduction in message delay from Strongest parent tree and Hybrid Tree when the virtual node approach is applied. With regard to OMSI Tree, it is not much affected by the node density and virtual node size as a result of its characteristic.

From the above results, we note that the virtual node approach indeed yields major improvement in sensor network lifespan as well as message latency. There are two parameters deciding the performance: sensor node density and virtual node size. When we increase sensor node density from around 0.032 nodes/m$^2$ (node number 2,880) to 1.024 nodes/m$^2$ (node number 92,160), the network shows its capability of satisfying much more queries. When we further increase the size of the virtual node, the improvement is significant. In the best case, the network is able to successfully complete 1 million spatial queries and continue to stay alive thereafter. In addition, the virtual node approach reduces message latency. From analysis, we know that this is due to the virtual node approach reducing the number of hops needed to deliver a message to a sinknode.

From the experiments, we may conclude that virtual nodes contribute to the prolonging of sensor network lifespan as long as the network is not sparse. The virtual node approach yields significant improvement when existing spatial indices are used. The denser the sensor network is and the larger the virtual node size is, the better performance it has. In the best case, network lifespan is almost tens times longer. Overall, our experiments provide conclusive evidence that putting the redundant sensor nodes to sleep while leaving only one node active to maintain network connectivity is energy efficient and is able to prolong the lifespan of the sensor network.
4.3 Summary

In this chapter, we have proposed the concepts of physical redundancy and logical redundancy, which led us to the idea of virtual nodes to leverage on the advantages of node redundancy. Our virtual node approach switches redundant nodes to sleep while leaving only one node active mode to reduce the energy consumption of the whole network. Due to the limitation of sensor communication capability, we have also theoretically analyzed the maximal size of virtual nodes. We have conducted experiments with three existing spatial indices and varied the sensor network density and virtual node size. Experimental results confirm our proposition that the virtual node approach indeed extends the lifespan of sensor network on existing spatial indices by sleeping the redundant nodes.
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Geographic Routing in Duty-Cycling Sensor Networks

Spatial index provides the optimal path for routings. However, the cost of maintaining a spatial index is not trivial. Whenever a node detects an update of its children, it updates its parent and this process is repeated until the update reaches the root of this index. Each update may cause a network wide traffic. This is highly inefficient, especially in large-scale networks. Geographic routing [6, 16, 17, 28, 31, 33, 34, 20], on the contrary, has received much attention due to the advantage of scalability.

Despite existing geographic routing algorithms differing on how to make face change decisions, most existing geographic routing algorithms are designed for static always-on sensor networks where all the sensor nodes are active all the time. In recent sensor network development, to increase energy efficiency and prolong network lifetime, sensor nodes are usually configured to duty-cycling work mode, in which not all sensor nodes are awake and available at all times. At certain time slots, only a portion of the network is available to send and receive packets [60, 44, 18].

To the best of our knowledge, none of the existing geographic routing algorithms guarantees the success of packet delivery in duty-cycling wireless sensor networks. For instance, in the face routing stage, some algorithms require packets to traverse the entire face so as to decide which sensor node on the face is closest to the destination.
and the packets will then be delivered to that particular sensor node for the face change. In duty-cycling sensor networks, however, any individual sensor node may fall asleep after being selected as such a critical node. As a result, the data packet may miss the face change point and keep traversing on that particular face. After the TTL of the packet counts down to zero, the packet will then be dropped, which leads to transmission failure.

In this chapter, we study the problem of achieving reliable geographic routing in duty-cycling sensor networks. In particular, we fundamentally investigate the causes of the failures in the existing geographic routing algorithms that cannot guarantee the packet delivery in duty-cycling wireless sensor networks. We formally analyze and classify possible situations that lead to packet delivery failures. In particular, the sleep and wake-up operations of each sensor node can be mapped to the face merge and the face split phenomena in the original complete network topology. We study the topology change caused by duty-cycling mode and its impact on the geographic routing performance. After in-depth studying of the issues of geographic routing introduced by duty-cycling sensor networks, we propose a general algorithm component to serve existing geographic routing algorithms to guarantee the success of packet delivery in duty-cycling sensor networks. Both theoretical analysis and trace-driven simulation experiments are conducted to verify the effectiveness and efficiency of the proposed protocol. So far, this work is the first attempt to extend reliable geographic routing to duty-cycling sensor networks.

### 5.1 Duty-cycling Sensor Networks

In duty-cycling sensor networks, nodes alternate between sleep and wakeup modes to conserve energy and extend the network lifespan [29, 11, 45, 54, 21, 62]. Roughly, we
can divide duty-cycling sensor networks into synchronous and asynchronous duty-cycling sensor networks. Within synchronous duty-cycling sensor networks, all sensor nodes are simultaneously in the active state. The advantage is that sensor nodes do not have to wait for their neighbors to wake up to send the packet. Nevertheless, the disadvantage is the high overheads and impracticality in large scale sensor networks. Within asynchronous duty-cycling sensor networks, sensor nodes sleep or wake up on their own clocks. It is more practical and energy efficient. Therefore, asynchronous duty-cycling sensor networks are more popular. However, scheduling packet delivery is quite a challenging issue.

5.2 Motivations

Geographic routing algorithms reviewed in Chapter 2 utilize various criteria to make face change decisions. However, they all need to find an edge intersecting with the virtual line $st$, where $s$ and $t$ represent the source and the destination. We note that none of the existing protocols takes the network topology change into consideration in making a face change decision. Apparently, face routing algorithms that require complete face information to make face change decision are more likely to suffer delivery failure in duty-cycling network. The stateless algorithms, such as GPSR and GFG are less likely to suffer delivery failure due to their simple and stateless face change strategies. If GPSR and GFG fail to deliver in certain situations, it is highly possible that similar failures could occur in other algorithms as well. In the rest of this chapter, we choose GPSR as the vehicle to study delivery failure caused by node sleep and wakeup operations. Moreover, we will later show that such an analysis can be easily extended to other protocols. We observe several cases where the original face routing operations of GPSR fail in duty-cycling sensor networks.
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Figure 5.1: Observation of delivery failures
Case 1: Assume $v_2$ and $v_5$ in Figure 2.16 are asleep initially. Packet sent from $s$ will arrive at $v_6$ following path $s, v_1, v_3, v_4, v_6$ as illustrated by red dash arrows in Figure 5.1.a. If $v_5$ then wakes up, $v_6$ forwards the packet to $v_5$ and $v_5$ will forward the packet back to $v_3$ enforced by the right hand rule in face routing. Since the packet cannot encounter an intersection with $st$ in this example, it will keep looping in $v_3, v_4, v_5, v_6$ as illustrated by blue solid arrows. Therefore, delivery failures may occur since packet will finally be dropped during such an infinite loop.

Case 2: In Figure 2.16, packet enter $F_3$ and record $p_3$ as the entrance point. Assume $v_{17}$ and $v_8$ go to sleep. The packet will arrive at $v_{10}$ through path $v_{12}, v_{11}...v_{10}$. If $v_8$ wakes up at this moment and no more topology change happens, packet will keep traversing in $F_2$ because they cannot find an edge intersecting with line $st$ closer to the destination than $p_3$ as illustrated by blue solid arrows in Figure 5.1.b.

Case 3: Assume $v_{12}$ and $v_{18}$ in Figure 2.16 are in sleep mode all the time. According to the right hand rule, packet from $s$ will arrive at $v_{21}$ through path $s, v_{1}...v_{16}, v_{17}, v_{21}$, as shown by red dash arrows in Figure 5.1.c. If $v_{15}$ goes to sleep at this moment, $v_{16}, v_{17}$ and $v_{21}$ become disconnected from the destination and transmission loops occur. In Case 3, there is no valid path to the destination, since $v_{16}, v_{17}$ and $v_{21}$ are isolated.

Based on the aforementioned cases, we find that packets delivery failures are mainly caused by topological loop and disconnection in duty-cycling wireless sensor networks. In the case of a loop, there exists a feasible path in the network to deliver packets to the destination. However, packets are stuck in the loop and fail to explore such a path with the existing geographic routing strategies. On the contrary, there is no feasible path at all in Case 3 and it is not possible to heal such a delivery failure. Therefore, in the rest of this chapter, we focus on recovering from the delivery failure caused by loops due to node wakeup and sleep.


5.3 Analysis of Delivery Failure

In this section, we formally analyze packet delivery failures by mapping node sleep and wakeup operations to a set of atomic network topology changes.

5.3.1 Atomic Network Topology Changes due to Node Sleep and Wake-up

Geographic routing is normally employed on top of a planarized topology. Existing works usually planarize network into Gabriel Graph (GG) or Relative Neighborhood Graph (RNG). Their detailed construction process can be found in the related works [28, 6]. We omit it here due to space limitation. In a planarized network, wakeup and sleep operations result in a local connection and disconnection respectively. From the topological view, we can observe a sequence of face merges and splits happening in duty-cycling sensor networks. In order to systematically study the effects of sensor duty-cycle on network topology change, we map the sleep and wakeup operations to the face merge and split. Face merge and split are treated as atomic network topology changes.

Note that GG has a special property, i.e., an edge can exist between two nodes only if there is no other node inside the circle of that edge. Due to this unique characteristic, node sleep or wakeup may result in both adding and removing of edges, which could in turn cause more than one atomic network topology change simultaneously. We will analyze topology changes caused by sleep and wakeup operations, and further study all possible delivery failures caused by each topology change.

Face merge caused by node sleep. For the example shown in Figure 5.2, there are three faces $F_2$, $F_5$ and $F_6$ initially. They share edges $v_{11}v_8$, $v_7v_8$ and $v_{14}v_8$ with each other. When node $v_8$ goes to sleep, $v_{11}$, $v_7$ and $v_{14}$ notice that they cannot reach $v_8$ any more, so connections $v_{11}v_8$, $v_7v_8$ and $v_{14}v_8$ disappear. Additionally, those nodes
5.2.a: Node $v_8$ is awake, three faces are in the network

5.2.b: Node $v_8$ goes to sleep, three faces merge into one face

Figure 5.2: Example of face merge and split

will check if any new connection can be established with their one-hop neighbors due to the absence of $v_8$. The new topology is shown in Figure 5.2.b. $F_2$, $F_5$ and $F_6$ merge into a new $Face(v_2...v_{10})$.

*Face merge and split caused by node sleep.* These two atomic network topology changes happen simultaneously. Refer to Figure 5.4.a for example. $v_{14}$ is located in the circles of edge $v_8v_{16}$ and edge $v_7v_{15}$. The disappearance of $v_{14}$ not only removes all the edges incident to itself, but also brings new edges which are unable to exist due to the existence of $v_{14}$, as illustrated by Figure 5.4.b, namely $v_8v_{16}$ and $v_7v_{15}$.

*Network disconnection caused by node sleep.* Disconnection happens when a network is split into more than one part, as illustrated by Figure 5.1.c. There is no path to connect nodes of different parts. Nodes $v_{16}$, $v_{17}$ and $v_{21}$ are not able to connect to the rest of the nodes.

*Face split caused by node wakeup.* Face split is the reverse process of a face merge.
An example of face split can be given by referring to the example of face merge in a reverse manner. As shown in Figure 5.2, $v_8$ wakes up and establishes connections with all its one hop neighbors as long as there is no other node inside that connection circle. In addition, all the nodes connecting to $v_8$ check if they should remove any edge due to the appearance of $v_8$. Eventually, $Face(v_2...v_{10})$ is split into $F_2$, $F_5$ and $F_6$.

*Face split and merge caused by node wakeup.* These two atomic network topology changes also happen in the same transaction. Refer to Figure 5.3.a for example, $v_9$ is inside the circle of edge $v_2v_5$. If $v_9$ wakes up, edge $v_2v_5$ must be removed due to the characteristic of GG and new edges $v_2v_9$, $v_9v_8$ and $v_5v_9$ will be added as shown in Figure 5.3.b.

*Network connection caused by node wakeup.* Connection appears when a node wakes up and establishes connections with two or more disconnected parts. Refer to Figure 5.1.c for example. If $v_{15}$ wakes up, paths from those disconnected nodes ($v_{16}$, $v_{17}$ and $v_{21}$) to the destination appear.

### 5.3.2 Delivery Failure due to Packet Leaving Major Face

We define a *major face* as the face intersecting with the virtual line $st$. In traditional geographic routing algorithms, packets traverse along major faces all the time and are guaranteed to be received by the destination. However, in duty-cycling networks, a packet may not always traverse in major faces. In a non-major face, the packet cannot meet an edge intersecting with line $st$ and thus is unable to make a face change decision. We study all the possible topology changes that lead to packets leaving major faces.

*Delivery failure caused by face split (node wakeup)*

Refer to Figure 2.16, a packet is sent from $s$ to $t$. Initially, the packet stays on the major face $F_1$. By right hand rule, $s$ forwards the packet to $v_1$. At this moment,
$v_2$ goes to sleep. Edge $v_1v_2$, $v_{10}v_2$, and $v_5v_2$ disappear. Faces $F_2$ and $F_7$ merge into a major face. Then, $v_1$ forwards the packet to $v_3$ instead of $v_2$. When this packet arrives at $v_3$, $v_5$ goes to sleep. Face $F_8$ merges into a major face. $v_3$ forwards the packet to $v_4$ and $v_4$ forwards it to $v_6$. If $v_5$ wakes up at this time, face $F_8$ is split from the major face. $v_6$ decides to forward the packet to $v_5$. Thereby, this packet is stuck in face $F_8$ with loop $v_3$, $v_4$, $v_6$, $v_5$, $v_3$ as illustrated by blue solid arrows in Figure 5.1.b, namely, packet delivery fails.

**Delivery failure caused by face split and merge (node wakeup)**

Face split and merge may happen in the same transaction due to the characteristic of building a planar graph. When a sleeping node is located inside the other edge’s circle, its appearance not only brings in new connection, but also removes some existing connection.

We refer to Figure 5.3 as an example of packet delivery failure caused by face split and merge. Suppose all the nodes are awake except $v_9$ and $v_{10}$. Through a sequence of forwarding, packet reaches $v_7$ as illustrated in Figure 5.3.a. At this moment, $v_9$ wakes up. Connection between $v_9$ and its one hop neighbors are established, namely, $v_2v_9$, $v_5v_9$ and $v_8v_9$. $Face(v_5v_6v_7v_8v_9)$ is split from the major face, so is $Face(v_5v_9v_2)$. In addition, because $v_9$ is located inside the circle of edge $v_2v_5$, the connection between $v_5$ and $v_2$ is removed due to the planar graph construction with GG. $Face(v_5v_9v_2)$ merges with the $Face(v_1v_2v_5v_2)$ into a larger face, $Face(v_1v_2v_5v_3v_2)$. Under the current circumstance, $v_7$ forwards the packet to $v_8$ by the right hand rule. Thus, packet loops in path $v_7$, $v_8$, $v_9$, $v_5$, $v_6$ as illustrated by blue solid arrows in Figure 5.3.b. Note that, in this example, removing $v_2v_5$ or not does not change the fact that a delivery failure occurs. In other words, delivery fails due to face split only though a face merge happens as well.

**Delivery failure caused by face merge and split (node sleep)**
Similar to the previous case, face merge and split may also happen as the same transaction. An example is shown in Figure 5.4. \( v_{14} \) is located inside the circles of \( v_8v_{16} \) and \( v_7v_{15} \). There is no connection between \( v_8 \) and \( v_{16} \), as well as between \( v_7 \) and \( v_{15} \). Assume face \( F_3 \) and \( F_5 \) are merged into a major face before \( s \) sending out a packet, meaning \( v_{12} \) is asleep at the beginning. Packet sent from \( s \) can successfully reach \( v_{15} \) through path \( s, v_1, ..., v_{14}, v_{15} \) as illustrated by red dash arrows in Figure 5.4.a. Upon \( v_{15} \) receiving the packet, \( v_{14} \) goes to sleep. Face \( F_6 \) and the outer face are merged into a major face. Since \( v_{14} \) no longer exists, edge \( v_8v_{16} \) and \( v_7v_{15} \) appear and split \( \text{Face}(v_8v_7v_{15}v_{16}) \) from the major face. By the right hand rule, \( v_{15} \) forwards the packet to \( v_{16} \), \( v_{16} \) forwards the packet to \( v_8 \), \( v_8 \) forwards the packet to \( v_7 \) and \( v_7 \) forwards the packet to \( v_{15} \). From \( v_{15} \), the packet starts looping from \( v_{15} \) as illustrated by blue solid arrows in Figure 5.4.b.

From above analysis, we note that topology changes in the form of face split, face merge&split and face split&merge may cause a packet to leave a major face and which further leads to delivery failure. We also note that when the topology changes in the form of face merge&split or face split&merge, the essential cause of the delivery failure is face split.

**Lemma 5.1** Packet which is currently on a major face may be moved to a non-major face due to face split.

Proof: Suppose the set of nodes on a major face before a face split is \( V \) and after face split is \( V' \). Then, all the nodes in \( V - V' \) are not on the major face after the face split. When a face split happens, the packet could be on any node, say \( w \). If \( w \in V' \), packet is still on the major face. Otherwise, it is on a non-major face. \( \square \)

**Lemma 5.2** Delivery fails due to a loop if packet is on non-major face and there is no node incident to an edge intersecting with line \( st \) on that face.
Proof: By right hand rule, packet only traverses its current face. A face change decision is made when a packet arrives at a node which is incident to an edge intersecting with line $st$. A non-major face does not guarantee that this kind of node exists. Once that kind of node cannot be met, packet keeps looping on that non-major face and delivery fails. □

5.3.3 Delivery failure while packet is still on major face

We denote the major face as $F_k$. In geographic routing, a packet enters $F_k$ from $F_k.in$ and leaves from $F_k.out$ in a static sensor network. In duty-cycling sensor network, even if the packet stays on a major face all the time, the success of delivery is not fully guaranteed because the major face it currently traverses may not be $F_k$. In other words, packet enters major face $F_k$ but currently may traverse major face $F'_k$, where $F'_k \neq F_k$. Face change decision cannot be made if $|tF'_k.out| > |tF_k.in|$, where $|tF'_k.out|$ is the Euclidean distance between $t$ and $F'_k.out$, $|tF_k.in|$ is the Euclidean distance between $t$ and $F_k.in$.

Lemma 5.3 Packet enters face $F_k$ from $F_k.in$. Due to topology change, $F_k$ changes to $F'_k$. Delivery fails if there is no node in $F'_k$ closer to the destination than $F_k.in$.

Assume the packet enters major face $F_k$, but due to topology change, it currently traverses on a major face $F'_k$. For the sake of simplicity, we use a dotted line with gray nodes to represent $F_k$ and a solid line with black nodes to represent $F'_k$. All the possible $F_k$ and $F'_k$ relations are illustrated by Figure 5.5.

Take Figure 5.5.a for instance, face $F'_k$ is inside of $F_k$. That could be caused by a face split. Under current circumstance, $|tF_k.in| > |tF'_k.in| > |tF'_k.out| > |tF_k.out|$. When packet arrives at $F'_k.out$, it detects $F'_k.out$ is closer to destination than $F_k.in$. Then, a face change decision is made.
Similarly, we note that $|t_F^k_{\text{in}}| > |t_F^k_{\text{out}}| > |t_F'^k_{\text{in}}| > |t_F'^k_{\text{out}}|$ from Figure 5.5.b, $|t_F^k_{\text{in}}| > |t_F'^k_{\text{in}}| > |t_F^k_{\text{out}}| > |t_F'^k_{\text{out}}|$ from Figure 5.5.c, $|t_F^k_{\text{in}}| > |t_F^k_{\text{in}}| > |t_F^k_{\text{out}}| > |t_F^k_{\text{out}}|$ from Figure 5.5.d and $|t_F^k_{\text{in}}| > |t_F^k_{\text{in}}| > |t_F^k_{\text{out}}| > |t_F^k_{\text{out}}|$ from Figure 5.5.e. For all these five situations, $|t_F'^k_{\text{out}}| < |t_F^k_{\text{in}}|$. There is no problem for the packet to make a face change decision.

However, for the situation illustrated in Figure 5.5.f, $|t_F'^k_{\text{in}}| > |t_F^k_{\text{out}}| > |t_F^k_{\text{in}}| > |t_F^k_{\text{out}}|$. A face change decision cannot be made due to $|t_F^k_{\text{out}}| > |t_F^k_{\text{in}}|$. An example of this situation is illustrated in Case 2 in Figure 5.1.b. We review it from the view of topology change. When a packet reaches $v_{12}$ and detects $v_{12}v_{13}$ intersects line $st$ at $p_3$, it makes a face change decision and enters face $F_3$. After that, the network topology changes, namely, $F_3$, $F_5$ and $F_2$ merge together. By the right hand rule, packet reaches $v_{10}$ from $v_{12}$. Again, the network topology changes, namely, $F_2$ is split. Apparently, both $p_1$ and $p_2$ are further to the destination compared to $p_3$. Face change decision cannot be made on $F_2$.

From the above analysis, we note that packets on a major face are less likely to fail to make a face change decision. Among all the possible new major face positions, only one situation will cause delivery failure. In the next section, we propose an algorithm which works for both delivery failures on non-major face and major face.

## 5.4 Algorithm Design

The major reason of delivery failure is that the packet cannot make face change decision, either because of a loop on a non-major face or $|t_F^k_{\text{out}}| > |t_F^k_{\text{in}}|$. On the one hand, traversing on a non-major face, a packet definitely has no chance to make a face change decision as the face does not intersect with the virtual line $st$. On the other hand, traversing on major faces, packet is deliverable most of the time as long as the condition $|t_F'^k_{\text{out}}| < |t_F^k_{\text{in}}|$ is satisfied. Motivated by this observation, we
propose an algorithm to detect whether a packet is traversing on a major face and redirect the packet back to the major face if it is true. In addition, if a packet cannot meet $|tF'_k.out| < |tF_k.in|$ on the current major face, it will be forwarded to a new face. Such a forwarding will be repeated until $|tF'_k.out| < |tF_k.in|$ is satisfied.

The basic idea of our algorithm is to record the regular path traversed in the current face along with each packet. By “regular”, we mean that no loop has been detected yet on the path. Whenever a node receives a packet, it can refer to the record to check if a loop exists and based on that information make the next hop decision. We say there is a loop whenever a node receives the same packet more than once but the forwarding decision does not change.

Some notations and functions are declared in order to clearly describe our algorithm.

- $Q(a, b, ...)$, where $Q$ records the regular path of the current face so far traversed by the packet. It is represented by a series of node IDs. The nodes visited earlier are stored towards the head. Such a queue is carried along with the delivered packet.

- $e_{in}$ is the incoming link of a packet. $e'_{in}$ is the reverse of an incoming link. $e_{in}^x$ is the incoming link when node $x$ was recorded by $Q$.

- $e_{out}$ is the current outgoing link. $e'_{out}$ is the reverse of an outgoing link. $e_{out}^x$ is the outgoing link when node $x$ was recorded by $Q$.

- $R((e_{in}), G^x)$, where $G^x$ is the network topology when $x$ is recored by $Q$, generates outgoing link based on incoming link and network topology.

When $s$ is sending out a packet, it creates a queue in that packet to store the regular path that the packet traversed in addition to source $s$ and destination $t$. 
Algorithm 3 Redirect packet back to major face

1: when node \( u \) receives a packet with header \((s, t, Q)\) along edge \( e_{in} \leftarrow u w \), where \( s \) is the packet source, \( t \) is the destination, and \( Q \) stores all the visited nodes in current face by this packet. It performs the following process:

2: read \( s, t, Q \) from header and add \( u \) to \( Q \)
3: if \( u = t \) then
4:   delivery ends successfully
5: else if \( t \) is neighbor of \( u \) then
6:   \( e_{out} \leftarrow ut \)
7:   send packet through \( e_{out} \)
8: else
9:   \( e_{out} \leftarrow \) the first link clockwise around \( u \) from \( e_{in} \)
10: if \( e_{out} \) intersects line \( st \) then
11:    \( e_{out} \leftarrow \) the first link clockwise around \( u \) from \( e_{in} \) which does not intersect \( st \)
12:    \( Q = \{u\} \)
13: else if \( e_{out} \) intersects \( Q \) then
14:    \( e_{out} = e'_{out} \)
15:    \( Q = u \)
16: else if loop is detected then
17:    for each node \( x = u \), where \( x \in Q \) do
18:      if \( R((e_{in}^x, G^x)) \neq R((e_{in}^u, G^u)) \) then
19:        \( e_{out} = R((e_{in}^u, G^u)) \)
20:        break
21:      end if
22:    end for
23: end if
24: send packet through \( e_{out} \)
25: end if

Once the packet meets the condition to change face, the stored information can be removed because visiting the next major face is independent of the previous major face and the packet always moves to a face closer to the destination than the previous face. This property makes our algorithm scalable.

Details of our algorithm are described by Algorithm 3. Generally, upon receiving a packet, node \( u \) decides the outgoing link \( e_{out} \) by the following phases:

**Phase 1:** Node \( u \) first checks if it is the destination. If yes, the packet is delivered successfully. Otherwise, go to phase 2.
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Phase 2: If node $u$ detects the destination $t$ is in its one-hop neighbor list, it forwards the packet through the outgoing link $e_{out} \leftarrow ut$. Otherwise, go to Phase 3.

Phase 3: Node $u$ sets the first link clockwise around itself from $e_{in}$ as a candidate outgoing link. If this candidate link intersect $st$, node $u$ sets the reverse way of candidate outgoing link as $e_{in}$ and sets $e_{out}$ as the first link clockwise around $u$ from $e_{in}$ that does not intersect $st$. Node $u$ resets $Q = u$ and forwards the packet through $e_{out}$. Otherwise, go to phase 4.

Phase 4: Node $u$ checks the candidate outgoing link decided in phase 3 against the path recorded by $Q$. If an intersection is found, the outgoing link is reversed $e_{out} \leftarrow e'_{out}$ and the queue is reset to $Q = u$. Node $u$ forwards the packet through the outgoing link. Otherwise, go to phase 5.

Phase 5: Node $u$ checks if there is a loop by appending itself to $Q$. Once a loop is detected, node $u$ re-examines the outgoing link made previously. If a different outgoing link can be made under the current network topology, node $u$ forwards the packet through that outgoing link. Otherwise, the packet is forwarded through candidate outgoing link decided in phase 3.

We take the case that a loop is caused by a face merge\&split case as an example to show how our algorithm assists GPSR to avoid a loop. To distinguish a node from its recorded instance, we use $a'$ to represent the recorded instance of node $a$. When a packet arrives at $v_8$ for the second time, node $u$ compares $R(e_{in}^{v_8}, G^{v_8}) = e_{v_8v_{14}}$ with $R(e_{in}^{v_8}, G^{v_8}) = e_{v_8v_{16}}$ and finds the difference. $v_8$ resets queue to $Q = (v_8)$ and forwards the packet through the outgoing link $e_{v_8v_{16}}$. A loop is avoided. Packet delivery path under our algorithm is shown in Figure 5.6.a.

Take a delivery failure on major face as another example. When $v_{11}$ receives a packet from $v_8$, illustrated by arrow 9 in Figure 5.6.b, it finds itself recorded by $Q$ already. Therefore, $v_{11}$ checks whether $R(e_{in}^{v_{11}}, G^{v_{11}})$ equal to $R(e_{in}^{v_{11}}, G^{v_{11}})$. The
result is negative so \( v_{11} \) resets queue to \( Q = (v_{11}) \) and forwards packet through \( R(e_{v_{11}}, G^{v_{11}}) \), namely, through the outgoing link \( e_{v_{11}v_{18}} \). \( v_{8} \) receives the packet and forwards it to \( v_{14} \). Until now, a loop in \( F_2 \) has been avoided. The packet is able to meet a node with an edge intersecting line \( st \) on \( F_5 \). The exact packet delivery path is illustrated by Figure 5.6.b.

### 5.4.1 Algorithm Properties

The key function of our algorithm is to detect whether a packet is unable to make a face change decision on the current face. If so, the algorithm will redirect it to a new face for face routing. Such a process will be repeated until a face change decision has been made.

There is no loop on a major face if the packet can successfully make a face change decision. Therefore, whenever a node receives the same packet twice and the next hop node is still the same, the packet must have failed to make a face change decision. To redirect the packet back to a new face, the first step is to detect whether the packet is unable to make a face change decision on the current face, namely, detect a loop.

**Lemma 5.4** *With the information recorded by \( Q \), a node is able to detect loop.*

Proof: We define there is a loop if a node receives the same packet and forwards it to the same next hop node. Upon receiving a packet, a node \( u \) can easily detect if this packet has been received before by checking \( Q \). By the right hand rule, the next receiver can be decided by \( R(e_{in}^{u'}, G^u) \). The former outgoing link can be found from \( Q \). Thus, there is sufficient information for node \( u \) to detect loop. \( \Box \)

Once it is confirmed that a packet is unable to make a face change decision on the current face, the next step is to redirect it back to a new face. Our algorithm redirects the packet to a face which has been partially visited before.
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**Theorem 5.2** Repeat redirecting packet to a new face whenever a loop is detected. Packet will finally reach a face where face change decision can be made.

Proof: When a loop is detected, the packet must reach a previously visited node $a$. Packet forwarding decision of $a$ must be different under current topology otherwise there is a loop. If a new forwarding decision still meets a loop, a node $b$ which was visited earlier than $a$ will make the new forwarding decision. By repeating this process, the packet can finally get back to the node from which it entered current face. □

The proposed algorithm component helps to route the packet back to the major face to avoid delivery failure with the cost of recording extra information. Comparing it with the original geographic routing algorithms, the overheads of our algorithm component is slightly higher due to recording of the traversed path within the current face. Such an overheads will not reduce the performance of the algorithm much because it requires a few bits to record a node ID and the quantity of nodes on a face is usually small. In addition, our algorithm cleans useless information whenever the packet starts exploring a new face. During the whole packet delivery procedure, the average overheads is quite low.

**5.4.2 Delivery Guarantee**

Generally, it is impossible to unconditionally guarantee delivery in a duty-cycling sensor networks. For example, there is no physical path to the destination due to duty-cycling. Geographic routing algorithms do not make duplicate copies of a packet. We cannot expect it to resend the packet when the destination is reconnected to the network. In this part, we define a set of conditions under which our algorithm is able to guarantee packet delivery.
**Condition 1:** A node cannot go to sleep after receiving a packet until the packet has been forwarded.

Usually, geographic routing algorithms have no idea of sensor node duty cycle. It may consider deliver failed if a node receives a packet and goes to sleep, though that node may wake up and forward the packet later. Discussion of sensor node duty cycle pattern is out of scope here. □

**Condition 2:** There is a stationary spanning graph that remains connected during each face traversal.

Let $t_i$ be the time a packet enters the $i$th face, where $i \geq 1$. We denote the network topology at time $t_i$ by $G(t_i) = \{V(t_i), E(t_i)\}$, where $V(t_i)$ is the set of nodes awake at time $t_i$ and $E(t_i)$ is the set of exiting links at time $t_i$. The stationary spanning graph of $G(t_i)$ is denoted by $G'(t_i, t_i + \Delta t) = \{V'(t_i, t_i + \Delta t) + E'(t_i, t_i + \Delta t)\}$, where $\Delta t$ is the time it takes to start next face traversal or reach the destination, $V'(t_i, t_i + \Delta t) = \{v|v \in V(t'), t' \in [t_i, t_i + \Delta t]\}$ is the set of nodes that remain awake during period $\Delta t$ and $E'(t_i, t_i + \Delta t) = \{e|e \in E(t'), t' \in [t_i, t_i + \Delta t]\}$ is the set of links that remain active during period $\Delta t$. □

**Condition 3:** Every node in the network performs at most one state transfer during each face traversal.

This condition limits each node $v \in (V(t_i) - V'(t_i, t_i + \Delta t))$ to doing one state transfer only. A node can either transfer from sleep to wakeup or from wakeup to sleep but cannot transfer back to its initial state. Note that, this condition only slightly reduces the scenarios to which our algorithm can be applied. That is because the packet forwarding speed and packet’s state change frequency are not in the same order of magnitude. In reality, it is unlikely a node can change its state more than once before a packet is delivered. □

Note that $\Delta t$ is the time it takes to traverse one face. It is not necessary for the spanning graph to remain stable and connected from the beginning to the end,
because traversing the next face is independent of the previous face. As long as these three conditions are satisfied, our algorithm is able to guarantee delivery.

**Theorem 5.3** Given a network with \( n \) sensor nodes, there is a time \( \Delta t \leq 2(n^2 - n) \).

For all \( i \geq 1 \), our algorithm is able to guarantee packet delivery if the subgraph \( G'(t_i, t_i + \Delta t) = \{V'(t_i, t_i + \Delta t) + E'(t_i, t_i + \Delta t)\} \) remains stable and connected.

Proof: The largest face in any \( n \) nodes graph consists of \((n - 1)\) links. In the worst case, a packet may traverse both interior and exterior faces before finding a new face. Assuming each packet forwarding takes 1 time unit, the upper bound of traversing a face in a stationary graph is \( 2(n - 1) \). Suppose there are \( m \) nodes that change their states during a face traversal, namely, \(|V(t_i) - V'(t_i, t_i + \Delta t)| = m\). In the worst case, each state change of a node causes the packet to revisit the same face from the beginning. The total time it takes to complete the current face traversal is at most \( m \times 2(n - 1) \). Since \( m \leq n \), it takes less than \( 2(n^2 - n) \) time to finish one face traversal.

Given a pair of source and destination nodes, there are limited links that intersect source-destination line in an \( n \) nodes graph. In other words, there are limited faces to traverse before reaching the destination. The total time costs to deliver a packet is bounded at \( O(2(n^2 - n)) \). Therefore, our algorithm is able to deliver packet in a limited time. \( \square \)

### 5.5 Experimental Results

To evaluate the performance of our proposed algorithm, we simulated a sensor network with a real sensor network topology, *greenOrbs*\(^{38}\), which includes 444 sensor nodes with a maximal communication radius 100\( m \) deployed in a \( 200 \times 600m^2 \) area. A time slot is set to 1 second and the working period \( T \) of each node is 100 time
slots. A 10% duty-cycling network means each node randomly picks up 10 time slots to wake up. Their duty-cycle patterns may be different but the total active time slots are the same. As we discussed in Chapter 2, GPSR is less likely to fail in duty-cycling sensor network among all the highlighted geographic routing algorithms. The simulations mainly focus on the comparison between GPSR and GPSR with our algorithm component.

5.5.1 Improvement of Proposed Algorithm Component in Duty-cycling Sensor Network

We run both GPSR with and GPSR without our algorithm component with different duty-cycle rate ranges from 10% to 100%. Four sets of experiments have been conducted in Figure 5.7 via varying the number of source-destination pairs from 100 to 400. In each experiment, the packet delivery success rate is illustrated.

Tests with 4 different source-destination sets yield similar results. With extremely low duty-cycle, e.g., 10% to 30%, either with or without our algorithm, GPSR has very low success rate. From 40% active duty-cycle, GPSR with our algorithm shows an advantage in the success rate. With an 80% active duty-cycle, the difference of success rate reaches the maximal value. With our algorithm, GPSR is able to deliver almost 80% of the packets. However, running GPSR alone it is only able to deliver 15% of the packets. When running at 100% duty-cycle, either with or without our algorithm, GPSR can deliver all the packets.

As we have analyzed, delivery failure in GPSR is caused by loops and disconnection. With the assistance of our algorithm, delivery failure is caused by disconnection only.
5.5.2 Loops in Duty-cycling Sensor Network

Success rate experiments indicate that loops are most likely to appear at 80% active duty-cycle. We recorded all the loops when GPSR (without our algorithm) was running with 80% active duty-cycle and visualized them in Figure 5.8.

As we can see, most of the loops are within 3 or 4 nodes. Loops are more likely to appear where nodes are in a higher density. We further repeat our experiments with an active duty-cycle of 75%, 85% and 95%, and concurrently deliver all the packets between the 100 source-destination pairs. If a loop appears, its starting time and avoiding time are recorded. Figure 5.9 shows the number of loops at each time slot. It tells us that a loop appears very quickly in such kinds of active duty-cycle. The earliest loop starts at the second time slot and the latest loop is detected at time slot 45.

5.5.3 Overheads

Our algorithm assists GPSR to avoid loops during packet delivery with the cost of storing extra information. In GPSR, a packet only needs to record the followings: source, destination and the place of entering current face. With our algorithm, all the regular paths within the current face are recorded as well. We record memory occupied by recording regular paths for each packet whenever a loop is detected. Network size 600 $\times$ 200 in Figure 5.10 shows the minimal, maximal and average memory usage of running 100 source destination pairs in greenOrbs topology with 80% active duty-cycle. At most 14 visited nodes are required to be stored at a packet. Minimal memory occupancy is quite close to average memory occupancy. It is because most loops are within a few nodes as illustrated by Figure 5.8.

We further scale up and down the network size without changing the node density. Four networks with size 300 $\times$ 100, 450 $\times$ 150, 750 $\times$ 250 and 900 $\times$ 300 are simulated.
Each of them runs with 100 source-destination pairs under 80% active duty-cycle. The corresponding results are shown in Figure 5.10. There is a slight increase at the maximal memory occupancy while network scales up. However, minimal and average memory occupancy are quite stable when the network scales up because most of the loops are within a few nodes.

With our algorithm, GPSR records the information of 5 extra nodes in each packet on an average. In greenOrbs, the size of a packet is 50 Byte. 9 bits are enough to represent any of the 444 different IDs. That is to say, there is a 11% overheads on an average.

5.6 Summary

In this chapter, we observed that existing face routing algorithms are tailored for sensor networks with uniform communication radius and suffer packet transmission failures when sensor nodes are with nonuniform communication radius. To thoroughly solve such a problem, we analyzed the cause of delivery failures. Based on our analysis, we proposed a simple algorithm to improve face routing performance by avoiding loops during packet delivery. Experiments were conducted to verify our algorithm. The results confirmed the correctness of the proposed algorithm.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

Energy efficiency is always an important issue in wireless sensor network applications. In this thesis, we addressed this issue through routing protocols. Two categories of routing protocols have been studied in this thesis, spatial index based routing and geographical routing.

Spatial index based routing is the major approach to support spatial query in wireless sensor networks. Many spatial index based routing varieties have been proposed for the support of spatial query. Existing works focus on optimizing a hierarchical structure for a sensor node parent-child relationship. Our work, on the contrary, is to improve the network lifespan by avoiding hierarchical structure rebuilding as much as possible.

We first introduced the multi-parent relationship to spatial index routing. Existing works only considered one to many parent-child relationship. By storing redundant parents’ information, we extend the parent-child relationship to many-to-many. In addition, we provided parents selection mechanism to balance the energy usage of candidate parents.

We move our scenario to high density wireless sensor networks where spatial index routing is inefficient hereafter. By introducing the idea of virtual node, we are able to
run spatial index in high density sensor networks and dramatically prolong network lifespan.

Spatial index routing is anyhow a centralized solution. It is not scalable in large scale wireless sensor networks. Therefore, we move our focus on a stateless solution, namely, geographic routing.

Most of geographic routing variants adopt face routing to guarantee delivery and they are all designed for static wireless sensor networks. Simply apply existing geographic routing algorithms in duty cycling wireless sensor networks may not guarantee delivery.

We observed delivery failures in duty cycling wireless sensor network and carefully studied the reasons. Based on our analysis, we proposed a geographic routing algorithm to maximally guarantee delivery in duty cycling wireless sensor networks.

### 6.2 Future Work

Delivery guarantee of most geographic routing algorithms is based on the assumption that face routing is executed on a planar graph, which means a wireless sensor network should be planarized in distributed manner. Based on the assumption that each sensor node has exactly the same communication radius, a wireless sensor network can be planarized to support the correctness of face routing. However, this requirement cannot be verified in a real network. Even if they are equipped with the same antenna, factors such as terrain, working condition, obstacles and remaining energy can change their communication radius. In our future work, we will study the performance of geographic routing algorithms in a sensor network where each sensor node has different communication radius and analyze how delivery guarantee can be achieved under such condition.
In addition, some preliminary works on sensor network energy usage prediction and privacy preserving have been done. We will further explore these two areas in our future work.

Markov Model has proved its feasibility of predicting the energy state of sensor nodes. Thus, users can monitor the energy state of sensor nodes in real-time without querying them frequently. However, a stationary state transition probability is required to apply the Markov Model, which means the prediction is only applicable to schedule-driven sensor networks rather than trigger-driven sensor networks. In our preliminary work, we studied to use the Markov Model to make predictions in trigger-driven sensor networks. By considering event distributions and query patterns, our proposed method managed to predict sensor node energy level information of trigger-driven sensor networks. As part of our future work, we will explore sensor network with dynamical state interval, such as demand-based state interval. Besides, we will also explore other prediction methods other than the Markov Chain.

Ubiquitous deployment of wireless sensor networks provides great convenience for environment monitoring. However, it also brings the risk of violating privacy. Sensitive sensor data disclosed to malicious parties may cause unexpected loss. In our preliminary work, we proposed a privacy-preserving in-network aggregation protocol for wireless sensor network based on the concept of data slicing, mixing and merging with a novel shared key management scheme. Our protocol allows performing in-network aggregation in a sensor network while keeping the privacy of participants. Although we only studied additive aggregation in this work, our protocol can be easily extended to other aggregation functions, including average, count and many other functions based on aggregation as long as they can be reduced to additive aggregation function. In the future work, we are going to extend our work to other aggregation methods, such as Min/Max. We are also going to study other mutual authentication algorithms with lower computation and communication overheads.
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