DISTRIBUTED VIDEO CODING AND ITS APPLICATION TO ERROR RESILIENT VIDEO COMMUNICATION

ZHANG YIXUAN

School of Electrical and Electronic Engineering

A thesis submitted to the Nanyang Technological University in fulfillment of the requirement for the degree of Doctor of Philosophy

2013
Acknowledgements

First of all, I would like to thank my supervisor, Prof. Zhu Ce, for his inspiration, encouragement and patience during my candidature. The academic rigor and creative thinking learnt from him will benefit my entire life. My thesis cannot be completed without his encouragement and guidance. Apart from being an excellent supervisor, he is also a sincere and generous friend.

Next, I would like to acknowledge School of Electrical and Electronics Engineering, Nanyang Technological University (NTU) for providing me financial support. Years of studying and living in the garden-like campus are my best memories forever.

Furthermore, I want to take this opportunity to express my deepest gratitude to those who have provided guidance during these years. I would like to thank Prof. Yap Kim Hui for his constructive comments. I also would like to thank Prof. Zeng Wenjun, Prof. David S. Taubman and Prof. Xiong Zixiang for their professional insight and technical advices.

Throughout my Ph.D studies, friendships play an important role. I am grateful to Dr. Liu Minglei, Dr. Xu Zhiming and Dr. Wei Shikui for their help and shared experience. Thanks to Dr. Xu Yuanyuan, Dr. Xia Xu and Dr. Fan Xiaojiu who share both the happiness and sorrow with me.

Finally, I would like to dedicate my deepest appreciation to my beloved wife and dearest parents who understand, support and believe in me throughout the years.
## Contents

Contents
List of Figures vi
List of Tables viii
List of Abbreviations ix
Abstract x

1 Introduction 1
  1.1 Background 1
  1.2 Motivations 2
  1.3 Major Contributions 5
  1.4 Organization of the Thesis 7

2 Literature Review 9
  2.1 Fundamentals of Distributed Source Coding 9
    2.1.1 Slepian-Wolf Theorem for Lossless Distributed Source Coding 9
    2.1.2 Wyner-Ziv Theorem for Lossy Distributed Source Coding 11
  2.2 Distributed Video Coding 12
    2.2.1 Background 12
    2.2.2 Advance in Recent Years 13
  2.3 Anatomy of Distributed Video Coding 15
    2.3.1 Practical Distributed Source Coding 15
    2.3.2 Side-Information Estimation 18
3 Adaptive Nested Scalar Quantizer for Distributed Video Coding 28
  3.1 Introduction ................................................................. 28
  3.2 Fundamentals of One-Dimensional Nested Quantization .......... 30
    3.2.1 Theoretical Results on 1-D Nested Lattice Quantization .... 32
    3.2.2 Mod() Coset Partition ............................................. 33
    3.2.3 Scalar Quantizer (SQ) Based Coset Partition ................. 34
    3.2.4 1-D Nested Quantization for Video Coding ................. 35
  3.3 Distributed Video Coding Using Adaptive Nested Scalar Quantization Based on Empirical Analysis ................. 36
    3.3.1 Motivation ............................................................. 36
    3.3.2 Encoder ................................................................. 39
      3.3.2.1 Discrete Cosine Transform and Quantization ............ 39
      3.3.2.2 Mode Classification For Bit Allocation ................. 39
      3.3.2.3 Encoding With The Adaptive Coset Partition Method .... 41
    3.3.3 Decoder ................................................................. 42
      3.3.3.1 Identifying Possible Values ............................... 42
      3.3.3.2 Finding Side-Information Block ............................ 43
      3.3.3.3 Reconstructing Wyner-Ziv Block ........................... 43
    3.3.4 Experimental Results .............................................. 43
  3.4 Distributed Video Coding Using Adaptive Nested Lattice Quantization and Code Design Based on Laplacian Correlation Noise Modeling ......................................................... 47
    3.4.1 Limitations of Nested Lattice Quantization Based on Laplacian Correlation Noise Modeling for Video .................. 47
    3.4.2 Proposed Adaptive Nested Quantization ....................... 49
4 Exploiting High-Order Correlation in Distributed Video Coding 65
  4.1 Introduction ................................................. 65
  4.2 The Distributed Video Coding Framework ....................... 67
    4.2.1 Decoder Multi-Resolution Motion Refinement (MRMR) Al-
           gorithm ............................................. 68
    4.2.2 The Laplacian Distribution Based Correlation Estimation . 70
  4.3 Proposed Correlation Estimation Scheme ........................ 71
    4.3.1 Motivation of high-order correlation exploitation scheme . 72
    4.3.2 The Proposed Inter-coefficient Correlation Modeling ........ 73
    4.3.3 The Proposed Inter-bit Correlation Based Prediction Process 78
    4.3.4 The proposed inter-bit correlation based prediction process 78
    4.3.5 Integrated Symbol A Priori Probability Prediction .......... 80
  4.4 Experimental Results ......................................... 81
  4.5 Summary ..................................................... 84

5 A Joint Source-Channel Video Coding Scheme Based on Dis-
  tributed Source Coding ........................................... 87
  5.1 Introduction ................................................ 87
  5.2 Review of DSC-based Error Resilient Video Coding Schemes ... 90
    5.2.1 DSC-based Error Resilient Predictive Video Coding ........ 90
    5.2.2 DSC-based Error Resilient Fine Granularity Scalability Video
           Coding ............................................. 91
  5.3 Analysis of the DSC-based Joint Source-Channel Coding Scheme . 92
    5.3.1 Efficiency Analysis of DSC-based Joint Source-Channel Cod-
           ing vs. Predictive Coding with FEC in the Case of Channel
           Errors at the Reference Only ........................... 92
    5.3.2 Comparative Efficiency Analysis in a More General Case .... 96
  5.4 DSC-based Joint Source Channel Coding Design for Video .... 98
## CONTENTS

5.4.1 Encoder ......................................................... 100  
5.4.1.1 Motion Estimation and Prediction ...................... 100  
5.4.1.2 DCT and Quantization ..................................... 101  
5.4.1.3 Forming Bit-Planes ....................................... 101  
5.4.1.4 Joint Source-Channel Encoding with LDPCA Code .... 101  
5.4.2 Decoder ......................................................... 102  
5.5 Simulation Results ............................................. 103  
5.6 Summary ......................................................... 106  

6 Conclusions and Future Works 109  
6.1 Conclusions ....................................................... 109  
6.2 Recommendations for Future Work ............................ 111  
6.2.1 Side-information Estimation ................................. 111  
6.2.2 Correlation Estimation ....................................... 112  
6.2.3 Rate-distortion Optimization for DVC ...................... 112  
6.2.4 Error Resilient Video Coding ................................. 112  
6.2.5 Removal of feedback channels in SW coding .............. 113  

Author's Publications 114  

Bibliography 116
List of Figures

2.1 Comparison between centralized source coding (CSC) and distributed source coding (DSC). ........................................ 10
2.2 Practical Wyner-Ziv coder. ........................................ 12
2.3 Low complex encoding and decoding with transcoder. ............ 13
2.4 A block diagram for the DVC system. ................................ 16
2.5 An example of DSC using binning. .................................. 16
2.6 Motion compensated extrapolation and interpolation at the dec-
  coder side. ................................................................. 19
2.7 DVC for flexible multi-view video decoding. ......................... 26
2.8 Serial encoding using CVC vs. parallel encoding using DVC. ...... 27

3.1 An illustration of the 1-D nested lattice quantization. ................. 31
3.2 Practical 1-D nested lattice quantization scheme. .................... 31
3.3 An example of $\text{Mod}()$ coset partition with $N = 3$ and $M = 18$. . 34
3.4 An example of SQ-based coset partition with $q = 6$. .................. 35
3.5 The relationship between averaged co-difference and the correla-
  tion noise at the block level for four different sequences. .......... 38
3.6 Proposed distributed video coding scheme. .......................... 39
3.7 Rate-distortion comparisons (H.264 baseline codec JM12.4 is used
  with RDO off). ............................................................. 44
3.8 Frame based PSNR comparison of different coset partition methods. 45
3.9 Visual quality comparison of different coset partition methods (fore-
  man.cif, frame 180). ..................................................... 46
3.10 Approximation of correlation noise $Z$. ............................... 50
3.11 Proposed adaptive 1-D nested quantization. .......................... 51
<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.12</td>
<td>Distribution of block-wise correlation noise $</td>
<td>Z</td>
</tr>
<tr>
<td>3.13</td>
<td>Rate $R$ in (3.14) as a function of $T$ with varying $q$’s and $\alpha$’s.</td>
<td>56</td>
</tr>
<tr>
<td>3.14</td>
<td>Plot of optimal $T$ and $N$ as a function of $\alpha$ with varying $q$’s.</td>
<td>57</td>
</tr>
<tr>
<td>3.15</td>
<td>Correlation noise distribution with different GOP sizes of 2, 4 and 8.</td>
<td>60</td>
</tr>
<tr>
<td>3.16</td>
<td>Rate-distortion performance comparison of the proposed scheme against conventional DVC scheme with different GOP sizes of 2, 4 and 8.</td>
<td>64</td>
</tr>
<tr>
<td>4.1</td>
<td>Decoder multi-resolution motion refinement (MRMR) algorithm.</td>
<td>68</td>
</tr>
<tr>
<td>4.2</td>
<td>The distribution of the coefficients given their parent magnitudes.</td>
<td>75</td>
</tr>
<tr>
<td>4.3</td>
<td>The distribution of the coefficients given their parent magnitudes.</td>
<td>76</td>
</tr>
<tr>
<td>4.4</td>
<td>The distribution of the coefficients given their parent magnitudes.</td>
<td>77</td>
</tr>
<tr>
<td>4.5</td>
<td>Context window.</td>
<td>79</td>
</tr>
<tr>
<td>4.4</td>
<td>Rate-distortion performance comparisons for different sequences.</td>
<td>85</td>
</tr>
<tr>
<td>4.4</td>
<td>Rate-distortion performance comparisons for different sequences.</td>
<td>86</td>
</tr>
<tr>
<td>5.1</td>
<td>The error resilient video compression framework in [1].</td>
<td>88</td>
</tr>
<tr>
<td>5.2</td>
<td>DSC-based error resilient FGS video coding in [2].</td>
<td>91</td>
</tr>
<tr>
<td>5.3</td>
<td>An example of error resilient compression using coset partition.</td>
<td>94</td>
</tr>
<tr>
<td>5.4</td>
<td>Comparisons of $R_{peg}^{[1]}$ and $R_{peg}^{joint}$.</td>
<td>99</td>
</tr>
<tr>
<td>5.5</td>
<td>The proposed encoder for DSC-based joint source-channel video coding.</td>
<td>100</td>
</tr>
<tr>
<td>5.6</td>
<td>The proposed decoder for the peg frames.</td>
<td>102</td>
</tr>
<tr>
<td>5.7</td>
<td>Decoded PSNR comparisons with $QP = 28$ and real BSC crossover probability $p_r = 0.01$.</td>
<td>104</td>
</tr>
<tr>
<td>5.8</td>
<td>Peg frame bit rate comparisons with $QP = 28$ and $p_r = 0.01$.</td>
<td>105</td>
</tr>
<tr>
<td>5.9</td>
<td>Peg frame rate-distortion comparisons with different schemes ($p_r = 0.01$).</td>
<td>107</td>
</tr>
<tr>
<td>5.9</td>
<td>Peg frame rate-distortion comparisons with different schemes ($p_r = 0.01$).</td>
<td>108</td>
</tr>
</tbody>
</table>
List of Tables

2.1 Ratio of encoding time between H.264 and DVC system in [3]
    (reported in [4]) ......................................................... 14

3.1 Level 1 - bit allocation per Wyner-Ziv block. .......................... 41

3.2 Level 2 - bit allocation in percentage to the two coset partition
    methods. ........................................................................ 41

3.3 Level 3 - bit allocation in percentage for each DCT coefficient
    $C(i,j)$ per block. ............................................................... 42

3.4 Statistics comparisons of the actual correlation noise $Z$ against the
    Laplacian approximation with $\alpha = 0.35$ for “foreman.qcif” sequence. 49

3.5 Selection of $N$ with respect to $q$ for different sequences ............. 61

4.1 KLD for different distributions approximation ............................. 78

4.2 Prediction results and coding rates with example of the first fif-
    teen coefficients in the frequency band $HL_2$ of the third frame of
    “foreman.qcif” ................................................................. 82
# List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-D</td>
<td>one-dimensional</td>
</tr>
<tr>
<td>BER</td>
<td>bit-error-rate</td>
</tr>
<tr>
<td>CSC</td>
<td>centralized source coding</td>
</tr>
<tr>
<td>CVC</td>
<td>centralized video coding</td>
</tr>
<tr>
<td>DSC</td>
<td>distributed source coding</td>
</tr>
<tr>
<td>DVC</td>
<td>distributed video coding</td>
</tr>
<tr>
<td>FEC</td>
<td>forward error correction</td>
</tr>
<tr>
<td>GOP</td>
<td>group of picture</td>
</tr>
<tr>
<td>i.i.d</td>
<td>independently identically distributed</td>
</tr>
<tr>
<td>JSCC</td>
<td>joint source-channel coding</td>
</tr>
<tr>
<td>KLD</td>
<td>Kullback-Leibler divergence</td>
</tr>
<tr>
<td>LDPC</td>
<td>low-density-parity-check</td>
</tr>
<tr>
<td>LDPCA</td>
<td>low-density-parity-check-accumulated</td>
</tr>
<tr>
<td>LSB</td>
<td>least significant bit</td>
</tr>
<tr>
<td>MMSE</td>
<td>minimum mean square error</td>
</tr>
<tr>
<td>MRMR</td>
<td>multi-resolution motion refinement</td>
</tr>
<tr>
<td>MSB</td>
<td>most significant bit</td>
</tr>
<tr>
<td>NSQ</td>
<td>nested scalar quantization</td>
</tr>
<tr>
<td>RD</td>
<td>rate-distortion</td>
</tr>
<tr>
<td>SI</td>
<td>side-information</td>
</tr>
<tr>
<td>SQ</td>
<td>scalar quantizer</td>
</tr>
<tr>
<td>SW</td>
<td>Slepian-Wolf</td>
</tr>
<tr>
<td>WZ</td>
<td>Wyner-Ziv</td>
</tr>
</tbody>
</table>
Abstract

In current centralized video coding (CVC) systems including all the ITU-T and MPEG standards like H.264/AVC, the encoder is designed to compress input signal by exploiting all the temporal, spatial and statistical redundancies presented in a video sequence. As a result, all the centralized video encoders are much more complex than their corresponding decoders. Such framework is suitable for broadcasting applications where compressed bitstreams are repeatedly served to users. On the other hand, according to Slepian-Wolf theorem and Wyner-Ziv theorem for lossless distributed source coding (DSC) and lossy DSC respectively, it is also possible to accomplish efficient signal compression by exploiting source correlation at the decoder only. By applying the DSC mechanism in video compression known as distributed video coding (DVC), we can shift the correlation exploitation tasks of high computational complexity from the encoder to decoder, especially that of exploiting temporal correlation in video coding, thus achieving low complexity encoding. This feature is highly desired in the emerging wireless video communication applications where compression needs to be accomplished at the encoders with the scarcity of computation and especially power resources, such as wireless video surveillance cameras, tablets and smart phone cameras, and remote video sensors.

Despite the great efforts spent on the research of DVC in the last decade, the rate-distortion performance gap between DVC and CVC remains significantly large. There are three main sources for the performance gap: less efficient channel-code based distributed source coding vs. entropy source coding, less reliable side-information estimation and less accurate correlation prediction. To enhance the performance of DVC systems in terms of coding efficiency, in this thesis, we consider quantizer design with side-information and high-order correla-
tion estimation. We first address quantizer design by studying two coset partition based quantization schemes for better reconstruction quality and lower bit rate, respectively. Meanwhile, by exploring the high-order correlation in wavelet domain to improve the correlation model accuracy, we lower the bit rate in DVC. More details are elaborated in the following.

One of the practical quantizer designs in DVC is the coset partition based one-dimensional nested lattice quantizer which use a scalar quantizer followed by a coset channel code. Two typical coset partition methods, namely, modular based coset partition and scalar quantizer based coset partition, are examined in this thesis. The modular based approach introduces no reconstruction error when the correlation noise is small, but suffers a large error when the correlation noise goes beyond the error correction capability of the coset channel code. In contrast, the scalar quantization (SQ) based binning has an advantage that the maximum decoding error can be clipped in a certain range even though there is an unexpected large correlation noise, but errors may be inevitable even the correlation noise is small. Taking advantage of their respective strengths while circumventing their weaknesses, an adaptive coset partition scheme is proposed by integrating the two coset partition methods to minimize the decoding errors given a rate constraint. Different modes are designed empirically for bit allocation between the two coset partition schemes based on the correlation noise prediction. To further extend the study of quantizer design using coset partition to improve the performance, the nested quantization is investigated in a more analytical way. The adaptive nested lattice quantization scheme for distributed source coding is modified to minimize the rate for a given distortion. An analysis is presented to determine a correlation noise threshold based on which the two above mentioned coset partition schemes are employed adaptively. More specifically, we derive the overall rate of indices generated by different schemes with respect to the threshold, and then solve the problem numerically to find the threshold which minimizes the rate.

The correlation modeling is another key to the performance of DVC. In the most widely used channel code (low-density-parity-check (LDPC) codes and turbo codes) based DVC, correlation modeling is used to initialize the belief propagation decoding process by providing a priori probability estimates for the bits received.
A better estimation accuracy of the probability tends to improve the coding efficiency. As the existing Laplacian correlation noise modeling fails to exploit high-order statistical correlation, an effective approach is proposed to explore the inter-coefficient correlation across scales and inter-bit correlation within each frequency band in wavelet domain. Using the two levels of correlation exploitation plus the widely used Laplacian correlation noise modeling, we can achieve better a priori probability prediction through Bayesian approach. The proposed scheme is implemented in a recently developed wavelet domain DVC framework with significant and consistent coding gain achieved.

Apart from enhancing the coding efficiency of the DVC systems, we also investigate the error resilient video coding based on DSC. Error propagation is a common problem in conventional video coding in case a reference symbol is corrupted. It is known in DSC, the source coding can be considered as a virtual channel coding, where the reference is a corrupted version of the current source. Therefore a unified single channel code can be employed for joint source-channel coding which combats the virtual and real channel errors simultaneously. In this way, we propose a channel-aware error resilient video compression scheme using the DSC technique to stop error propagation. We apply a single distributed source code to certain frames for both compression and data protection purposes, thus stopping error propagation more efficiently. Compared with the separate source and channel coding, the proposed joint source-channel video coding scheme shows the rate saving in eliminating error propagation.
Chapter 1

Introduction

1.1 Background

In conventional centralized coding systems, encoders exploit correlation among source signals to achieve data compression. Consequently, all the centralized video encoders are much more complex than their corresponding decoders. Such framework is desired for broadcasting scenarios where compressed bitstreams are repeatedly served to users. However, a reversed architecture may also be required in some situations, where there are tight constraints to the encoders. For example, in contrast to server computers with constant power supply, wireless mobile devices usually operate using un-renewable energy throughout their whole missions. The availability of energy significantly impacts on such wireless systems, ranging from their data process capability, operation duration and distance for wireless communication, to the compactness of the devices. In such scenarios, the encoders with low complexity and power consumption are desired. Thanks to Slepian and Wolf’s theoretic bound [5] for lossless distributed source coding (DSC), as well as Wyner and Ziv’s bound [6] for lossy DSC, surprising but promising results were discovered, that is, high efficient compression is achievable by exploiting source correlation at the decoder only. These theorems lead to a new data compression architecture featured by separated (or distributed) encoders known as distributed source coding (DSC) [4]. By applying the DSC concepts to video compression, the correlation exploitation tasks can be shifted
from the encoder to decoder, especially for temporal correlation in video coding, thus achieving low complexity video encoding. This advantage is highly desired for these emerging wireless video communication systems where the encoders are limited by computational and power resources, such as wireless video surveillance cameras, tablets and smart phone cameras, and remote video sensors. Originally targeting at compact and long-life video encoders, distributed video coding (DVC) has become an interesting research paradigm based on distributed source coding.

Motivated by low encoding complexity, the distributed video coding was initiated in the beginning of this century, and is attracting increasing research interests with many representative DVC schemes in the past decade. However, the methodologies and techniques on DSC/DVC are not yet mature with some daunting technical challenges. The state-of-the-art DVC algorithms still cannot provide satisfactory or desirable solutions compared with conventional centralized video coding (CVC) schemes. That is, there exists a significant rate-distortion (RD) performance loss of the current DVC systems compared with the CVC standards like H.264/AVC \cite{7} with low encoding complexity constraint. Although there is still a performance gap, DSC has recently find its new application to error resilient video coding, where better performance is reported in the presence of transmission channel error.

This thesis aims to investigate the DVC techniques and enhance the performance of the DVC systems for different contexts. By taking a divide-and-conquer strategy to dissect a typical DVC system and delve into each individual constituent, effective approaches are proposed to some of the constituents to improve the coding efficiency. Furthermore, the desirable feature of error resilience due to the unique DVC mechanism is explored to enhance video coding and streaming performance in the event of channel errors. In the following, the motivations and major contributions of this thesis will be elaborated.

1.2 Motivations

Compared to the centralized video coding schemes, there is still a significant performance loss when applying distributed video coding in terms of rate-distortion. This performance gap can be explained by three factors, namely, less efficient
channel-code based distributed source coding vs. entropy source coding, less reliable side-information estimate and less accurate correlation prediction. The channel codes based distributed source coding inefficiency comes from the inefficiency of the channel codes used in the DSC system. A performance loss is introduced if the channel code used cannot achieve the Shannon limit [8]. The side information and correlation model inaccuracy is due to the lack of necessary information (the symbols to be decoded) at the decoder (but before decoding) for accurate estimations. In this thesis, we focus on the study of the quantizer designs with side-information and the correlation modeling.

Nested lattice quantization provides a practical scheme for Wyner-Ziv quantizer design with side-information which is based on the coset channel code. The theoretical analysis of the nested lattice quantization based on coset channel code [9–11] has shown its potential to be the solution, but still assuming the high bit rate (high resolution) and a precise distribution model of the sources, which ensure that a “good” coset channel code can be constructed with a very small probability. However, in practice, the assumption of high rate may neither hold nor be used as a good approximation. Moreover, there is no accurate statistics model of the correlation between the source and its side-information in most practical scenarios like in distributed video coding. In these practical situations, such a “good” coset channel code is normally not available, leading to a much higher probability that a wrong code value would be selected to be the decoded result in a given bin. Thereby, the distortion with MSE metric becomes very large when a wrong code value is selected when decoding, since the codewords in a bin are far apart from each other. However, we note that the binning method based on the scalar quantizer (SQ) groups the neighboring code values into the same quantization bin, which restricts the range of code values in the bin. In this way, the maximum decoding error given the side-information can be clipped within a certain range even if the correlation between the source and its side-information is lower than expected. It can be seen that the selection of the conventional nested lattice quantization and SQ based binning should be made based on the correlation between the source and its side-information to maximize the coding efficiency and minimize the distortion.

The coding efficiency of the distributed video coding (DVC) systems highly
relies on the accuracy of the statistical correlation information. In contrast to conventional source and video coding, in distributed source and video coding, the decoder has no or inaccurate knowledge about the source correlation before decoding. Currently, the statistical correlation information is mainly obtained by the modeling of the correlation noise between a source and its estimated side-information [12–14]. Compared with the CVC which has employed entropy approaching tools to exploit high order statistical correlation, the only component to exploit the statistical correlation in DVC is the Laplacian correlation noise modeling at the decoder side. Such correlation exploiting scheme can hardly exploit high order statistical correlation. Therefore, approaches to exploit high order statistical correlation among the pixels, coefficients and their binary representations are highly desired in order to increase the coding efficiency.

Apart from enabling the low complex video encoding, DVC also exhibits error resilience in video coding due to its intrinsic coding mechanism. Conventional video coding with predictive coding is quite fragile to channel errors including packet erasure or bit errors. Such errors can cause predictive mismatch between reference used in the encoder and decoder. Drift effect is introduced as the mismatch goes on, which may result in severe or even disastrous quality degradation in the video decoding and reconstruction. In contrast, in DVC, since the predicted symbol is encoded independently on its reference symbol, robustness is naturally acquired against the reference errors. A few robust video coding schemes using DSC techniques have been proposed to prevent error propagation in predictive video coding [1, 15] and to protect enhancement layers in fine granularity scalability (FGS) coding [2, 16]. However, in these existing error resilient video coding schemes, the SW codes are only applied after predictive compression. Therefore, the SW codes are mainly or totally employed as channel codes, but ignoring their source coding capability. In view that the source coding can be done by considering the reference symbol as a corrupted version of the predicted (current) symbol through a virtual channel, while the source coding result has to be protected by channel codes when being transmitted through a real error-prone channel, it is therefore logical to consider fusing the virtual and real channels together to form a combined channel. Consequently, a single channel code can be applied to the combined channel to correct both the virtual and real channel errors, and better
coding efficiency can be expected.

### 1.3 Major Contributions

Motivated by the above issues, we have studied the coset channel codes, the nested lattice quantizer, and the high order correlation exploitation for enhancing distributed video coding efficiency, as well as the error resilient video coding based on DSC. The following contributions have been achieved.

In Chapter 3, we first examine two typical coset partition methods, namely, \( Mod() \) coset partition (similar to the NSQ except the quantization) and scalar quantizer (SQ) based coset partition, where their respective advantages and limitations are investigated as described earlier. In order to maintain their advantages while circumventing their respective limitations, we propose an adaptive binning scheme by integrating the two coset partition methods. A distributed video coding system based on the proposed adaptive coset partition method is presented.

The proposed coset partition method is a deterministic algorithm that adaptively allocates bits in the transform block coding based on a prediction of correlation noise for minimizing the decoding errors. Compared with other existing coset partition schemes as in [2, 10, 17] based on the \( Mod() \) (NSQ) method, our proposed scheme can achieve better performance by integrating the two binning methods with an adaptive bit allocation.

In addition, we further study the nested lattice quantization by providing more analysis. We propose an adaptive 1-D nested lattice quantization scheme to employ the two above mentioned binning methods adaptively according to the correlation, for maintaining their respective advantages while mitigating their limitations. A correlation threshold is introduced in the selection of the two binning methods to minimize the rate for a given distortion. We also introduce an analytical way to determine the threshold based on a coarse modeling of correlation noise which can be obtained in practical video coding. More specifically, we derive the overall rate of indices generated by different binning schemes with respect to the threshold. Due to the difficulty in obtaining a closed-loop expression for the threshold which minimizes the rate, we solve the problem in a numerical way. We apply the scheme to distributed video coding and show the improvement
compared with the conventional DVC scheme.

In Chapter 4, wavelet domain DVC is considered, where we propose to predict the a priori probability by exploiting the inter-coefficient correlation across scales and inter-bit correlation within each frequency band, thus constituting a high-order correlation exploitation scheme to provide better accuracy to the a priori probability prediction. Specifically, with the exploitation of the self-similarity across scales, we can make better prediction of the coefficients of low magnitudes (insignificant coefficients), by modeling the correlation among the children coefficients and their parents. On the other hand, we also exploit the correlation among the current bit and the previously decoded neighboring bits in less significant bit-planes, which can help to predict the insignificance of the current bit especially in the higher frequency bands of smooth regions. With the two levels of correlation plus the widely used Laplacian correlation noise modeling, we can achieve an integrated symbol a priori probability prediction through Bayesian approach, thus yielding a better distributed source coding efficiency. The proposed scheme is implemented in a recently developed wavelet domain DVC framework, with decoder multi-resolution motion refinement (MRMR). Experimental results validate the effectiveness of the proposed scheme with significant and consistent coding gain over the original DVC system with MRMR.

In Chapter 5, a channel-aware joint source-channel video coding scheme based on DSC is proposed to eliminate the error propagation problem in predictive video coding in a more efficient way. It is known that near Slepian-Wolf bound DSC is achieved using powerful channel codes, assuming the source and its reference (also known as side-information) are connected by a virtual error-prone channel. In the proposed scheme, the virtual and real error-prone channels are fused so that a unified single channel code is applied to encode the current frame thus accomplishing a joint source-channel coding. Our analysis of the rate efficiency in recovering error propagation shows that the joint scheme can achieve a lower rate compared with performing source and channel coding separately. Simulation results show that the number of bits used for recovery from error propagation can be reduced by up to 10% using the proposed scheme compared with the existing DSC-based error resilient scheme.
1.4 Organization of the Thesis

The remainder of this thesis is organized as follows:

Chapter 2 provides a brief description of the background knowledge of the related topics by reviewing the relative literature. The review will cover the related topics discussed in the thesis, including the fundamental of distributed source coding, the practical distributed video coding, and emerging applications for distributed video coding.

Chapter 3 presents two adaptive coset partition schemes for distributed video coding. We start from discussing the two coset partition methods with their respective advantages and limitations. In the first work, we propose the adaptive integrated coset partition method to take their advantages while mitigating the limitations. The distributed video coding system using the proposed coset partition method is presented focusing on the bit allocation design. In the second work, we further investigate the adaptive scheme with more analysis based on Laplacian correlation noise modeling. Then we present our proposed adaptive scheme with the developed approach to determine the threshold of the proposed adaptive scheme based on a coarse correlation model for video coding. Experimental results comparing our schemes with related schemes are then provided to demonstrate the efficiency of our schemes.

Chapter 4 further investigates the coset partition in adaptive one-dimensional nested lattice quantization for distributed video coding. In this chapter, we first review the theoretical analysis and applications of nested lattice quantization. Then we present our proposed adaptive scheme with the developed approach to determine the threshold of the proposed adaptive scheme based on a coarse correlation model for video coding. Experimental results comparing with related schemes are then demonstrated to validate the efficiency of the proposed scheme.

Chapter 4 describes the developed approach to exploit high-order correlation in wavelet domain distributed video coding. We first review the related works of the latest decoder motion estimation technique. After that, we discuss the limitations of the existing Laplacian based correlation modeling, and then introduce the proposed high-order correlation estimation scheme, which considers the inter-coefficient correlation across scales and the inter-bit correlation within each scale.
The experimental results using the proposed correlation exploitation method in distributed video coding are shown in the end.

Chapter 5 presents the proposed joint source-channel video coding scheme based on distributed source coding. We review and analyze some existing DSC-based error resilient video coding schemes. Then we provide analysis of the proposed DSC-based joint source-channel coding scheme. Next, the details of coding design for joint source-channel video coding are presented. Experimental results are shown to validate our scheme against the existing schemes.

Chapter 6 concludes the thesis and discusses the future works.
Chapter 2

Literature Review

In this chapter, we will review the fundamentals and various practical algorithms for distributed source coding (DSC), as well as the emerging applications based on distributed video coding (DVC) techniques.

2.1 Fundamentals of Distributed Source Coding

The history of distributed source coding (DSC) can be traced back to the 1970s, when Slepian and Wolf’s pioneering work established the fundamental framework of DSC and introduced its theoretical performance bound. The DSC framework considers the encoding of two or more correlated but separated (or distributed) sources without communications among each other but decoding them jointly (shown in Fig. 2.1 as compared with conventional centralized source coding (CSC)). While each encoder compresses and transmits the coded bitstream separately (or distributedly), it is the decoder’s job to exploit the statistical dependencies among the sources by jointly decoding all the received bitstreams.

2.1.1 Slepian-Wolf Theorem for Lossless Distributed Source Coding

With the reversed settings of conventional CSC, naturally, question arises: how is the performance of the new compression paradigm. The answer was provided in the theory established by Slepian and Wolf [5] that for lossless compression,
DSC can achieve the same coding rate bound as CSC with an arbitrarily small error probability, provided joint decoding with the source correlation known to both the encoder and the decoder.

Mathematically, consider two statistically dependent finite-alphabet random sequences $X$ and $Y$ to be losslessly coded. Using the concept of random binning (also known as coset partition, and we use these two term interchangeably in this thesis) approach, Slepian and Wolf established theory \cite{1} to show that the compression rate bound given in 2.1 can be approached with an arbitrarily small error probability using the DSC settings, which is the same as the well known Shannon’s theory \cite{18} about the minimum lossless coding rates for $X$ and $Y$.

\[
\begin{align*}
R_X & \geq H(X|Y) \\
R_Y & \geq H(Y|X) \\
R_X + R_Y & \geq H(X,Y)
\end{align*}
\]  

(2.1)

where $H(X|Y)$ and $H(Y|X)$ are the conditional entropies, and $H(Y,X)$ is the joint entropy of the sources.

In practical distributed source coding scenarios, especially in distributed video

Figure 2.1: Comparison between centralized source coding (CSC) and distributed source coding (DSC).
coding, a special case known as the asymmetrical distributed source coding is of particular interest, where one source $Y$ is coded independently and made available at the decoder. With the aid of $Y$ which is known as side information (SI), the focus is therefore on coding the other source $X$ with a rate as close to the bound $H(X|Y)$ as possible.

### 2.1.2 Wyner-Ziv Theorem for Lossy Distributed Source Coding

In 1976, Wyner and Ziv extended the Slepian-Wolf problem from lossless case to lossy case and studied the rate bound in asymmetrical DSC where the side-information $Y$ is coded independently and available at the decoder only [6]. The rate-distortion (RD) function for DSC $R_{X|Y}^{WZ}(D)$ was investigated and it was found that for a given target distortion $D$, it holds in general that $R_{X|Y}(D) \leq R_{X|Y}^{WZ}(D) \leq R_{X}(D)$, where $R_{X|Y}(D)$ is the rate required to code $X$ using CSC with $Y$ known to both the encoder and the decoder, and $R_{X}$ is the rate for independent coding of $X$ (without side-information in neither the encoder nor the decoder). Wyner and Ziv have also shown $R_{X|Y}(D) = R_{X|Y}^{WZ}(D)$ for the zero mean, stationary, and memoryless Gaussian sources, with mean-squared error (MSE) distortion metric [6, 19]. Recent study showed that to achieve the identical rate-distortion performance as CSC, the DSC only requires the correlation between $X$ and $Y$ being Gaussian, which means $X$ and $Y$ can follow any arbitrary distribution. Meanwhile, Costas “dirty paper” theorem is the dual of DSC, which considers channel coding with the side-information available at the encoder only [20, 21].

Note that in many practical DSC scenarios like distributed video coding (DVC) which will be discussed in the thesis, the sources can hardly be modeled as Gaussian correlation and the assumption of perfect knowledge of source correlation information is generally invalid. With these limitations, practical DVC designs target at achieving coding efficiency as close to the conventional video coding as possible.

While constructing practical codes, the Wyner-Ziv (WZ) problem can be regarded as a quantizer taking into account of side-information and an SW coder.
in tandem as shown in Fig. 2.2.

![Practical Wyner-Ziv coder](image)

**Figure 2.2: Practical Wyner-Ziv coder.**

## 2.2 Distributed Video Coding

### 2.2.1 Background

Due to the wide spread of portable wireless communication systems like smartphone cameras and tablet cameras, the demands to relentlessly minimize power consumption and device complexity of video encoder have become one of the major issues in digital data compression and transmission systems. Inspired by the surprising information-theoretic results for distributed source coding (DSC), which provide the possibility of achieving high coding efficiency through shifting the complex source correlation exploitation from the encoder to the decoder, research on low complex video encoding is carried out by conducting the task of exploiting temporal redundancies at the decoder only. By applying DSC together with a transcoding server in the cloud, high power efficiency can be achieved for both mobile transmitting and receiving devices as shown in Fig. 2.3.Originally targeting at low encoding complexity, the DSC for video source known as distributed video coding (DVC) was initiated in the beginning of this century, and the first work on DVC was reported in 2002 [22] followed by a number of representative DVC schemes [15, 23]. Although great advances have been accomplished in the last decade, the methodologies and techniques on DSC/DVC are not yet mature with some daunting technical challenges. The state-of-the-art
DVC algorithms still cannot provide satisfactory or desirable solutions compared with conventional centralized video coding (CVC) schemes. For example, there remains a significant rate-distortion (RD) performance loss of the current DVC systems compared with the CVC standards like H.264/AVC [7]. In this chapter, we will take a divide-and-conquer approach to dissect a typical DVC system and delve into each individual constituent. Through reviewing these elements of DVC, a deeper understanding and more fundamental insights into the RD gap can be obtained.

Apart from the low complexity encoding, more desirable features (e.g., error resilience, coding flexibility and parallel encoding) due to unique natures of DVC mechanism have been explored to greatly enhance video coding and streaming functionality and performance. The related frameworks will be discussed in this chapter.

### 2.2.2 Advance in Recent Years

As mentioned earlier, the low complex encoding is the original motivation and has been widely accepted as the advantage of DVC. Comparisons about the encoding
and decoding complexity have been provided in [4] as shown in From Table 2.1. The ratios of encoding time of intra and inter H.264 encoding to the most widely used DVC framework in [3] are listed. It can be seen that a much faster encoding can be achieved by DVC due to removing of computational burden from the encoder like motion estimation and rate-distortion optimization.

Table 2.1: Ratio of encoding time between H.264 and DVC system in [3] (reported in [4])

<table>
<thead>
<tr>
<th>QP</th>
<th>GOP 2</th>
<th>GOP 4</th>
<th>GOP 8</th>
<th>GOP 2</th>
<th>GOP 4</th>
<th>GOP 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>1.68</td>
<td>2.82</td>
<td>4.07</td>
<td>1.70</td>
<td>2.91</td>
<td>4.11</td>
</tr>
<tr>
<td>39</td>
<td>1.69</td>
<td>2.82</td>
<td>4.12</td>
<td>1.71</td>
<td>2.92</td>
<td>4.17</td>
</tr>
<tr>
<td>38</td>
<td>1.69</td>
<td>2.83</td>
<td>4.11</td>
<td>1.71</td>
<td>2.92</td>
<td>4.15</td>
</tr>
<tr>
<td>34</td>
<td>1.71</td>
<td>2.87</td>
<td>4.22</td>
<td>1.74</td>
<td>2.95</td>
<td>4.25</td>
</tr>
<tr>
<td>34</td>
<td>1.71</td>
<td>2.86</td>
<td>4.22</td>
<td>1.73</td>
<td>2.95</td>
<td>4.24</td>
</tr>
<tr>
<td>32</td>
<td>1.71</td>
<td>2.85</td>
<td>4.16</td>
<td>1.74</td>
<td>2.94</td>
<td>4.19</td>
</tr>
<tr>
<td>29</td>
<td>1.73</td>
<td>2.90</td>
<td>4.26</td>
<td>1.76</td>
<td>3.00</td>
<td>4.30</td>
</tr>
<tr>
<td>25</td>
<td>1.75</td>
<td>2.92</td>
<td>4.32</td>
<td>1.76</td>
<td>2.98</td>
<td>4.29</td>
</tr>
</tbody>
</table>

Such low encoding complexity is achieved by scarifying the rate-distortion performance. In lack of reference information at the decoder, a remarkable rate-distortion performance loss compare with CVC was incurred by DVC initially, but it introduces not only challenges, but also opportunities of this new research paradigm. Through the great research efforts spent on DVC, such gap has been gradually reduced in the past decade. For example, the first generation DVC systems proposed in 2002 [22] demonstrated at least 3dB performance loss against H.263+ inter coding. In 2007, the DVC system named DISCOVER [3] integrated most achievements in the past five years and showed remarkably better performance over H.264 intra coding for low motion sequences like “Mother and Daughter”. However, for higher motion sequences, DISCOVER can only achieve similar performance with H.264 intra coding, and showed more than 1.5 dB loss against H.264 inter coding without motion estimation, where co-located block is directly used as reference. Recently, exciting results have been reported in [24] that when coding with high fidelity (high bit-rate), DVC can achieve comparable
performance (less than 1 dB loss) against H.264 inter coding, while significantly outperforms no motion H.264 inter coding with more than 5 dB for sequences containing large amount of motion regions like “Coast Guard”.

Therefore, it can be expected that the performance gap can be further reduced in the near future. In addition, better performance compared with CVC has already been reported in the presence of transmission channel errors as in [25]. Hence, the research and further improvement on DVC can not only promote low complex encoding, but also other DSC-based emerging applications. The details of DVC and its applications are reviewed in the following.

2.3 Anatomy of Distributed Video Coding

In current DVC system, the video frames are firstly organized into key frames and Wyner-Ziv frames. Key frames are selected every $M$ frames, where $M$ is known as the Group of Picture (GOP) size, and the rest frames are denoted as Wyner-Ziv frames. Each key frame is coded as an intra-frame using conventional video coding standards like H.264/AVC, while the Wyner-Ziv frames are intra-encoded and inter-decoded using DVC approaches. In this section, we describe the key elements and techniques for coding the Wyner-Ziv frames. A block diagram with the key elements for the DVC system is shown in Fig. 2.4.

2.3.1 Practical Distributed Source Coding

Since Slepian and Wolf’s theorem is built upon random binning, the early practical distributed source codes were constructed using the binning method. More specifically, consider independently identically distributed (i.i.d.) binary sequences $X$ and its side-information $Y$ with infinite length. The theorem shows that if all possible codewords of $X$ can be randomly assigned into a sufficient number of bins, the probability is arbitrarily low that more than one codewords in a bin can be found to satisfy the given correlation between $X$ and $Y$. Note that the number of bins required is determined by the correlation.

Such binning method is illustrated in the following example as shown in Fig. 2.5. Let $X$ and $Y$ be 3-bit binary sequences, and each takes possible values
from 0, 0, 0 to 1, 1, 1. Meanwhile, $X$ is correlated to $Y$ with at most one bit difference. Without loss of generality, we further assume $X = 0, 0, 1$ and $Y = 0, 0, 0$. Hence, using the conventional centralized source coding approach, two bits are needed to encode $X$ (indicate the four possibilities of $X$) given $Y$ at the encoder. Surprisingly, two bits are also adequate to encode $X$ without $Y$ available at the encoder as long as the correlation is known. To achieve so, the eight codewords of $X$ are divided into four bins so that the two codewords in the
same bin are as far from each other as possible in terms of Hamming distance. The index of the bin containing the actual \( X \) (Bin with index 01 containing 0, 0, 1 and 1, 1, 0) is transmitted by its index of two bits. At the decoder, \( X \) can be identified as the codeword whichever is closer to the side-information \( Y \).

Although binning approach is used for DSC theorem proof and can easily illustrate SW coding process, the simple binning coding described above is low in efficiency in practical SW coding and can cause large decoding error in the case of inaccurate correlation information. More robust and efficient approaches are to recast the DSC problem into a channel coding scenario. In this case, a virtual error prone channel is employed between the binary sequence \( X \) and its side-information \( Y \). As a result, the bit differences between \( X \) and \( Y \) are considered as bit errors caused by the virtual channel. The decoder needs to recover \( X \) from the received side-information \( Y \). Such recovery is feasible by applying systematic channel coding to \( X \) and transmitting the generated protection bits. Forward error correction (FEC) can be performed by applying the received protection bits to the corrupted sequence \( Y \). Meanwhile, when \( X \) and \( Y \) are highly correlated with fewer bit differences, which indicates fewer virtual channel errors are introduced, fewer protection bits are required to recover \( X \) from its corrupted version \( Y \). Consequently, compression of \( X \) is accomplished.

The concept of applying channel coding to DSC was proposed shortly after Slepian-Wolf (SW) theorem. However, practical distributed source codes have been investigated since only around one decade ago, because of development of powerful channel codes and emerging demands of low complex encoder.

The early stage of channel coding based DSC design mainly focused on trellis codes [26]. A number of schemes are developed using the trellis codes [27–31], for Gaussian sources. These channel coding approach can be considered as advanced binning method, where the parity check bits are served as the bin indices. However, the coding efficiency is still relatively low for both symmetric and asymmetric DSC, mainly due to that the correlation between source and its side-information cannot be well exploited.

By realizing the importance of exploiting source correlation, iterative decoding with soft-in-soft-out algorithm has attracted more research interests and become the most popular DSC approach. By using the iterative decoding, the source
correlation is represented as reliability of each received side-information bit, and hence can be better exploited to improve the coding efficiency at the cost of drastically increased decoding complexity. Punctured Turbo codes which transmit only a portion of the generated parity check bits have been developed for both binary DSC [32–36] and DSC with non-binary symbols [37, 38].

Apart from the turbo codes, Xiong’s group proposed low-density-parity-check (LDPC) codes as another powerful tool for DSC [39–41]. Since then, the LDPC codes [42–45], which also employ iterative decoding, have achieved even better coding efficiency than Turbo codes. Although the LDPC codes show superior performance, they still have a disadvantage that different generating matrices must be used for different encoding rates, which leads to a requirement of large amount of storage. To overcome this problem, the rate adaptive LDPC-Accumulated (LDPCA) code has been developed by Girod’s group in [46], which provides compression performance approaching the Slepian-Wolf bound with further advantage that different rates can be achieved without altering the generating matrix of the code. Currently, the LDPCA codes are the most popular Distributed source codes.

Recently, arithmetical codes have been considered as an alternative to the turbo codes and LDPC codes for distributed source coding and attracting increasing research interests [47–53].

2.3.2 Side-Information Estimation

Side-information estimation, also known as decoder motion estimation, has been regarded as one of the most important elements since the first DVC framework, considering the temporal correlation exploitation is the key of video coding. Similar to conventional video coding, the side-information estimation in DVC aims to generate side-information most correlated to current WZ block based on previously reconstructed data. The challenge of the decoder side-information estimation is the lack of current frame information to perform motion search, while the motion search results are required for the decoding of current frame information.

To tackle the problem that the side-information estimation lacks of current frame information to perform motion search, transmitting auxiliary information
was the choice for early DVC systems. In [54], the cyclic redundancy code (CRC) of the quantized symbols is transmitted to verify the DSC decoding result based on each side-information candidate, where the first decoding result matching the CRC is declared as output. Another approach is to transmit robust hash code [55], which is a down-sampled and quantized version of current block, to represent the actual current block for decoder motion search. Unfortunately, these methods require large amount of overhead and can achieve very limited side-information estimation accuracy.

![Diagram of motion extrapolation and interpolation](figure2.6)

Figure 2.6: Motion compensated extrapolation and interpolation at the decoder side.

Due to these limitations, auxiliary information based decoder motion search
was replaced by decoder motion compensated interpolation/extrapolation [56]. The motion compensated interpolation/extrapolation is based on the assumption that the motion is uniform between the reference frames. Denote current WZ frame as \( F(t) \), and two previously reconstructed frames as \( F(t-m) \) and \( F(t-n) \), where \( t \) is the temporal index and \( m, n \) with \( m < n \) are integers. Note that \( F(t-m) \) and \( F(t-n) \) can be either intra-frames (key-frames) or reconstructed WZ frames. To perform motion extrapolation for a block in \( F(t) \), motion vector \( MV = m_{v_x}, m_{v_y} \) is estimated using its co-located block in \( F(t-m) \) based on \( F(t-n) \). The motion vector is then prorated as \( MV_e = MV \frac{m}{n-m} \). Then, the side-information is obtained by applying \( MV_e \) to \( F(t-m) \). For motion interpolation [57], usually an intra-frame \( F(t+k) \) is required. Motion interpolation is usually performed bi-directionally to improve estimation accuracy. To perform motion interpolation for a block in \( F(t) \), forward motion vector \( MV_f \) is estimated using its co-located block in \( F(t+k) \) based on \( F(t-m) \). Through prorating, \( MV_f^1 = MV_f \frac{m}{k+m} \) and the forward side-information is obtained by applying \( MV_f^1 \) to \( F(t-m) \). Similarly, the backward side-information can be obtained by applying \( MV_b^1 = MV_b \frac{k}{k+m} \) to \( F(t+k) \). Examples using adjacent frames are illustrated in Fig. 2.6.

A number of schemes have been proposed based on such frame to improve the side-information estimation accuracy, such as filtering based approach [58], mesh based approach [59] and non-linear approaches [60, 61].

Although the motion compensated interpolation/extrapolation has been under development for a few year, the side-information estimation quality is still not satisfactory. The main reason is that the actual motion is not as uniform as assumed. Meanwhile, the motion estimation is carried out without any information of current frame.

Although full information of current frame is not available before completion of all decoding procedures, partial information is usually accessible during decoding. Hence, exploiting such partial information is the key to improve side-information quality. By realizing this, recently, attention has been paid to iterative motion refinement based approaches [24, 62–69]. One category of these approaches investigated motion refinement based on partially decoded erroneous information [62–64, 66, 67]. More specifically, the decoder firstly attempts to decode current WZ frame using received parity check bits and an initial side-information, e.g.,
that generated from motion compensated interpolation/extrapolation. Even if it is very likely that the decoded frame is erroneous due to insufficient parity check bits and low quality side-information, it is used to estimate the side-information for next interaction. It is expected that the errors in the decoded frame can be reduced through each iteration, and thus achieving refined motion estimation results. However, it is difficult to predict the error rate of the decoded frame in each iteration which is related to the amount of transmitted parity check bits. Hence, it is possible to lead to either waste of transmission bit rate or extremely distorted decoded frame which can hardly be used for motion refinement.

To eliminate the rate control problem, motion refinement based on decoded scaled (but correct) current frame [24, 65, 68, 69] has been considered instead of using erroneous frame. Such approaches begin with decoding of a low-resolution version of current frame based on an initial side-information. Then, the motion of higher resolution frame is refined based on motion estimation using the low-resolution information. Following this concept, one of the most remarkable works is the multi-resolution motion refinement (MRMR) scheme proposed by Liu, et.al. [24], which has reported comparable rate-distortion performance as H.264/AVC with high fidelity. More details of the MRMR scheme will be provided in Chapter 4.

2.3.3 Source Correlation Estimation

According to the fundamental DSC theorems, The coding efficiency of the distributed video coding (DVC) systems relies on not only the quality of side-information (SI), but also the accuracy of the statistical correlation information. In other words, the quality of side-information determines the minimum achievable rate bound, while the more accurate source correlation information can help make the DSC performance closer to this bound. Currently, the source correlation is required by the soft-in-soft-out algorithm of the most widely used SW codes including LDPC and Turbo codes described earlier. The source correlation is translated into likelihood estimates for each source bit [32, 39] and then input to these SW decoders. In addition, the correlation estimation is used in the side-information aided quantization/de-quantization including nested scalar
quantizer design [10] and minimum mean square error (MMSE) reconstruction [70]. Furthermore, the correlation estimation can be used for encoder rate control [71, 72] which aims to remove feedback channels of current SW code designs.

In most current DVC systems, the correlation between the current video signal (including frame, pixels and transform coefficients) \( X \) and its side-information \( Y \) is modeled as zero mean Laplacian distribution:

\[
f_Z(z) = \frac{\alpha}{2} e^{-|z|}
\]

where \( Z = X - Y \) is known as the correlation noise, and \( E\{Z\} = 0 \) and \( \sigma^2 = E\{Z^2\} = 2/\alpha^2 \) (\( E\{\cdot\} \) indicates the expectation). Since all the above mentioned correlation information like the bit likelihood, MMSE reconstruction offset and encoder estimated transmission rate, can be derived from the Laplacian modeling, correlation estimation actually refers to estimation of the variance \( \sigma^2 \) of the video signal correlation noise \( Z \) in current DVC systems [73]. An more accurately estimated \( \sigma^2 \) tends to provide better coding efficiency [74].

A brief history of the correlation noise modeling can be found in [14]. In the early stage of DVC development, the stationary correlation noise is assumed for a whole video sequence. Hence, offline training was suggested to obtain the parameter \( \sigma^2 \) [55, 57]. Considering the time-varying characteristic of video signal, the correlation estimation tends to go from large scale like sequence level to smaller scale levels including frame and coefficient band level, which assumes that stationary correlation noise exists only within a frame or coefficient band. Online stimulation is also applied to further improve the accuracy based on previously decoded frames [73, 75, 76]. Correlation estimation at the coefficient and pixel level has also been studied [13, 74, 77], and better performance has been reported compared with the band level estimation.

However, all these above-mentioned schemes estimate current correlation noise based on previously decoded data, without considering any information from current frame. Like in the side-information estimation step, better estimation accuracy can be expected if partially decoded data of current frame can be exploited. Hence, iterative refinement is also considered for correlation estimation. Recently, a transform-domain adaptive correlation estimation (TRACE) [14] method is
proposed, where the correlation information is updated progressively with more coefficient band decoded.

2.3.4 Quantizer Design

In order to improve the rate-distortion performance of DVC, the design of quantizer should take into account the side-information as suggested by the Wyner-Ziv (WZ) theorem. The quantizer design first considered vector quantization for the case of idea sources [78–82].

In the context of DVC, side-information is generally utilized at the decoder and the correlation information may be required at the encoder for the quantizer design. At the quantization step, uniform scalar quantization is one of the commonly used approaches, using a designed quantization matrices [4] to quantize the coefficients or pixels into $2^M$ intervals, which can facilitate the bit-plane based Slepian-Wolf coding. To study the non-uniform quantizer design, our work in [83] examined the Lloyd algorithm as well as dead-zone based quantizer design in practical DVC. The most remarkable quantizer design is the study of nested lattice quantization [9] by Xiong’s group, which is based on coset partition, and the code design and the achievable region using nested lattice quantization have been studied in [9–11]. The nested lattice quantization has been proposed for applications such as layered video coding [2, 16] and sensor networks [84]. Our work inspired by the nested lattice quantization is presented in Chapter 3.

On the other hand, the side-information is widely used in the de-quantization step (also known as reconstruction step), which may be different from the approaches in most conventional video compression systems. With assumptions that the side-information available at the decoder is of high quality and the current source and its side-information are highly correlated, the simplest approach is to determine possible values represented by the SW decoded quantization index, and select the value within the possible values that is closest to the side information. Several approaches have been proposed to minimize the mean-squared error based on the estimated correlation between source and its side-information [70, 85, 86].
2.3.5 Transmission Rate Control

Transmission rate control refers to determine the amount of coded SW bits to be transmitted for a successful decoding. The difficulty lies in the lack of side-information at the encoder. To avoid transmitting extra bits, the most widely used strategy in current DVC system is to send coded bits incrementally until successful decoding is achieved. More specifically, at the encoder, the syndrome or parity check bits generated by the Slepian-Wolf codes such as LDPC codes and Turbo codes are buffered and transmitted chunk by chunk. With the received portion of SW codes, the decoder attempts to decode the original bitstream with the help of estimated side-information and correlation information. If the soft-in-soft-out decoding algorithm can converge within a specified number of iterations, successful decoding is declared and the SW decoding process completes. Otherwise, a request of additional coded bits is sent by the decoder through a feedback channel to the encoder buffer.

The limitations of using the feedback channel based rate control strategy is the dramatically increased decoding complexity and latency, since the whole soft-in-soft-out decoding process must be repeated each time additional coded bits are received. As mentioned earlier, the rate control replies on the estimation of correlation noise distribution, based on which the necessary rate to achieve a target decoded quality is calculated. Considering the limited estimation accuracy of correlation noise, hybrid approaches have been developed [87–89], where the encoder starts to transmit certain amount of coded bit chunks together based on an initial estimation, instead of one chunk each time. Hence, the number of feedback can be greatly reduced, and thus the decoding complexity as well as latency. However, in practical scenario, the feedback channel may be totally unavailable, which requires the encoder to be solely responsible for the rate control. Although a lot of efforts have been spent on this area [73, 90–94], the coding efficiency loss is significant due to the poor correlation estimation without side-information at the encoder.
2.4 Emerging Applications of Distributed Video Coding

2.4.1 Error Resilient Video Coding

Since current distributed source coding (DSC) techniques mainly depend on channel codes such as Turbo and LDPC codes, apart from the low complexity encoding, another important application of DSC is to emphasize on error resilient coding. Firstly, schemes were proposed to protect frames with WZ coding concept [95, 96], which transmits a coarsely quantized version of original frames (instead of protecting bits from channel coding) to prevent large transmission errors. Sehgal et al. [1] then attempted to stop error propagation by protecting certain frames periodically against transmission channel errors using WZ coding. Later, our work [97] tackled the error propagation problem using a unified WZ code to protect both virtual channel (between current WZ frames and their reference frames) errors and the real channel errors. Online monitoring the correlation noise and transmission channel noise has been considered in [25] to further improve the error resilience coding efficiency.

Recently, WZ coding has been combined with another error resilient coding paradigm, namely, multiple-description coding [98], in order to tackle the predictive mismatch problem of MDVC. Representative works include the schemes in [99–101]. In [100], a DSC-based MDVC scheme is developed, which attempts to improve the decoding performance using an iterative manner when both the descriptions are received. In [101], reference replacement is considered, where in case one side decoder cannot access its own side information, it can use the corresponding frame of the other description as side information. Compared with the scheme in [101], our work in [102] considers more candidate frames of side-information with the concept of DSC-based flexible decoding described in the next section.
2.4.2 Flexible Video Decoding

Another interesting development of DVC is the flexible coding for fast random access in both mono-view and multi-view video as presented in [72, 103]. In the conventional predictive video coding system, decoding order is fixed as the encoding order. As a consequence, decoding a certain frame or region requires the decoding of all the reference frames or blocks even they are not requested by the user, which leads to inflexibility and inefficiency in bit-rate and decoding time. On the other hand, in DVC mechanism, the predicted symbol is encoded independently of its reference symbol, and hence any symbol available at decoder can be used as reference instead of a fixed one, thus achieving the flexibility. Flexible video decoding can have a wide spectrum of applications of practical significance. For example, in mono-video coding, Wyner-Ziv frame can be inserted periodically instead of using intra-frame to enable fast access to a frame in a long GOP. In addition, it can be applied in flexible decoding of regions of interest as well. For multi-view video coding, such flexibility is even more desirable for fast switching among pictures corresponding to different views in an efficient way as shown in Fig. 2.7.

2.4.3 Parallel Video Encoding

In conventional video coding, serial encoding is usually employed where one frame is encoded after reconstructing its reference frames as shown in Fig. 2.8a. However, with the popularity of mobile camera devices equipping multi-core processors like tablets and smart phones, parallel encoding is desired to achieve faster encoding. Although current CVC architecture allows multi-slice / tile setting for parallel processing of slices / tiles within one frame, coding efficiency loss
is inevitable. On the other hand, in the DVC system, each frame are encoded independently, where the information of reference frames is not required at the encoder. Hence, parallel encoding is naturally enabled by DVC as shown in Fig. 2.8b. Meanwhile, the parallel encoding can be implemented at frame level without introducing additional coding efficiency loss. Some frameworks of DVC based parallel video encoding have been proposed as in [104], and significant encoding speed increase has been reported without hardware acceleration.
Chapter 3

Adaptive Nested Scalar Quantizer for Distributed Video Coding

As stated by the Wyner-Ziv theorem, the quantizer design with consideration of side-information plays an important role in the distributed source coding system. In this chapter, we present our adaptive nested scalar quantizer schemes to improve the distributed video coding performance.

3.1 Introduction

One of the practical quantizer designs with considering side-information in DVC is the coset partition based one-dimensional nested lattice quantizer which use a scalar quantizer followed by a coset channel code [105] (also known as coset partition and binning, and we use the terms “binning” and “coset partition” interchangeably throughout this thesis). A binning scheme partitions the space of all possible code values into disjoint subsets (“bins” or “cosets”), e.g., assigning the code values to the subset in a way to maximize the minimum distance in each subset. In the theoretical proof of the DSC theorems [105], the bins are constructed randomly, and consequently the scheme is characterized in probabilistic terms: the probability that certain received side-information is close to
(or “jointly typical” with) more than one code value in a given bin can be arbitrarily small. This random construction is favorable for theoretical analysis, which, however, is not convenient for practical applications due to its lack of structure. Several structured binning schemes have been developed and widely used in practical DSC and DVC. Starting from Wyner’s first construction of algebraic binning scheme \cite{106}, binning schemes using coset codes \cite{107–109} based nested lattice quantization have been investigated, which has been found to be suitable for quantizer design with considering side-information for Wyner-Ziv problem. The indices from the nested lattice quantization can be further compressed using parity check codes such as Low-Density-Parity-Check (LDPC) codes \cite{39, 46} and Turbo codes \cite{32, 35}. The code design and the achievable rate-distortion analysis using the nested lattice quantization have been reported in \cite{9, 10, 17}.

The one-dimensional nested lattice quantization (known as nested scalar quantization, or NSQ in short) has been studied theoretically in \cite{10, 17} under assumptions of high bit-rate and ideal source distribution, and applied in \cite{2, 16, 84} for error resilient scalable video coding and sensor networks.

The theoretical analysis of the nested lattice quantization is based on the high bit rate (high resolution) assumption with a precise distribution model of the sources, so that a “good” conventional coset channel code can be constructed to ensure a very small probability that a wrong code value is selected as the decoded result from the received bin, given the side-information. However, in practice, the assumption of high rate may neither hold nor be used as a good approximation. Moreover, there is no accurate statistical model of the correlation between the source and its side-information in most practical scenarios like in distributed video coding. In these practical situations, such a “good” coset channel code is normally not available, leading to a much higher probability that a wrong code value is selected to be the decoded result in a given bin. Thereby, the distortion with MSE metric becomes very large when a wrong code value is selected since the codewords in a bin are far apart from each other. However, we note that the binning method based on the conventional scalar quantizer (SQ) groups the neighboring code values into the same quantization bin, which restricts the range of code values in the bin. In this way, the maximum decoding error given the side-information can be clipped within a certain range even if the correlation
between the source and its side-information is lower than expected. It can be seen that the selection of the conventional nested lattice quantization and SQ-based binning should be made based on the correlation between the source and its side-information to maximize the coding efficiency. Therefore, we propose adaptive 1-D nested lattice quantization schemes to employ the two above mentioned binning methods adaptively according to the correlation estimation, for maintaining their respective advantages while mitigating their limitations.

More specifically, two adaptive schemes are presented. Firstly, we study an adaptive binning scheme by integrating the two coset partition methods based on empirical analysis. We present a practical code design focusing on the adaptive bit allocation in different levels in the transform block coding based on a prediction of correlation noise for minimizing the decoding errors. In the other scheme, we further investigate the nested lattice quantization with more theoretical analysis based on the Laplacian correlation noise modeling in the context of DVC. A correlation threshold is introduced in the selection of the two binning methods to minimize the rate for a given distortion. The threshold can be derived based on a coarse modeling of correlation noise which can be obtained in practical video coding. We apply both the adaptive schemes to distributed video coding and demonstrate superior rate-distortion performance against the non-adaptive schemes.

The remainder of this chapter is organized as follows. In Section 3.2, we provide the fundamentals about the two coset partition methods and discuss their limitations advantages. We present the empirical analysis based adaptive nested quantization algorithm in Section 3.4. Section 3.3.4 describes our further study of the adaptive nested quantization algorithm with Laplacian correlation noise based analysis. The summary of this chapter is presented in Section 3.5.

### 3.2 Fundamentals of One-Dimensional Nested Quantization

In this section, we will briefly review the theoretical analysis and practical applications of the 1-D nested lattice quantization as shown in Fig. 3.1. As defined in
[10, 17], the nested lattice quantization can be achieved using a scalar quantizer (fine lattice code) followed by a conventional coset channel code (coarse lattice code), as illustrated in Fig. 3.2.

![Figure 3.1: An illustration of the 1-D nested lattice quantization.](image)

Let $X$ be the current source to be encoded by the DSC method, $Y$ be the side-information of $X$ available at the decoder, and $X = Y + Z$, where $Z$ is the correlation noise. To encode the source $X$ using the nested lattice quantizer, the source is firstly quantized into code values (white dots in Fig. 3.2) using a scalar quantizer $Q()$ with a stepsize of $q$. The quantized source is then partitioned uniformly into $N$ bins ($N$ is also known as nesting ratio for the nested lattice) in such a way that the distance between neighboring code values in each bin is $N \cdot q$. In Fig. 3.2, $j$ denotes the index of a code value in a certain bin after the coset channel coding. To achieve compression, the index of the bin which the current
code value belongs to is transmitted instead of the code value itself. Note that the bin indices can be further encoded using entropy coding or another Slepian-Wolf code for more compression. At the decoder, the code value in the received bin which is closest to the side-information $Y$ is selected, and de-quantization is applied to obtain the final decoding result. It can be seen that the decoding process is simpler than the binary Slepian-Wolf codes like Turbo and LDPC codes with iterative belief propagation decoding algorithms.

### 3.2.1 Theoretical Results on 1-D Nested Lattice Quantization

In [10, 17], a theoretical analysis of nested quantization has been presented. The distortion function based on the MSE metric in the case of high bit rate (high resolution) has been given by

$$D = \frac{q^2}{12} + (N \cdot q)^2 E\left( \frac{Z}{N \cdot q} + \frac{1}{2} \right)^2$$

(3.1)

where $E(\cdot)$ and $\lfloor \cdot \rfloor$ denote the expectation function and the floor function, respectively. If $Z$ is a zero-mean Gaussian variable with variance $\sigma^2$, (3.1) can be represented as [10, 17]

$$D = \frac{q^2}{12} + 2(N \cdot q)^2 \sum_{j=0}^{\infty} (2j + 1) \Phi\left( \frac{N \cdot q}{\sigma} (j + \frac{1}{2}) \right)$$

(3.2)

where $\Phi(\cdot)$ denotes the normal distribution function. From (3.1) and (3.2), it can be seen that the distortion consists of two parts, that is the first term $q^2/12$ known as quantization error from the scalar quantization, and the rest known as binning error due to a wrong selection of the code value in the received bin. The binning error occurs when $|z| \geq N \cdot q/2$. It can be seen that for a given $N$, a larger quantization stepsize $q$ can reduce the binning error at the expense of increasing quantization error, while a smaller $q$ results in a larger binning error but a smaller quantization error. Therefore, an optimized balance is expected to minimize the sum of the two types of errors with respect to $N$ and $q$. In [17], an
empirical result on the selection of $N$ and $q$ has been presented to minimize the
distortion, that is, $N \cdot q > 5\sigma$ for Gaussian distributed correlation noise.

According to [10], 2-D nested lattice quantizer has better performance than
1-D nested lattice quantizer if the quantization indices are further compressed
using an ideal Slepian-Wolf coding. However, [10] also shows that as far as a
practical LDPC code based Slepian-Wolf coding is concerned, 1-D nested lattice
quantizer performs very close to 2-D quantizer. Therefore, in this chapter we will
focus on the discussion for a 1-D nested lattice quantizer for more simplicity in
both encoding and decoding process.

The advantages and limitations of the 1-D nested lattice quantizer are illustrat-
ed with two special cases where $q = 1$ and $N = 1$, respectively.

### 3.2.2 Mod() Coset Partition

By setting $q = 1$, the calculation of nested scalar quantization index for the input
$X$ is simplified as

$$ I_M = X \text{Mod}(N) $$

where $\text{Mod}(N)$ is the modular arithmetic by $N$. Hence, we also denote the coset
channel coding in the nested scalar quantization as $\text{Mod()}$ based binning, and
use these two terms interchangeably in this thesis.

With this partition way, if $X$ and $Y$ are highly correlated, the magnitude of
noise $Z$ is small and side-information $Y$ is considered “good”. As long as $|Z| <
N/2$, there is no error to reconstruct $X$ with the value in the right coset nearest
to $Y$. However, if $X$ and $Y$ are less correlated with $|Z| > N/2$, a decoding error of
$N \times \text{round}(Z/N)$ occurs. Note that even in the good case (with high correlation),
the decoding error could still be potentially large if insufficient number of bins
is used for coding. An example shown in Fig. 3.3 illustrates the two cases,
respectively. In each sub-figure, the top line shows a set of $M$ possible values of
$X$ with small circles, and the following three lines denote the three cosets ($N = 3$)
which partition the set. The actual value small of $X$ is indicated by the solid box,
which is the first element in the first coset in the example. The dashed box shows
the decoded value with the $\text{Mod()}$ coset partition scheme. It can be seen that as
the value $N$ increases, the stronger error-free decoding capability can achieve by
the $Mod()$ coset partition scheme at the cost of increasing number of bits.

(a) No decoding error if $|Z| < N/2$.

(b) A decoding error of $N \times \text{round}(Z/N)$ if $|Z| > N/2$.

Figure 3.3: An example of $Mod()$ coset partition with $N = 3$ and $M = 18$.

### 3.2.3 Scalar Quantizer (SQ) Based Coset Partition

The other extreme case is when $N$ equals to 1. In this case, there is no binning error, leaving only the quantization error. Hence, the coset index for the input $X$ is simplified by

$$I_Q = \lfloor X/q \rfloor$$

(3.4)

where $\lfloor \rfloor$ is the round operation. This is equivalent to performing a scalar quantization with the stepsize $q$. In this way, each coset contains $q$ adjacent values with distance of 1 from each other in order. Consequently, if $X$ and $Y$ are less correlated with $|Z| > q$, this coset partition method has the advantage of clipping maximum decoding error to no more than $q$. However, even if $X$ and $Y$ are highly correlated with a small $|Z|$ (like $|Z| < q$), there may still be a decoding error of $Z$. Examples in the two cases are illustrated in Fig. 3.4, respectively.
3.2.4 1-D Nested Quantization for Video Coding

The nested quantizer has been applied to video coding and better results have been reported in [2, 16] compared with predictive coding in the presence of transmission errors. In those schemes, the nested quantization is applied to discrete cosine transform (DCT) coefficients. At the encoder, the coefficients are first quantized by the conventional uniform quantizer with a stepsize $q$, and all the possible quantized code values are partitioned into $N$ cosets of equal size as shown in Fig. 3.2. Only the index of the coset that includes the current quantized coefficient is transmitted. The indices can be converted to bit-planes and encoded by an entropy coder or another Slepian-Wolf coder. At the decoder, with the decoded coset index, the code value can be obtained by selecting the one closest to the side information. The advantage of using the nested quantization is that even if a transmission error $E$ corrupts the side-information, there is still no decoding error as long as $|Z + E| < N \cdot q/2$. 

Figure 3.4: An example of SQ-based coset partition with $q = 6$. 

![Diagram of coset partition](image-url)
3.3 Distributed Video Coding Using Adaptive Nested Scalar Quantization Based on Empirical Analysis

In this section, we will attempt to apply the integrated coset partition scheme to the practical DVC system, where the bit allocation for the two coset partition methods is achieved adaptively. The adaptive scheme aims to reduce decoding error for a given coding rate. The DVC system using the adaptively integrated coset partition method is illustrated in Fig. 3.6. In our system, video frames are firstly organized as key frames and Wyner-Ziv frames, respectively. The key frames (odd frames) are coded as H.264 intra-frames, while Wyner-Ziv frames (even frames) are coded by the proposed scheme. The adjacent key frames are used to generate side-information for the Wyner-Ziv frame between them through interpolation.

3.3.1 Motivation

It has been shown that when “good” side-information is available (like $|Z| < N/2$), $Mod()$ coset partition is expected to produce error free decoding results. In the case that “good” side-information may not be found, SQ-based coset partition is preferred to limit the maximum decoding error. In view of the two extreme cases, an adaptive coset partition method based on the prediction of correlation noise $Z$ is expected to yield better performance.

Assuming a prediction of the correlation noise, an integration of the two coset partition methods can be developed. Bit allocation between the two coset partition methods is required to strike a good balance between maximizing the error-free decoding capability (by using the $Mod()$ coset partition) and minimizing the maximum decoding error (by the SQ-based coset partition). Given a total of $S$ bits in encoding a coefficient, assume that $S_M$ bits are allocated to the $Mod()$ coset partition method while $S_Q$ bits are for the SQ-based coset partition method ($S = S_M + S_Q$). In this way, the possible decoded values are constrained in an intersection of the two cosets obtained by the two coset partition schemes, respectively. More specifically, it can be obtained that the possible decoded values will
span a range of $M/N_Q$ with the minimum distance of $M/N_M$ between every two values in order, where $N_M = 2^{S_M}$ and $N_Q = 2^{S_Q}$. A general guideline for the bit allocation is to maximize $S_M$ for error-free decoding while limiting the possible binning errors by increasing $S_Q$, depending on whether good side-information is available (small correlation noise) or not (large correlation noise). In the following, we will discuss a practical way for the prediction of the correlation noise in the context of DVC.

Consider two adjacent frames in DVC, where one is coded using DSC approach (known as Wyner-Ziv frame), and the other one is used as the side-information (known as key frame). A lower motion region normally corresponds to a smaller correlation noise $Z$, for which “good” side-information can be obtained from the reference frame at the decoder side. On the other hand, a higher motion or occlusion region is associated with larger $Z$, which means “good” side-information may not be found. Since motion estimation is not applied at the encoder, the value of sum of absolute differences $D$ (denoted as co-difference for simplicity) between a block to be encoded and its co-located block in the reference frame is used to predict and model the correlation noise at the decoder side, which is the residual between the side-information obtained through decoder motion compensation and the original Wyner-Ziv frame. Fig. 3.5 shows the relationship between co-difference and the correlation noise at the decoder side in both spacial and transform domain, where the correlation noise is obtained as the sum of absolute differences between a $8 \times 8$ block to be coded and its best-matched block based on the full search in a $15 \times 15$ window. From the figure, we can see that the co-difference matches well in general the correlation noise as a whole despite of some large variances in the case of large co-differences in both spacial and transform domain. It can also be seen that when the co-difference tends to be large, the correlation noise becomes more difficult to predict, and our adaptive scheme is designed to clip the error caused by inaccurately predicted correlation noise. The scheme presented in this section the block-wise co-difference in DCT domain is employed to predict the correlation noise.
Figure 3.5: The relationship between averaged co-difference and the correlation noise at the block level for four different sequences.
Figure 3.6: Proposed distributed video coding scheme.

3.3.2 Encoder

3.3.2.1 Discrete Cosine Transform and Quantization

It is known that DCT is widely adopted for compression due to its good energy compaction property. In our DVC scheme DCT is applied as well to each $n \times n$ block in a Wyner-Ziv frame. In our experiments, $n = 8$ and different dead zone quantizers are used for varying rate-distortion performances.

3.3.2.2 Mode Classification For Bit Allocation

Different modes are designed for different predicted block correlation noise, which are based on the co-difference values in DCT domain. The quantized DCT coefficients for a Wyner-Ziv block and its co-located block are denoted as $C(i, j)$ and $C_R(i, j)$, respectively. Then the block distance in the DCT domain, known as weighted co-difference (WD), is calculated as:

$$WD = \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} (|C(i, j) - C_R(i, j)| \times W(i, j))$$

(3.5)

where $W(i, j)$ is the weight factor for the $(i, j)$ component, where $i, j \in \{0, 1, ..., n-1\}$, and $(0, 0)$ indicates the DC component. The weight generally decreases from DC coefficient to higher frequency coefficients. According to our simulations, the overall coding efficiency is not sensitive to a small variation of the weights.
selection. In our simulation, we select the weight as:

\[
W(i, j) = \begin{cases} 
1/1.5^{i+j} & \text{if } i + j \leq 4 \\
0 & \text{otherwise}
\end{cases}
\]  

(3.6)

Based on the value of \(WD\), we can classify the Wyner-Ziv block into several different modes for bit allocation. Three levels of bit allocation are considered as follows:

(i) Level 1 - bit allocation (block level) per Wyner-Ziv block. Different Wyner-Ziv blocks may be assigned with different amount of bits according to the predicted block correlation noise.

(ii) Level 2 - bit distribution to each coset partition method for a Wyner-Ziv block, given the bit budget for the block determined in Level 1.

(iii) Level 3 - bit allocation (coefficient level) for each quantized DCT coefficient in a Wyner-Ziv block, after Level 2 assigns a certain number of bits to the block.

Specifically, we design the three level bit allocation as follows. Empirically, eight modes are used to distinguish the predicted correlation noise of each \(8 \times 8\) Wyner-Ziv block, and the associated three levels of bit allocation are given in Table 3.1-3.3. In Table 3.1, if a block is classified to one of Mode 1,2,3, the co-located block is directly used as side-information in view of the smaller \(WD\) values, thus saving the rate for coset indices and computation for motion search in the decoder. Zero bit for Mode 1 means that no bits will be consumed for Wyner-Ziv blocks classified to Mode 1 except the mode information as overhead. In this case, the decoder will directly reconstruct the Wyner-Ziv blocks by copying the co-located block in the key frame. Note that based on the bit allocation in percentage shown in Table 3.3, if the calculated number of bits for some coefficient is 1 or 0, we will not assign any bits for encoding the coefficient and the decoder will reconstruct the coefficient value by copying the corresponding one from the side-information block. This is because there is little improvement if the possible values are partitioned into only two cosets with 1 bit assigned.
Table 3.1: Level 1 - bit allocation per Wyner-Ziv block.

<table>
<thead>
<tr>
<th>Mode</th>
<th>WD</th>
<th>Number of bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt; 1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>&lt; 8</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>&lt; 18</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>&lt; 24</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td>&lt; 32</td>
<td>42</td>
</tr>
<tr>
<td>6</td>
<td>&lt; 40</td>
<td>66</td>
</tr>
<tr>
<td>7</td>
<td>&lt; 50</td>
<td>118</td>
</tr>
<tr>
<td>8</td>
<td>≥ 50</td>
<td>133</td>
</tr>
</tbody>
</table>

Table 3.2: Level 2 - bit allocation in percentage to the two coset partition methods.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Mod() partition</th>
<th>SQ Partition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>2</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>3</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>4</td>
<td>66.7%</td>
<td>33.3%</td>
</tr>
<tr>
<td>5</td>
<td>33.3%</td>
<td>66.7%</td>
</tr>
<tr>
<td>6</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>7</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>8</td>
<td>0%</td>
<td>100%</td>
</tr>
</tbody>
</table>

3.3.2.3 Encoding With The Adaptive Coset Partition Method

Each quantized coefficient $C(i, j)$ is encoded using the proposed adaptively integrated coset partition method based on the above bit allocation design. The obtained indices from different coset partition methods for different coefficients will be further coded using Slepian-Wolf code (LDPC code) as in [2, 17] for further exploiting the correlation among the indices. Note that the mode information for each Wyner-Ziv block from the mode classification is also included as overhead, which can be further entropy coded using arithmetic codes. The percentage of the overhead information in bit-rate typically decreases as overall bit-rate increases, and can be less than 5% for high bit-rates.
Table 3.3: Level 3 - bit allocation in percentage for each DCT coefficient $C(i, j)$ per block.

<table>
<thead>
<tr>
<th>$i + j$</th>
<th>Percentage allocated</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>1</td>
<td>7.5</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>2.5</td>
</tr>
<tr>
<td>$\geq 6$</td>
<td>0</td>
</tr>
</tbody>
</table>

3.3.3 Decoder

3.3.3.1 Identifying Possible Values

In the decoder, Slepian-Wolf decoding is performed to reconstruct the coset indices, and we need to reconstruct each DCT coefficient by decoding its coset indices. Consider a coefficient $C(i, j)$ in a Wyner-Ziv block, for which two coset indices, $I_M(i, j)$ and $I_Q(i, j)$, are obtained by the two partition methods, respectively. For the $Mod()$ partition scheme, the coset $\{C_M(i, j)\}$ of index $I_M(i, j)$ contains $M(i, j)/N_M(i, j) = M(i, j)/2^{S_M(i, j)}$ values. On the other hand, for the SQ-based partition, the coset $\{C_Q(i, j)\}$ with $I_Q(i, j)$ includes $M(i, j)/N_Q(i, j) = M(i, j)/2^{S_Q(i, j)} = T(i, j)$ values, where $T(i, j)$ is the stepsize, and $M(i, j)$ is the number of possible values for $C(i, j)$, and $S_M(i, j)$, $S_Q(i, j)$ are the number of bits used for the two coset partition methods, respectively. Based on (3.3) and (3.4), the values contained in the two cosets can be obtained respectively as:

$$\{C_M(i, j)\} = I_M(i, j) + k \times N_M(i, j)$$  \hspace{1cm} (3.7)

$$\{C_Q(i, j)\} = I_Q(i, j) \times T(i, j) + m$$  \hspace{1cm} (3.8)

where $k = 0, 1, ..., M(i, j)/N_M(i, j) - 1$ and $m = -\frac{T(i, j)}{2}, ..., 0, 1, ..., \frac{T(i, j)}{2} - 1$

By taking the intersection of the two cosets, a subset $\{C_{PQ}(i, j)\} = \{C_M(i, j)\} \cap \{C_Q(i, j)\}$ is identified, which contains $M(i, j)/(N_M(i, j) \times N_Q(i, j))$ possible values and one
of them will be selected as the decoded value for $C(i, j)$ in the following steps.

### 3.3.3.2 Finding Side-Information Block

The motion search is carried out to identify the “best” side-information block. In this chapter, we consider the motion compensated interpolation (MCI) \cite{110, 111} to generate the side information for the DVC system, which is shown to strike a good balance among the transmission rate, side-information quality and decoding complexity.

### 3.3.3.3 Reconstructing Wyner-Ziv Block

Once the side-information block is found, the same DCT and quantization is applied to the block. From the possible value subset \{\(C_{PQ}(i, j)\}\}, we can determine the reconstructed value for each encoded DCT coefficient, which is selected to be the closest to the corresponding coefficient in the side-information block. Then inverse-DCT is performed to obtain the final reconstruction of each block.

### 3.3.4 Experimental Results

Experiments were carried out to compare the proposed DVC scheme against the relevant methods. Two CIF video sequences (“Foreman” and “Mother and daughter” at 15\(fps\)) containing low to high motion were tested. In the experiments, the odd frames were intra-coded as key frames, while the even frames were coded using different Wyner-Ziv approaches. Only the coding results of the Wyner-Ziv frames are shown in the following comparisons.

The rate-distortion comparison of different coset partition methods on the two video sequences is shown in Fig. 3.7, where the results by the state-of-the-art centralized video coding standard H.264 are also included. Arithmetic coding was used to code mode information of the Wyner-Ziv blocks. Note that the scheme with \(Mod()\) coset partition method followed by the LDPC code is equivalent to the Slepian-Wolf coded NSQ (SWC-NSQ) scheme in \cite{2, 10, 17}. From this figure, we can see that the proposed scheme outperforms the other two coset partition based methods although there is still a remarkable performance gap from the H.264.
Figure 3.7: Rate-distortion comparisons (H.264 baseline codec JM12.4 is used with RDO off).
Moreover, Fig. 3.8 compares the frame based PSNR values by the three coset partition based DVC schemes for the video sequence “Foreman” and “Mother and Daughter”.

Figure 3.8: Frame based PSNR comparison of different coset partition methods.
Figure 3.9: Visual quality comparison of different coset partition methods (foreman.cif, frame 180).

daughter”, respectively. For a fair comparison, all the coset partition methods were applied with the same bit-rate at both block and frame levels. To compare the actual performance of the three coset partition methods, the optimized reconstruction in [70] is not employed to the reconstructed Wyner-Ziv frames. It can be seen that the Mod() coset partition scheme suffers with the lowest PSNR values in Wyner-Ziv frames containing occlusion and relatively larger motion areas, e.g., from Frames 175 to 185 (camera panning) of “Foreman” and around Frame 12 (Mother’s hand appearing and moving fast) of “Mother and Daughter”. However, it performs well in other frames with no or low motion as expected. The performance of the SQ-based coset partition scheme degrades due to low motion regions in almost all frames. In contrast, our scheme performs as well as the Mod() method for the frames with no/low motion, while avoiding large distortion
in the frames with occlusion or large motion.

A comparison on visual quality of the reconstructed images by different coset partition methods is shown in Fig. 3.9. The selected frame (Frame 180 of foreman) contains relatively high motion due to camera panning, which fails the \text{Mod()} method in SWC-NSQ with large decoding error (e.g., the bright blocks in Fig. 3.9b). On the other hand, the SQ-based method can restrict a large decoding error but may suffer constantly small errors, with lower PSNR compared with the proposed scheme. The proposed scheme shows the best visual quality of the reconstructed image in this instance.

3.4 Distributed Video Coding Using Adaptive Nested Lattice Quantization and Code Design Based on Laplacian Correlation Noise Modeling

Although we have demonstrated the improved coding efficiency by using the adaptive scheme in the previous section, more analytical results and discussions are presented in this section. Compared with scheme described in the previous section, in this section we focus on using two modes (namely, the conventional nested 1-D (\text{Mod} binning) lattice quantization and the SQ-based binning) adaptively to saving the overhead bit-rate used for mode index. Meanwhile, further analysis is provided by applying the theoretical results from [9–11] to practical video coding. In addition, instead of using the previously described empirical correlation noise prediction method, we consider the widely used Laplacian correlation noise modeling.

3.4.1 Limitations of Nested Lattice Quantization Based on Laplacian Correlation Noise Modeling for Video

As mentioned in [2], due to the coset channel code employed in the coding process, the nested 1-D lattice (scalar) quantizer scheme suffers a large binning error in
the case of $|Z| \geq N \cdot q/2$, where the number of bins $N$ is related to the bit rate and $q$ determines the quantization distortion. For a given $q$, which determines the quantization error, reducing the bit rate related to $N$ is conflicting with enlarging the distance $N \cdot q$ between neighboring code values in a bin to reduce the binning error. Therefore, an appropriate $N$ needs to be found to strike the best trade-off.

Although some studies have been carried out in [17] and some empirical results have been presented to address the optimization problem for the Gaussian correlation noise at high resolution, there is still no any good solution to the practical distributed video coding where the correlation noise $Z$ may not be accurately modeled, especially in the region of large magnitude of $Z$. From the results in [13, 112], the temporal correlation noise for video sequences in pixel domain can be approximated as a Laplacian distribution

$$p(z) = \frac{\alpha}{2} e^{-\alpha |z|}$$

(3.9)

The parameter $\alpha$ is calculated based on the variance at sequence or frame level, and the belief propagation decoding algorithm used in Turbo or LDPC decoding will utilize the correlation model to achieve good performance. Some online and offline training techniques have been given in [13] to make the modeling more accurate in practice. An example can be found in Fig. 3.10a for a relatively good Laplacian approximation with $\alpha = 0.35$ (sequence level) can be achieved for modeling the pixel domain temporal correlation noise of “foreman.qcif” sequence. However, this approximation is still not accurate enough to justify using (3.1) for determining optimal $q$ and $N$, especially in the case of low to medium coding rate. Since a large $|Z|$ with $|Z| \geq N \cdot q/2$ can result in remarkably large binning error compared with the quantization error, decoding error will increase drastically if the approximation model is used to determine optimal $N$ and $q$ which may ignore some large correlation noises. As shown in Fig. 3.10b with a closer observation, the probability of a large correlation noise value such as $|Z| \geq 20$ is much higher than that of Laplacian approximation. Table 3.4 also shows the substantial gap between the actual probability and the approximated one for the “foreman.qcif” sequence. For example, according to Table 3.4, if the Laplacian approximation is used, the correlation noises with magnitudes larger than 60 can be ignored since
the probability is too low and nearly binning-error-free decoding can still be achieved with $N \cdot q/2 = 60$. However, the probability with these large correlation noises is much higher and much larger binning errors will be introduced if they are ignored when selecting $N$ and $q$ (it may lead to bright or dark pixels to degrade the perception quality significantly according to our experiments). There will be no compression from Slepian-Wolf coding if we choose $N \cdot q = 256$ to eliminate the binning error of 8-bit image. The 1-D nested lattice quantization faces the same problem of inaccurate modeling for block-wise correlation noise and in frequency domain, which may cause more destructive effect to the block reconstruction. Therefore, the lack of an accurate correlation noise model with the consequently large binning error in sequence impede the wide applications of the 1-D nested lattice quantization, especially in distributed image and video coding, where the content can not be modeled well.

Table 3.4: Statistics comparisons of the actual correlation noise $Z$ against the Laplacian approximation with $\alpha = 0.35$ for “foreman.qcif” sequence.

| $|Z|$  | Actual probability | Laplacian probability |
|------|--------------------|-----------------------|
| $\geq 20$ | $9.17 \times 10^{-2}$ | $3.19 \times 10^{-4}$ |
| $\geq 40$ | $3.18 \times 10^{-2}$ | $2.91 \times 10^{-7}$ |
| $\geq 60$ | $1.3 \times 10^{-2}$ | $2.65 \times 10^{-10}$ |
| $\geq 100$ | $1.4 \times 10^{-3}$ | $2.21 \times 10^{-19}$ |
| $\geq 128$ | $1.51 \times 10^{-4}$ | $1.22 \times 10^{-20}$ |

3.4.2 Proposed Adaptive Nested Quantization

In view of the major obstacle that impedes practical applications of the 1-D nested lattice quantization, we propose a simple yet effective scheme to select between the conventional nested 1-D lattice quantization and the scalar quantization (SQ) based binning adaptively according to the correlation noise $Z$, as illustrated in Fig. 3.11. A threshold $T$ is introduced in the selection between the two methods. Specifically, when $|Z| < T$, the conventional nested 1-D lattice quantization is applied. Otherwise, the SQ-based binning is applied.

Considering the respective advantages and limitations of the two binning methods discussed above, we propose applying them adaptively based on the value
Figure 3.10: Approximation of correlation noise $Z$. 
of correlation noise. In the following section, we will determine a good threshold $T$ for the selection between the two binning methods, based on a coarse correlation noise model. Note that the SQ-based scheme is similar to the approach used in distributed video schemes $[2, 15]$, which discards or intra-codes the low correlated bit-planes and performs refinement with side-information. However, none of these existing schemes has made quantitative studies on the threshold which determines whether a bit-plane should be distributed source coded or discarded/intra-coded, while only very coarse guiding rule is given. Our work in this chapter attempts to make such a quantitative investigation for the threshold determination to maximizing the coding efficiency.

Our empirical study shows that in the practical video coding, the distribution of $|Z|$ cannot be accurately modeled, especially in the regions with large $|Z|$ values, which makes it difficult (if not impossible) to find an appropriate $q$ for small or no binning error. Even a small portion of pixels with $|Z| \geq N \cdot q/2$ can result in a large reduction in PSNR thus degrading the reconstruction quality significantly. One way to eliminate this problem is to ensure $N \cdot q/2$ being larger than the maximum value of $|Z|$ with either a large $N$ or a large $q$, which suffers from very little compression gain or a large distortion, respectively. A better way may be using multiple modes with different $N \cdot q$ values for different correlation regions. However, without an accurate distribution model for the correlation noise, the thresholds for the selection among the multiple modes are very difficult to be determined. Moreover, the overhead information will increase if more modes are
involved. In view of these considerations, our proposed scheme is more practical to address the binning error problem by selecting only the coset channel coding (Mode()) and the SQ-based binning adaptively.

3.4.3 Code Design

Figure 3.12: Distribution of block-wise correlation noise $|Z|$ for “foreman.qcif” sequence.

Using the decoder motion compensated interpolation/extrapolation scheme, we consider statistical characteristics of the block-wise correlation noise $|Z|$, which is the largest difference between co-located pixels in the current block and its side-information block. As an example, probability density function of the correlation noise $|Z|$ for “foreman.qcif” sequence with $GOP = 2, 4, 8$ are shown in Fig. 3.12. From the figure, it can be seen that similar to the situation at pixel level, the block-wise Laplacian approximation is not accurate enough to apply the theoretical analysis results in [17]. However, the approximation may be applied in our adaptive scheme without producing large binning error. Although the two
regions cannot be separated optimally because of the lack of accurate correlation noise modeling, the decoding error due to unexpectedly large correlation noise can be suppressed using the SQ-based binning which makes our scheme practical. In the following we will determine the threshold $T$.

We aim to find the threshold $T$ that minimizes the rate for a given target distortion which is determined by the quantization stepsize $q$ used for the key frames as well as the Wyner-Ziv frames in this chapter (to achieve constant reconstruction quality for the source and its side-information). To apply the coset channel coding scheme in the case of the correlation noise $|Z| < T$, it requires that $T \leq N \cdot q/2$ for free binning error. Therefore, for a given $q$, we have $N \geq 2T/q$, resulting in a minimum index rate of $R_{Coset} = \log_2(2T/q)$ without considering entropy coding. On the other hand, if $|Z| \geq T$, the SQ-based method is selected, and the index rate required is $R_{SQ} = \log_2(M/q)$ without entropy coding, where $M$ is the number of possible values of the source and $M/q$ is the number of bins. In the context of 8-bit pixel domain distributed video coding, we have $M = 256$ possible values. In view that there are static background blocks in video sequences, regions with zero quantized correlation noise, i.e., $|Z| < q/2$, can be directly reconstructed from the motion compensated side information to simplify the coding process. Therefore, we use one special mode of “skipping” to represent those blocks, which does not require transmission of the coset indices, i.e., $R_{Skip} = 0$, thus saving the index rate. Note that the three coding methods (skipping mode and the two binning methods) without binning errors produce the same distortion for a block, which depends on the quality of the side-information (or equivalently its corresponding quantization stepsize $q$). In this sense, the rate minimization for a given $q$ is de facto rate-distortion optimization. Consequently, for a given $q$, the average index rate per pixel with the adaptive binning/coding schemes can be calculated as

$$R = Pr(Skip) \times R_{Skip} + Pr(Coset) \times R_{Coset} + Pr(SQ) \times R_{SQ} \quad (3.10)$$

where $Pr(Skip)$, $Pr(Coset)$ and $Pr(SQ)$ indicate the probabilities by selecting skipping mode, the coset channel coding and the SQ-based binning for a block,
respectively. Apart from the index rate shown in (3.10), overhead of indicating the choice of a coding method for each block is also needed. In view that the overhead on total bit rate is small in terms of percentage with respect to the index rate, e.g., about 4% at the index rate of 1 bpp or even smaller at higher rates according to our experiments, the averaged index rate in (3.10) can be regarded as a good approximation of the total average rate per pixel. With the Laplacian approximation as shown in (3.9), the probability of skipping mode corresponding to zero quantized correlation noise is

\[ Pr(Skip) = Pr(|Z| < q/2) = 1 - e^{-aq/2} \] (3.11)

Then the probability of using the coset channel coding becomes

\[ Pr(Coset) = Pr(q/2 \leq |Z| < T) = 1 - (1 - e^{-aq/2}) - e^{-\alpha T} \] (3.12)

and the probability of using the SQ-based binning scheme is

\[ Pr(SQ) = Pr(|Z| \geq T) = e^{-\alpha T} \] (3.13)

Hence, (3.10) becomes

\[
R = (1 - e^{-aq/2}) \times 0 + (e^{-aq/2} - e^{-\alpha T}) \log_2(2T) + 8e^{-\alpha T} - \log_2 q
\]

(3.14)

To minimize the rate, we can differentiate \( R \) with respect to \( T \) yielding

\[
\frac{\partial R}{\partial T} = e^{-aq/2} \frac{1}{T} \log_2 e - e^{-\alpha T} \frac{1}{T} \log_2 e + \alpha e^{-\alpha T} \log_2 2T - 8\alpha e^{-\alpha T}
\] (3.15)

It is difficult to obtain a closed-loop expression of \( T \) by solving \( \frac{\partial R}{\partial T} = 0 \). Alternatively, \( T \) can be estimated numerical way. Fig. 3.13 plots the rate \( R \) in (3.14) as a function of \( T \) with varying \( q \)'s and \( \alpha \)'s. From the plot, we can see that \( R \) reaches the minimum at different \( T \)'s with varying \( \alpha \)'s and \( q \)'s. With more
simulations using different α’s, we obtain the optimal T’s as a function of α for different q’s shown in Fig. 3.14a. In Fig. 3.14b, We also plot \( N = 2T/q \), which is the minimum number required for error-free binning in the coset channel coding. From Fig. 3.14a and Fig. 3.14b, it can be seen that, for a given q, the optimal T and N are not very sensitive to a small variation of α when \( \alpha \geq 0.3 \) since the curves tend to be flat. Fig. 3.14 can serve as a guideline in the selection of T and N with different α and q values.

With the threshold obtained, we can apply this scheme to distributed video coding. In view that the main purpose is to compare the proposed adaptive nested quantization scheme against the conventional DVC scheme without nested quantization in terms of coding efficiency, we consider the two distributed video coding schemes in pixel domain for simplicity. The correlation noise is assumed to be known at the encoders for both schemes so that the minimum rates can be expected respectively. The details of the DVC system with our adaptive scheme are as follows.

### 3.4.4 Implementation of the Adaptive Nested Quantization Scheme

Similar to our first scheme, video frames are firstly organized as key frames and Wyner-Ziv frames, respectively. The Wyner-Ziv frames are coded by the proposed scheme. We use the LDPCA codes proposed in [46] to further compress the indices generated by the nested quantization. Different from the first scheme, the two methods are selected based on the threshold derived above.

We assume the encoder knows the correlation noise \( Z \) in encoding which is possible in practical scenarios. For example, in the case of a feedback channel being available, this can be done by signaling the decoder motion search result to the encoder via the feedback channel. Even without a feedback channel this assumption may still be valid in some practical applications such as DSC-based error resilience coding in [1, 2, 97] where motion search can be done at the encoder (note that the DSC there is for error resilience purpose instead of light-weight encoding). Moreover, in other distributed video coding schemes, the correlation noise may also be estimated or predicted. We would highlight that our work in
Figure 3.13: Rate $R$ in (3.14) as a function of $T$ with varying $q$'s and $\alpha$'s.
Figure 3.14: Plot of optimal $T$ and $N$ as a function of $\alpha$ with varying $q$’s.

this chapter is to compare the proposed scheme against the conventional DVC scheme without nested quantization in terms of coding efficiency, assuming that
the correlation noise for each block is known at the encoder. With this assumption, the two schemes are fairly evaluated by themselves without considering other “external” factors. We would point out that the knowledge of correlation noise for each block at the encoder is only used for the selection of a binning method in our scheme. Note that the coarse correlation noise distribution mode for a video sequence instead of the exact correlation noise for each block is used for rate-distortion optimization, the latter of which may introduces high computational complexity and large amount of overhead. In fact, the assumption of knowing the accurate correlation noise at the encoder may be loosen with an estimated correlation noise, in view that an inaccurate correlation noise distribution model is employed in our scheme.

In our scheme, the threshold $T$ can be determined with the help of Fig. 3.14a, which is the numerical solution to minimizing the rate in (3.14). Each non-zero block-wise (quantized) correlation noise is compared with the threshold $T$, based on which one of the two binning schemes will be selected accordingly. If the coset channel coding is selected, the number of bins $N$ is obtained as $N = 2T/q$ as shown in Fig. 3.14b. The indices generated by the coset channel coding are Slepian-Wolf coded again using LDPC codes as suggested in [17] to further reduce the rate. If SQ-based binning method is selected, $256/q$ bins are used for the 8-bit pixel domain DVC. The indices generated by the SQ-based binning are further coded using arithmetic coding due to the low correlation to the side-information. The overhead information of selecting a coding method for each block is also coded using arithmetic coding.

On the other hand, for the existing DVC scheme without nested quantization, the crossover probability between bit planes in a Wyner-Ziv frame and a key frame can be obtained from the correlation noise known at the encoder, based on the same assumption discussed above for a fair comparison. In this way, the coding rate of the LDPC code can be accurately determined and the best coding efficiency can be achieved for the conventional DVC scheme. That is, the minimum rate is used to achieve error-free LDPC coding with the quantization distortion only. Note that the skipping blocks with zero quantized correlation noise are directly reconstructed from the side-information for both the testing schemes.
3.4.5 Experimental Results

In this section, we compare our proposed scheme against the conventional DVC scheme without nested quantization in terms of coding efficiency.

We select three typical video sequences with mixed motion (“Foreman.qcif” of 400 frames), low motion (“Mother & daughter.qcif” of the first 400 frames) and high motion (“Stefan.qcif” of 296 frames) in the experiment. In order to determine the $N$ and $T$ to be used in our scheme, we also plot the block-wise distributions of correlation noise with different GOP sizes (2, 4, 8) for “Mother & daughter.qcif” and “Stefan.qcif” sequences respectively in Fig. 3.15. The values of the Laplacian approximation to the distribution are estimated experimentally, e.g., 0.08 for “Stefan” and 0.3 for “Mother & daughter”. It can be seen that the parameter tends to be larger in low motion sequences like “Mother & daughter.qcif” sequence, becoming smaller for high motion sequences like “Stefan.qcif”, where a large correlation noise appears more likely. It can also be seen that the correlation noise distributions for different GOP sizes are close to each other, which implies the GOP size may not affect the selection of $T$ and $N$ in our scheme. It is also observed from Fig. 3.15b that a good Laplacian approximation to the distribution for some video sequences like “Stefan.qcif” may not exist. Fortunately, performance of the proposed scheme will not degrade in that case, which will be shown in the following.

Now we discuss the selection of $N$ based on the numerical solution to minimizing the rate $R$ in (3.14) as shown in Fig. 3.14b. Table 3.5 lists the selected $N$ providing the best results with respect to different $q$ values for the three testing sequences. In our experiments, we find that as long as $N$ is selected to be an odd number around the value suggested in Fig. 3.14b, the similar rate-distortion performance can be obtained. The reason for choosing an odd number of $N$ is to avoid an ambiguous decoding when two code values have the same distance to the current side-information.

Fig. 3.16 illustrates the rate-distortion comparison results by the two testing DVC schemes in coding the Wyner-Ziv frames with different GOP sizes (2, 4, 8) for “foreman.qcif”, “Mother & daughter.qcif”, and “Stefan.qcif” sequence, respectively. From the experimental results, it can be seen that based on the Laplacian
Figure 3.15: Correlation noise distribution with different GOP sizes of 2, 4 and 8.
Table 3.5: Selection of $N$ with respect to $q$ for different sequences

<table>
<thead>
<tr>
<th>Sequence</th>
<th>$q$</th>
<th>Selected $N$</th>
<th>$N$ based on Fig. 3.14b</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Foreman” $\alpha = 0.08$</td>
<td>4</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>“Mother &amp; daughter” $\alpha = 0.3$</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>“Stefan” $\alpha = 0.08$</td>
<td>4</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

distribution approximations, which coarsely model the correlation noises, our proposed scheme can achieve significant coding gains over the conventional DVC scheme without nested quantization, especially in the more meaningful region with PSNR larger than 25dB. More specifically, with the same distortion, our scheme can reduce the bit rate by up to nearly 20% for “Stefan.qcif” in the case of a large GOP size (4 or 8).

In the low bit-rate region, the proposed scheme performs closely to the conventional DVC scheme. The reason is with a large quantization stepsize, the remaining bit-planes are those most significant ones that are very highly correlated to their side-information, leading to very good LDPC coding performance. As mentioned before, there may not be a good Laplacian approximation to a distribution in some situations. However, even with a relatively poor approximation, which may lead to some deviations in selecting $N$ and $T$, a similar coding gain can still be obtained using the proposed scheme as shown in Fig. 3.16, where up to about 18%, 15% and 20% bit rate reductions are achieved for “Foreman”, “Mother & daughter” and “Stefan”, respectively. This shows our scheme is robust to the accuracy of the correlation noise distribution model, with only a minor cost.
of rate as long as no big and frequent deviations occur in the selection of binning methods.

Note that our work in this chapter is to fairly compare the proposed scheme against the conventional distributed video scheme in a same domain, where relative performance comparison (rather than the absolute compression ratio) of the two schemes is our concern. For implementation simplicity, pixel domain is therefore considered, which normally leads to lower compression ratio for both the testing schemes. The same consideration was taken in the pixel domain based distributed video coding scheme in [113], which was reported to produce similar high bit rates as ours.

3.5 Summary

As one of the distributed source coding quantization techniques, one-dimensional (1-D) nested lattice quantization using a scalar quantizer followed by a coset channel code ($\text{Mod}(\cdot)$ based binning) has been theoretically studied with the assumptions of high resolution and Gaussian correlation noise. However, in many practical applications, the high resolution assumption may neither holds nor be used as a good approximation due to a constraint on bit rate, while there may not exist an accurate statistics model for the correlation between the source and its side-information, both of which render the theoretical results inaccurate or even invalid. In the practical situations like video coding where the correlation noise cannot be modeled or predicted precisely, the channel coset code in the nested quantization is not always desired due to a large reconstruction error introduced when the correlation noise goes beyond the error correction capability of the coset channel code. In contrast, the scalar quantization (SQ) based binning has an advantage that the maximum decoding error can be clipped in a certain range even though there is an unexpected large correlation noise.

In this chapter, two adaptive 1-D lattice quantization schemes for distributed source coding are presented to take advantage of their respective strengths while circumventing their weaknesses. The first scheme integrates the two coset partition methods to minimize the decoding errors, where a mode design for bit allocation between the two schemes is developed based on prediction of the cor-
relation noise. On the other hand, the second scheme attempts to provide more analysis and minimize the rate for a given distortion, which employs the two binning methods adaptively according to a correlation threshold. An effective approach to determining the threshold is developed based on a coarse correlation noise model. We apply the proposed scheme to video coding and compare it against the conventional non-adaptive DVC schemes. The experimental results show that the proposed schemes outperform the competing schemes significantly in terms of rate-distortion performance.
Figure 3.16: Rate-distortion performance comparison of the proposed scheme against conventional DVC scheme with different GOP sizes of 2, 4 and 8.
Chapter 4

Exploiting High-Order Correlation in Distributed Video Coding

To further improve the distributed video coding performance, research on efficient correlation exploitation is one of the key directions. In this chapter, we present our scheme to exploit the high-order correlation in distributed video coding to achieve better performance than existing first-order correlation exploitation schemes.

4.1 Introduction

As described in previous chapter, there is still a remarkable performance gap between CVC and DVC in terms of rate-distortion. A substantial research effort in DVC is therefore focused on improving the compression efficiency. One of the most important approaches to increase coding efficiency is to improve the SW coding performance through correlation noise modeling between a source and its side-information [12–14]. In the context of DVC, the correlation noise is defined as the difference between the current frame and its side-information frame estimated through decoder motion estimation. Such correlation noise is typically modeled as a Laplacian distribution, which is used to extract the bit a priori probability estimation for initializing the soft-in-soft-out algorithm of SW decoding.
Currently, research efforts are focused on the estimation of the Laplacian distribution parameter, considering that more accurate parameter estimation tends to improve the a priori probability estimation and hence reduce the bit rate required for the SW decoding. Among these works, the transform-domain adaptive correlation estimation (TRACE) algorithm in [14] has provided a relatively accurate way to estimate the parameter of the Laplacian correlation noise model through a refinement approach. In contrast to the CVC like H.264, which greatly benefits from the adoption of entropy approaching tools to exploit high-order statistical correlation among the coefficients such as using run-length coding for consecutive zeros, the correlation noise modeling in DVC can only exploit the first-order statistical correlation where only the co-located coefficient in the side-information frame is utilized to predict current coefficient, leaving high-order statistical correlation among coefficients being hardly exploited. Although some attempts like [114] have been made to exploit high-order inter-bit correlation by introducing a hidden Markov model at the bit-plane domain, the improvement is very limited in most cases, while the decoding complexity increases drastically.

In view of the importance of exploiting high-order statistical correlation among the coefficients as well as the limitation of existing DVC schemes, in this chapter we propose a novel approach to exploit high-order statistical correlation among the coefficients and their binary representations, thus achieving a better prediction of the bit a priori probability to increase the coding efficiency. More specifically, we first study the correlation modeling in wavelet domain DVC. By exploiting the self-similarity across the scales (bands), we can make better prediction of the coefficients of low magnitudes (insignificant coefficients) across scales. That is, in the wavelet transformed tree structure, insignificant coefficients are more likely to have insignificant children. Such inter-coefficient correlation is modeled and utilized for the binary symbol probability prediction. Meanwhile, when the DVC decodes from the least significant bit-plane to the most significant one, the previously decoded neighboring bits in less significant bit-planes can help to predict the insignificance of the coefficients especially in smooth regions and higher frequency bands. Such inter-bit correlation is also exploited to provide a more local prediction compared with the existing Laplacian correlation noise based prediction which relies on more global variance estimation. We finally integrate the
bit a priori probability estimation results of the three approaches, namely, the proposed inter-coefficient and inter-bit correlation exploitation scheme, as well as the widely used Laplacian correlation noise modeling. With the integrated modeling, the bit symbol a priori probability for initializing SW decoding can be estimated with a higher accuracy, leading to a better DSC efficiency. By implementing the proposed scheme to the DVC framework with wavelet domain multi-resolution motion refinement (MRMR) [24], significant coding gain of up to 14% bit rate reduction (equivalent to 1.2 dB gain) can be achieved compared with the original MRMR DVC scheme in [24].

The contributions of this chapter can be summarized as follows. First, we adapt the property of self-similarity among wavelet coefficients to DVC to effectively exploit the high-order inter-coefficient correlation, with the correlation modeling studied. Secondly, we consider the exploitation of high-order correlation among neighboring bits. By using the proposed correlation exploitation scheme, we demonstrate that the rate-distortion performance can be significantly improved.

The remainder of this chapter is organized as follows. In Section 4.2, we review the DVC framework with the state-of-the-art decoder motion estimation technique. In Section 4.3 we discuss the limitations of the existing Laplacian based correlation modeling and introduce the proposed correlation estimation scheme. Experimental results and related discussions are shown in Section 4.4. The summary of this chapter is presented in Section 4.5.

### 4.2 The Distributed Video Coding Framework

The framework used in this chapter is the same as the one described in Chapter 2. Note that in this framework, the group of picture (GOP) size can be arbitrarily large. Meanwhile, wavelet transform in [24, 71, 115]. is applied which is another popular choice for DVC apart from DCT. More importantly, we employ the recently developed decoder multi-resolution motion refinement (MRMR) algorithm [24] to estimate the side-information. With the MRMR based DVC system, the motion search has been totally shifted to the decoder, and a light weight encoding is achieved with good performance especially with high bit-rates. In the follow-
ing, we will provide more details on the key elements, namely, MRMR algorithm and the Laplacian distribution based correlation modeling.

### 4.2.1 Decoder Multi-Resolution Motion Refinement (MRMR) Algorithm

![Diagram of Decoder Multi-Resolution Motion Refinement (MRMR) Algorithm](image)

Figure 4.1: Decoder multi-resolution motion refinement (MRMR) algorithm.

In this section, we review the wavelet domain MRMR algorithm at the decoder side, which is illustrated in Fig. 4.1. Using the notations and steps presented in [24], the encoder applies an $N$-level wavelet decomposition to the WZ frames, yielding totally $(3N + 1)$ subbands for each of them. Besides the lowest frequency
subband $LL_N$, the high frequency bands are denoted as $HL_n$, $LH_n$, $HH_n$, ($n = 1, 2, \ldots, N$) (reconstruction can be made from subbands $LL_n$, $HL_n$, $LH_n$ and $HH_n$, ($n = 1, 2, \ldots, N$) to produce the low frequency band $LL_{n-1}$ in a lower decomposition level). These subbands are encoded and transmitted respectively using the WZ approach described earlier.

At the decoder side, with a reference frame $F(t - 1)$ available, the current Wyner-Ziv $F(t)$ can be reconstructed as follows ($t$ and $(t - 1)$ denote the temporal indices). First, the reference $F(t - 1)$ is decomposed using the same approach applied to $F(t)$. The decoding process starts from the lowest frequency band $LL_N(t)$. The side-information for band $LL_N(t)$ can be constructed using motion interpolation / extrapolation or directly using $LL_N(t - 1)$. Since the lowest frequency bands from adjacent frames are generally highly correlated, limited coding efficiency loss can be expected even with coarsely estimated side-information. With the reconstructed $LL_N(t)$ by Wyner-Ziv decoding, the motion vectors are refined by motion estimation between $LL_n(t)$ and $LL_n(t - 1)$, and the refined motion field is used to generate side-information for the three corresponding high frequency bands $HL_n(t)$, $LH_n(t)$ and $HH_n(t)$ at the same decomposition level. With better side-information quality, the bit rates for decoding these high frequency bands can be saved. With all the bands $LL_n(t)$, $HL_n(t)$, $LH_n(t)$ and $HH_n(t)$ decoded and reconstructed, $LL_{n-1}(t)$ at a lower decomposition level can be obtained using the inverse wavelet transform (not WZ decoding) and it is used to refine motion field for the three high frequency bands at level $n - 1$ based on $LL_{n-1}(t - 1)$. The process is repeatedly performed till all bands are decoded.

With the MRMR algorithm, the decoder can construct high quality side-information in a higher frequency band through motion refinement from the lower frequency band, based on the resolution scalability. Since the MRMR algorithm does not depend on the motion estimation between adjacent key frames and it well exploits the partial information of current frame generated during the decoding process, significant performance gain can be achieved over the interpolation / extrapolation based schemes. Owing to its superior performance and its consistency with our wavelet coefficients correlation exploitation structure, the MRMR based DVC framework is considered in this chapter.
4.2.2 The Laplacian Distribution Based Correlation Estimation

While better side-information quality which reduces the virtual channel errors, the coding efficiency of SW coder can be expected to increase. Furthermore, correlation modeling can further increase the coding efficiency which is analogous to providing information of the positions where these virtual channel errors occurs. In the context of practical DSC which is based on the channel coding techniques such as LDPC or turbo coding, the reliability of the side-information bits is used to initialize the decoding process. In particular, the reliability is represented by the log-likelihood ratio \( LLR = \log(p = 0/p = 1) \), where \( p = 0 \) and \( p = 1 \) are the estimated probabilities of a source bit to be 0 and 1, respectively. It has been shown that failure to provide LLR information accurately may significantly degrade the performance of the channel codes [116] which DSC is based on. In the existing DVC schemes, the estimation of LLR solely relies on the correlation modeling of correlation between the current WZ frame and its side-information frame. More specifically, the correlation between the original source \( X \) and its side information \( Y \) is commonly modeled through a Laplacian conditional density function:

\[
f_{X|Y}(x|y) = \frac{\alpha}{2} e^{-\alpha|x-y|} \quad (4.1)
\]

where the parameter \( \alpha \) depends on the variance \( \sigma^2 \) of the correlation noise \( Z = X - Y \):

\[
\alpha = \sqrt{\frac{2}{\sigma^2}} \quad (4.2)
\]

The estimation of \( \sigma^2 \) has been intensively studied in the sequence, frame and coefficient band domains [14] based on the side-information frame.

Furthermore, to achieve the minimum SW coding rate based on the Laplacian model, it is necessary to compensate for the coding efficiency loss when SW coding the binary representations of the Laplacian modeled decimal coefficients. Hence, inter-bit correlation exploitation within each coefficient is considered based on the Laplacian correlation modeling [2, 117]. The theoretical discussion of such inter-
bit correlation exploitation can be found in [118]. That is, consider a random variable $X$ that can be represented by $K$ bits “$B_0(MSB), B_1, \ldots B_{K-1}(LSB)$”, where $B_k$ are the random variables representing the binary digits in the $K$-bit representation of $X$ (The same notations are used as in [118]). According to [118],

$$H(X) = H(B_{k-1}) + H(B_{K-2}|B_{k-1}) + \ldots + H(B_0|B_1, \ldots, B_{K-1}) \quad (4.3)$$

Hence, in DVC, with the side-information $Y$, we have

$$H(X|Y) = H(B_{k-1}, Y) + H(B_{K-2}|B_{k-1}, Y) + \ldots + H(B_0|B_1, \ldots, B_{K-1}, Y \quad (4.4)$$

These equations suggest that the previously decoded bit-planes should be taken into account while decoding current bit-plane. They also suggest that there is no loss as long as such inter-bit correlation is fully exploited, regardless of the decoding-order (from MSB to LSB or in the reversed order). Note that the purpose of the existing inter-bit correlation exploitation in [2,117] is to compensate the coding efficiency loss when coding decimal symbols using their binary representation, instead of providing additional information of current bits. Hence, context information from neighboring coefficients and bits is not actually considered by this existing inter-bit correlation exploitation scheme.

4.3 Proposed Correlation Estimation Scheme

As elaborated in the previous section, decoder side-information estimation and correlation modeling are the two key elements to the DVC performance. Unfortunately, existing schemes consider the previously decoded frames as the only side-information source, and model the correlation based on them. In this section, we will further analyze the limitations of such existing correlation estimation scheme and discuss the motivation for our high-order correlation exploitation scheme. We will then present our proposed correlation estimation scheme which can exploit
high-order inter-coefficient correlation effectively using more correlation modeling on more side-information sources.

4.3.1 Motivation of high-order correlation exploitation scheme

Since the existing Laplacian modeling only exploits the correlation between the current coefficient and the corresponding one in its side-information frame, it is actually a first-order correlation estimation scheme. This is more analogous to the exploitation of temporal correlation in the conventional CVC. However, the success of the CVC not only comes from the temporal correlation exploitation, but also significantly relies on the exploitation of correlation among the coefficients such as using the run-length coding and arithmetical coding. Therefore, one of the reasons for the performance gap between CVC and DVC is the fact that the Laplacian distribution based correlation model can hardly exploit the inter-coefficient correlation.

Inspired by the benefits of context based correlation exploitation in the conventional CVC, we propose a high-order correlation estimation scheme for DVC which effectively exploits the inter-coefficient correlation, instead of attempting to increase the accuracy of the Laplacian modeling as in most existing schemes. Our high-order inter-coefficient correlation estimation scheme comprising two approaches.

The first approach is to exploit the inter-coefficient correlation based on the self-similarity property. In the context of wavelet domain coding, the self-similarity of coefficients across scales can be taken advantage to exploit the high-order statistical correlation at the coefficient level by using the algorithms such as the zero-tree wavelet coding. More specifically, the self-similarity in wavelet domain can be described as: if a wavelet coefficient at a coarse scale (in low frequency band) is insignificant (with its magnitude less than a threshold), then all wavelet coefficients corresponding to the same orientation and spatial location at finer scales (in higher frequency bands) are likely to be insignificant (with their magnitude less than the threshold as well) [119]. That is, for the tree-structured representation of wavelet coefficients like in the zero-tree wavelet coding, the children are expected to have magnitudes not greater than their parent.
In conventional wavelet domain video coding, the self-similarity property has been efficiently exploited in the residual frames such as in [120].

On the other hand, in the DVC systems, such an important property has never been considered in the literature. As discussed earlier, if the self-similarity property can be used to provide the a priori probability estimation with more accuracy for the SW decoder, then higher coding efficiency of DVC is expected. Therefore, we propose to apply the self-similarity property in wavelet domain DVC. Our method starts from decoding the lowest frequency band using the MRMR algorithm. Based on the coefficients obtained in a lower frequency band and the self-similarity property, the corresponding children coefficients in a higher band can be predicted through a correlation modeling. The prediction for the current symbol with binary representation in the WZ frame can be obtained according to the inter-coefficient correlation modeling.

In the second approach, we consider predicting the current bit value using the context information of its neighboring bits (of neighboring coefficients) in the previously decoded bit-planes, which can have advantages in a smooth region. After obtaining the inter-coefficient correlation and inter-bit correlation based prediction, we integrate the observations from existing Laplacian modeling to obtain the final a priori probability prediction for the SW decoder initialization.

4.3.2 The Proposed Inter-coefficient Correlation Modeling

In this section, we present our inter-coefficient correlation modeling across scales in the wavelet domain, which aims to achieve a better prediction for probability of the magnitude of current symbol $x_n$ given its parent’s magnitude $x_{n+1}$ in the lower frequency band (denoted as $p(x_n|x_{n+1})$). We first study the modeling of the distribution of $p(x_n|x_{n+1})$ based on some commonly used video sequences.

Three most popular distribution models are considered, namely, the Laplacian distribution given in (2.1), the zero mean Gaussian distribution ($p_{Gau}(x_n|x_{n+1})$) and the Cauchy distribution ($p_{Gau}(x_n|x_{n+1})$), as shown below:

$$p_{Gau}(x_n|x_{n+1}) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{x_n^2}{2\sigma^2}}$$ (4.5)
where $\sigma^2$ is the variance of $x_n$ with a given parent $x_{n+1}$, and

$$p_{Ca}(x_n|x_{n+1}) = \frac{1}{\pi} \cdot \frac{\gamma^2}{x_n^2 + \gamma^2}$$

(4.6)

where $\gamma$ is the scale parameter which specifies the half-width at half-maximum, and it can be obtained as $1/(\pi A_{max})$ given that $A_{max}$ is the maximum amplitude of the distribution.

Quality of the distribution models is assessed by the Kullback-Leibler divergence (KLD), which is a measure criterion of the difference between two probability distributions $P$ (the actual distribution) and $Q$ (the approximated distribution). More specifically, KLD measures the expected number of extra bits required if the samples with distribution $P$ are coded using a code optimal for distribution $Q$, rather than that for the actual distribution $P$. For probability distributions $P$ and $Q$ of a discrete random variable, KLD is defined as

$$D_{KL}(P||Q) = \sum_j P(j) \log_2 \frac{P(j)}{Q(j)}$$

(4.7)

The testing results using “foreman.qcif” sequence with a three level decomposition and a quantization stepsize of 10 are given in Fig. 4.2 and Table 4.1. To avoid clutter, only the distributions and approximations with parent magnitudes equal to 0 and 1 are shown in Fig. 4.2. From the figure and table, it can be seen that for the coefficients in Level 3 decomposition, Laplacian distribution provides a better approximation, while for the coefficients in Level 2 and Level 1 decomposition, Cauchy distribution provides a better approximation, which yields lower KLD values. It can also be seen that when the parent coefficient magnitude goes larger, it becomes more difficult to model the distribution of their children. Based on the modeling, the binary symbol probability can be estimated using the same way as that for the Laplacian correlation noise model. The selection of distribution model and associated parameter can be estimated from the previously decoded frames by applying the KLD assessment online. We also find that performance is not quite sensitive to the accuracy of the estimation of distribution model parameters.
Figure 4.2: The distribution of the coefficients given their parent magnitudes.
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Table 4.1: KLD for different distributions approximation

<table>
<thead>
<tr>
<th>Level</th>
<th>parent</th>
<th>KLD(Lap)</th>
<th>KLD(Gau)</th>
<th>KLD(Cau)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0</td>
<td>0.50</td>
<td>0.87</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.52</td>
<td>0.88</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.51</td>
<td>0.88</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.51</td>
<td>0.90</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.56</td>
<td>0.95</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.58</td>
<td>0.94</td>
<td>0.74</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.53</td>
<td>0.30</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.56</td>
<td>0.36</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.65</td>
<td>0.53</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.75</td>
<td>0.68</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.83</td>
<td>0.76</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.88</td>
<td>0.87</td>
<td>0.75</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0.43</td>
<td>0.41</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.51</td>
<td>0.46</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.56</td>
<td>0.53</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.73</td>
<td>0.68</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.87</td>
<td>0.89</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.90</td>
<td>0.91</td>
<td>0.80</td>
</tr>
</tbody>
</table>

4.3.3 The Proposed Inter-bit Correlation Based Prediction Process

4.3.4 The proposed inter-bit correlation based prediction process

The existing inter-bit correlation exploitation approach [2, 117] described in the previous section considers only the bits belonging to the same coefficient, which aims to compensate for the loss introduced from converting coefficients in decimal representations to binary representations. Different from the existing approach, we propose to predict the current bit value considering its neighboring bits in the previously decoded bit-planes, where the bits belonging to the neighboring coefficients are also taken into account. A video frame may contain smooth regions which result in large amount of zeros in the quantized high frequency band.
in the wavelet domain. The bits in less significant bit-planes may provide useful
information to predict the bits in more significant bit-planes, which is desired to
be exploited. In particular, if all the decoded less significant bits are zero, the
more significant bit is more likely to be zero since the quantized high frequency
coefficient tends to be zero instead of a large value. In such a way, neighboring
information can be better exploited to provide a more local prediction compared
with the existing Laplacian model based prediction which uses global information
of the variances at bit-plane, frequency band and frame levels.

Therefore, we propose to exploit the inter-bit correlation for the prediction of
zero coefficients. The proposed prediction process can be described as follows:

(i) For coefficient \( c(i, j) \) with bit-plane index \( i \) and location index \( j \), define a
context window \( W \) with size of \([i + 1, i + m] \times [j - n, j + n]\) as shown in Fig. 4.3,
where \( m - 1 \) is the number of previously decoded bit-planes considered.
(ii) Based on the statistics obtained using the previously decoded frames, estimate the probability of a current bit being zero $p_i^0(k)$ given $k$ ones observed in the context window $W$, where $i$ is the bit-plane index.

(iii) Apply the prediction results to the bits in the current Wyner-Ziv frame. Note that this prediction is made at the bit-plane level, which means bits in the same bit-plane have the same prediction given the identical context, while bits in different bit-planes may have different prediction results. In contrast to schemes like [14] which predict the a priori probability of current bit through the variance of a whole coefficient band or frame, our proposed inter-bit correlation exploitation scheme concentrates on local the neighboring information and predicts the a priori probability in a context based manner, which may provide better estimation accuracy.

### 4.3.5 Integrated Symbol A Priori Probability Prediction

Although the proposed inter-coefficient and inter-bit correlation based prediction can help to predict a priori probability for symbols especially in high frequency bands of smooth regions, there may still remain unpredicted or wrongly predicted bits (by the two proposed methods). Therefore, these two types of correlation should be integrated with the widely used Laplacian correlation noise modeling. In the context of DVC, let $P(x|y)$ be the estimated conditional probability of $x$ given its side-information $y$, which is the well know Laplacian distribution based estimation, $P(x|c)$ be the estimation from the proposed inter-coefficient correlation based prediction, and $P(x|b)$ be the estimation from the proposed inter-bit correlation based prediction. (Note that more results from other types of estimations can be defined in the future). With the assumptions that these estimations results are independent (The existing Laplacian modeling is based on the side-information frame, while the two proposed modelings are respectively based on the parent coefficients and neighboring bits in the current WZ frame),
the final estimation can be obtained through Bayesian approach:

\[ p(0) = P(x = 0|y, c, b) \]
\[ = \frac{P(y, c, b|x = 0)P(x = 0)}{P(g, c, b)} \]
\[ = \frac{P(x = 0)P(y|x = 0)P(c|x = 0)P(b|x = 0)}{P(x = 0)\prod_{i \in \{y,c,b\}} P(x = 0)\prod_{i \in \{y,c,b\}} P(i)} \]
\[ = \frac{\prod_{i \in \{y,c,b\}} P(x = 0)P(y,c,b)P(x = 0)}{P(y,c,b)P(x = 0)^3 \prod_{i \in \{y,c,b\}} P(x = 0|i)} \]  (4.8)

In this way, we can also obtain:

\[ p(1) = P(x = 1|y, c, b) \]
\[ = \frac{\prod_{i \in \{y,c,b\}} P(i)}{P(y,c,b)P(x = 1)} \prod_{i \in \{y,c,b\}} P(x = 1|i) \]  (4.9)

After the integration, the log-likely-hood ratio (LLR) which is used to initialize the SW (LDPCA) decoding process can be calculated as:

\[ LLR = \log_2 \frac{p(0)}{p(1)} = \log_2 \prod_{i \in \{y,c,b\}} P(x = 0|i)P(x = 1)^2 \prod_{i \in \{y,c,b\}} P(x = 1|i)P(x = 0)^2 \]  (4.10)

Assume \( P(x = 0) = P(x = 1) = 0.5 \), we finally obtain:

\[ LLR = \log_2 \prod_{i \in \{y,c,b\}} P(x = 0|i) \prod_{i \in \{y,c,b\}} P(x = 1|i) \]  (4.11)

### 4.4 Experimental Results

Preliminary experimental results are obtained (further tuning and checking are still on-going) to compare the proposed high-order inter-coefficient correlation exploiting scheme against the existing Laplacian distribution based correlation exploiting schemes as well as the conventional CVC standard H.264 in terms of the rate-distortion performance. Since the motion interpolation approach used in some prior works, e.g. in [111, 121], is incapable of processing video sequences...
with large GOP size, the DVC schemes are implemented based on the MRMR algorithm.

Table 4.2: Prediction results and coding rates with example of the first fifteen coefficients in the frequency band $HL_2$ of the third frame of “foreman.qcif”

<table>
<thead>
<tr>
<th>Frame</th>
<th>c1</th>
<th>c6</th>
<th>c7</th>
<th>c8</th>
<th>c10</th>
<th>c11</th>
<th>c13</th>
<th>c14</th>
<th>c16</th>
<th>c17</th>
<th>c19</th>
<th>c20</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>y</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>p(1)</td>
<td>0.998</td>
<td>0.980</td>
<td>0.986</td>
<td>0.990</td>
<td>0.980</td>
<td>0.986</td>
<td>0.980</td>
<td>0.986</td>
<td>0.990</td>
<td>0.980</td>
<td>0.986</td>
<td>0.990</td>
</tr>
<tr>
<td></td>
<td>p(2)</td>
<td>0.980</td>
<td>0.970</td>
<td>0.980</td>
<td>0.970</td>
<td>0.980</td>
<td>0.970</td>
<td>0.980</td>
<td>0.970</td>
<td>0.980</td>
<td>0.970</td>
<td>0.980</td>
<td>0.970</td>
</tr>
<tr>
<td>2</td>
<td>y</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>p(1)</td>
<td>0.998</td>
<td>0.986</td>
<td>0.980</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
</tr>
<tr>
<td></td>
<td>p(2)</td>
<td>0.980</td>
<td>0.970</td>
<td>0.980</td>
<td>0.970</td>
<td>0.980</td>
<td>0.970</td>
<td>0.980</td>
<td>0.970</td>
<td>0.980</td>
<td>0.970</td>
<td>0.980</td>
<td>0.970</td>
</tr>
<tr>
<td>3</td>
<td>y</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>p(1)</td>
<td>0.513</td>
<td>0.788</td>
<td>0.774</td>
<td>0.766</td>
<td>0.793</td>
<td>0.742</td>
<td>0.332</td>
<td>0.931</td>
<td>0.806</td>
<td>0.244</td>
<td>0.178</td>
<td>0.992</td>
</tr>
<tr>
<td></td>
<td>p(2)</td>
<td>0.813</td>
<td>0.724</td>
<td>0.244</td>
<td>0.007</td>
<td>0.907</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
<td>0.990</td>
</tr>
</tbody>
</table>

The DVC systems based on MRMR motion estimation is implemented with the LDPCA codes [46] as SW coder, and the method described in section 4.2 is adopted for the Laplacian distribution based correlation estimation. Only the previous frame is used for motion estimation, and the search range is set to $[-16, 16] \times [-16, 16]$ with quarter-pixel motion search resolution. The same settings are applied to the H.264/AVC for comparison. Furthermore, for H.264, software JM13.2 is used with the baseline profile. The luminance component of several qcif sequences with varying motion activities are tested at 30 fps, with the first frame as key(I) frame and the all the subsequent frames as WZ (P) frames. Only the performance of the WZ (P) frames is shown in the following figures. We compare the proposed high order inter-coefficient correlation estimation scheme against the practical Laplacian modeling based on previously decoded frames (denoted as reference scheme 1) as well as H.264. The results are illustrated in Fig. 4.4. From the figure, it can be seen that at all rates, the proposed scheme outperforms the existing Laplacian correlation based scheme (reference scheme 1) significantly, which is on average 5 – 14% rate saving or around 0.5-1.2dB improvement in terms of distortion.

To provide more insights into the coding gain, we list the prediction of bit level symbol probability for decoding the coefficients in the band $HL_2$ of the 3rd
frame of “foreman.qcif” as in Table 4.2. Due to the space limitation, only the first 15 coefficients are shown. In Table 4.2. The probabilities of a symbol to be zero estimated using the existing Laplacian correlation modeling, the proposed inter-coefficient scheme, inter-bit scheme, and the hybrid scheme are denoted as $p_l(0)$, $p_c(0)$, $p_b(0)$ and $p_h(0)$, respectively. Note that the best or accurate estimation for $p_x(0)$ is 1 if $x$ is zero and zero if $x$ is 1. Since the bit-plane of sign can generally be correctly predicted, Table 4.2 only lists the bit-planes for representing the magnitudes of the coefficients, where bit-plane (BP) 1 denotes the most significant bit-plane and BP 1 denotes the most significant bit-plane.

From Table 4.2, it can be seen that the Laplacian correlation based probability estimation scheme can predict the most significant bit-planes quite well by using the knowledge from the less significant bit-planes. However, with the side-information as the only available knowledge, prediction is relatively poor for the least significant bit-planes, especially in some complex or high motion regions such as the prediction for $c_1$ to $c_9$. Even in smooth or low motion regions such as the prediction for $c_6$ to $c_{10}$ and $c_{13}$ to $c_{15}$, the prediction efficiency is reduced. This results in high coding rates for the least significant bit-planes. On the other hand, with more information from the lower frequency bands as in the proposed scheme, more coefficients in the higher frequency bands are predictable can be predicted more accurately, such as $c_9$, $c_{10}$ and $c_{13}$ to $c_{15}$, especially $c_5$ and $c_8$ in bit-plane 3. The inter-bit correlation estimation can also contribute to the prediction for some bits such as $c_5$ to $c_{10}$ for bit-plane 2 to increase the accuracy. (Note that there is no contribution for bit-plane 3 because the inter-bit prediction requires previously decoded bit-plane.) Although the accuracy improvement is limited for a single bit, the contribution can be significant with large number of bits involved, which reduces the coding rates. With better predicted bits in the least significant bit-planes and the accuracy maintained for the most significant bit-planes, The reduced overall coding rate can be achieved.

The experimental results validate the effectiveness of the proposed scheme, which considers the correlation among the wavelet coefficients across scales as well as among the neighboring bits, with significant coding gain over existing DVC schemes. More importantly, it is demonstrated that high-order correlations should be exploited more efficiently to improve the performance of DVC systems.
4.5 Summary

Through our investigation, it has been found that the Laplacian correlation noise model, which was the only tool used in previous DVC schemes to exploit the statistical correlation, is insufficient to provide highly accurate symbol probability prediction to enhance the performance of DVC. By recognizing the importance of exploiting correlation using more context information, we have proposed a novel high-order correlation estimation scheme for wavelet domain DVC, which exploits the inter-coefficient correlation across scales inspired by the self-similarity property, as well as the inter-bit correlation based on the statistical information from the neighboring bits. All the correlation estimation results are further integrated to enhance the a priori probability prediction for the current bit which is used in the SW decoding, yielding higher coding efficiency. Our proposed scheme has been implemented on the MRMR based DVC framework. Our preliminary experimental results have demonstrated the success of the proposed scheme, by showing significant coding gain over the original MRMR scheme that employs the Laplacian correlation noise model only. With the results of our work, the future DVC research may focus on exploiting other types of high-order correlation in order to further narrow down the performance gap between DVC and CVC.
Figure 4.4: Rate-distortion performance comparisons for different sequences.
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Chapter 5

A Joint Source-Channel Video Coding Scheme Based on Distributed Source Coding

In addition to the schemes of distributed video coding efficiency enhancement, in this chapter we consider one of the emerging applications of distributed video coding. By employing a single distributed video codec to compress the source and protect it against transmission errors, we present our joint source-channel coding scheme to tackle the drifting problem in video coding.

5.1 Introduction

The motion-compensated predictive coding principle has been widely used in modern video codecs to achieve high compression performance. However, it is also a vulnerable compression framework in the presence of transmission errors, because the correct decoding of any predictively coded symbols highly relies on the reconstruction quality of all reference symbols. One of the major problems posed in the practical communication of predictively coded signal over lossy channels is that of error propagation caused by predictive mismatch. More specifically, the mismatch between the reference symbol at the encoder and that at the decoder can lead to severe quality degradation of subsequently reconstructed data.
Extensive efforts have been spent to tackle the above mentioned error propagation problem in encoding, transporting and decoding process [122]. The conventional schemes such as automatic-retransmission-request (ARQ) [123] and forward-error correction (FEC) [124] have their limitations. ARQ is not suitable for real-time scenarios since it suffers from a large delay due to feedbacks and retransmissions for lost or erroneous data. On the other hand, FEC is usually applied to the most important information such as header information and motion vectors due to a tight rate budget. Errors in the unprotected or less protected residual information will still cause the error propagation. Error concealment at the decoder side can also be employed to conceal the effect of errors to a certain degree. Recently, a new error resilient video coding technique has been received increasing research attention, which is based on distributed source coding (DSC) principles that independently generate the reference frame and the predicted frame to improve the robustness against the reference frame errors.

Apart from the low complex encoding studied in the previous chapters, another important application of DSC is on error resilient coding. A few robust video coding schemes using DSC techniques have been proposed to prevent error propagation in predictive video coding [1, 15] and protect enhancement layers in fine granularity scalability (FGS) coding [2, 16]. Furthermore, the link between predictive coding and distributed source coding has been elucidated in [1], which
considers the predicted symbol as a corrupted version of the reference symbol, and vice versa. An idea of forming a joint source-channel coding (JSCC) based on DSC technique has been proposed in [125, 126]. Better performance is expected with the JSCC scheme in practice although theoretically the source coding and channel coding can be optimized separately to achieve the same performance (with some impractical assumptions) as JSCC. However, in these existing error resilient video coding schemes, the SW codes are only applied after predictive compression. Therefore, the SW codes are mainly or totally employed as channel codes, while ignoring their source coding capability.

In view that the source coding can be done by considering the reference symbol as a corrupted version of the predicted (current) symbol through a virtual channel, while the source coding result has to be protected by channel codes when being transmitted though a real error-prone channel, it is therefore logical to consider fusing the virtual and real channels together to form a combined channel. Consequently, a single channel code can be applied to the combined channel to correct both the virtual and real channel errors [125]. In this chapter, such an error-resilient video compression scheme is developed that uses a unified SW codec for the JSCC. The SW codec not only exploits correlation between the current frame (Wyner-Ziv frame) and its reference frame (key frames), but also protects against channel errors. Based on the efficiency analysis of the JSCC scheme, the coding scheme is applied to certain selected frames in a video sequence to stop the error propagation more efficiently. These frames are intra-coded using SW codes with the knowledge of both the channel statistics and the correlation to their reference frames, which differs from the scheme in [1] where these selected frames are predictively encoded and DSC protected. The design of the channel-aware joint source-coding algorithm will be presented in details in the following sections.

The remainder of this chapter is organized as follows. In Section 5.2, we review and analyze some existing DSC-based error resilient video coding schemes. In Section 5.3 we analyze the DSC-based joint source-channel coding scheme. In Section 5.4, the details of coding design for joint source-channel video coding are presented. Experimental results are shown in Section 5.5. We summarize this chapter in Section 5.6.
5.2 Review of DSC-based Error Resilient Video Coding Schemes

In this section, two representative DSC-based error resilient video coding schemes are reviewed.

5.2.1 DSC-based Error Resilient Predictive Video Coding

In [1], a well known error resilient video compression framework using DSC technique was proposed to tackle the error propagation problem. This scheme is illustrated in Fig. 5.1. In this scheme, all the video frames are firstly encoded using the H.264 [127] video encoder. The first frame is intra-encoded as “I-frame”, and all the subsequent frames are encoded predictively as “P-frames”. Furthermore, the motion vectors and the header information for each frame are adequately protected so that they can be reconstructed correctly at the decoder. The scheme focuses on stopping error propagation caused by the erroneously decoded residual data in the video. Certain frames are selected as “peg” frames and they are used to stop the error propagation when video sequences are coded and transmitted through lossy channels.

While encoding non-peg video frames, the H.264 encoder is applied unalteredly. On the other hand, for each peg frame, besides the header information, motion vectors, and residual data generated by the standard H.264 video encoder, additional data known as coset information from SW coder is generated to stop error propagation. To generate such protection information, block-wise Discrete Cosine Transform (DCT) and dead-zone quantization are applied to the peg frame. The quantization result is converted to normal bit-plane, and each bit-plane is input to SW encoder (LDPC encoder) and the parity check bits generated are protected and transmitted. This procedure is analogous to the DSC schemes for light-weight encoding [15, 55, 128]. The differences are: 1) The error resilient scheme uses erroneously reconstructed peg frame as side-information, while the light weight encoding scheme uses previously reconstructed frame; 2) The error resilient scheme determines the rate of parity check bits based on channel conditions, while the light weight encoding scheme obtains the rate in the
light of the correlation between current frame and its side-information frame.

From above, it can be clearly seen that the compression is achieved by the conventional predictive coding approach, while the SW code is only used to protect the frame data, where source coding and channel coding are carried out separately.

**5.2.2 DSC-based Error Resilient Fine Granularity Scalability Video Coding**

Another well known DSC-based error resilient video coding scheme was proposed for the fine granularity scalability (FGS) coding [2] which is shown in Fig. 5.2.

![DSC-based error resilient FGS video coding](image)

**Figure 5.2: DSC-based error resilient FGS video coding in [2].**

In this scheme, the base layer is encoded by conventional H.264 video encoder, while the enhancement layer is encoded using the DSC technique in such a way that the enhancement layer can be reconstructed correctly even when the base layer is corrupted by channel errors. The compression of the enhancement layer is achieved mainly by the quantization and coset partition (binning) step. As to be discussed in Section 5.3, the coset partition can achieve the same coding efficiency as the fixed length predictive coding schemes if the correlation between the to-be coded source and its side-information is known, although generally predictive coding outperforms coset partition. Then the SW code (LDPC code) is applied to protect the indices of the cosets. As in [1], the rate of the LDPC code is mainly determined by the channel statistics. At the decoder, the reconstructed base layer (with or without errors) is used as the side-information for LDPC decoding to
reconstruct of the enhancement layer.

Although the DSC approach of coset partition is applied for data compression, its robustness against reference errors is quite limited if the errors at the reference are large, which makes the decoding error increase drastically. In our view, the error resilience of the scheme is mainly attributed from the LDPC code. Note that the LDPC code is not helpful in further compressing the coset indices since the indices correlation is very low. In this sense, the SW codes are applied separately for channel coding (LDPC code) and source coding (coset partition).

5.3 Analysis of the DSC-based Joint Source-Channel Coding Scheme

In view of the effectively separated source and channel coding in the existing DSC-based error resilient video coding schemes discussed above, we propose a joint source-channel video coding scheme where a single SW code is applied to perform both source coding and channel coding simultaneously. In particular, the reference can be considered as a corrupted version of the current information and a virtual channel can be formed. Considering the reference may be corrupted by real channel errors, the virtual channel and the real channel can be fused to make a combined channel. A JSCC can be applied to the combined channel [125].

In the following, we analyze the effectiveness and achievable efficiency improvement of the joint source-channel scheme, while we will give the design for video coding in Section IV.

5.3.1 Efficiency Analysis of DSC-based Joint Source-Channel Coding vs. Predictive Coding with FEC in the Case of Channel Errors at the Reference Only

We consider the coset partition [107, 108] to illustrate qualitatively the effectiveness of DSC-based JSCC scheme. Assume that the source symbol $X \in \mathbb{Z}$ is a quantized observation at the encoder with its reference symbol (side-information) $Y$ only accessible at the decoder, and $X$ and $Y$ are correlated with $|X - Y| < d$. 
To encode $X$ by coset partition which is an interleaved quantizer, the coset index is obtained by

$$I = X Mod(D)$$

(5.1)

Hence, the coset index represents values with a minimum distance of $D$ from each other, which is transmitted instead of the difference $X - Y$ as conventional approaches. As long as $d < D/2$, we can reconstruct $X$ error-free from the coset indicated by the received index by using the value closest to the reference $Y$. An example of the coset partition is illustrated in Fig. 5.3a, where the top line shows the set of possible values for $X$ using small circles, and the following lines show cosets which partition the set. The small solid box shows the actual value, and the actual value lies in the first coset in the example. The dashed box shows the decoded value. This coset partition method requires a minimum number of $\lceil \log_2(D) \rceil$ bits to encode $X$ which is the same as that needed for a given reference $Y$ of the conventional predictive coding based on the fixed length code. In this sense, there is no compression efficiency loss in the absence of noise for the coset partition with a known correlation between the source and its reference.

Now we consider the case that the received reference is corrupted by real channel noise $n$ with $|n| < N$. In the conventional predictive coding, the noise will lead to mismatch between the encoder and the decoder. Reconstruction errors will propagate to all the subsequent symbols dependent on this reference. For the predicted symbol $X$ to be reconstructed correctly, channel codes must be applied to the reference to correct the noise. In contrast, using coset partition, the reconstruction error can be eliminated by simply increasing the minimum distance $D$. From Fig. 5.3b in the case of noise $n$ corrupting reference $Y$, it can be seen that as long as $d + N < D/2$ (corresponding to the shadowed region with length $D$), the noise can be corrected. $D$ can be increased with more cosets and hence more bits are used to represent the coset indices.

The example above has illustrated qualitatively the robustness against errors at reference using the DSC approach. Now we will show the improvement of coding efficiency quantitatively. Consider correlated binary sequences $X = x_1 x_2 x_3 ... x_L$ and $Y = y_1 y_2 y_3 ... y_L$ with i.i.d. and memoryless random variables and block length $L$. Compression can be achieved by coding $X$ dependent
Figure 5.3: An example of error resilient compression using coset partition.

on $Y$. Theoretically, the minimum rate required to make $X$ decodable given reference $Y$ at the decoder is the conditional entropy $H(X|Y)$ as a function of the conditional probability $p$ obtained as:

$$p = \frac{D_H}{L}$$ (5.2)

where $D_H$ is the Hamming distance between $X$ and $Y$. Hence,

$$H(X|Y) = H(p) = -p \times \log(p) - (1 - p) \times \log(1 - p)$$ (5.3)
It is known in DSC, a virtual Binary Symmetric Channel (BSC) with crossover probability \( p_v \) is assumed to connect \( X \) and its side-information \( Y \). \( H(p_v) \) is also the Slepian-Wolf bound [39]. Note that for any entropy function \( H(p) \) discussed throughout this chapter, we always consider \( 0 < p < 0.5 \).

The compressed \( X \) of length \( H(p_v) \times L \) and its reference \( Y \) are sent. We consider the real channel errors occur at the reference \( Y \) only without affecting the difference \( X - Y \). In the case of a real BSC with crossover probability \( p_r \), additional channel codes must be applied to \( Y \) in order to combat channel errors in conventional predictive coding. To correctly reconstruct the predicted symbol \( X \), protected \( Y \) and compressed \( X \) need to be sent at the total bit rate

\[
R_{\text{pred}} = \frac{L}{C} + L \times H(p_v) = L \times \left( \frac{1}{1 - H(p_r)} + H(p_v) \right)
\]  

(5.4)

where the BSC capacity \( C = 1 - H(p_r) \), and \( L/C \) is the bit rate for protection while \( L \times H(p_v) \) is the rate for compressing \( X \).

The virtual BSC with crossover probability \( p_v \) and the real BSC with crossover probability \( p_r \) can be fused to form a combined channel with the crossover probability being \( p_v + p_r - 2p vp_r \), when the virtual channel errors and the real channel errors are independent. With the same assumption as above that the real channel errors affect the reference only without distorting the syndrome or parity check bits generated by an SW encoder, the total number of bits required to correctly reconstruct the coded symbol \( X \) is

\[
R_{\text{joint}} = L + L \times H(p_v + p_r - 2p vp_r) = L \times [1 + H(p_v + p_r - 2p vp_r)]
\]  

(5.5)

Note that the reference \( Y \) is not protected which may be corrupted by channel noises. We know that \( 1/[1 - H(p_r)] > 1 + H(p_r) \) for \( 0 < H(p_r) < 1 \), which leads to \( R_{\text{pred}} > L \times [1 + H(p_r) + H(p_v)] \). The entropy function \( H(p) \) is concave and monotonically increasing for \( 0 < p < 0.5 \) [105], which leads to \( H(p_v + p_r - 2p vp_r) < H(p_v + p_r) < H(p_v) + H(p_r) \). Therefore, we can obtain \( R_{\text{joint}} < L \times [1 + H(p_r) + H(p_v)] < R_{\text{pred}} \), which suggests the total rate required to correct the reconstruction error of the predicted symbol \( X \) for terminating the error propagation can be reduced with the DSC-based joint source channel coding.
5.3.2 Comparative Efficiency Analysis in a More General Case

In a more general case, where the channel errors may corrupt both the reference and the syndrome (parity check) bits generated by an SW encoder, we consider a series of $M+1$ correlated binary information sequences $X^{(m)} = x^{(m)}_1 x^{(m)}_2 x^{(m)}_3 \ldots x^{(m)}_L$ with block length $L$, where $m \in [0, M]$. Dependent compression can be applied to $X^{(m)}$ based on its previous sequence $X^{(m-1)}$. The virtual channel crossover probability between $X^{(m)}$ and its reference $X^{(m-1)}$ is denoted as $p_v^{(m)}$. The minimum rate required to make $X^{(m)}$ decodable can be obtained using (5.2) and (5.3) given $X^{(m-1)}$ at the encoder.

Now we compare the rates required for different approaches to transmit the $M+1$ sequences $X^{(0)}, X^{(1)}, X^{(2)}, \ldots, X^{(M)}$ and reconstruct $X^{(M)}$ correctly for stopping error propagation. The first sequence $X^{(0)}$ is not coded, and the following sequences $X^{(m)}$ are coded dependently on their previous sequences $X^{(m-1)}$.

For the predictive coding scheme where the sequence $X^{(M)}$ is independently coded (i.e., intra refreshed) and protected to stop error propagation, leaving the previous symbols unprotected, the number of bits required is

$$R_{intra,rf} = L \times \left( 1 + \sum_{m=1}^{M-1} H(p_v^{(m)}) + \frac{1}{1 - H(p_r)} \right) \quad (5.6)$$

On the other hand, according to the scheme in [1], where the inter-coding of $X^{(M)}$ is performed based on $X^{(M-1)}$ while the SW code is generated to protect $X^{(M)}$, the number of bits required is

$$R_{[1]} = L \times \left( 1 + \sum_{m=1}^{M} H(p_v^{(m)}) + \frac{H((M+1)p_r)}{1 - H(p_r)} \right) \quad (5.7)$$

Note that the previous sequences are not protected as that for the intra-refresh scheme and the syndrome (parity check) bits generated by the SW encoder are protected by channel codes. The accumulated real BSC after $M$ times of error
propagation (with $M + 1$ erroneous sequences) is approximated as a cascade of $M + 1$ BSCs, each having crossover probability $p_r$ (the real channel crossover probability is used to approximate the error rate of reconstructed predictive differences). Thereby, the accumulated real BSC has a crossover probability of

$$\frac{1}{2}(1 - (1 - 2p_r)^{M+1}) = (M + 1)p_r + \sum_{k=2}^{M+1} f_k(M + 1)p_r^k,$$

where $f_k(M + 1)$ is the coefficient of $p_r^k$. Since small $p_r$ values (less than 0.1) are considered in this chapter, which lead to $p_r \gg p_r^k$ for $k \geq 2$, we further approximate the accumulated real BSC crossover probability to $(M + 1)p_r$.

Now we consider the DSC-based joint source channel coding approach, where the virtual BSC with crossover probability $p_v^{(M)}$ and the real BSC with crossover probability $p_r$ are fused to form a combined channel with the crossover probability $p_v^{(M)} + Mp_r - 2p_v^{(M)}Mp_r$. The accumulated real BSC crossover probability is approximated as $Mp_r$ since the side-information sequence for the SW coder is obtained after $M - 1$ times of error propagation. The total number of bits required to correctly reconstruct the predicted sequence $X^{(M)}$ is

$$R_{Joint} = L \times \left(1 + \sum_{m=1}^{M-1} H(p_v^{(m)}) + \frac{H(p_v^{(M)} + Mp_r - 2p_v^{(M)}Mp_r)}{1-H(p_r)}\right).$$

(5.8)

It has been shown experimentally in [1] that the scheme in [1] is more efficient than the intra refresh scheme for stopping error propagation in terms of bit rate, that is $R_{[1]} < R_{intra,rf}$ for highly correlated symbols such as frames in a video sequence. To compare the rate for our proposed scheme $R_{joint}$ against that for the scheme in [1] $R_{[1]}$, we carried out a Matlab simulation with varying variables, and observed that the relationship $R_{joint} < R_{[1]}$ always holds without any counter-example being found, although we have not found a mathematical proof for that. For an illustrative comparison, we plot the rates as a function of real channel crossover probability $p_r$ for different $M$ and $p_v^{(M)}$, assuming $L = 1$ and $p_v^{(m)} = p$ where $m \in [1, M]$. Since the two schemes are using the same method to code the non-peg frames, the plots only show the rates for peg-frames, which are $R_{peg}^{[1]} = L \times \left(H(p_v^{(M)}) + \frac{H(M+1)p_v)}{1-H(p_r)}\right)$ and $R_{peg}^{joint} = L \times \frac{H(p_v^{(M)} + Mp_r - 2p_v^{(M)}Mp_r)}{1-H(p_r)}$. From Fig. 5.4, it can be seen that our proposed scheme is more efficient than the scheme
in [1], and the rate improvement becomes more visible as \( p_r \) increases. We have also tested with many other different settings of \( M, p \) and \( p_r \), which exhibit the similar comparison results (not shown in the figure to avoid clutter).

5.4 DSC-based Joint Source Channel Coding Design for Video

As analyzed above, a single SW code is able to accomplish both the data compression (source coding) and protection (channel coding) tasks jointly in a more efficient way. We now apply the DSC-based joint source-channel coding scheme for error resilient video coding and present the codec design in details.

As in [1], we consider the channel aware scenario where the real channel statistics is known, and in practise it can be obtained using training sequences. Same as that in [1], we use certain P-frames known as “peg” frames to stop the error propagation, and we assume that the first frame is an I-frame with all the subsequent non-peg P-frames \( F^{(m)} \) inter-coded predictively from previous frames \( F^{(m-1)} \), where \( m \) is the frame number. Different from [1], where the peg frames are also inter-coded with protection by DSC scheme, the peg frames in our proposed scheme are intra-encoded using a unified SW code with the knowledge of the channel statistics and the source correlation. By assuming that the motion vectors and the header information for each frame are adequately protected so that they can be reconstructed correctly at the decoder as in [1], we focus on correcting the reconstruction errors caused by the loss of residual data during the transmission.

The LDPC code with belief propagation decoding algorithm has been shown to be a near Shannon Capacity error correcting code, and widely applied in distributed source coding with performance close to the SW bound. A recently proposed LDPC-Accumulated (LDPCA) code [46] which accumulates the syndrome bits from conventional LDPC code outperforms the LDPC code by a small margin with the advantage that different rates can be achieved without altering the generating matrix. We will consider the LDPCA code as the SW code in the following section.
Figure 5.4: Comparisons of $R_{[1]}^{peg}$ and $R_{joint}^{peg}$. 
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Figure 5.5: The proposed encoder for DSC-based joint source-channel video coding.

5.4.1 Encoder

The encoder of the proposed scheme is shown in Fig. 5.5. For non-peg frames, H.264 (baseline profile) video encoder are applied. For peg frames, our scheme only transmits syndrome bits generated by a single SW encoder (LDPCA encoder) without sending any residual data from H.264 encoder. The encoder of the peg frames contains the following four major constituents.

5.4.1.1 Motion Estimation and Prediction

Motion estimation and prediction based on H.264 is performed and motion predicted frame $F_{pred}$ is generated to obtain a good reference for the DSC coding of the peg frames. Furthermore, the motion vectors for the peg frames are adequately protected (thus no error) and transmitted as that for non-peg frames. Note that we are emphasizing on the error resilient video coding, the peg frame is allowed to communicate with its reference unlike the situation in DSC systems with light weight encoder.
5.4.1.2 DCT and Quantization

4 × 4 block-wise DCT is performed to both the peg frame $F_{\text{peg}}$ and motion predicted frame $F_{\text{pred}}$, and the DCT coefficients are quantized using the H.264 dead-zone quantizer.

5.4.1.3 Forming Bit-Planes

After block-wise DCT and quantization, the peg frame consists of $K$ 4 × 4 DCT blocks, and each block comprises 16 coefficients. The DCT coefficients with the same coordinates from each block are grouped and form vectors with length $K$. Each element of a coefficient vector is converted to its binary representation and bit-planes with length $K$ are formed. Bit-planes are generated for the motion predicted frame using the same method.

5.4.1.4 Joint Source-Channel Encoding with LDPCA Code

Before we apply the LDPCA code to encode the bit-planes, the number of parity check bits needs to be determined. We assume the real Binary Symmetric Channel (BSC) crossover probability to be $p_r$. Note that other types of channels can be converted to BSC. For example, the conversion between BSC and AWGN channel can be made based on the equation:

$$\left( \frac{E_s}{N_0} \right) = -\log(2\sqrt{p_r(1-p_r)})$$  \hspace{1cm} (5.9)

where $\frac{E_s}{N_0}$ is the Symbol Error Ratio of the AWGN channel. If one frame is selected to be a peg frame for every $M + 1$ frames, $M \times p_r$ will be approximate as the accumulated real BSC crossover probability with small $p_r$ used.

(5.2) can be applied to obtain the virtual BSC crossover probability $p_{ij}(l)$ between the $l$-th corresponding bit-planes of DCT coefficient with coordinates $i, j$ from peg frame and its motion predicted reference frame. Total crossover probability $p_{\text{total}}(l)$ of the combined channel can be obtained as $p_{v_{ij}}(l) + M \times p_r - 2p_{v_{ij}}(l) \times M p_r$. The rate of the LDPCA code can be obtained by applying (5.3) to $p_{\text{total}}(l)$. If $p_{\text{total}}(l)$ is greater than a threshold, it means the correlation is too low so that the bit-plane of the peg-frame could not be coded with DSC.
approaches. In this case, the bit-plane will be intra-coded and protected instead if it is related to a significant bit-plane of a low frequency coefficient, or it will be discarded otherwise. In our experiments, the value of $Th$ was set to be 0.25, which is found to have little effect on the results as long as the selection of the threshold is in the range of 0.23-0.25.

Different from the scheme in [1], where the SW code is used to be a channel code to protect the peg frames as auxiliary to the residual data inter-encoded by H.264 video codec, our scheme compresses and protects the peg frames at one go based on DSC without the inter encoding. In other words, our scheme uses a unified SW code to achieve joint source-channel coding.

5.4.2 Decoder

For non-peg frames, the standard H.264 video decoder is applied. The structure of the proposed peg frame decoder is shown in Fig. 5.6.

![Decoder Diagram](image)

Figure 5.6: The proposed decoder for the peg frames.

The decoder first generates the motion predicted reference frame using previously reconstructed frame and the received motion vectors of the peg frame. Next, Block-wise DCT, quantization, bit-plane organization are performed in the same way as that at the encoder. With the inputs of the bit-planes and the received syndrome bits of the peg frame, LDPCA decoder generates the bit-planes of the peg frame. Finally, the reconstruction step includes converting bit-planes of peg frame to DCT coefficients, de-quantization, inverse DCT, and followed by optional de-blocking filtering as that in H.264.
5.5 Simulation Results

Simulations are carried out to compare the proposed joint source-channel video coding schemes against the DSC-based scheme \([1]\) for eliminating the error propagation problem. Simulation results are provided for six different qcif sequences encoded at 30\( \text{fps} \). One frame is set to be a peg frame for every five frames, e.g., Frame 5,10,15,..., which are used to recover from error propagation.

The coded video stream is transmitted over a BSC with crossover probability \(p_r = 0.01\). Fig. 5.7a and Fig. 5.7b plot the decoded in peak signal-to-noise ratio (PSNR) results of Frame 1 to 30 for “Foreman” and “Mother and daughter” sequences, respectively. As can be seen from the figure, the peg frames are successfully recovered at Frame 5, 10, 15, ..., 30 for both the scheme in \([1]\) and our proposed method, thus stopping the error propagation. The negligible loss in PSNR for the recovered peg frames is due to discarding some low correlated bit-planes. We use the LDPCA codes proposed in \([46]\) for all the simulations. The rate of LDPCA code is calculated as discussed the previous section. A small amount of feedbacks for addition syndrome bits of the LDPCA code are allowed to achieve the successful LDPCA decoding. We also use Reed-Solomon code to protect the syndrome bits and the parameters of the code are adjusted to ensure the syndrome bits are received correctly.

Fig. 5.8 compares the number of bits required for the peg frames to recover from error propagation with the two compared schemes for \(p_r = 0.01\). From the plots, it can be seen that our scheme saves up to about 10% bits than the scheme in \([1]\) which shows our scheme is more efficient. Note that bits used for non-peg frames are the same for the two approaches since the same coding method of H.264 coder is applied. Compared to our analytical simulation results plotted in Fig. 5.4b, which shows about 20% rate improvement at \(p_r = 0.01\), the rate improvement in the practical video coding is reduced, of which the major reason is that the relatively poor coding efficiency of the SW coding (LDPCA coding) compared to that of the entropy coding used in H.264 discounts the proposed joint source-channel coding gain.

Fig. 5.9 presents the rate-distortion performance comparison of peg frames for different sequences. The rate-distortion performance with the conventional FEC
Figure 5.7: Decoded PSNR comparisons with $QP = 28$ and real BSC crossover probability $p_r = 0.01$. 
Figure 5.8: Peg frame bit rate comparisons with $QP = 28$ and $p_r = 0.01$. The code protected intra refresh approach is also in Fig. 5.9. For a fair comparison,
the peg frame rate and intra refresh rate are the same as 6 fps for the 30 fps video sequences in view of one peg frame among every five frames. In Fig. 5.9, the QPs are 16, 20, 24, 28 for “Foreman”, “Mother and daughter”, “Hall monitor” sequences and 24, 28, 32, 36 for “Coast guard”, “Stefan”, “News” sequences, respectively. It can be seen that in the case of channel errors, our scheme consistently outperforms the scheme in [1] due to less rate required to recover from channel errors. The improvement tends to be more significant with higher rates.

5.6 Summary

Recently, several error resilient schemes have been proposed to tackle the error propagation problem in the motion-compensated predictive video coding based on a promising technique – distributed source coding (DSC). However, these schemes mainly apply the distributed source codes for channel error correction, while under-utilizing their capability for data compression. A channel-aware joint source-channel video coding scheme based on DSC is proposed to eliminate the error propagation problem in predictive video coding in a more efficient way. It is known that near Slepian-Wolf bound DSC is achieved using powerful channel codes, assuming the source and its reference (also known as side-information) are connected by a virtual error-prone channel. In the proposed scheme, the virtual and real error-prone channels are fused so that a unified single channel code is applied to encode the current frame thus accomplishing a joint source-channel coding. Our analysis of the rate efficiency in recovering error propagation shows that the joint scheme can achieve a lower rate compared with performing source and channel coding separately. Simulation results show that the number of bits used for recovery from error propagation can be reduced by up to 10% using the proposed scheme compared to Sehgal-Jagmohan-Ahuja’s DSC-based error resilient scheme.
Figure 5.9: Peg frame rate-distortion comparisons with different schemes ($p_r = 0.01$).
Figure 5.9: Peg frame rate-distortion comparisons with different schemes ($p_r = 0.01$).
Chapter 6

Conclusions and Future Works

6.1 Conclusions

Motivated by some emerging applications which require encoder with low complexity and power consumption, distributed source coding which employs a reversed architecture compared with conventional centralized source coding, has received increasing research interests. Inspired by the theoretical results and the popularity of portable wireless communications, the application of DSC on video, namely, distributed video coding (DVC) has become a promising paradigm to investigate encoders with low complexity and high coding efficiency for wireless video communications. Meanwhile, DVC can find more applications in the areas of error resilient video coding, scalable video coding, multiple description video decoding and multi-view video coding.

Despite the encouraging DSC theories and its successful coding results for ideal cases, there is still a remarkable performance gap between DVC and traditional centralized video coding (CVC). This performance difference is actually caused by the channel-code based distributed source coding inefficiency, side-information estimation unreliability and correlation prediction inaccuracy, which should be addressed to enhance the performance of the DVC systems.

In this thesis, we have studied three schemes to enhance the coding efficiency of distributed video coding by using the adaptive nested lattice quantization as well as exploiting high-order statistical correlation. We have also studied the
error resilient video coding by applying distributed source coding based joint source-channel coding approach. Major contributions are summarized as follows.

Firstly, by analyzing the two different coset partition methods, We have proposed an adaptively integrated coset partition approach for distributed video coding based on the prediction of block-wise correlation noise in video sequences. The proposed adaptive scheme attempts to maintain the advantages of both the schemes, while suppressing their respective disadvantages. In particular, a large decoding error caused by coset channel coding due to a large correlation noise can be avoided by switching to the SQ based binning method, while the conventional coset channel coding can achieve binning-error-free decoding with high compression ratio in the case of a small correlation noise. The encoder and decoder design based on the proposed scheme has been presented. In addition, by further studying and analyzing the two binning approaches, an adaptive 1-D nested lattice quantization scheme has been proposed according to the Laplacian distribution model of correlation noise between the source and its side-information. The optimized selection of parameters in the proposed scheme has been developed using a coarse approximation model for the correlation noise. The experimental results have demonstrated that the proposed adaptive schemes are able to achieve significant coding gain over the non-adaptive DVC schemes.

Secondly, through our investigation, we have found that the Laplacian correlation noise estimation is insufficient to provide highly accurate symbol probability prediction to enhance the performance of DVC, which was previously believed to be the only key to exploit the statistical correlation. By recognizing the importance of exploiting high order correlation, we have proposed a novel high order correlation estimation scheme in wavelet domain DVC, which exploits the inter-coefficient correlation across scales inspired by the self-similarity property, as well as the inter-bit correlation based on the statistical information from the neighboring bits. All the correlation estimation results are further integrated to obtain the enhanced a priori probability prediction for current bit which is used in the SW decoding for higher coding efficiency. Our proposed scheme has been implemented on the MRMR based DVC framework. Experimental results have justified the success of the proposed scheme, by showing significant coding gain over the original MRMR scheme. With the results of our work, the future DVC
research may focus on the exploiting other types of high order correlation in addition to the modeling of Laplacian distribution in order to further narrow down the performance gap.

Thirdly, by using the distributed source coding technique, where a virtual channel is assumed to connect the current information and its reference, a combined channel can be fused with the virtual channel and the real channel. Therefore, a unified single channel code may be applied to this combined channel for joint source-channel coding. Based on this principle, we have proposed a channel-aware error resilient video compression scheme using DSC-based technique. By applying a single SW code to peg frames for both compression and data protection purposes, these frames are used to stop error propagation. We have analyzed the rate efficiency improvement of the joint source-channel coding scheme over the separate source and channel coding scheme. Simulation results have validated the proposed scheme which requires a lower bit rate to successfully recover from error propagation compared to Sehgal-Jagmohan-Ahuja’s scheme in [1] in the event of channel errors.

6.2 Recommendations for Future Work

Some possible directions of the future DVC research are listed as follows:

6.2.1 Side-information Estimation

The long standing and key problem for DVC is the side-information (SI) estimation, and the difficulty lies in that decoder must construct SI from previously decoded data with minimum distance to the Wyner-Ziv (WZ) encoded data which it does not know. The recent report has demonstrated the progressive motion refinement scheme [24], which learns motion for higher layers from the lower layers, is more promising than other widely used approaches such as CRC based, hash based and interpolation/extrapolation based ones. More accurate decoder motion estimation results are expected by improving such approach, including enhancing the initial SI construction quality for the lowest frequency band, developing advanced learning method to obtain better motion prediction for higher
bands based on lower bands. Meanwhile, since no motion vector is required for transmission in DVC, multiple references are possible. Hence, taking advantage of multiple references is another important way to improve SI quality. In addition, more motion estimation modes can be employed in DVC than that in CVC, such as varying block sizes, rotating and zooming modes.

6.2.2 Correlation Estimation
As described earlier, an accurate knowledge of the correlation between source and side information is essential to the coding efficiency of the channel coding based SW coder, to minimize reconstruction errors during de-quantization using side-information, and to achieve encoder rate control of the SW code. Therefore, the rate-distortion (RD) performance of a DVC system strongly depends on its capability to estimate the correlation model and its parameters. Our research has shown the significance of exploiting high-order correlation among the sources. Apart from the wavelet domain inter-coefficient and inter-bit correlation exploited in our work, more types of correlation are expected to be exploited not only in wavelet domain, but also in DCT domain and pixel domain.

6.2.3 Rate-distortion Optimization for DVC
It is well known that the traditional video coding benefits a lot from its rate-distortion optimization (RDO). However, RDO has never been considered in DVC. To achieve a RDO framework for DVC, adaptive mode design and selection with high coding efficiency and low complexity should be considered. Different modes in block level, frequency band level and bit-plane level for adaptive coding strategies may be designed taking into account the varying characteristics of video signal especially for high motion and occlusion regions.

6.2.4 Error Resilient Video Coding
Recently, distributed source coding based error resilient video coding has attracted a lot of research interests with approaches such as joint source-channel schemes and joint multiple description-distributed video coding schemes. Al-
though in these schemes, encoders are allowed to communicate with each other, feedback channel is still utilized to achieve the best performance. However, the feedback channel may be unavailable in some practical situations. Therefore, removing the feedback channel should be considered for these cases. More specifically, encoder need to estimate the required rate taking into account the channel conditions, the quality of side-information and the possible overhead information to achieve a rate-distortion optimized performance.

6.2.5 Removal of feedback channels in SW coding

Currently, good performance of DVC/DSC systems highly replies on the usage of feedback channels, which ensure successful decoding with minimal coding rates. However, transmission of addition bits upon requests from the feedback channel and re-decoding can cause large delay, and more importantly, the feedback channel may not available in many practical scenarios. Therefore, a future work could be removal of the feedback channel at limited cost of rate-distortion performance loss. Apart from the correlation noise based encoder rate estimation techniques described in Chapter 2, it is necessary to investigate rate-distortion performance of the SW codes in the case of unsuccessful decoding. In particular, SW codes should be designed to minimize the decoding error when insufficient protection bits are received.
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