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Abstract

Lighting geometry, which refers to the relationship between lighting conditions, object geometry or appearance and various lighting interaction phenomenons, is a fundamental issue in many computer graphics and computer vision problems. The challenges of lighting geometry related problems lie in the complex interactions between environment lights and objects, the diversity of lighting sources, the high computational cost and so on. This thesis investigates two specific lighting geometry related topics: environment matting and 3D reconstruction, where the former is with controllable lighting conditions and the latter is with general unknown illumination conditions. Our goal is to design and develop some effective and efficient algorithms which exploit lighting geometry property to improve the performance of the existing algorithms.

First of all, considering that the state-of-the-art real-time environment matting and compositing method is short of flexibility, in the sense that it has to repeat the entire complex matte acquisition process if the distance between the object and the background is different from that in the acquisition stage, and also lacks accuracy, in the sense that it can only remove noises but not errors, we introduce the concept of refractive vector and propose to use a refractive vector field as a new representation for environment matte. Such refractive vector field provides great flexibility for transparent object environment matting and compositing. Particularly, with only one process of the matte acquisition and the refractive vector field extraction, we are able to composite the transparent object into an arbitrary background at any distance. Furthermore, we introduce novel light vector field fitting algorithms to simultaneously remove both noises and errors contained in the extracted matte data. Experimental results show that our method is less sensitive to artifacts and can generate perceptually good composition results for more general scenarios.
Second, considering that the existing high-quality environment matting methods usually require the capturing of a few thousand sample images and spends a few hours in data acquisition, we propose a novel environment matting algorithm to capture and extract the environment matte data effectively and efficiently. Particularly, the recently developed compressive sensing theory is incorporated to reformulate the environment matting problem and simplify the data acquisition process. In addition, taking into account the special properties of light refraction and reflection effects of transparent objects, two advanced priors, group clustering and Gaussian priors, as well as other basic constraints are introduced during the matte data recovery process to combat with the limited image samples, suppress the effects of the measurement noise resulted from data acquisition, and faithfully recover the sparse environment matte data. Compared with most of the existing environment matting methods, our algorithm significantly simplifies and accelerates the environment matting extraction process while still achieving high-accuracy composition results.

Finally, we consider the problem of high-quality 3D reconstruction under unknown illumination using the joint multi-view stereo (MVS) and photometric stereo (PS) technique. We take into account the property of lighting geometry and propose to use total variation term to constrain the light function recovery. Our algorithm can refine the 3D object model and recover the lighting conditions simultaneously. Comparing with many previous methods, our method can provide a significant computational saving and is compatible with traditional MVS methods without the need for extra images.
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Chapter 1

Introduction

1.1 Background

As a very important natural phenomena, lighting always attracts many attentions of experts not only from physics and optics but also from computer graphics and computer vision. In particular, lighting is one of the most fundamental problems in computer graphics and vision research fields, especially playing a very important role in the traditional graphics pipeline\(^1\). On one hand, for the modeling stage of the pipeline or some related computer vision problems, lighting is a lasting and challenging topic and influences a broad range of practical applications, including specular and shadow analysis [106, 85, 92, 113, 93, 34], 3D geometry acquisition [71, 55, 133, 13, 131], object material acquisition [109, 27, 54, 122], object detection and tracking [77, 79, 91, 58, 83, 94], etc. On the other hand, for the rendering part of the pipeline, to model and illustrate various illumination effects accurately, various lighting models are introduced, such as, Lambertian reflectance model [3], Phong shading model [5] and Bidirectional reflectance distribution function (BRDF) [2], etc; meanwhile, to calculate and render such illumination effects realistically, many techniques, for example, ray tracing [8], beam tracing [1], photon mapping [6] and pre-computed radiance transfer (PRT) [7] algorithms, have also

\(^1\)Generally speaking, lighting is crucial to the illumination part in graphics pipeline, actually, it is also of great importance in the modeling part since it can help to improve the modeling accuracy [141].
been proposed in recent decades.

In particular, it is obvious that those complicated illumination effects highly depend on the environment lights, object geometry and their interactions. Therefore, we consider to combine these aspects together and propose to investigate the new lighting geometry problems which refers to the physical relationship between the lighting conditions, the object geometry or appearance information and the various lighting interaction phenomena that are recorded or reflected in images pixels or real worlds, that is, the underline connections between different stages in general graphics pipeline. Generally speaking, if the object illumination results are already known, any problems that aim to calculate a 3D object model or its surface appearance through lighting conditions, or recover lighting sources information from object shape and appearance knowledge can be classified as the lighting geometry problems.

Such natural illumination effects are very complicated because we need to consider many factors, including light emission, transportation, reflection and refraction and so on. Various lighting geometry topics can be found in computer graphics and vision areas.

- Image-based relighting and rendering (IBRL). Image-based relighting and rendering, which requires to relight and render the real object or scene under arbitrary natural or synthetic illumination conditions without calculating any 3D information, is a typical example of lighting geometry problem and has attracted lots of research interest in computer graphics. In IBRL, complex lighting effects such as subsurface scattering, interreflection, shadowing, mesostructural self-occlusion and other relevant phenomena can be simulated accurately. The main advantage of IBRL is that its computational cost is independent of scene complexity because the rendering process is actually a process of manipulating image pixels, instead of recovering 3D object models and simulating light transport. According to the scene/illumination information acquisition methods, IBRL techniques can be generally classified into
three categories: Reflectance function-based, Basis function-based and Plenoptic function-based algorithm [23].

- Environment matting and compositing. Environment matting and compositing problem is a special case of IBRL which mainly focus on modeling and calculating the complex light refraction and reflection effects of transparent objects. According to the principle of optical path reversibility [18], environment matting problem can be solved by using similar methods of IBRL but under more restrict requirements: the lighting condition is controllable and the transparent object is placed in a dark room to avoid the influence of ambient light and environment light.

- 3D reconstruction. 3D reconstruction is another popular lighting geometry problem, in which the lighting information plays an important role. For one thing, controllable lighting offers great help to recovery the object geometry. As illustrated in photometric stereo (PS) [124, 141], which is a popular 3D reconstruction technique, the object surface normal can be obtained from point shading cues under varying controlled illuminations (e.g. know light directions and intensities) and then the object shape can be recovered by integrating all surface points’ normal and position information. Meanwhile, when the lighting condition is uncontrollable, researchers need to focus on how to calculate the general illumination conditions first, and then use such lighting conditions to recover object geometry. Furthermore, lighting can be used to capture the object geometry directly. One example is the structure lighting technique [123], which projects the coded structure lighting patterns onto object surface, records the reflected patterns by one or more cameras and reconstructs the shape of the recorded 3D objects via triangulation of the optical rays corresponding to projector and camera pixels. To recover a high quality 3D model, it requires a large number of sample images and very high computational cost during the model recovery process. Note that the recent developed *Kinect* equipment
can capture the 3D object model in real-time but with much measurement noise and very low resolution.

Therefore, we can see that the lighting geometry problems are of great importance in computer graphics and computer vision. They are worthwhile to be investigated further.

1.2 Objective and Research Scope

Lighting geometry problems have a lot of challenges mainly in the following aspects:

- The interactions between the environment lights and objects are too complex. According to aforementioned analysis of lighting effects, the environment lights can be reflected, refracted and transmitted by the objects while the objects can also emit lights by themselves. In some practical applications, it is too complicated to consider and model all kinds of lighting effects together for the target lighting geometry problem.

- The environment light sources are diverse. In real worlds, there are a wide variety of light sources, such as, sun light, fluorescent lamp, incandescent light, LED light, etc, and different types of light shapes including point light, bar light, ring light, plane light and so on. It is hard to model the illumination conditions of arbitrary unknown environments accurately.

- The computational cost is very high. Since the light interactions and lighting conditions are very complicated and the object geometry is arbitrary, such lighting geometry problems are often of very high dimension and require large computational cost. For example, when the environment lighting conditions are complex, the IBRL technique requires to capture a large number of sample images and build a complicated environment lighting model to approximate the general real lighting condition; to obtain an accurate 3D object model with high-frequency surface
details, a large number of sample images and high computational cost are also unavoidable.

In this thesis, we mainly focus on two specific lighting geometry related topics: environment matting and 3D reconstruction, which are just two typical problems corresponding to different parts of the graphics pipeline. As mentioned before, the former topic belongs to the render stage which not only extract the environment light information but also render the light transmission, reflection and refraction effects of the transparent object while the latter one aims to recover an accurate object 3D model using lighting priors in the modeling part. Our goal is to design and develop some effective and efficient algorithms which exploit such lighting geometry property to improve the performance of current environment matting and compositing techniques and 3D reconstruction algorithms.

Specifically, this thesis aims to tackle the above challenges in the following aspects:

- Improve the flexibility of conventional real-time environment matting and compositing techniques by introducing the new concept of refractive light vector field as the new representation for environment matte, which can better illustrate the essence of light refraction phenomenon; moreover, to improve the accuracy of extracted matte data we propose a novel piecewise vector field fitting algorithm to simultaneously remove both noises and errors contained in the captured matte data;

- Simplify the sample image acquisition process and accelerate the matte recovery process by incorporating the compressive sensing theory into high-quality environment matting extraction problem. In order to suppress the measurement noise and faithfully recover the sparse environment matte data with limited sample images, we propose to use the group clustering and Gaussian priors during the matte extraction process;
• Reduce the computational cost of 3D reconstruction problem under general unknown illumination conditions by investigating the property of the lighting conditions on object surface. According to surface shading cues, we propose a novel optimization framework that can refine the object models and calculate the piecewise constant illumination conditions simultaneously.

1.3 Summary of Contributions

The major contributions of this thesis include:

• We introduce the new concept of refractive light vector and propose to use a refractive light vector field as the new representation for environment matte, which provides great flexibility for environment matting and compositing of transparent objects. Furthermore, we propose a piecewise vector field fitting algorithm to simultaneously remove both noises and errors contained in the extracted matte data, which makes our proposed environment matting method less sensitive to artifacts and suitable for more general sceneries;

• We propose to incorporate the recently developed compressive sensing theory into high-quality environment matting problem to simplify the data acquisition process, reduce the sample image number and the computational cost for environment matte recovery. Taking into account the special properties of light refraction and reflection effects of transparent objects, the group clustering and Gaussian priors are introduced during the matte data recovery process. These two constraints can efficiently combat with the limited sample images, suppress the measurement noise and faithfully recover the sparse environment matte data. Compared with most of the existing methods, our algorithm significantly simplifies and accelerates the environment matting extraction process while still achieving high-accuracy composition results;
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- We analyze the property of the surface illumination conditions of Lambertian objects under general environments and propose a piece-wise constant constraint on object surface lighting conditions. Then we introduce a novel optimization framework for 3D model refinement by utilizing such light constraint and photometric cues. Based on piece-wise constant light priors, our optimization framework can refine the object model and recover its light condition simultaneously. Comparing with many previous methods, our method is effective, efficient and compatible with traditional MVS methods without capturing any extra images.

In next section, we introduce the organizations of the thesis. Readers can jump to the part of their particular interest.

1.4 Thesis Organizations

The rest of this thesis is organized as follows. In chapter 2 we give a rough literature review, about the existing environment matting and compositing approaches, the recently developed compressive sensing theory and the current existing 3D object reconstruction algorithms. In chapter 3 we will present the new concept of refractive light vector field and introduce the vector field fitting algorithms to remove the artifacts in real-time environment matte extraction method. In chapter 4 we will introduce our novel compressive environment matting framework and some important priors that can significantly simplify and accelerate the high-quality environment matting extraction process, reduce the computational cost while achieving high-quality compositing results with the limited sample images. In chapter 5 we will present our novel joint mesh refinement and light function recovery framework that can simultaneously refine the object model and recover its surface illumination results. Finally we will summarize this thesis and discuss the direction of our future work.
Chapter 2

Literature Review

In this chapter we give a review about the related works. To begin with, we introduce the environment matting and compositing approaches which consider the light refraction and reflection effects of transparent objects. Then we review the recently developed compressive sensing theory that is to be used in our research, as well as its applications. Finally, we summarize the existing 3D object reconstruction algorithms.

2.1 Environment Matting and Composition Techniques

2.1.1 Image-Based Environment Matting and Compositing

In digital image editing, matting and compositing are two fundamental techniques [105]. Conventional image matting and composition techniques handle opaque objects, which extracts a foreground object of arbitrary shape and its related information from a source image, and the process of compositing places the foreground object over an arbitrary background using the matte to control the contribution. Usually such image matting and compositing techniques can generate fantastic visual effects, but they have difficulty in handling transparent objects which often exhibit refraction and reflection phenomena.

To directly fetch the light refraction and reflection information from uncalibrated source images is almost impossible. Environment matting and compositing algorithms are therefore developed, which generalize the conventional matting and compositing by incorpo-
rating the information of how a foreground object refracts and reflects light from the environment.

On the other hand, according to the principle of optical path reversibility [18], environment matting techniques can also be interpreted as its inverse problem–image based relighting which is based on directly measuring surface. Similar to image-based relighting algorithms, to fully recover the refraction and reflection information of a transparent object, the straightforward “brute force” method is to illuminate the object by only one point light at a time and sweep over the whole background image as the raster scanning method. The complexity of such method is $O(n^2)$ where $n^2$ is the area of the environment around the target object. Such time complexity can be reduced to $O(\log n)$ by hierarchy of progressively finer patterns [57, 52, 97]. Enlighting by these algorithms, Zongker et al. [144] first proposed the formula of environment matting as:

$$C = F + (1 - \alpha)B + \Phi = F + (1 - \alpha)B + \sum_{i=1}^{m} R_i M(T_i, A_i) \quad (\text{Eq. 2.1})$$

where $R_i$ is new reflectance coefficient for certain region $A_i$ located at background texture $T_i$, and $M$ is the “texture mapping operator” [144]. Compared to traditional image matting approaches, the additional special refraction and reflection properties of the transparent object are represented by $\Phi$ in this model. To solve this environment matting problem and recover $\Phi$ value, horizontal and vertical strip patterns are typically used and emitted onto a scene and then images of the transparent object under such patterns are captured, where the structured backgrounds consist of a hierarchy of finer and finer horizontal and vertical square-wave stripes. Finally the environment matte of each foreground point (or pixel) is calculated and represented by a reflection coefficient and a corresponding rectangular area on background.

There are still two shortcomings in this environment matting algorithm. First, if the background is a $k \times k$ pixel grid, $O(\log k)$ images are needed, which makes the capturing
process complicated and time-consuming. Second, the background patterns used in [144] are axis-aligned rectangular patterns, which results in a lot of excessive blurring and aliasing in the compositing results. Later on, Chuang et al. [24] proposed two extensions to enhance the usability of the environment matting algorithm of [144]. The first extension aimed to improve the accuracy of the matting results by using 2D oriented Gaussian pattern instead of axis-aligned rectangle to recover light spatial variation and dispersion effects as well as multiple mappings of texture, which can better approximate the bidirectional reflectance distribution function (BRDF) model. The second extension was targeted to achieve fast/real-time environment matting by making certain assumptions and simplifying the matting process to the one with only one picture captured against a special backdrop. The real-time environment matting is more practical and has been widely used in many applications. However, this real-time method is sensitive to artifacts, for which the anisotropic filter [120] was used in [24] to eliminate the artifacts caused by noises.

There also exist some other solutions for environment matting and compositing problems. For example, Wexler et al. [121] captured a series of images of the foreground transparent object with a moving background and recovered a clean background image without the foreground object by using some computer vision techniques [61, 110]. After that, a probabilistic model is used to extract the matte by assuming that each background pixel has a certain probability to make contribution to the final color of certain foreground pixel. With some priors the environment matte of the transparent object can be recovered. This algorithms is able to work under uncontrolled conditions without any knowledge of the background patterns, but the final matte result heavily depends on the accuracy of the computed clean background, which requires large number of image samples. To reduce the number of image samples, Peers and Dutré [86] applied wavelet transform used in image compression [11, 31] to decompose an image into a combination
of sets of basis vectors. If proper basis vector sets to represent the background image can be estimated, the number of image samples can be reduced significantly. Similarly, Zhu and Yang [143] introduced a frequency-based method to solve environment matting problem. The background patterns they used consist of signals of different frequencies at different regions. The environment matte data is calculated by finding a mapping between a foreground point and background regions that have the same frequency response after Fourier transform.

In summary, most of the existing image based environment matting algorithms, especially the wavelet method [86] and the frequency-based method [143], require a large number of image samples, which makes the capture process very complex and time-consuming.

2.1.2 Model-based Environment Matting and Compositing

Compared with image-based methods, the model-based environment matting is based on some known object models and can also synthesize the results of transparent objects under arbitrary environment conditions. As we know, there is a similar concept in computer graphics named “environment map” [46, 49], which is usually used to reduce the complexity and time costs when rendering diffusive and specular materials. Some algorithms have been developed to render a target object with refraction and reflection property into new environment. For example, Blinn et al. [15] used the environment mapping technique that calculates the environment reflection result. Greene [46] added some shading effects into Blinn’s method. Voorhies et al. [116] used texture mapping hardware to accelerate the rendering process of such environment mapping method and achieve an interactive rate. Kay et al. [67] also developed an approximated method that can reduce the time complexity to render a refractive object.

In another aspect, the light transportation procedure can ideally be recovered if an accurate geometric model of the object and its refractive indices are available. Then the
result of the transparent object under new background can be rendered by modern ray
tracing techniques [41, 103] and can sometimes be achieved at an interactive speed [118].
However, the final rendering result are often unsatisfactory due to the following limita-
tions. First, it is difficult to obtain an accurate geometrical shape of the transparent
object using traditional 3D laser scanning equipments. Second, the material of the ob-
ject may not be homogeneous everywhere and thus the transportation route changed
inside the transparent object is complex which can not be accurately simulated using the
state-of-the-art algorithms.

2.1.3 Other Related Researches

There are also some interesting researches on transparent objects which combine envi-
ronment matting with other techniques. For example, Matusik et al. [75] built a com-
plex light stage system, which consists of a turntable, a set of cameras and lights, and
monitors. The system can capture environment matting under multiple viewpoints and
reconstruct 3D visual hull of transparent objects and their surface reflectance field. In
this way, a transparent object can be synthesized under new viewpoints, background and
illuminations. Moshe et al. [14] used a moving camera to capture a transparent object
and tracked some feature points inside the object. Then, based on the pre-calculated
camera motion and the refracted light direction, an approximate shape of the object can
be estimated. Agarwal et al. [9] used the optical flow method to track and simulate the
refractive effect of a transparent object from a video sequence of the object in front of a
moving background. All these methods involve 3D reconstruction of a transparent object
and their computational complexity is very high. Other studies on the 3D reconstruction
of transparent (or specular) objects include [78, 134, 80, 82, 81, 69, 70, 135].
2.2 Compressive Sensing Theory and Applications

The recently developed compressive sensing theory (CS) demonstrates an efficient way to reconstruct sparse signal with a small number of measurements. Suppose there is an unknown vector $x \in \mathbb{R}^n$ and we have its measurement result $y = \Phi x$ where $\Phi$ is a $m \times n$ measurement matrix. If $m < n$, it is an ill conditioned problem to recover a general $x$ from $y$. But if $x$ is a $k$-sparse signal with at most $k$ ($k \ll n$) non-zero elements, we can recover the signal $x$ by solving the following optimization problem:

$$\arg\min \|x\|_0, \quad \text{subject to} \quad y = \Phi x$$  \hspace{1cm} (Eq. 2.2)

which is an NP-hard problem and can only be solved by the greedy algorithm. The main drawbacks of the greedy methods are that the reconstructed result is often suboptimal and it may be trapped into local optimal if the initial guess is not good. Furthermore, obviously it is very sensitive to measurement noise.

According to the compressive sensing theory [33, 21, 22], if the measurement matrix $\Phi$ satisfies the restricted isometry property (RIP) [22], the above NP-hard problem is equivalent to its convex relaxation

$$\arg\min \|x\|_1 \quad \text{subject to} \quad y = \Phi x$$  \hspace{1cm} (Eq. 2.3)

which can guarantee a global optimal solution and can be reliably solved in polynomial time with only $O(k \log k)$ non-adaptive measurements.

To be noticed that measurement matrix $\Phi$ with RIP means that for any $k$-sparse vector $x$ and $\epsilon$, the following inequality holds:

$$(1 - \epsilon)\|x\|_2 \leq \|\Phi x\|_2 \leq (1 + \epsilon)\|x\|_2.$$  \hspace{1cm} (Eq. 2.4)

This inequality indicates that the eigenvalues of any submatrix of $\Phi$ are very close to 1. No matter where the non-zero elements are in the sparse vector, they will be equally...
sampled, which guarantees the recovery of the sparse signal with insufficient number of measurements. The popular matrices satisfying the RIP include Gaussian matrices, Bernoulli matrices and partial Fourier matrices [12].

Due to the excellent performance of compressive sensing in recovering sparse signals, it has been widely used in many applications, such as signal processing [15, 90], image reconstruction [117, 36], medical image analysis [73, 50], shape prior modeling [142], and so on. Also in many computer graphics research fields, compressive sensing helps to reduce the time complexity and accelerate the existing algorithms, for example, simulate light transport in volumetric media [17], accelerate existing ray tracing and rendering methods [101, 102] and reduce the complexity for image based relighting [88] and dual photography [100].

2.3 Image Based 3D Reconstruction

To reconstruct the 3D model of an object, multi-view stereo (MVS) and photometric stereo (PS) are two fundamental and widely used techniques in computer vision. Both of them aim to recover the object model from images but in different ways and have different features accordingly.

2.3.1 Multi-view stereo reconstruction

Multi-view stereo (MVS) reconstruction is an important problem in computer vision. Its goal is “given a set of input photographs, how to estimate a 3D shape that would generate the same photographs, assuming constant material, viewpoints and lighting conditions”. In the last decade, lots of attentions have been attracted in this problem and various techniques have been developed that can achieve a high degree of reconstruction accuracy. According to [98], the MVS methods can be classified into four categories: volumetric methods [42, 111, 115, 104, 107], surface evolution methods [140, 40, 30, 68, 56, 112, 137],
depth map fusion methods \cite{42, 76, 20, 19, 72} and surface region growing methods \cite{48, 43, 39}. Generally speaking, the volumetric methods first give initial volume of the whole scene, split scene volume into several voxels and then determine the occupancy of each voxel to generate the final object model; the surface evolution methods first give a rough initial shape (e.g. sphere) for the object, then evolve the mesh from rough to fine according to shape consistency or other related constraint between multi-view images; the depth map fusion methods would calculate the depth map result under each viewpoint and then merge those depth map together to generate the 3D object model; the surface growing methods first find several seed surfaces with the matching 3D surface points through triangulation method, expand those seed surfaces gradually and then calculate the 3D object shape from all result seed surfaces.

For MVS methods, its essential part is to find the point matches from multi-view images and calculate its 3D coordinates through triangulation method, which means the point matching between images is very crucial to the reconstruction model. So far, it is still difficult to establish such accurate pixel correspondence for all surface points between multi-view images, especially for object with less texture or smoothly varying surface, where the MVS methods have to adopt interpolation or approximation techniques in uncertain surface regions. From the MVS evaluation benchmark \cite{15} we can see that even the-state-of-the-art MVS algorithms can only recover rough object models with missing high-frequency shape details.

### 2.3.2 Photometric stereo reconstruction

Photometric Stereo (PS) is also a popular 3D reconstruction technique which can generate very high quality surface models. The basic idea of PS is that the object shape model can be obtained by integrating all surface points’ normal information with position information where the normal information can be recovered from point shading cues under
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varying controlled illuminations. Many PS algorithms have been proposed to recover the surface normal and model. For example, PS under complex illumination situation was demonstrated in [13]; Hertzmann et al. [55] introduced the example based idea into PS, which calculated the geometry of object as well as its reflectance property according to the illuminated results of some example objects (with similar material and known geometry) placed together in the same scene; Tai-Pang et al. modeled all surface point as a Markov Random Field, and reformulated and solved the PS problem using some popular optimization algorithms [133, 132]; Hernández et al. [53] used colored lights to measure surface normals on deforming objects; Sun et al. [108] used multi-light photometric stereo technique to recover non-Lambertian object surfaces with shadow and specular regions; Lun et al. [131] can recover both surface normal and shadow and specular information by casting the surface normal recovery problem as a low rank matrix completion problem. While most of the above algorithms only work for object with simple reflectance property (Lambertian reflectance model), Alldrin et al. [10] and Goldman et al. [44] proposed to recover the shape, surface normal and even spatially varying BRDF information of object with very complicated reflectance properties.

It is obvious that PS algorithms have at least two drawbacks: 1) it is difficult to handle moving or deforming object because the scene should keep still when the illumination conditions change; 2) compared with MVS, it is actually a 2.5D reconstruction algorithm because all the input images are from a fixed viewpoint.

2.3.3 Combine MVS and PS methods

From the above review we can see that MVS algorithm can generate a rough 3D object model but often lose high-frequency shape features, while PS is able to recover accurate object surface details but only under a fixed viewpoint. Therefore, some interesting work has been done trying to combine these two techniques together for object reconstruction
purpose, like [63, 64, 65, 66, 62, 37, 125, 126, 137]. In the early stage, Fua et al. [38] minimized the error function of shading, surface smoothness as well as stereo constraint together to refine a coarse model of multi-view stereo method, which can reconstruct object with smooth varying albedo properties. Samaras et al. [96] calculated both the object shape and piece-wise constant reflectance albedo using multi-view images in fixed illumination. Jin et al. [63, 64, 65, 62] introduced variational frameworks into this area that combine various MVS or PS constraints together, and they can estimate the shape of Lambertian objects, surface albedo and the lighting condition through surface evolution and variational minimization methods. Also, Joshi et al. [66] proposed to merge the depth map and surface normal field together to reconstruct object model while Hernández et al. [37] chose a two-step scheme similar to [84] that first recovered the surface normal direction and then refined the initial MVS model accordingly. Although the above two methods produce good 3D models, they both require a very large number of sample images in different viewpoints and varying lighting conditions in each view angle. Moreover, they both assume that a single point light source is used in a dark room, and cannot handle general situations. Yoshiyasu et al. [137] introduced a new topology adaptive mesh evolution method to recover object models by evolving the initial mesh so as to satisfy MVS boundary and PS normal constraints. Compared with [66, 37], the method in [137] reduces the number of required sample images but still assumes a single light source with known position and direction in a dark environment. Meanwhile, Wu et al. [126] used sphere harmonic functions to model general illumination conditions and refined the object model through shading cues accordingly, where their output model contains much surface details. However, there are still some drawbacks in [126]. On one hand, their approach is of very high computational cost because the sphere harmonic light function recovery process is very complicated and the final mesh model is refined vertex by vertex due to the nonlinearity of the energy function. On the other hand, their sphere harmonic
illumination results, which are optimized using the initial MVS mesh model, are not very accurate enough actually. In another aspect, for reconstructing dynamic objects, Vlasic et al. [114] and Wu et al. [125] both built very complicated equipments with multiple lights and cameras, which can be used to compute accurate surface normal field under each camera view and merge these data together using MVS techniques. The difference between them is that the former only uses visual hull constraints for a real-time merging and reconstruction while the latter uses sphere harmonic function to represent the un-calibrated lighting conditions and calculates full points correspondences for accurate 3D reconstruction purpose. Note that most of the above methods only consider Lambertian objects. There are also some algorithms proposed to handle non-Lambertian objects. For example, Yu et al. [138, 139] proposed to reconstruct non-Lambertian object models in multi-view using distant light sources. Variational framework was also adopted in [136] that combines both MVS and PS cues to generate 3D models with dichromatic surfaces and Phong shading model, while its drawbacks lie in the requirement of known lighting directions and the smooth reconstruction results because the variational model is likely to be trapped in local minima.

In summary, the PS methods can improve the accuracy of MVS reconstruction techniques but still have some drawbacks, such as, requiring a large number of sample images, high computational cost, known illumination conditions and so on.
Chapter 3

Flexible and Accurate Real-Time Environment Matting and Compositing

In this chapter, we propose our novel algorithms to increase the flexibility and accuracy of existing real-time environment matting and compositing methods, which makes our proposed real-time environment matting method less sensitive to artifacts and suitable for more general sceneries.

3.1 Motivation and Our Approach

The concept of environment matting and compositing was first proposed by Zongker et al. [144]. They demonstrated the ability of environment matting and compositing in capturing and rendering the effects of reflection, refraction, and scatter of light from environment, which greatly improves the visual reality of resulting images. Since then, some environment matting and compositing techniques have been proposed [24, 75, 86, 121, 143]. Basically, these researches were conducted towards two goals: higher accuracy and real-time processing. Surprisingly, none of them has taken the distance between the foreground object and the background into consideration during the matting and compositing processes. Specifically, the existing environment matting and compositing techniques require the distance between the object and the background to remain the same during the matte extraction and the composition processes. If the distance is changed, the
matte has to be re-extracted. This is very inconvenient since in practice, when a matte is extracted from one environment and used for composition in a new environment, the distance between the object and the new background could be different from that in the first environment. Perhaps one could scale the background to an appropriate size and then use the scaled background as the input for [24] to handle the distance issue. Unfortunately, this simple extension does not work very well, as shown in Fig. 3.9 and 3.10. Moreover, the extracted environment matte data often contains noises that are some small unwanted perturbations and errors that are salient outliers in a certain local region. Although filtering approaches have been employed in the existing real-time environment matting and compositing methods [24] to remove noises and have yielded acceptable composition results, they are incapable of removing errors.

To overcome these limitations of the existing real-time environment matting and compositing methods, in this chapter, we first introduce the concept of refractive vector and propose to use a refractive vector field as the new representation of environment matte. Similar to the work in [24], to extract the initial environment matte data, here we assume that the transparent object is colorless and specularly refractive. This will simplify our discussion in elaborating our new idea and enable us to focus on simulating refraction property, which is the most typical feature of transparent objects. Note that under such assumption about the transparent object [24], for each point (or pixel) on the foreground transparent object, there is a ray originating from the background and hitting on the transparent object. It then enters the object and eventually exits the object at the point towards the camera. We reverse all these rays to form a refractive vector field. Such a refractive vector field can be regarded as an attribute of the transparent object and is independent of the background. Once the refractive vector field is obtained, it is possible to place the object over a new background with a changing distance to the object (see Fig. 3.9 and 3.10). Second, we propose a piecewise vector field fitting algorithm to
refine the refractive vector field, which can simultaneously eliminate both noises and errors in the extracted matte data. Experimental results show that, compared with the existing real-time environment matting and compositing methods [24], our algorithm is less sensitive to artifacts and can generate perceptually good composition results in more general scenarios.

The contributions of this work are twofold. First, although it is not new to study the light transportation route passing through a transparent medium, to the best of our knowledge, this is the first work to explicitly use the last transportation route as the matte data for environment matting. Secondly, our contribution lies in the proposed two refractive vector field fitting algorithms, which takes the characteristics of the refractive vector field into consideration and eliminates both noises and errors effectively.

### 3.2 Refractive Vector Field For Environment Matting

The environment matting equation introduced in [144] is

\[
C = F + (1 - \alpha)B + \sum_{i=1}^{m} \rho_i M(T_i, A_i) \quad \text{(Eq. 3.1)}
\]

where \(C\), \(F\) and \(B\) are the colors of image, foreground, background respectively, \(\alpha\) is the opacity value of the foreground object, \(\rho_i\) is the reflectance that describes the contribution of light emanating from the environment to the object, \(M\) is the “texture-mapping operator” calculating the average color of region \(A_i\) in background texture \(T_i\), and \(m\) is the number of the structured background textures. The region \(A_i\) is specified by the center \(c = (c_x, c_y)\) and the size \(w = (w_x, w_y)\) where \(w_x\) and \(w_y\) are the dimensions in \(x-\) and \(y-\)directions.

The approach in [24] simplifies the environment matting equation by making some assumptions with a focus on the refraction effects of the transparent object. With the assumption that the object is colorless and purely specularly refractive, the blending
effects between the foreground object color $F$ and the background plane $B$ (that is the $F + (1 - \alpha)B$ term in \(\text{Eq. 3.1}\)) can be ignored. While only one specially designed background is used in the matte acquisition process, the summation and the script $i$ can be dropped and $\mathcal{M}(T, A) \approx T(c)$. Thus the environment matting equation is simplified as

$$C = \rho \cdot T(c) \quad \text{(Eq. 3.2)}$$

which implies that the final captured color seen from one point of the transparent object is totally depend on only one point (or region) of the background, as illustrated in Fig. 3.1. Based on \(\text{Eq. 3.2}\), only $c$ and $\rho$ are extracted, which are treated as the matte data \[24\]. This approach is simple and it can capture environment matting data in real time with only one-shot picture of the object against a specially designed backdrop. Essentially, it establishes a point-to-point (or region) mapping between the object and the background plane. However, when the distance between the object and the background plane is changed, such mapping has to be rebuilt, which means that we have to repeat the complicated and time-consuming data acquisition process.

In this research, we propose a new idea to solve the above problem, which is to calculate a new geometry element (rather than $c$) as the target matte. Let us consider the ray originating from the camera and casting to a point on a transparent object (see Fig. 3.1), which enters the object and eventually exits the object towards the background. This ray route is the reverse of an actual light originating from the background and finally entering into the camera after refraction. Here we are interested in the last transportation route (from the object to the background) of the ray, which we call a refractive vector. Note that by this definition the refractive vector can be specified by a point and a direction. It is not simply a free vector. For each point (or pixel) on the foreground transparent object, there exists a corresponding refractive vector. All these refractive vectors form a refractive vector field, which we choose as our new representation of
environment matte. The refractive vector field can be regarded as an attribute of the foreground transparent object since it depends on the object and is independent of the background. In the following we describe how to represent, compute and extract the refractive vector field.

### 3.2.1 Refractive Vector Calculation

Suppose we have two samples which are the shots of a transparent object against the background at two different distances. Denote the distances between the object and the two backgrounds by $d_1$ and $d_2$, respectively. Considering a foreground pixel $(x, y)$ in the two pictures, if the corresponding regions in the first and second backgrounds that contribute to the color of this pixel are centered at coordinates $(c_{1x}, c_{1y})$ and $(c_{2x}, c_{2y})$, then $(c_{2x} - c_{1x}, c_{2y} - c_{1y}, d_2 - d_1)$ is the direction of the refractive vector (see Fig. 3.2).

![Figure 3.1: Illustration of a refractive light route.](image)
Next we need to choose a point on the refractive vector. For simplicity, we choose the point at which the refractive vector hits on the foreground plane and call it a starting point. If we let the foreground plane have a $z$-coordinate of 0, then by some calculations we obtain the starting point $(x_0, y_0, 0) = \left( \frac{d_2c_1x - d_1c_2x}{d_2 - d_1}, \frac{d_2c_1y - d_1c_2y}{d_2 - d_1}, 0 \right)$. The refractive vector is thus described by parametric equation as

$$P(t) = (x_0, y_0, 0) + (c_{2x} - c_{1x}, c_{2y} - c_{1y}, d_2 - d_1)t$$

where $t$ is a distance parameter.

In practice, we can let the difference between $d_1$ and $d_2$ be fixed (say $d = d_2 - d_1$). Then we only need to store the first two components of the starting point and the direction of the refractive vector, which form a 4D vector $(x_0, y_0, c_{2x} - c_{1x}, c_{2y} - c_{1y})$. We denote this 4D vector by $R(x, y)$, which is the representation of our proposed refractive vector.
Once the refractive vector is extracted, for a new background with a distance of $d_3$ to the object, we can easily find the corresponding mapping center $(c_{3x}, c_{3y})$ in the new background for foreground point $(x, y)$:

$$(c_{3x}, c_{3y}) = (x_0, y_0) + \frac{d_3}{d}(c_{2x} - c_{1x}, c_{2y} - c_{1y}) \quad \text{(Eq. 3.3)}$$

### 3.2.2 Refractive Vector Field Extraction

Now let us look at how we can extract the refractive vector field of a transparent object. During the data acquisition process, we fix the distance between the camera and the object while placing the background (a monitor) at two different distances. For each distance, we adopt the simplified environment matting model (Eq. 3.2) proposed in [24] to calculate the corresponding mapping center $c$ in the background and $\rho$ for each pixel of the object, which requires only two images, with and without the transparent object in front of the specially designed background (a planar slice through the RGB cube). Once the two mapping centers are found, we can compute the refractive vector using the proposed method introduced in Section 3.2.1. In this way, we extract the entire refractive vector field for the foreground object, which requires only two pairs of images in total.

### 3.3 Piecewise Refractive Vector Field Fitting

Ideally, with the established refractive vector field, we should be able to composite the transparent object into any new background image. However, the pre-generated vector field usually contains a quite significant number of artifacts, which are brought in from the data acquisition and matte extraction process. Fig. 3.3 shows examples of directly re-using the pre-generated refractive vector field for composition. In the figure, some marks are added to show the direct vectors from the red points on the transparent object to the corresponding mapping points in blue on the background.
Artifacts in the extracted refractive vector field can roughly be classified into noises that are small perturbation existing randomly in the whole refractive vector field and errors that are salient outliers in some local regions and are generated because of some assumptions of the approximate model or processing. Some approaches have been developed to remove such artifacts. For example, Chuang et al. [24] used the anisotropic filtering method [89], which can remove noises after several iterations but is not suitable for removing errors. While most environmental matting methods handle those artifacts equally, Duan et al. [35] proposed a method to treat them differently. The method identifies errors as the outliers in each horizontal line. A weighed curve fitting method is used to fit the direct vector field in each horizontal line with lower weight assigned to error vectors. The method can obtain a visually satisfactory result but it is limited to some symmetric situations.

In this chapter, we present a piecewise fitting method to remove both noises and
errors of the refractive vector field. The method consists of region segmentation which decomposes the whole foreground area into some regions that have relatively consistent refractive vectors, and B-spline fitting which fits a 4D B-spline surface to the refractive vector field for each region. It is worth pointing out that in this method each region is independently fitted by a B-spline surface and there could be discontinuities around the region boundaries. Some feature-preserving boundary smoothing methods may be used for blending region boundaries. However, since the regions are obtained by the region segmentation process based on the refractive vector variance and the refractive vector field may not be continuous from one region to another, it is not very necessary to make a transition between regions to make the field continuous around the region boundaries. Our experiments also show that adding boundary smoothing does not render apparent visual improvement.

3.3.1 Region segmentation

The purpose of region decomposition is to segment the whole foreground object area into some regions such that each of the regions has consistent refractive vectors. The process of region segmentation is imperative because it affects the effectiveness of the subsequent B-spline surface fitting. In this research, we adopt MeanShift algorithm [25] to classify all refractive vectors and segment the whole refractive vector field into sub-regions based on a metric that considers both the distance of two pixels and the difference of their refractive vectors. To avoid over-segmentation, we also merge some small regions after the MeanShift segmentation by comparing the mean value and variance of the refractive vectors of small regions.

3.3.2 B-spline fitting

Consider a region $\Omega \in \mathbb{R}^2$ which is a part of the foreground area. The extracted refractive vector field over $\Omega$ is denoted by $\mathcal{R}^*$, which may contain noises and errors. Thus $\mathcal{R}^*$ can be
written as $R^* = R + \mathcal{E} + \mathcal{N}$, where $R$, $\mathcal{E}$ and $\mathcal{N}$ stand for the ideal refractive vector field, errors and random noises, respectively. Our goal is to recover $R$, the target refractive vector field that does not have artifacts. This is very difficult or even impossible if an analytical solution is sought. Therefore we consider this artifact removal task as an energy minimization problem, that is to minimize:

$$\sum_{(x,y) \in \Omega} (\| \Delta R(x,y) \|^2 + \lambda \omega(x,y) \| R^*(x,y) - R(x,y) \|^2)$$  \hspace{1cm} (Eq. 3.4)

where $\Delta$ is the Laplacian operator ($\Delta = \frac{\partial^2}{\partial x^2} + 2 \frac{\partial^2}{\partial x \partial y} + \frac{\partial^2}{\partial y^2}$) over the refractive vector field, the first item is for the smoothness of the refractive vector field, the second item is to maintain data fidelity during the minimization process, $\lambda$ is a trade-off factor (in this work, we set $\lambda = 10$), and $\omega$ is a weight for each refractive vector. This is a typical weighted least square fitting [32, 51]. If the weights are appropriately chosen, the solution of (Eq. 3.4) could be a good approximation to the ideal $R$.

The choice of weight $\omega(x,y)$ is crucial to the final solution. This is because the weight reflects the importance of a refractive vector. As verified in [35], it is better to give the highest weight, a lower weight, and the lowest weight to regular refractive vectors, noise vectors, and error vectors than to treat them equally in [24]. In this way, the error refractive vectors will be ignored in the fitting procedure, and through the energy minimization, the corrupted error refractive vectors can be pulled back towards the regular ones.

In particular, since refractive vectors come from the refraction phenomena, the change of the refractive vectors in a smooth region should be consistent, which is mentioned as the criterion of “smooth change” in [28]. For point $(i, j)$ in a certain smooth region, if the average of the refractive vectors in that region is denoted by $\bar{R}(i,j)$, we measure the local consistency at $(i,j)$ as

$$L(i,j) = \| R(i,j) - \bar{R}(i,j) \|. \hspace{1cm} (Eq. 3.5)$$
The value of \( L(i,j) \) can be used to detect whether there exist severe errors in the extracted refractive vector field. If \( L(i,j) \) is above a certain threshold (say, \( 2 \times \| \vec{R}(i,j) \| \)), such a refractive vector is considered to be an error vector to which zero weights should be given. Moreover, considering that transparent objects such as glass are typically of piecewise smooth shape, it is reasonable to assume that the refractive vector field is locally smooth. We measure the smoothness of a refractive vector \( \vec{R}(x,y) \) at coordinates \((i,j)\) through calculating the difference of the 4D vector \( \vec{R}(x,y) \) and its neighbors:

\[
S(i,j) = \| \vec{R}(i,j) - \frac{1}{4} \sum_{(i^*,j^*) \in N_1(i,j)} \vec{R}(i^*,j^*) \| \tag{Eq. 3.6}
\]

where \( N_1(i,j) \) denotes the 1-ring neighbors of point \((i,j)\) and \( \| \cdot \| \) is the \( L_2 \) norm. The smaller \( S(i,j) \) is, the smoother the refractive vector field is at point \((i,j)\). Thus \( S(i,j) \) can be used to estimate the significance of the noises in the extracted refractive vector field and the weight \( \omega(i,j) \) should be calculated based on it. Therefore we define the weight for each vector by

\[
\omega(i,j) = \begin{cases} 
0, & \text{if } L(i,j) > \text{threshold} \\
\exp(-\alpha S(i,j)), & \text{if } L(i,j) \leq \text{threshold}
\end{cases} \tag{Eq. 3.7}
\]

where \( \alpha \) is a pre-defined constant and we set \( \alpha = 0.1 \) in all our experiments.

To find a reasonable \( \vec{R} \) from the minimization problem, we let the solution space consist of bicubic B-spline surfaces. The mathematical equation of a parametric tensor product B-spline surface \( \vec{R}(x,y) \) is

\[
\vec{R}(x,y) = \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} r_{i,j} N_i(x) N_j(y) \tag{Eq. 3.8}
\]

where \( r_{i,j} \) are the B-spline coefficients to be determined; \( n_x, n_y \) are the numbers of the B-spline coefficients in \( x \)- and \( y \)-directions, respectively, which are initially chosen to be the maximum of 4 and one-tenth of the dimension of the region and then are adaptively adjusted during the fitting process according to the fitting error \([32]\); \( N_i(x) \) and \( N_j(y) \) are
normalized cubic B-spline functions [17]. Substituting (Eq. 3.8) into (Eq. 3.4), taking the partial derivatives of (Eq. 3.4) with respect to $r_{i,j}$, and letting them equal zero lead to a system of linear equations. The solution to the linear system gives the optimal B-spline surface, from which the target refraction vector field $\mathcal{R}$ can be recovered.

### 3.3.3 Experiments

We are now ready to summarize our transparent object matting and compositing method. First, we capture the images of the specially designed background at two different distances, with and without a transparent object in front of the background. Then we extract the refractive vector field as the matte for the transparent object. Next we apply piecewise B-spline fitting method to remove the artifacts of the refractive vector field. After that, we can perform compositing for any background at any distance away from the object. That is, given an arbitrary background at any distance, we can composite the transparent object into the background to synthesize a new image.

We compare our algorithm with the previous methods and also compare the compositing results with the ground truth. In our experiments, all the real captured or synthetic images are of the resolution of $512 \times 512$. The comparisons are performed on both real captured transparent objects and a synthetic model. The synthetic transparent object is created using 3DS Max, whose material properties are set to be colorless and specularly refractive, which satisfy the assumptions and requirements of the real-time environment matting algorithm [24]. The object is then rendered in 3DS Max and the images generated are used as the inputs to our method or as the ground truth. To better illustrate the accuracy of the recovered refractive vector field, we choose two background images as the compositing background: the first one is a fruit background (Fig. 3.4.a) and the second one is a text background image with many letters (Fig. 3.4.b). Both background images contain much structure information, which helps to demonstrate the accuracy of
3.4.a: Fruit background  

3.4.b: Text background

Figure 3.4: Two backgrounds used in the experiments.

the output refractive vector field. The more accurate refractive vector field we recover, the more structure details we can see in the area of the transparent object.

3.3.3.1 Accuracy

To verify the effectiveness and the accuracy of our proposed piecewise B-spline fitting method, we compare our method, the anisotropic filter method [24], the vector fitting method [35], and the ground truth. Fig. 3.5-3.8 are compositing examples of synthetic or real captured transparent objects with or without severe artifacts in the initially extracted environment matte data. In these figures, the first row shows the results of intermediate steps: the initially extracted refractive vector field, the segmentation result, and the weights in which the dark intensity indicates the severe noises or errors in the extracted environment matting data. The vector field is visualized by a color map in which the red and green channel values correspond to the $x$ and $y$ direction values after normalization. The second row shows the refined vector fields and the third row (or the fourth row) is for
the compositing results. The results in the first, second, third, and fourth columns are generated by the anisotropic filter method [24], the vector fitting method [35], and the proposed method, and the ground truth, respectively. In this experiments, the original matte data extraction time cost is about less than 1s for the $512 \times 512$ sample image, the piecewise fitting process takes about 2-3s to refine the matte data, and the final matte composition process is very fast, about 0.1s.

Fig. 3.5 shows the compositing results of a synthetic transparent glass with two different background images. Fig. 3.6 and 3.7 are examples of a real transparent object captured in two different orientations. These three examples all contain significant amount of noises and errors in the initially captured refractive vector field data, which can be seen from the weights or the initial vector fields. For the anisotropic filter method, we can see that the result vector fields are still full of artifacts, especially in the regions with severe errors. This is because the anisotropic filter method can only eliminate noises but not errors. For the vector fitting method, it can remove both noises and errors simultaneously, but it only identifies and rectifies errors in each horizontal line. Moreover, the vector fitting method fails when the axial symmetry assumption is not satisfied (see images in Fig. 3.7). Compared with these two methods, the proposed method can identify and eliminate artifacts globally and the compositing results are more accurate and clearer, even in error regions.

Fig. 3.8 shows another real captured example, in which the extracted environment matte data contain only a small number of noises. In this case, all the three methods can produce visually satisfactory results, but in general our method still produces a more accurate and smoother result which is very close to the ground truth, specially around the edge regions.
Figure 3.5: Compositing results of a synthetic transparent glass model with two different backgrounds.
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Figure 3.6: Compositing results of a real captured transparent goblet whose extracted matte data contain severe artifacts.
Figure 3.7: Compositing results of the transparent goblet captured in a different orientation. The extracted environment matte data also contain severe artifacts.
Figure 3.8: Compositing results of a real captured transparent bowl, for which the extracted environment matte data are quite clean.
3.3.3.2 Comparison with the simple scaling method for distance-varying backgrounds

Now we consider composition with distance-changeable backgrounds, for which the state-of-the-art method needs to repeat the entire matte acquisition process for each new distance. In contrast, for our approach, the matte acquisition and the refractive vector field recovery process only need to be performed once. Based on the recovered refractive vector field, we can generate the compositing result for any background and any distance in a very convenient way. For comparison, we implement the simple scaling method, which scales the background to an appropriate size as the input for the method of [24]. The simple scaling method implicitly assumes that the foreground pixel lies on the refractive vector, which is generally not true as shown in Fig. 3.1. Therefore the simple scaling just gives an approximation of the refraction effect. Fig. 3.9 and 3.10 show the composition results with different distances between the transparent object and the background plane. To give more clearly comparison results, the composition result images are already cropped to focus on refraction effects of the transparent object. Compared with the ground truth rendered by 3DS Max, apparently our approach simulates the distance-changing effect better and produces more visually pleasing results, especially on the center sphere part of the object where the refracted background pattern information is changed drastically when the background distance changes. In this experiment, the computational cost is the same as the above experiment because we can easily calculate the new matte information for varying background distance.

3.3.4 Limitations

In our experiments, all objects are assumed to be colorless and specularly refractive and region blending effects is ignored. This is because the real-time environment matting method [24] that we used to extract matte data under two background distances adopts
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<table>
<thead>
<tr>
<th>Simple Scaling</th>
<th>Proposed Method</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3.9:** Compositing results with a fruit background placed at different distances. In this example, as the background plane moving from near to far, the shape of the refracted grape shown in the center sphere part changes drastically, which are correctly simulated using our proposed algorithm while the previous scaling method fails to recover.

Distance: 20 cm 30 cm 40 cm 50 cm
Figure 3.10: Compositing results with a text background placed at different distances. Similar to Fig. 3.9, as the background plane moves, the refracted text pattern seen through the transparent object changes a lot. Apparently, our proposed algorithm can give more accurate results than the previous method.
a simplified environment matte model based on the assumptions. Adopting more general methods to extract the initial environment matte data can certainly help remove such limitation but will bring in much more extra computational cost, which will be studied in the next chapter.

In addition, since our proposed method uses region segmentation and B-spline fitting scheme to recover the refractive vector field, it is assumed that the refractive vector field is piecewise smooth and the region segmentation result is roughly close to its real shape geometry. Note that the segmentation algorithm is processed on the extracted refractive vector field instead of the original sample image. In the case that some special transparent object has very complicated or much subtle geometry details, it is inevitable to get under-segmented regions and may miss some subtle refraction details. In this situation, our proposed method may not work very well to recover all shape details. Here we give an example for illustration, as shown in Fig. 3.11, the transparent dragon model has a lot of geometry variance on its body surface so that it is very hard to give proper region segmentation result using our current segmentation strategy. Thus, our proposed method produces a smoother composition result as shown in Fig. 3.11 while the ground truth contains a lot of fine refractions.

\[^1\] As far as we know, most of the existing automatic segmentation algorithms cannot handle such complicate case while only some interactive segmentation algorithms may give good results with certain amount of user interactions, which is beyond the scope of this thesis.
Figure 3.11: An example for which the proposed method does not work well. Here the dragon object contains very much subtle surface geometry that the segmentation method fails to recover, the fitting and composition result is smooth without too much fine refractions comparing to the ground truth.
Chapter 4

Compressive High Quality Environment Matting

In this chapter, we introduce our compressive sensing based high quality environment matting algorithm, which can significantly simplify the data acquisition process, reduce the number of sample images and the computational cost, suppress the measurement noise and faithfully recover the sparse environment matte data with the limited sample images.

4.1 Motivation and Our Approach

Generally speaking, the current existing environment matte extraction algorithms can be classified into two categories: real-time acquisition method and high quality extraction method. The real-time method [24] has very low complexity in matte acquisition process but may lack of accuracy because of possible measurement error and noise (although the accuracy limitation can be improved as discussed in Chapter [3], it is still only applicable to colorless and purely specular transparent objects). Therefore, to achieve a high accuracy environment matting result and handle more general circumstances, some existing high quality environment matting acquisition methods [24, 75, 121, 86, 143] are proposed which usually require the capturing of thousands of sample images and spend several
hours to capture sample images (see Table 4.1), which is very undesired for practical applications.

To reduce the complexity of data acquisition while still achieving high-quality environment matting, in this chapter, we incorporate the recently developed compressive sensing technology into the environment matting problem. In particular, the environment matting extraction problem is converted into a sparse light transport vector recovery problem, which can be well solved by compressive sensing techniques with a small number of measurements. Moreover, to have an efficient and robust solution, our compressive environment matting design takes into account the important properties of the light transport vector such as group clustering and Gaussian prior. We also propose a hierarchical method to reduce the computational cost. The data acquisition in our design becomes a simple process of capturing a 3-4 min video, which is much easier than the existing methods that capture a few thousand images.

We would like to point out that the environment matting problem can be considered as a special case of image based relighting and the compressive sensing theory has also been applied in the general image relight problem in [88, 100]. However, we argue that when applying compressive sensing in the specific problem of environment matting, there are some unique features. Our major contribution lies in the proposed solution to solve the compressive environment matting problem, which has some neat designs including hierarchical sampling, group clustering based recovery, Gaussian prior based denoising and video based data capturing that make the proposed high quality compressive environment matting framework more practical, efficient and effective.

4.2 Environment Matting Model and Properties

We begin by examining the environment matting equation introduced in [144], i.e.

\[ C = F + (1 - \alpha)B + \sum_{i=1}^{m} \mathcal{R}_i \mathcal{M}(T_i, A_i) \]  

(Eq. 4.1)
where $C$, $F$ and $B$ are the colors of image, foreground, background respectively, $\alpha$ is the opacity value of the foreground object, $R_i$ is the reflectance that describes the contribution of light emanating from environment to the object, and $\mathcal{M}$ is the “texture-mapping operator” calculating the average color of region $A_i$ in background texture $T_i$. In general, this model of (Eq. 4.1) is comprehensive because it takes into account not only the foreground and background information but also the light refraction and reflection effects.

Considering the practical scenario of capturing sample images of transparent objects with one background monitor or projector and no other environment light source, $F$ can be ignored since the camera only captures the background light that is not absorbed by the transparent object. Moreover, the second item and the third item in (Eq. 4.1) can be combined because they both describe the contributions from the background light source, although one is for direct transmission and the other is for refraction and reflection.

Based on the above analysis, similar to [86, 87], we model the environment matting and composition problem as

$$C = S + \rho T \mathcal{L}$$

(Eq. 4.2)

where $\rho$, called absorption index, is a scalar for one color channel describing the light absorption effects, $\mathcal{L}$ is an $N \times 1$ vector representing the $N$-dimensional background image and $T$ is the light transport vector of $1 \times N$ illustrating the contribution of light emitted from each background region to an object pixel. Note that in (Eq. 4.2), we also introduce an offset term $S$, which is to compensate the camera response. This is because digital camera can only detect light intensity in a limited range. When the incident light intensity is small, the outgoing light may be too weak to be detected by digital camera, which will be treated as zero directly in the captured image.

In this way, the environment matting problem becomes: *given a set of background images $\mathcal{L}$ and the corresponding captured image colors $C$, how is the light transport vector*
\( \mathcal{T} \text{ as well as } \rho \text{ and } S \text{ recovered}\)? After obtaining all these parameters, we can easily simulate the light refraction and reflection effects under any new background image.

### 4.2.1 Property of light transport vector

Apparently, the essence of our environment matting model is to recover the light transport vector \( \mathcal{T} \). Before introducing the recovery process, we summarize the important properties of the light transport vector as follows.

- **Value range**: Each element of \( \mathcal{T} \) represents the percentage of contribution from a background pixel. Thus, elements of \( \mathcal{T} \) should be non-negative and the sum of all the elements is equal to 1, i.e. \( \| \mathcal{T} \|_1 = 1 \).

- **Sparsity**: Typically, for a transparent object, there are only a small number of environment regions making contribution to a foreground pixel. That means the light transport vector is a sparse vector, where only elements for those limited background regions are non-zero while the others are all zeros.

- **Group clustering**: In addition to sparsity, another interesting phenomenon is that the regions that contribute to a certain foreground pixel are not randomly or uniformly distributed over the whole background plane. Actually most of them are neighboring and can be divided into several main parts (e.g. refraction part, reflection part and transmission part), which has been proven in \([14, 24, 121]\). This suggests that the non-zero elements \( \mathcal{T} \) can be clustered into several local groups, which is a very useful prior for accelerating the CS-based recovery \([59]\).

- **Gaussian prior**: More precisely, the light refraction and reflection effect of a transparent object should satisfy the BRDF property \([24, 60, 119, 26, 29]\), which means that the non-zero elements of \( \mathcal{T} \) should have 2D Gaussian distribution. This
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is another very important constraint which is used later to verify the accuracy of our matte result.

To give a clear illustration of the light transport vector and its properties, we generate a composition result artificially and construct its corresponding light transport vector shown in Fig. 4.1. Particularly, the 256 × 256 contribution map in Fig. 4.1.a visualizes the contribution coefficient of each subregion in the background plane, where it is assumed that there are three separate regions (light refraction, reflection and transmission parts) contributing to the composition color result of one foreground pixel and the weights of each region are distributed according to the oriented Gaussian distributions [24]. Fig. 4.1.b shows the corresponding light transport vector $\mathbf{T}$ obtained by scanning the contribution map column by column. It can be seen that $\mathbf{T}$ is a sparse and non-negative vector with less than 5% non-zero elements clustered in several local groups and $\|\mathbf{T}\|_1 = 1$.

4.3 Solving Environment Matting Problem

Now we consider how to solve the environment matting problem. According to our model of (Eq. 4.2), for each foreground pixel, there are three variables (scalar $S$, $\rho$ and vector $\mathbf{T}$) for each color channel and totally nine variables for RGB channels. It is hard to solve them all at one time. Thus, we choose a two-step approach to recover the unknowns. Once $S$, $\rho$ and $\mathbf{T}$ are recovered, given any new background image, we can easily synthesize the resulting image of the transparent object under the new background.

4.3.1 Recovery of camera compensation and light absorption index

At the first step, we aim to recover camera compensation term $S$ and the light absorption index $\rho$. Inspired by Zongker’s methods, we project some constant image to the transparent object so as to eliminate the influence of light refraction and reflection. Since the
Figure 4.1: Simulation of light refraction, reflection and transmission and the corresponding light transport vector. The background resolution is $256 \times 256$ and there are three separate parts contributing to certain foreground pixel with oriented Gaussian distribution for the weights of each region. The corresponding light transport vector is sparse with only 2806 non-zero elements out of 65536 elements.
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Figure 4.2: Sample images of a transparent object in front of constant background images with different colors.

background plane has constant color, $\mathcal{L}$ can be written as the product of an intensity value $b$ with an identity vector $I$. Further considering $\|\mathcal{T}\|_1 = 1$, we obtain $\mathcal{T} \cdot \mathcal{L} = b$. Thus, \([\text{Eq. 4.2}]\) becomes

\[ C = S + \rho b. \]  \hspace{1cm} (Eq. 4.3)

In this way, we can easily recover $S$ and $\rho$ for each color channel of every object pixel by capturing several sample images of the transparent object in front of constant background with different intensity values of $b$ (see Fig. 4.2 for some examples).

### 4.3.2 Light transport vector recovery

Since $\mathcal{T}$ is a sparse vector, it can be faithfully reconstructed with a small number of measurements using compressive sensing algorithms. Consider that $\mathcal{T}$ is composed of the contribution coefficients of all the background regions to one foreground object pixel. By capturing a foreground pixel color result $C$ under a given background pattern $\mathcal{L}$, we obtain one measurement of $\mathcal{T}$. If we construct an appropriate matrix $\mathcal{LM}$ with RIP, where each column is one background image pattern, to measure $\mathcal{T}$ many times and record all the resulted foreground pixel color $C$, $\mathcal{T}$ can then be recovered accurately through compressive sensing.
4.3.2.1 Background pattern generation

As pointed out in [12], only some special random matrices can be used as measurement matrix in compressive sensing. In our implementation, similar to [100], we choose the Bernoulli matrix, a binary matrix (containing either +1 or −1) drawn from a Bernoulli distribution. Considering a resolution of $N$ for the background, we generate an $N \times M$ Bernoulli matrix $\mathcal{L}_M$, where $M$ is the number of measurement. For each column of $\mathcal{L}_M$, a corresponding background pattern image is generated by mapping individual +1 and −1 elements to white and black colors, respectively. Fig. 4.3 shows the captured images of a transparent object in front of the random background patterns with different resolutions.

4.3.2.2 Recovery by compressive sensing

Under different background patterns, a series of sample images of the transparent object can be captured (see Fig. 4.3). For each foreground object pixel, we can rewrite (Eq. 4.2) into a matrix form:

$$C = S \cdot I + \rho T \mathcal{L}_M,$$  \hspace{1cm} (Eq. 4.4)
where \( C \) now is a \( 1 \times M \) vector recording all the captured colors of the pixel under different background patterns, and \( I \) is a \( 1 \times M \) identity vector. Note that the \( N \times M \) matrix \( \mathcal{L}_M \) is not the originally generated Bernoulli matrix, but the corresponding background image patterns, where each background image pattern is sampled to the same resolution as the captured images. Then, the target sparse vector \( T \) can be recovered by solving the following optimization according to the compressive sensing theory:

\[
\min \| T \|_0, \quad \text{s.t.} \quad T \mathcal{L}_M = \frac{C - S \cdot I}{\rho}.
\]

(Eq. 4.5)

However, such a general solution is not cost-effective since it does not consider the properties of the light transport vectors.

Therefore, to make sure \( T \) is recovered faithfully and efficiently, during the recovery process we further add in the constraints based on the properties of \( T \) described in Section 4.2.1

\[
\min \| T \|_0, \quad \text{s.t.} \quad \left\{ \begin{array}{l}
T \mathcal{L}_M = \frac{C - S \cdot I}{\rho} \\
\forall i, t_i \geq 0 \\
\| T \|_1 = 1 \\
T \sim \mathcal{N}(c_x, c_y, \sigma_x, \sigma_y, \theta)
\end{array} \right.
\]

(Eq. 4.6)

where \( t_i \) is the \( i \)-th element of \( T \), and \( c_x, c_y, \sigma_x, \sigma_y, \theta \) are center, variance and rotation angle parameters of 2D Gaussian functions. Note that the last constraint in (Eq. 4.6) means that the non-zero elements of \( T \) should have 2D Gaussian distributions, which comes from the Gaussian prior and is important for noise removal. Most of the current compressive sensing algorithms deal with the problem of computing a sparse vector from “clean” measurement samples. However, for practical applications such as environment matting, the measurements often contain complex noise, which is hard to be identified or modelled. It is necessary to utilize the prior, i.e. the Gaussian prior here, to suppress the measurement noise by removing the non-zero elements in \( T \) that do not satisfy the Gaussian distribution property.
Moreover, the group clustering prior is directly used when solving (Eq. 4.6). Particularly, we treat all the non-zero elements as some local groups instead of several separate ones. As pointed out in [59], for a $k$-sparse vector $\mathbf{T} \in \mathbb{R}^n$, $\mathcal{O}(k \log(\frac{n}{k}))$ measurements are needed; but if $k$ non-zero elements can be grouped into $q$ groups, the number of required measurements can be reduced drastically to $\mathcal{O}(k + q \log(\frac{n}{q}))$. This is exactly the case in our problem, where $q$ is typically no more than three based on our experiments. By using this group clustering prior, we are able to reduce the time complexity of the data acquisition and the recovery process significantly.

4.3.2.3 Hierarchical measurement and recovery scheme

As we know, for the environment matting problem, in order to generate a photo-realistic composition result, the resolution of the background pattern $N$ should be sufficiently large, ideally the same as the resulting image resolution. However, this will lead to an extremely large dimension for the measurement matrix $\mathbf{L}_M$ and the light transport vector $\mathbf{T}$, which subsequently results in a very expensive computational cost to solve the constrained optimization problem (Eq. 4.6). Therefore, to accelerate the whole optimization process, we choose a hierarchical measurement and recovery scheme. The basic idea is to recover the light transport vector $\mathbf{T}$ progressively in a coarse-to-fine manner. Similar idea has also been exploited in [144, 86, 88]. In particular, as shown in Fig. 4.1.a, only small parts of the background area contributes to certain foreground pixel color while all the other parts are useless. Thus, an intuitive and efficient hierarchical scheme is designed as follows:

(i) At the coarse level (see Fig. 4.3.a), we use compressive sensing to solve the constrained optimization problem (Eq. 4.5) with a very low-dimensional vector $\mathbf{T}$. The recovered $\mathbf{T}$ gives a rough estimation about where the contribution regions are, i.e. the rough location of those non-zero elements.
(ii) At the fine level (see Fig. 4.3.b), we delete those useless dimensions in both $\mathcal{L}_M$ and $\mathcal{T}$, increase the resolutions for the nonzero locations, and then resolve the optimization problem.

By using this hierarchical recovery method, the dimension and the computational cost of the optimization problem are reduced significantly.

4.4 Experiments

In this section, we conduct experiments to verify the effectiveness of the proposed compressive environment matting algorithm. In particular, we use Canon 5D Mark II digital camera to capture images of transparent objects and a 24” SAMSUNG LCD monitor to project background images. Unlike the measurement process in [86, 99], which generates adaptive background pattern in each iteration based on analyzing the previously captured sample images, our measurement process is non-adaptive, where the measurement matrix or the corresponding background patterns are generated and stored in advance. In this way, our data acquisition is simplified into a process of capturing a video of the transparent object in front of the monitor that projects various background patterns continuously. Note that during the data acquisition process, the positions of the camera, the transparent object and the monitor are fixed so as to make sure that the unknowns in (Eq. 4.4) remain unchanged.

4.4.1 Implementation of light transport vector recovery

As described in Section 4.3.2, we use compressive sensing with hierarchical structure to recover the light transport vector. In particular, for the monitor with a resolution of $1280 \times 960$, we set the resolutions to be $16 \times 12$ and $128 \times 96$ for the coarse level and the fine level, respectively.
During the sparse vector recovery process, we adopt the dynamic group sparsity recovery algorithm (DGSR) \cite{59} rather than the common ROMP method used in \cite{88, 100} due to the following two reasons.

(i) For a sparse vector with group clustering prior, the DGSR algorithm can recover it accurately with less computational cost (see Table 4.2) and less measurements \cite{59}.

(ii) Most of the existing compressive sensing algorithms need to know the sparsity value of the vector before the recovery process starts. However, for our environment matting problem, it is impossible to know the exact sparsity value of the light transport vector $T$ in advance. In addition, the sparsity values for distinct foreground points are usually different because of different shape, refraction and reflection properties. Fortunately, DGSR is not very sensitive to the input sparsity value and can recover the group clustering information dynamically without any prior.

Considering that a sparse vector can be steadily and accurately recovered if the number of measurements is above five times of the vector sparsity, we set the sparsity value of $T$ to be $1/5$ of the total measurements. Furthermore, to ensure the non-negative and sum constraints in (Eq. 4.6), we make some modifications to the original DGSR method. Specifically, in each iteration we solve the non-negative least square problem instead of the general least square problem. The iteration stops when the $L_1$ norm of the currently recovered vector is close to one.

4.4.2 Visual results of environment composition

We first verify the proposed algorithm using a real glass cup. In particular, we capture 24 images at coarse level (see 4.3.a) and $100 \sim 400$ sample images at fine level (see 4.3.b) for the designed hierarchical measurement. Then, the refractive light transport vector $T$ of each object pixel is recovered using our proposed algorithm and subsequently composited.
with a new background image. Note that since it is captured in real environment, the measurements inevitably contain some noise.

Fig. 4.4 shows the composition results of our methods with and without Gaussian prior. It can be seen that the results with Gaussian prior are always better than that without the prior. Moreover, with the decreasing number of image samples, the gap between the two methods becomes larger. At the case with only 100 sample images, the results of the method without Gaussian prior is full of artifacts. This is mainly because the number of measurements is insufficient to recover the sparse vector $T$. In contrast, the method with Gaussian prior achieves much better performance since the additional Gaussian prior is able to effectively suppress the recovery errors in $T$. Even with only 100 image samples, the result with Gaussian prior is still visually acceptable.

We also conduct some experiments in simulated environment. In particular, we use some well-known complex 3D model and obtain all the sample images through rendering the 3D model using 3DS Max. Such a scenario can be considered as an ideal case, since the capturing environment is well controlled and the measurement noise can be ignored. Fig. 4.5 shows the composition results of a glass elephant, where 150 sample images are used to recover 12288-dimensional sparse refractive light transport vectors. It can be seen that the composition result of the method with Gaussian prior is very close the ground truth. Its superior performance against that of the method without Gaussian prior is well demonstrated in the nose and foot regions. In these regions, the object shape changes more drastically, which results in the passing-through lights to be refracted and scattered stronger than other areas, makes the sparsity of $T$ much bigger, and thus requires more sample images to recover the light transport vector $T$. The additional Gaussian prior significantly reduces the number of required image samples and thus can perform better in these regions. Similar results can also be found in Fig. 4.6 where all these images are composited using the recovered matte data extracted using only 150 sample images within gaussian prior.
Figure 4.4: Composition results of our proposed methods with and without the Gaussian prior, where the former significantly outperforms the latter in terms of visual quality at the same number of sample images.
4.5.a: Ground truth  
4.5.b: with Gaussian prior  
4.5.c: w/o Gaussian prior

Figure 4.5: Composition results of a 3D glass elephant with 150 sample images. Note that all sample images and ground truth are rendered using 3DS Max.

### 4.4.3 More comparisons

To better illustrate the advantages of the proposed compressive environment matting framework, we compare our algorithm with the existing representative environment matting methods in Table 4.1. The information about the existing environment matting methods is directly copied or estimated from the corresponding publications.

From Table 4.1 we can see that the first two methods require less number of sample images but can only recover single-region or single-point mapping for each foreground pixel, which is certainly limited for high-quality environment matting and composition. Moreover, the real-time method [24] can only handle colorless and purely specular transparent objects. Among the other methods that can recover multiple-region mapping effects, our approach is the best one in terms of the number of required sample images and the data acquisition complexity. The scale of the number of sample images for our method only depends on the sparsity of the light transport vector, which is much smaller than the resolution of the background image. Note that the data acquisition process in our algorithms becomes a simple video capturing process that can be done in a few minutes while the other three methods take at least half an hour for data acquisition. Compared with our method without Gaussian prior, the one with the prior can reduce the
Figure 4.6: Our proposed composition result of several complex 3D models. From the results in the first column we can see that due to the complex shape, its refraction and reflection effects are very complicated, but we can still recover such complicated effects efficiently using only 150 sample images and generate very accurate composition results that close to the ground truth.
Table 4.1: Comparisons among different environment matting algorithms with a background image size of $n \times n$ and $k$ denoting the sparsity of the light transport vector.

<table>
<thead>
<tr>
<th>Methods</th>
<th># of captured images when $n = 512$</th>
<th>Data acquisition time &amp; method</th>
<th>Matte extraction time</th>
<th>Feature</th>
<th>Suitable object</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zongker’s method [144]</td>
<td>$\mathcal{O}(\log n)$ 18 images</td>
<td>5 min &amp; image capture</td>
<td>10-20 min</td>
<td>Support single-region mapping</td>
<td>General transparent object</td>
</tr>
<tr>
<td>Real-Time method [24]</td>
<td>2 images</td>
<td>1 min &amp; image capture</td>
<td>2 min</td>
<td>Support one-point mapping</td>
<td>Colorless and pure specular object</td>
</tr>
<tr>
<td>Chuang’s method [24]</td>
<td>$\mathcal{O}(n)$ 900 images</td>
<td>30 min &amp; image capture</td>
<td>20 min</td>
<td>Support multiple-region mapping</td>
<td>General transparent object</td>
</tr>
<tr>
<td>Wavelet method [86]</td>
<td>$\mathcal{O}(n)$ 2400 images</td>
<td>12 hours &amp; image capture</td>
<td>Not available</td>
<td>Decompose background into patterns</td>
<td>General transparent object</td>
</tr>
<tr>
<td>Frequency method [143]</td>
<td>$\mathcal{O}(n)$ At least 2048 images</td>
<td>2 hours &amp; image capture</td>
<td>Not available</td>
<td>Support multiple-region mapping</td>
<td>General transparent object</td>
</tr>
<tr>
<td>Our method w/o Gaussian prior</td>
<td>$\mathcal{O}(k\log k)$ 400 images</td>
<td>4 min &amp; video capture</td>
<td>Depending on object size</td>
<td>Support multiple-region mapping</td>
<td>General transparent object</td>
</tr>
<tr>
<td>Our method with Gaussian prior</td>
<td>$\mathcal{O}(k\log k)$ 250-300 images</td>
<td>3 min &amp; video capture</td>
<td>Depending on object size</td>
<td>Support multiple-region mapping</td>
<td>General transparent object</td>
</tr>
</tbody>
</table>
Table 4.2: Average time for the light transport vector recovery using the non-negative dynamic group sparsity recovery algorithm (NN-DGSR) with different settings.

<table>
<thead>
<tr>
<th></th>
<th>Hierarchical (seconds per 1000 pixels)</th>
<th>Direct (seconds per 1000 pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN-DGSR</td>
<td>306 ± 5</td>
<td>538 ± 5</td>
</tr>
</tbody>
</table>

required image samples from 400 to about 250-300 and save at least 25% data acquisition time while producing visually accurate composition results.

In terms of the computational cost to extract the environment matte data, the major burden in our algorithm comes from the process to recover the light transport vector \( T \) in each color channel for every foreground point. Table 4.2 gives the average time taken to recover the light transport vector using the non-negative dynamic group sparsity recovery algorithm (DGSR) with different settings for the case in Fig. 4.4 with 400 sample images, where the direct method solves the constrained optimization problem with high dimension for once while the hierarchical one solves the optimization problem with low dimension for twice. The algorithms are running on an HP xw4400 workstation with Intel Core2 6700 CPU and 2G memory. Note that the time values given in Table 4.2 are the average results obtained by running the algorithms for many times over different parts of the transparent object. It can be seen that the hierarchical method is faster than the direct one and the matte extracting time is about 1 ∼ 2 hours in our experiments depending on the object size, which is acceptable for practical applications. Considering that the light transportation vectors of different foreground pixels are independent, we can use parallel processing such as GPU to accelerate the processing speed.

4.4.4 Comparison with compressive image relighting

Since environment matting can be considered as a special case of the image based relighting problem, in this section we give some discussions to compare our method with
the state-of-the-art compressive image relighting algorithm [88]. In general, both methods use compressive sensing technique to reduce the number of sample images and the hierarchical scheme to accelerate the measurement and recovery process.

However, there are some significant differences. First, we consider the unique properties of the environment matting problem such as the group clustering property, which might not exist in the general image relighting problem. With this group clustering property, we are able to reduce the number of image samples and accelerate both the data acquisition process and the matte data recovery process. In particular, [88] uses about 1000 non-adaptive illumination samples to recover a $128 \times 128$ sparse light transport vector while we only need about 250-300 samples to recover a $128 \times 96$ vector $\mathcal{T}$. Second, to fight with the common issue of measurement noise, [88] utilizes the similarity among neighboring pixels while we use the Gaussian prior to suppress the effects of the noise, which is more effective since it complies with the light BRDF property. Third, the hierarchical scheme in [88] is used to explore the similarity among neighboring pixels but the size of the measurement matrix was fixed all the time, while in our method the size of the measurement matrix in the finer level is much smaller since it is based on the results of the coarse level. Thus, the computational cost of our method is much less than that of [88].
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In this chapter, we introduce a novel high quality shape reconstruction algorithm that integrates the lighting geometry property into conventional hybrid multi-view stereo and photometric stereo techniques to generate 3D object models with high-frequency surface details.

5.1 Motivation and Our Approach

As summarized in Chapter 2, MVS and PS are two common techniques for 3D reconstruction problem. MVS technique can generate rough 3D object models but miss high-frequency shape details, while PS technique is able to recover surface details but only under a fixed viewpoint. Joint MVS and PS techniques such as [64, 66, 62, 37, 125, 126, 137] can overcome the drawbacks of each individual technique at the costs of high computational complexity, large number of image samples, and the typical inflexible requirement of controlled illuminations.

In this chapter, we consider the problem of high-quality 3D reconstruction under
unknown general lighting conditions using the joint MVS and PS technique. We take into account the property of lighting geometry and propose to use total variation (TV) term to constrain the light function recovery. Similar to [126], our method uses MVS model as the initial input data. Then, we adopt the shading information to recover the missing high-frequency surface details to refine the initial MVS model. The main difference between our method and many previous methods is that both the illumination conditions and 3D vertex coordinates are treated as unknown variables to be optimized in our algorithm. Based on the Lambertian light reflectance model, we connect them together using the shading cues and optimize them simultaneously through a constrained energy minimization process.

The contribution of this research are twofold. First, we find that under many general illumination circumstances, surface illumination can be considered as piece-wise constant. Thus, we propose to apply total variation constraint on the light function. As far as we know, it is the first time that the total variation constraint is applied on illumination. Experimental results demonstrate the effectiveness of the proposed constraint. Second, in our framework, both the light function and the vertex positions are optimized simultaneously, while in the state-of-the-art method [126], they are recovered and optimized separately. Moreover, the method in [126] refines the mesh vertex by vertex due to the nonlinearity of the energy function while our method optimize the entire mesh together. Thus, our method, where the entire optimization process only costs a couple of minutes, has much lower computational complexity than [126].

5.2 Lighting geometry property

Before the description of the proposed algorithm in detail, some basic assumptions and the illumination model used in this research should be stated first. In particular, there are two basic assumptions:
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(i) The environment illumination is general, constant and far enough that can be modeled as directional lights;

(ii) The target object is Lambertian object with a constant light reflectance parameter.

5.2.1 Lambertian lighting model

Since the environment illumination is distant enough, they can be approximated as a combination of many directional lights and here we use \( m \) different directional lights \( \{ l^k \in \mathbb{R}^3 | k = 1, \cdots, m \} \) to represent the whole environment illumination. Then for an object surface point \( v \in \mathbb{R}^3 \), its intensity can be calculate as

\[
c_v = \rho \times \sum_{k=1}^{m} \max(l^k \cdot n_v, 0) \times V(l^k, v)
\]

(Eq. 5.1)

where \( V(l^k, v) \) is the binary visible function of \( v \) to directional light \( l^k \) and \( \rho \in \mathbb{R}^1 \) is the constant Lambertian reflectance coefficient. The above Lambertian reflectance model can be rewritten into the following form:

\[
c_v = \sum_{V(l^k, v) > 0, l^k \cdot n_v > 0} \rho \times l^k \cdot n_v = l_v \cdot n_v
\]

(Eq. 5.2)

Here \( l_v \) is used to represent the combined lighting effects on \( v \) that determines the vertex intensity. Therefore, as shown in Fig. 5.1, instead of recovering the whole environment illumination \( \{ l^k | k = 1, \cdots, m \} \), the visible function for each vertex to every possible incident directions \( V(l^k, v) \) and then calculate \( \sum_{V(l^k, v) > 0, l^k \cdot n_v > 0} \rho \times l^k \) for each surface vertex, which requires very high computational cost [126], in this thesis we directly focus on the variable \( l_{vi} \) of each surface vertex \( v_i \), which apparently satisfies the Lambertian reflectance model but with much less computational cost than [126].

5.2.2 Intensity constraints

According to [Eq. 5.2], the vertex intensity is determined by both surface normal \( n_v \) and the lighting function \( l_v \). Therefore, once we obtain the vertex intensity \( c_v \), its lighting
Figure 5.1: Illustration of lighting geometry on object surface. No matter what type of environment lights we have, for example, \( \{ l^k | k = 1, \cdots, m \} \) from different directions, we can use \( l_v \) to represent the combined lighting effects on vertex \( v \). Moreover, we can see that \( l_v \) would not change drastically between neighboring vertices, which means it has piece-wise constant property over the surface.
function and normal should satisfy the constraint:

\[ c_v = l_v \cdot n_v \quad \text{(Eq. 5.3)} \]

Moreover, enlighten by [126], for neighbor vertices, their intensity difference is also an important constraint that should be maintained:

\[ c_{v_i} - c_{v_j} = l_{v_i} \cdot n_{v_i} - l_{v_j} \cdot n_{v_j} \quad \text{(Eq. 5.4)} \]

where \( v_j \in \mathcal{N}(v_i) \) is the one-ring neighbor vertex of \( v \). Theoretically speaking, such intensity difference may be caused by both the normal change and light difference between points. But in most practical cases, it is due to the normal changes, that is, the high-frequency surface details that MVS technique fails to recover [126].

### 5.2.3 Piece-wise constant surface light

According to [Eq. 5.2], for a vertex \( v \), its light condition \( l_v \) is determined by its normal \( n_v \) and visible function \( V(l^k, v) \). Usually, such surface visible functions only change dramatically at edges and thus it is reasonable to assume that it is piece-wise constant over the surface. Therefore, the surface light condition \( l_v \) should also be piece-wise constant over surface (as shown in Fig. 5.1). To validate our hypothesis, we place the teapot model under several monochromatic environment lights\footnote{Since \( \rho \) is a constant scalar, the surface reflectance color just represents its lighting conditions if lights are monochromatic (e.g. red, green, blue).} and render their results in 3Ds Max. From Fig. 5.2 we can see that the reflectance color is piece-wise constant over the surface. Therefore, to guarantee that such important lighting geometry property is satisfied during the optimization process, enlighten by [95] [16], we introduce the total variation constraint on vertex light function \( l_v \) in our framework. As far as we know, this is the first time that total variation constraint is used on illumination functions.
5.3 Optimization Framework for Joint Mesh Refinement and Lighting Recovery

5.3.1 Problem Formulation

In this section we describe our new optimization framework that can accurately refine the object model and recover its light condition simultaneously. Similar to many previous methods, the reconstruction model of MVS techniques is used as the initial model, i.e., for each surface vertex we have the initial values of its position \( v^{in} \).

Based on the discussions in Section 5.2, we include the following constraints in our framework:

(i) **Fidelity constraint**: This term is to guarantee that the optimized vertex position \( v \) should be consistent with its initial MVS result:

\[
E_f = \sum_{i=1}^{N} \| v_i - v_i^{in} \|^2
\]

(ii) **Photometric constraint**: This term aims to ensure that both the Lambertian reflectance model and the intensity difference between neighboring vertices are satisfied:

\[
E_{ps} = \sum_{i=1}^{N} \| l_{v_i} \cdot n_{v_i} - c_i \|^2
+ \sum_{e_{ij} \in E} \| (l_{v_i} \cdot n_{v_i} - l_{v_j} \cdot n_{v_j}) - (c_i - c_j) \|^2
\]
where \( E \) is the set of all mesh edges.

(iii) **Laplacian term**: This term can help avoid some singular or invalid triangles during the mesh optimization process. Also it can help make the mesh smooth.

\[
E_{\text{lap}} = \sum_{i=1}^{N} ||v_i - \bar{v}_i||^2
\]

where \( \bar{v}_i \) is the average of one-ring neighbors of \( v_i \).

(iv) **TV light constraint**: Since the surface light function is piece-wise constant, we propose to use the TV term on \( l_{vi} \) to ensure such property during the optimization process:

\[
R_{\text{tv}}(l) = \sum_{i=1}^{N} ||\nabla l_{vi}||
\]

Finally, we formulate the 3D reconstruction problem as an energy optimization framework:

\[
\min \left\{ \frac{\alpha}{2} E_f + \frac{\beta}{2} E_{ps} + \frac{\eta}{2} E_{\text{lap}} + R_{\text{tv}}(l) \right\}
\]  
(Eq. 5.5)

where \( \alpha, \beta \) and \( \eta \) are weights for different terms.

### 5.3.2 Proposed Optimization Solver

It is difficult to calculate the optimal solution of our proposed optimization problem (Eq. 5.5) directly because of the TV term. Enlighten by \[130\], we propose to use a modified Augmented Lagrangian Method (ALM) to solve (Eq. 5.5).

The basic idea of ALM method is to introduce a temporary variable to substitute the gradient term in the original problem and use Lagrangian method to constraint its fidelity. In particular, our problem (Eq. 5.5) can be rewritten into the following form:

\[
G(v, l, p; \lambda) = \frac{\alpha}{2} E_f + \frac{\beta}{2} E_{ps} + \frac{\eta}{2} E_{\text{lap}} + \lambda \cdot (p - \nabla l)
+ \frac{r}{2} ||p - \nabla l||^2 + R_{\text{tv}}(p)
\]  
(Eq. 5.9)
Algorithm 1 Modified Augmented Lagrangian Method

Input: Initial MVS mesh \( \{v_i^n \in \mathbb{R}^3 | i = 1, \cdots, N\} \), Vertex intensity \( \{c_i \in \mathbb{R}^1 | i = 1, \cdots, N\} \) and \( r, \epsilon; \)

Output: Optimal \( \{v_i^\ast \in \mathbb{R}^3 | i = 1, \cdots, N\} \) and vertex light \( \{l_{v_i} \in \mathbb{R}^3 | i = 1, \cdots, N\} \);

1: Initialization: \( v^0 = v_i^n, l^0 = 0, p^0 = 0, \lambda^0 = 0; \)
2: repeat
3: Solve \( u \)-sub problem: for a given \( p \), solve \( l \) and \( v \):
   \[
   \min \left\{ \frac{\alpha}{2} E_f + \frac{\beta}{2} E_{ps} + \frac{\eta}{2} E_{lap} + \frac{r}{2} \|p^k + \frac{\lambda^k}{r}\| - \nabla l\|^2 \right\} \quad (\text{Eq. 5.6})
   \]
4: Solve \( p \)-sub problem: for a given \( v \) and \( l \), solve \( p \):
   \[
   \min \{R_{tv}(p) + \lambda^k \cdot p + \frac{r}{2} \|p - \nabla l^{k+1}\|^2\} \quad (\text{Eq. 5.7})
   \]
5: Update Lagrange multiplier \( \lambda \):
   \[
   \lambda^{k+1} = \lambda^k + r(p^{k+1} - \nabla l^{k+1}) \quad (\text{Eq. 5.8})
   \]
6: until \( \sum_{i=1}^{N} \|l_{v_i}^{k+1} - l_{v_i}^{k}\|^2 < \epsilon \)

where \( p \) is the variable that is used to substitute \( \nabla l \), \( \lambda \) is Lagrange multiplier and \( r \) is a positive constant as the step size of iteration. According to [130], (Eq. 5.9) can be solved by dividing into three sub-problems that to be optimized iteratively as illustrated in Algorithm [1].

Note that in our modified augmented lagrangian method, the most important step is the \( u \)-sub problem, which can refine both the vertex position and surface light function simultaneously. Because of the normalization process during the calculations of both surface normal \( n_v \) and the gradient coefficients on triangular mesh, it is apparently a non-convex problem to the vertex position \( v \) and light \( l \). Therefore, we modify the original \( u \)-sub problem in [130] and proposed to solve its equivalent problem (Eq. 5.6) instead, which is a non-linear least square optimization problem that can be solved through Levenberg-Marquardt algorithm [74] in our framework.
5.3.3 Jacobian matrix construction

In Levenberg-Marquardt algorithm, its essential process is to construct the Jacobian matrix which records the partial derivative of the optimization function to target variables separately, including the partial derivative of normalized surface normal to vertex XYZ coordinates and the partial derivative of the gradient of surface light to both vertex XYZ coordinates and light variables. So in this section we will introduce some details about how to calculate the above two partial derivatives.

For triangular meshes, the vertex normal is calculated as the sum of its neighboring triangle faces. That is, as shown in Fig. 5.3, for vertex $v_a$, its one-ring neighbors are
\{v_b, v_c, v_d, v_e, v_f, v_g\}, then its normal \(N_a\) is calculated as:

\[
N_a = N_{fabc} + N_{faced} + N_{fade} + N_{faef} + N_{afg} + N_{fgb}
\]

where \(N_{fabc} = (v_b - v_a) \times (v_c - v_a)\) and \(\times\) represents the cross product operation. Summing all terms together, \(N_a\) actually equals to:

\[
N_a = v_b \times v_c - v_c \times v_d - v_d \times v_e - v_e \times v_f - v_f \times v_g - v_g \times v_b
\]

(Eq. 5.10)

\(n_a\) is the normalized result of \(N_a\), that means, \(n_a = \frac{N_a}{\|N_a\|}\). Therefore, we can calculate the derivative of \(n_a\) to anyone of its neighbor vertices, for example, \(v_c\), as:

\[
\frac{\partial n_a}{\partial v_c} = \frac{\text{Jacobian}(N(v_c), v_c)}{\|N_a\|} - \frac{\text{transpose}(N_a) \times N_a \times \text{Jacobian}(N(v_c), v_c)}{\|N_a\|^3}
\]

where \(N(v_c) = v_b \times v_c + v_c \times v_d\). Note that when we calculate \(\frac{\partial n_a}{\partial v_c}\), only \(v_c\) is variable while all other vertex positions and the vertex normal \(N_a\) are all treated as constant vectors. Similarly, the derivative of \(n_a\) to others neighboring vertices can be obtained in the same way. For more details of \(\frac{\partial \nabla l}{\partial v}\) and \(\frac{\partial \nabla l}{\partial l}\), please refer to [127, 128].

In another aspect, since all such partial derivatives are calculated using the target vertex and its one-ring neighbor vertices, such jacobian matrix is very sparse actually.

### 5.4 Experiments

To verify the efficiency and effectiveness of our framework, we validate our algorithm both on the synthesized bunny example, the real world fish example used in [126] and the temple and dino dataset from the Middlebury benchmark [4], which we do not have any prior knowledge about its environment light conditions. For the bunny example, we place the original bunny model under several directional lights and render its surface...
intensity accordingly. Then we use a smoothed bunny as the input of our framework and refine the mesh as well as calculate its surface light function using our proposed algorithm. For the fish, temple and dino examples, in our framework, firstly we use the conventional MVS algorithm to calculate an initial smooth 3D model as the input of our framework. Specifically, our initial models are generated using the volumetric reconstruction methods [107], which has a very high rank and score for its reconstruction accuracy and computational error rate in the benchmark [4]. To show that our algorithm is not sensitive to the initial MVS models, we purposely smooth the initial reconstruction results and use the smoothed models as the input to our optimization framework. Next, considering that the camera parameters are already known [4] or can be recovered during the MVS process, we map the input MVS model to the real captured sample images (as shown in Fig. 5.4) in different views and compute its average intensity result as $c_i$ for each surface vertex $v_i$. Finally the target object model and its surface illumination conditions are refined and recovered as specified in Algorithm 1.

5.4.1 Visual results

In this section, we show the results of mesh refinement, especially focusing on the accuracy of surface details. Firstly for the synthesized bunny example, the first two columns in Fig. 5.5 show a very smooth bunny model without much surface details and its surface intensity as the input of our framework. By utilizing the surface intensity constraints and surface lighting prior, our proposed can generate a more accurate bunny mesh and recover its corresponding piece-wise surface lighting functions, which are both very close to the ground truth. For this bunny example, we choose the parameters that $\alpha = 10e + 8, \beta = 1.0e + 4, \eta = 10000, r = 0.5, \epsilon = 1.0e - 10$. Next, for the fish dataset, Fig. 5.6 shows the comparison between our result and that of Wu’s method [126], which represents the state-of-the-art approach on utilizing lighting and shading information for
Figure 5.4: Examples of real captured sample images of temple and dino objects.
3D reconstruction under general unknown illumination. The result of Wu’s method is kindly provided by the authors, which has 200k vertices while our recovered mesh model has only 40k vertices. Although our reconstructed fish model has much less vertices, the visual quality of our result is comparable to that of Wu’s method.

Moreover, for the next temple and dino dataset, since there is no result available for Wu’s method for this dataset, we compare our result with the volumetric MVS algorithm [107] which is one of the high-performance MVS methods. For the temple example, which is a challenging one since the object is of complex shape and might not meet the Lambertian surface assumption well. Even for such a case, our method using 48000 vertices can still generate more details than [107]. As shown in Fig. 5.7, the first column shows the initial smooth temple model as the input of our proposed framework while the second column shows the mesh vertex intensity information extracted from real captured images (as shown in Fig. 5.4); the reconstructed temple model using conventional MVS method [107] are shown in the third column which gives us an roughly accurate result but fails to recover many carved surface details, especially on its top parts and four pillars. On the contrary, our proposed mesh optimization framework can generate high quality 3D temple model with better surface details as shown in the last column of Fig. 5.7 especially in its top region and four pillar parts (The close view for the surface details comparison are shown in Fig. 5.8). For this temple example, we choose the parameters that $\alpha = 10.0e + 6$, $\beta = 1.0e + 5$, $\eta = 100$, $r = 0.5$, $\epsilon = 1.0e - 10$. Also, Fig. 5.9 shows the comparison results of the dino model, which has very smooth body and uneven back squama. The MVS technique [107] generates a model with uneven surface and missing back squama details as shown in the first row of Fig. 5.9. Our algorithm can refine such uneven model, make its body smooth and recover back squama surface details. Moreover, our proposed algorithm can even recover the missing eye and mouth structure as shown in Fig. 5.10. For this dino example, we set the parameters
\( \alpha = 1.0e+10, \beta = 1.0e+5, \eta = 1.0e+8, r = 0.5, \epsilon = 1.0e-10. \) Note that here we choose a large \( \eta \) to make the dino surface smooth after mesh refinement.

Figure 5.5: Results of the synthesized bunny example. For this bunny example, the input of our framework is a smooth bunny model (shown in the first column) and its rendered images (shown in the second column). Then we can refine the mesh and recover its piece-wise surface lighting function as shown in the third and fifth column, respectively. Compared with the ground truth (column 4 and 6), we can see that our proposed algorithm can generate high-quality mesh with high frequency shape details and recover the lighting function close to the ground truth.

In another aspect, Fig. 5.11 shows the recovered surface light result for both the temple and dino examples, where we can see that our recovered light results satisfy the piece-wise constant constraint.
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Initial smooth model | Surface intensity | Our proposed result | Wu’s result [126]

Figure 5.6: Comparison with Wu’s algorithm [126]. For the mesh, our algorithm can refine the initial smooth model and recover mesh surface details similar to [126] but using a more reasonable optimization framework and at a very low computational cost.

5.4.2 Computational cost

In this section we discuss the computational cost of our algorithm in terms of time cost and memory cost.

In our experiment, we validate our algorithm on the middlebury multi-view stereo benchmark dataset [4] where the initial MVS models can be directly obtained and loaded into our framework. Then, as illustrated in Algorithm [1], the object model and its surface light are optimized iteratively until convergence. In each iteration, its computational time cost is mainly on the \( u \)-sub problem (Eq. 5.6) while the \( p \)-sub problem (Eq. 5.7) and the \( \lambda \) update process (Eq. 5.8) can be solved at a much faster speed [129, 130]. For the \( u \)-sub problem (Eq. 5.6), the Levenberg-Marquardt algorithm [74] is adopted in our framework, which takes about 8 minutes to solve (Eq. 5.6) for both temple and dino examples. The whole iteration will be repeated about 3-4 times until the stopping criteria are satisfied, which means our proposed energy minimization problem is solved in about half an hour. Thus, the computational time cost of our proposed algorithm is much less than [126], which takes half an hour to recover the environment lighting and the visibility function for each vertex, and takes about 2 hours to refine an object mesh. The time saving is because of three reasons: 1) for the environment light conditions, we focus on the combined light function \( l_v \) for each vertex directly while the method in [126] chooses to calculate the whole environment lights and the visible function for each vertex explicitly,
Figure 5.7: Result comparison for the temple model. Here the input smooth model of our proposed algorithm are shown in the first column; the second column shows the vertex intensity of the model which are extracted from real captured images as shown in Fig. 5.4; the reconstructed temple model using conventional MVS algorithm [107] and our proposed algorithm are shown in the last two columns respectively.
Figure 5.8: Close view of the pillar region of Temple. It can be seen that our proposed algorithm can generate more carved pillar details than [107] as reflected by the photometric cues on the object surface.
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Figure 5.9: Result comparison for the Dino model. The first row shows the reconstructed Dino model using conventional MVS algorithm [107], the second row shows the obtained surface intensity value for each vertex while the last row shows the results of our method.
which is very time-consuming; 2) our approach refines object mesh and calculates the surface lighting conditions simultaneously while the method in [120] does it separately; 3) we propose to solve a non-linear least square problem for mesh optimization so that we can refine the positions for all vertices together in each step while the method in [120] refines the object mesh vertex by vertex in a fixed order.

One the other hand, since we optimize both mesh vertex coordinates and light information at the same time, the memory cost of our framework is large. Similar to the time cost, in our algorithm, the main memory cost also lies on the $u$-sub problem because we need to first calculate the corresponding Jacobian matrix $J$ and residual vector $f$ for (Eq. 5.6) and then solve a large linear equation $(J^T J - \mu I)x = J^T f$ to calculate the incremental value for both $v$ and $l_v$. To be precisely, suppose the object mesh has $N$ vertices, $E$ edges and $F$ faces, then we need $N \times 3 + N \times 3$ rows to calculate the derivative of $E_f$ term, $N + E$ rows for $E_{ps}$ term, $N \times 3$ rows for $E_{lap}$ term and $F \times 9$ for the last term in (Eq. 5.6), which means that the size of the corresponding Jacobian matrix $J$ is $(N \times 10 + E + F \times 9) \times (N \times 6)$ and the size of the linear problem is $(N \times 6) \times (N \times 6)$ in each iteration step. Taking the temple object as an example, which has about 48000
Figure 5.11: The calculated surface illumination results for both temple and dino dataset. The surface illumination results are converted into RGB color for illustration purpose. We can see that the illumination results satisfy the piece-wise constant constraint.
vertices and 96000 faces, we need about 10G memory for the whole optimization process without too much code optimization.

5.4.3 Convergence

In this section we discuss the convergence issue of the proposed optimization algorithm. The essential part of our framework is to solve the complex energy optimization problem (Eq. 5.5) to refine the mesh and calculate the vertex light property simultaneously, which contains both the total variation constraint on vertex lighting function and non-linear constraints on vertex positions. In the proposed optimization algorithm, the modified ALM algorithm is used to separate the original complicated problem into some sub-problems and optimize them iteratively. (Eq. 5.6) is the most critical one among all sub-problems. It can be considered as the combination of the following two problems: 1) Fixing mesh vertex position, optimize the lighting functions that satisfy total variation constraint; 2) Fixing the environment lighting functions, optimize the vertex positions according to Lambertain lighting model. Apparently the former problem is convex while the latter one is not. Thus, our algorithm cannot guarantee to achieve the global optimal solution theoretically.

On the other hand, our algorithm is based on the input of a smooth MVS reconstructed mesh, which is already close to the target roughly. The proposed optimization is mainly meant to further refine the initial mesh to generate more surface details. Thus, even a local optimum will still lead to better reconstruction performance. Our various experiments, both on the synthesized bunny and the real world fish, temple and dino dataset, demonstrate that such local optimal result is acceptable for practical applications. Some recent work [126] also shows that local minima can give improved results.
5.4.4 Limitations

To be noted that our proposed algorithm still has some limitations. For one thing, the memory cost of our algorithm is very high because both the vertex position and its light condition are variables, so that currently we cannot handle extremely large mesh with too many vertices. For another, similar to [126], the purpose of our algorithm is to refine the existing mesh model rather than reconstruction so that we require an roughly accurate input object mesh.
Chapter 6

Conclusion and Future Works

6.1 Conclusion

In this thesis, we have investigated the fundamentals of the two specific lighting geometry related problems: environment matting and 3D reconstruction, and reviewed the existing solutions for these two problems. We have proposed a novel flexible environment matting and compositing algorithm, a new compressive environment matting method and a novel joint mesh refinement and light function recovery framework to solve the above two problems effectively and efficiently.

To improve the flexibility of conventional environment matting and compositing technique, we have described a new method for flexible and accurate transparent object matting and compositing. We first introduce the new concept of refractive light vector and propose to use a refractive light vector field as the new representation for environment matte, which allows us to easily composite a transparent object into an arbitrary new background placed at any distance. Such flexibility cannot be provided by the existing environment matting algorithms, which require to repeat the whole complicated and time-consuming matting extraction process for any new distance. Moreover, to provide accurate environment matte data, we have also proposed a piecewise vector field fitting algorithm using bicubic B-splines, which can eliminate both noises and errors efficiently.
Compared with the previous methods, our approach can produce more robust and accurate compositing results.

To reduce the computational cost of high-quality environment matting extraction problem, we have proposed a novel compressive environment matting framework that incorporates the recently developed compressive sensing theory into the environment matting problem. Particularly, based on our analysis and validation, our proposed method incorporates the important properties of the light transport vector such as group clustering and Gaussian priors, with a hierarchical sampling and sparse vector recovery scheme. The experiment results show that compared with the existing high-quality environment matting methods, our proposed algorithm can recover the refraction and reflection properties of transparent objects accurately with much simplified data acquisition process, much less computational time cost and much less number of sample images.

To improve the accuracy of 3D reconstruction problem, we have developed a new high-quality 3D reconstruction algorithm that integrates the lighting geometry property into conventional hybrid multi-view stereo and photometric stereo techniques to generate 3D object models with high-frequency surface details. In our framework, both the mesh vertex position and the corresponding illumination condition are unknown variables that will be optimized in our research. Based on our analysis about the lighting conditions, its piece-wise constant property is proposed so that we propose to use the total variation constraint on it. To the best of our knowledge, it is the first time that total variation constraint is used on lighting problem. According to the surface shading cues, we can refine the object models and calculate the lighting conditions simultaneously. The experiment results show that our approach can generate the 3D models with more high-frequency surface details than conventional MVS algorithms. Compared with the previous methods, our propose method is reasonable, can provide a significant computational saving and is compatible with traditional MVS methods without capturing any extra images.
6.2 Future Directions

Firstly, note that in chapter 3, to simplify the data acquisition process we use the real-time environment matting method [24] to extract matte data under two background distances, which assumes that the target transparent object is colorless and specular refractive. Therefore it would be interesting to extend our novel refractive light vector field representation to handle more general situations that include common transparent objects or other objects with various kinds of light interaction effects. Moreover, consider that in our proposed flexible environment matting algorithm, the position of camera and object are fixed while only the background image plane is changeable. So it would be worthwhile to construct a more general framework where both the background plane and camera position can be changed arbitrarily. In addition, most environment matting algorithms judge the quality of the compositing results simply based on how the results visually look like the ground truth. When the ground truth (real captured image or rendered image) is available, existing objective metrics such as MSE and PSNR might be used to evaluate the matting and compositing performance. However, it is observed that the recovered structure information in the compositing results is usually crucial to the appearance, which is not well measured by those existing metrics. How to properly evaluate various environment matting and compositing methods warrants future investigation.

Secondly, since the environment matting and compositing problem is the inverse problem of image based relighting, it would be interesting to introduce our group clustering and oriented gaussian priors or incorporate other kinds of light constraints into general image based relighting problem to simplify the data acquisition process, reduce the computational cost and improve the accuracy of existing image based relighting algorithms.

Next, consider the fact that the Lambertian reflectance model and vertex intensity are adopted in our research, it is obvious that the proposed joint mesh refinement and light function recovery framework can be extended in the following directions. For one
thing, in many real situations, the Lambertian reflectance model may not be suitable or satisfied, e.g. for specular, translucent and transparent materials, so it would be worthwhile to modify our algorithm to handle other kinds of lighting models. For another, we can further investigate to use other kinds of illumination effects, such as, highlights, specular, light scattering, etc. as the photometric constraint for different specifications of 3D reconstruction problems. Last but not least, since our algorithm is compatible with conventional MVS algorithm without capturing any extra images, we can also extend our algorithm to handle dynamic objects or scenes to improve the reconstruction accuracy.

Last but not least, while the 3D reconstruction problem of opaque objects has been well studied, how to reconstruct transparent objects is still a big challenge due to the light reflection, refraction and specular effects. In another aspect, such complex lighting effects can be well recorded through environment matting and compositing technique. Therefore, it is of great interest to develop a novel algorithm that combines the 3D reconstruction technique and environment matting technique together to generate the 3D models of transparent objects.
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