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Abstract

This thesis is concerned about statistical inference for high dimensional data based on large dimensional random matrix theory, especially, independence tests for high dimensional data.

The first problem we discussed is an independence test between two high dimensional random vectors $\mathbf{x} : p_1 \times 1$ and $\mathbf{y} : p_2 \times 1$, each of which has $n$ random samples, i.e. \{x_1, x_2, \ldots, x_n\} and \{y_1, y_2, \ldots, y_n\} respectively. A statistic is proposed based on the sum of squares of sample canonical correlation coefficients. Fortunately, the squares of the sample canonical correlation coefficients $r^2_1, r^2_2, \ldots, r^2_{p_1}$ are eigenvalues of the matrix $S_{xy} = (\frac{1}{n}XX^T)^{-\frac{1}{2}}\frac{1}{n}XY^T(\frac{1}{n}YY^T)^{-\frac{1}{2}}\frac{1}{n}YX^T$, where $\mathbf{X} = (x_1, x_2, \ldots, x_n)$ and $\mathbf{Y} = (y_1, y_2, \ldots, y_n)$. From this point, the proposed statistic is a linear spectral statistic for the matrix $S_{xy}$ (This matrix is called canonical correlation matrix). For this matrix, we investigate its limiting spectral distribution (LSD) and the central limit theorem (CLT) for its linear spectral statistics.

Under the case of $\mathbf{X}$ and $\mathbf{Y}$ being Gaussian distributed and independent, the LSD of $S_{xy}$ has been provided in \cite{Wachter1980}. By using the Stieltjes transform method and Lindeberg’s method, under the finite second moment condition, we derive that the LSD of $S_{xy}$ under the general case is the same as that under the Gaussian case. The CLT for linear spectral statistics of $S_{xy}$ is also provided by a similar approach. Under the Gaussian case, the empirical spectral distribution (ESD) of the matrix $S_{xy}$ can be related to the ESD of an $F$-matrix. Under the general case, by the interpolation method and the general Stein’s equation provided in \cite{LytovaPastur2009}, we conclude that the CLT is the same as that under the Gaussian case with the assumption $\mathbb{E}X^4_{11} = 3$. 
Apparently, the matrix $S_{xy}$ only can be used under the restricted condition of $p_1, p_2 < n$ in order to make the matrices $\frac{1}{n}XX^T$ and $\frac{1}{n}YY^T$ invertible. To overcome this drawback, we propose regularized canonical correlation coefficients whose squares are eigenvalues of the regularized matrix $T_{xy} = (\frac{1}{n}XX^T + tI_{p_1})^{-1}\frac{1}{n}XY^T(\frac{1}{n}YY^T)^{-1}\frac{1}{n}YX^T$, where $t > 0$, $I_{p_1}$ is a $p_1 \times 1$ identity matrix and $(\frac{1}{n}Y Y^T)^{-1}$ denotes the Moore-Penrose pseudoinverse matrix of $\frac{1}{n}Y Y^T$. The LSD and CLT for the matrix $T_{xy}$ have been provided in a similar way to those of $S_{xy}$.

Moreover, in order to derive the asymptotic theorem for the matrix $T_{xy}$, we develop a CLT for linear spectral statistics of a kind of random matrix which is a sample covariance matrix plus a nonnegative definite matrix.

The second independence test is about testing independence among a large number of high dimensional random vectors, i.e. detecting independence among $x_1, x_2, \ldots, x_n$, where $x_i$ is a $p$-dimensional random vector and $p$ is comparable to $n$. For this test, we propose a linear spectral statistic of the sample covariance matrix $S = \frac{1}{n}XX^T$ with $X = (x_1, x_2, \ldots, x_n)$.

When each random vector $x_i, i = 1, 2, \ldots, n$ consists of independent and identical distributed (i.i.d.) components, based on the idea of the LSD of $S$ being Marcenko-Pastur law under the null hypothesis, we use the characteristic function of the ESD of $S$ to capture dependence between $x_1, x_2, \ldots, x_n$. Moreover, since the characteristic function contains a parameter $t$, we provide the asymptotic theorem for the linear spectral statistic process with respect to the parameter $t$ in any closed interval.

We also deal with this problem for random vectors which have relatively more complicated structures. Each random vector $x_i, i = 1, 2, \ldots, n$ has the linear dependent structure $x_i = Tw_i$ or $x_i$ is a covariance stationary linear process, where $T$ is a nonnegative definite Hermitian matrix and $w_i$ is a $p$-
dimensional random vector with i.i.d. components. We utilize the first two moments of the ESD of the matrix $S$ to construct test statistics. The CLT for linear spectral statistics of $S$ when $x_i = Tw_i$ has been provided in Bai and Silverstein (2004) while the CLT for those when each $x_i$ is covariance stationary is provided in this thesis by the interpolation trick proposed in Lytova and Pastur (2009).

In summary, this thesis proposes some linear spectral statistics for independence tests for high dimensional data and develop the asymptotic theoretical results. Some simulation results are also provided to demonstrate the effectiveness of the proposed test statistics.
Chapter 1

Introduction

Recent technological innovations have brought explosion of data into many scientific disciplines, including genomics, image processing, microarray, proteomics and finance, to name but a few. In these areas the dimensionality of the data \( p \) can be much larger than or at least comparable to the sample size \( n \). We focus on the scenario of \( p/n \) tending to a constant. This type of data poses great challenges because traditional multivariate approaches do not necessarily work, which were established for the case of the sample size \( n \) tending to infinity and the dimension \( p \) remaining fixed (See Anderson (1984)). There have been a substantial body of research work dealing with high dimensional data, e.g. Bai and Saranadasa (1996), Fan et al. (2012), Huang et al. (2008), Fan and Fan (2008), Bai and Ng (2002), Birke and Dette (2005), etc.

The importance of the independence assumption for inference arises in many aspects of multivariate analysis. For example, it is often the case in multivariate analysis that a number of variables can be rationally classified into several mutually exclusive categories. When variables can be grouped in such a way, a natural question is whether there is any significant relation-
ship between the groups of variables. In other words, can we claim that the
groups are mutually independent so that further statistics analysis such as
classification and testing hypothesis of equality of mean vectors and covariance matrices could be conducted? When the dimension $p$ is fixed, [Wilks (1935)] used the likelihood ratio statistic to test independence for $k$ sets of normal distributed random variables and one may also refer to Chapter 12 of [Anderson (1984)] regarding to this point.

In this thesis, we will investigate the independence test for high dimensional data, including testing independence for any two large dimensional random vectors and independence test between a large number of high dimensional random vectors. Large dimensional random matrix theory provides us with good tools to construct novel test statistics and develop their asymptotic theory for high dimensional independence test. Thus we come to the main purpose of the thesis in detail.

1.1 Canonical Correlation Analysis

The aim is to test the hypothesis

$$H_0: \mathbf{x} \text{ and } \mathbf{y} \text{ are independent}; \text{ against } H_1: \mathbf{x} \text{ and } \mathbf{y} \text{ are dependent},$$

where $\mathbf{x} = (x_1, \ldots, x_{p_1})^T$ and $\mathbf{y} = (y_1, \ldots, y_{p_2})^T$. Without loss of generality, suppose that $p_1 \leq p_2$.

It is well known that canonical correlation analysis (CCA) deals with the correlation structure between two random vectors (see Chapter 12 of [Anderson (1984)]). Draw $n$ independent and identically distributed (i.i.d.) observations from these two random vectors $\mathbf{x}$ and $\mathbf{y}$, respectively and group them into $p_1 \times n$ random matrix $\mathbf{X} = (\mathbf{x}_1, \cdots, \mathbf{x}_n) = (X_{ij})_{p_1 \times n}$ and $p_2 \times n$
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random matrix \( Y = (y_1, \cdots, y_n) = (Y_{ij})_{p \times n} \) respectively. CCA seeks the linear combinations \( a^T x \) and \( b^T y \) that are most highly correlated, that is to maximize

\[
\gamma = Corr(a^T x, b^T y) = \frac{a^T \Sigma_{xy} b}{\sqrt{a^T \Sigma_{xx} a \sqrt{b^T \Sigma_{yy} b}}},
\]

(1.2)

where \( \Sigma_{xx} \) and \( \Sigma_{yy} \) are the population covariance matrices for \( x \) and \( y \) respectively and \( \Sigma_{xy} \) is the population covariance matrix between \( x \) and \( y \).

After finding the maximal correlation \( r_1 \) and associated vectors \( a_1 \) and \( b_1 \), CCA continues to seek a second linear combination \( a_2^T x \) and \( b_2^T y \) that has the maximal correlation among all linear combinations uncorrelated with \( a_1^T x \) and \( b_1^T y \). This procedure can be iterated and successive canonical correlation coefficients \( \gamma_1, \ldots, \gamma_{p_1} \) can be found.

It turns out that the population canonical correlation coefficients \( \gamma_1, \ldots, \gamma_{p_1} \) can be recast as the roots of the determinant equation

\[
\det(\Sigma_{xy} \Sigma_{yy}^{-1} \Sigma_{xy}^T - \gamma^2 \Sigma_{xx}) = 0.
\]

(1.3)

About this point, one may refer to page 284 of Mardia et al. (1979). The roots of the determinant equation above go under many names, because they figure equally in discriminant analysis, canonical correlation analysis, and invariant tests of linear hypotheses in the multivariate analysis of variance.

Traditionally, sample covariance matrices \( \hat{\Sigma}_{xx}, \hat{\Sigma}_{xy} \) and \( \hat{\Sigma}_{yy} \) are used to replace the corresponding population covariance matrices to solve the nonnegative roots \( \rho_1, \rho_2, \ldots, \rho_{p_1} \) to the determinant equation

\[
\det(\hat{\Sigma}_{xy} \hat{\Sigma}_{yy}^{-1} \hat{\Sigma}_{xy}^T - \rho^2 \hat{\Sigma}_{xx}) = 0
\]

where

\[
\hat{\Sigma}_{xx} = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})(x_i - \bar{x})^T, \quad \hat{\Sigma}_{xy} = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})^T.
\]
\[ \hat{\Sigma}_{yy} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \bar{y})(y_i - \bar{y})^T, \quad \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i, \quad \bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i. \]

However, it is inappropriate to use these types sample covariance matrices to replace population covariance matrices to test (1.1) in some cases. We demonstrate such an example in Section 3.4.4.

Therefore, in this part we instead consider the nonnegative roots \( r_1, r_2, \ldots, r_{p_1} \) of an alternative determinant equation as follows

\[
\det(A_{xy} A_{yy}^{-1} A_{xy}^T - r^2 A_{xx}) = 0, \tag{1.4}
\]

where

\[
A_{xx} = \frac{1}{n} XX^T, \quad A_{yy} = \frac{1}{n} YY^T, \quad A_{xy} = \frac{1}{n} XY^T.
\]

We also call \( A_{xx}, A_{yy} \) and \( A_{xy} \) sample covariance matrices, as in the random matrix community. However, whichever sample covariance matrices are used they are not consistent estimators of population covariance matrices, which is called ‘curses of dimensionality’, when the dimensions \( p_1 \) and \( p_2 \) are both comparable to the sample size \( n \). As a consequence it is conceivable that the classical likelihood ratio statistic (see Wilks (1935) and Anderson (1984)) does not work well in the high dimensional case (in fact, it is not well defined and we will discuss this point in the later section).

Moreover, from (1.4), one can see that \( r_1^2, r_2^2, \ldots, r_{p_1}^2 \) are the eigenvalues of the matrix

\[
S_{xy} = A_{xx}^{-1} A_{xy} A_{yy}^{-1} A_{xy}^T. \tag{1.5}
\]

Evidently \( A_{xx}^{-1} \) and \( A_{yy}^{-1} \) do not exist when \( p_1 > n \) and \( p_2 > n \). For this reason, we also consider the eigenvalues of the regularized matrix

\[
T_{xy} = A_{ix}^{-1} A_{xy} A_{iy}^{-1} A_{xy}^T, \tag{1.6}
\]
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where \( A^{-1}_{\text{tx}} = (\frac{1}{n}XX^T + tI_{p_1})^{-1} \), \( t \) is a positive constant number and \( I_{p_1} \) is a \( p_1 \times p_1 \) identity matrix, and \( A^{-1}_{yy} \) denotes the Moore-Penrose pseudoinverse matrix of \( A_{yy} \). Since \( T_{xy} \) is not a symmetric matrix we consider its symmetric version

\[
B_n = \tilde{P}_y P_{tx} \tilde{P}_y, \tag{1.7}
\]

where \( \tilde{P}_y = \frac{1}{n}Y(\frac{1}{n}YY^T)^{-1}Y \) and \( P_{tx} = \frac{1}{n}X(\frac{1}{n}XX^T + tI_{p_1})^{-1}X \). The projection matrix \( \tilde{P}_y \) is unique when \( p_2 > n \). Hence \( T_{xy} \) is well defined even in the case of \( p_1, p_2 \geq n \). Moreover \( T_{xy} \) reduces to \( S_{xy} \) when \( p_1, p_2 \) are both smaller than \( n \) and \( t = 0 \). Here a natural question may be asked: why we use a regularized version in \( P_{tx} \) and a generalized inverse in \( \tilde{P}_y \)? This choice totally comes from technical convenience. In the proofs of asymptotic theorems, we will need treat \( \tilde{P}_y \) as a project matrix and wonder an identity matrix from multiplying \( \frac{1}{n}XX^T \) by its inverse.

We now look at CCA from another perspective. The original random vectors \( x \) and \( y \) can be transformed into new random vectors \( \xi \) and \( \eta \) as

\[
\begin{pmatrix}
x \\
y
\end{pmatrix} \rightarrow \begin{pmatrix} \xi \\ \eta \end{pmatrix} = \begin{pmatrix} A' & 0 \\ 0 & B' \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix}, \tag{1.8}
\]

such that

\[
\begin{pmatrix} A' & 0 \\ 0 & B' \end{pmatrix} \begin{pmatrix} \Sigma_{xx} & \Sigma_{xy} \\ \Sigma_{yx} & \Sigma_{yy} \end{pmatrix} \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} = \begin{pmatrix} I_{p_1} & P \\ P' & I_{p_2} \end{pmatrix}, \tag{1.9}
\]

where \( P = (P_1, 0) \), \( P_1 = \text{diag}(\gamma_1, \ldots, \gamma_{p_1}) \) and \( A = \Sigma_{xx}^{-1/2}Q_1 \), \( B = \Sigma_{yy}^{-1/2}Q_2 \), with \( Q_1 : p_1 \times p_1 \) and \( Q_2 : p_2 \times p_2 \) being orthogonal matrices satisfying

\[
\Sigma_{xx}^{-1/2}\Sigma_{xy}\Sigma_{yy}^{-1/2} = Q_1PQ_2.
\]
Hence testing independence between \( x \) and \( y \) is equivalent to testing independence between \( \xi \) and \( \eta \). The covariance between \( \xi \) and \( \eta \) has the following simple expression

\[
\text{Var}(\begin{pmatrix} \xi \\ \eta \end{pmatrix}) = \begin{pmatrix} I_{p1} & P \\ P' & I_{p2} \end{pmatrix}.
\]

(1.10)

In view of this, independence between \( x \) and \( y \) is equivalent to asserting that the population canonical correlations all vanish: \( \gamma_1 = \cdots = \gamma_{p1} = 0 \) if the joint distribution of \( x \) and \( y \) is Gaussian. Details can be referred to Chapter 11 of Fujikoshi et al. (2010). A natural criteria for this test should be \( \sum_{i=1}^{p1} \gamma_i^2 \).

As pointed out, \( r_i \) is not a consistent estimator of the corresponding population version \( \gamma_i \) in the high dimensional case. However, fortunately, the classical sample canonical correlation coefficients \( r_1, r_2, \ldots, r_{p1} \) or its regularized analogous still contain important information so that hypothesis testing for (1.1) is possible although the classical likelihood ratio statistic does not work well in the high dimensional case. This is due to the fact that the limits of the empirical spectral distribution (ESD) of \( r_1, \cdots, r_{p1} \) under the null and the alternative are different so that we may use it to distinguish dependence from independence (one may see the next section). Our approach essentially makes use of the integral of functions with respect to the ESD of canonical correlation coefficients. The proposed statistic turns out a trace of the corresponding matrices, i.e. \( \sum_{i=1}^{p1} r_i^2 \).

In addition to proposing a statistic for testing (1.1), another contribution of this part is to establish the limit of the ESD of regularized sample canonical correlation coefficients and central limit theorems (CLT) of linear functionals of the classical and regularized sample canonical correlation coefficients \( r_1, r_2, \ldots, r_{p1} \) respectively. This is of an independent interest.
in its own right in addition to providing asymptotic distributions for the proposed statistics.

To derive the CLT for linear spectral statistics of classical and regularized sample canonical correlation coefficients, the strategy is to first establish the CLT under the Gaussian case, i.e., the entries of $X$ are Gaussian distributed. In the Gaussian case, the CLT for linear spectral statistics of the matrix $S_{xy}$ can be linked to that of an $F$-matrix, which has been investigated in Zheng (2012). We then extend CLT to the general distributions by bounding the difference between the characteristic functions of the respective linear spectral statistics of $S_{xy}$ under the Gaussian case and non-Gaussian case. To bound such a difference and handle the inverse of a random matrix we use an interpolation approach and a smooth cutoff function. The approach of developing the CLT for linear spectral statistics of the matrix $T_{xy}$ is similar except we first have to develop CLT of perturbed sample covariance matrices in another chapter for establishing CLT of the matrix $S_{xy}$ when the entries of $X$ are Gaussian.

One point to be stressed is that, in order to derive the asymptotic theorem for the matrix $T_{xy}$, we need the CLT for linear spectral statistics of a kind of random matrix which is the sum of one sample covariance matrix and a nonnegative definite matrix. This kind of matrix plays an important role in random matrix theory and we have also provided it in this thesis.

Here we would point out some works on canonical correlation coefficients under high dimensional scenario. In the high dimensional case Wachter (1980) investigated the limit of the empirical spectral distribution function of the classical sample canonical correlation coefficients $r_1, r_2, \ldots, r_{p_1}$ and Johnstone (2008) established the Tracy-Widom law of the maximum of sample correlation coefficients when $A_{xx}$ and $A_{yy}$ are Wishart matrices.
and $x, y$ are independent.

### 1.2 Independence test for random vectors with i.i.d components

Suppose that $\{X_{ji}, j = 1, \ldots, n; i = 1, \ldots, p\}$ are real–valued random variables. For $1 \leq i \leq p$, let $x_i = (X_{1i}, \cdots, X_{ni})^T$ denote the $i$–th vector of random variables and $(x_1, \cdots, x_p)$ be a matrix of $p$ vectors of random variables, where $n$ usually denotes the sample size in each of the time series data. In both theory and practice, it may be unrealistic to assume that $x_1, x_2, \cdots, x_p$ are independent or even uncorrelated. This is because there is no natural ordering for cross–sectional indices. There are such cases in various disciplines. In economics and finance, for example, it is not unreasonable to expect that there is significant evidence of cross–sectional dependence in output innovations across $p$ countries and regions in the world. In the field of climatology, there is also some evidence to show that climatic variables at different stations may be cross–sectionally dependent and the level of cross–sectional dependence may be determined by some kind of physical distance. Moreover, one would expect that climatic variables, such as temperature and rainfall variables, in a station in Australia have higher–level dependence with the same type of climatic variables in a station in New Zealand than those in the United States.

In such situations, it may be necessary to test whether $x_1, x_2, \cdots, x_p$ are independent before a statistical model is used to fit such data. In the econometrics and statistics literature, several papers have basically considered testing for cross–sectional uncorrelatedness for the residuals involved.
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in some specific regression models. Such studies include Pesaran (2004) for the parametric linear model case, Hsiao, Pesaran and Pick (2007) for the parametric nonlinear case, and Chen, Gao and Li (2012) for the nonparametric nonlinear case. Other related papers include Su and Ullah (2009) for testing conditional uncorrelatedness through examining a covariance matrix in the case where \( p \) is fixed. The main purpose of this part is to propose using an empirical spectral distribution function based test statistic for independence of \( x_1, x_2, \cdots, x_p \).

The aim is to test

\[ H_0 : x_1, \cdots, x_p \text{ are independent}; \quad \text{against} \quad H_1 : x_1, \cdots, x_p \text{ are not independent}, \]

(1.11)

where \( x_i = (X_{1i}, \ldots, X_{ni})^T \) for \( i = 1, \ldots, p \).

In time series analysis, mutual independence test for multiple time series has long been of interest. Moreover, time series always display various kinds of dependence. For example, an autoregressive conditional heteroscedastic (ARCH(1)) model involves a martingale difference sequence (MDS); a nonlinear moving average (MA) model is not a MDS, but its autocorrelations are zero; a linear moving average (MA) model and an autoregressive (AR) model are both models with correlated structures. In this part, we also employ the proposed statistic to test dependence for multiple time series. Section 8.5 of Anderson (1984) also considers a similar problem but with the dimensionality being fixed. His problem and approach are as follows. Let the \( pm \)-component vector \( \mathbf{x} \) be distributed according to \( N(\mu, \Sigma) \). Partition \( \mathbf{x} \) into \( p \) subvectors with \( m \) components respectively, that is, \((h_1^T, \cdots , h_p^T)^T\), and partition \( \Sigma \) as \( p^2 \) submatrices, that is, \( \Sigma = (\Sigma_{ij}) \) with each \( \Sigma_{ij} \) being \( m \times m \).
To tackle the problem above, draw \( n \) observations from the population \( \mathbf{x} \) to form a sample covariance matrix. The likelihood ratio criterion proposed is

\[
\lambda = \frac{|Q|^{\frac{1}{2}n}}{\prod_{i=1}^{p} |Q_{ii}|^{\frac{1}{2}n}};
\]

where \( Q = (Q_{ik}) \) with \( Q_{ik} \) being the sample covariance matrix of the random vectors \( \mathbf{h}_i \) and \( \mathbf{h}_k \).

Our approach essentially uses the characteristic function of the empirical spectral distribution of sample covariance matrices in large dimensional random matrix theory. Unlike the Anderson’s test, we need not re-draw observations from the set of vectors of \( \mathbf{x}_1, \cdots, \mathbf{x}_p \) due to the high dimensionality.

### 1.3 Independence test for linear dependent structures and covariance stationary processes

Testing cross-sectional dependence between a large number of high-dimensional random vectors attracts great interest in high dimensional statistical analysis, especially in longitudinal data and panel data analysis (Frees (1995); Mundlak (1978); Hsiao et al. (2009); Sarafidis et al. (2009); Chen et al. (2012)). In longitudinal data or panel data analysis, one of the key reasons of pooling the data together is to overcome the aggregation problems that arise with dependent data in modelling the behaviour of heterogenous agents on the basis of the representative assumption. In multivariate time series analysis, elucidation of various causalities between time series is vital to forecasting and prediction. Compared with the literature focusing on
detecting serial dependence within a univariate time series, relatively few studies have been done to capture dependence between time series (Haugh (1976); Geweke (1993); Hong (1996)). Moreover, the goal of these papers is restricted to investigating dependence between two covariance stationary time series.

Mutual independence is difficult to test while nonlinear dependence is also not easy to detect. Mutual independence is more demanded than pairwise independence. One conventional measure of linear dependence is the correlation function, which may overlook nonlinear dependent structures that have zero correlations, e.g. Hong (1996). Another useful tool is to utilize the equivalence of the joint distribution and the product of the corresponding marginal distributions under independent case (see Hong (2000); Hong (2005)). Of course, this method can capture all kinds of dependence types since it is a sufficient and necessary condition of independence. However, it is just applicable to pairwise independence test rather than mutual independence test for a large number of high-dimensional random vectors. Hong (1999) developed a generalized spectral density approach via the empirical characteristic function for serial independence test of one time series. This method is also applicable to some types of linear and nonlinear dependencies but only works for detecting pairwise dependence.

In this part, we propose a novel test statistic to test mutual independence for \( n \) random vectors of length \( p \) when \( n \) and \( p \) are comparable. Since there are \( n \times p \) observed data available, we pool them together to form a data matrix so that some features of the data matrix to investigate independence among the initial \( n \) random vectors can be utilized. Large dimensional random matrix theory then serves as a powerful tool to investigate such a matrix. Specifically speaking, we group the \( n \) random vectors
into a matrix $X = (x_1, x_2, \ldots, x_n)$ and then consider the empirical spectral distribution (ESD) of the eigenvalues of the corresponding sample covariance matrix $S = \frac{1}{n}XX^T$, where $x_i, i = 1, 2, \ldots, n$ are the observed $n$ time series, each being of length $p$, i.e. $x_i = (X_{1i}, X_{2i}, \ldots, X_{pi})'$. Here we would like to point out that there have been a substantial set of research works dealing with high dimensional data by random matrix theory (see, for example, Ledoit and Wolf (2002), Johnstone (2001), Birke and Dette (2005) and Yao (2012)). Our approach essentially uses the ESD of the sample covariance matrix $S$ for $n$ random vectors to distinguish dependence from independence. Our discussion covers both the case where the random vectors are $n$ covariance stationary time series and the case where the random vectors are vectors of linear combinations of independent random variables.

To study the size of the proposed test we first establish the limiting spectral distribution (LSD), i.e. the limit of the ESD of the sample covariance matrix $S$ under the finite second moment condition on the components. This generalizes the result of Yao (2012), which obtained the LSD under the finite fourth moment condition. Moreover, for the first time we establish a central limit theorem (CLT) for linear spectral statistics of the sample covariance matrices whose columns are covariance stationary time series under the finite fourth moment condition on the time series components. This CLT complements the classical result of linear spectral statistics of the sample covariance matrices of the independent random vectors with i.i.d. components or linear independent structure (see Bai and Silverstein (2009) and Lytova and Pastur (2009)).

As stated above, correlation functions are useful enough for describing linear dependence but can not detect all sorts of nonlinear dependencies. To some extent, our proposed test statistic is also based on a correlation
structure, i.e. the sample covariance matrix. A natural question is how our test performs under all sorts of dependent structures. For the Gaussian case, the sample covariance matrix of a linear covariance stationary time series can be written in the form of $S_1 = \frac{1}{n}T_1^{1/2}YY' T_1^{1/2}$, where $T_1$ is a $p \times p$ nonnegative positive Hermitian deterministic matrix and $Y$ is a $p \times n$ random matrix with i.i.d. components. If the cross-sectional dependence can be described as $\frac{1}{n}T_1^{1/2}YT_2Y'T_1^{1/2}$ with $T_2$ being an $n \times n$ Hermitian deterministic matrix, the limit of its ESD is then given in Theorem 1.2.1 of Zhang (2006), which is different from the limit of the ESD of $S_1$ corresponding to the independent case. In view of this, our test is able to capture this type of dependent structure. In panel data analysis, the issue of how to characterize cross-sectional dependence attracts great attention among researchers. Spatial models and factor models are two commonly used dependent structures. The simulation given in Section 4 below shows that the proposed test can be applied to these two types of dependence. Finite sample simulations illustrate that the proposed test can also detect some kinds of nonlinear dependence with zero correlations except the “ARCH” dependence. To detect the ARCH dependence we use high power of entries $X_{ji}$ instead of $X_{ji}$ so that the test statistic still works.

1.4 Thesis Outline

The main content of the thesis is organized as follows.

- In Chapter 2, we provide the LSD of the canonical correlation matrix as the dimensions $p_1, p_2$ are comparable to the sample size $n$.

- In Chapter 3, the CLT for the linear spectral statistics of the classical
canonical correlation matrix is provided. Moreover, the regularized canonical correlation matrix is proposed. The LSD and CLT of the regularized matrix are investigated.

• In Chapter 4, in order to satisfy the necessity of Chapter 3, we investigate a perturbation matrix which is a sample covariance matrix plus a nonnegative definite matrix and provide the CLT for linear spectral statistics of this kind of matrices.

• In Chapter 5, independence test for a large number of high dimensional random vectors with i.i.d. components is investigated and the proposed statistic is based on the characteristic function of the ESD of the corresponding sample covariance matrix.

• In Chapter 6, we provide the LSD and CLT for linear spectral statistics of sample covariance matrices whose columns are independent covariance stationary processes. Based on the first two moments of the ESD of the sample covariance matrices, we propose a novel statistic for independence test for a large number of covariance stationary time series. Moreover, the proposed test can be applied to a large number of random vectors with linear dependent structures.
Chapter 2

Limiting Spectral Distribution Of Canonical Correlation Coefficients

2.1 Introduction

Canonical correlation analysis (CCA) deals with the relationship between two random variable sets. Suppose that there are two random variable sets: \( x = \{x_1, \ldots, x_{p_1}\} \), \( y = \{y_1, \ldots, y_{p_2}\} \), where \( p_1 \leq p_2 \). Assume that there are \( n \) observations for each of the \( p_1 + p_2 \) variables and they are grouped into \( p_1 \times n \) random matrix \( X = (X_{ij})_{p_1 \times n} \) and \( p_2 \times n \) random matrix \( Y = (Y_{ij})_{p_2 \times n} \) respectively. CCA seeks the linear combinations \( a^T x \) and \( c^T y \) that are most highly correlated, that is to maximize

\[
 r = \text{Corr}(a^T x, c^T y) = \frac{a^T \Sigma_{xy} c}{\sqrt{a^T \Sigma_{xx} a} \sqrt{c^T \Sigma_{yy} c}}, \tag{2.1}
\]

where \( \Sigma_{xx} \), \( \Sigma_{yy} \) are population covariance matrices for \( x \), \( y \) respectively; \( \Sigma_{xy} \) is the population covariance matrix between \( x \) and \( y \).

After finding the maximal correlation \( r_1 \) and associated combination vectors \( a_1 \), \( c_1 \), CCA considers seeking a second linear combination \( a_2^T x \),
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c^Ty that has the maximal correlation among all linear combinations un-
correlated with \(a_1^T x\), \(c^Ty\). This procedure can be iterated and successive
canonical correlation coefficients \(r_1, \ldots, r_{p_1}\) can be found. Substituting pop-
ulation covariance matrices with sample covariance matrices, \(r_1, \ldots, r_{p_1}\) can
be recast as the roots of the determinant equation

\[
\det(A_{xy}A_y^{-1}A_{xy}^T - r^2 A_x) = 0, \tag{2.2}
\]

where

\[
A_x = \frac{1}{n}XX^T, \quad A_y = \frac{1}{n}YY^T, \quad A_{xy} = \frac{1}{n}XY^T.
\]

About this point, one may refer to page 284 of Mardia et al. (1979). The
roots of the determinant equation above go under many names, because they
figure equally in discriminant analysis, canonical correlation analysis, and
invariant tests of linear hypotheses in the multivariate analysis of variance.
These are standard techniques in multivariate statistical analysis. Section
4 of Wachter (1980) described how to transform these statistical settings to
the determinant equation form. Johnstone (2008) also gave its applications
in these aspects in multivariate statistical analysis.

The empirical distribution of the canonical correlation coefficients
\(r_1, r_2, \ldots, r_{p_1}\) is defined as

\[
F(x) = \frac{1}{p_1} \#\{i : r_i \leq x\}, \tag{2.3}
\]

where \(\#\{\cdots\}\) denotes the cardinality of the set \(\{\cdots\}\). When the two
variable sets \(x\) and \(y\) are independent and each set consists of i.i.d Gaussian
random variables, Wachter (1980) proved that the empirical distribu-
tion of \(r_1, r_2, \ldots, r_{p_1}\) converges in probability and obtained an explicit
expression for the limit of the empirical distribution when \(p_1, p_2\) and \(n\) are
all approaching infinity. From the determinant equation (2.2), it can be
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seen that \( \lambda_1 = r_1^2, \lambda_2 = r_2^2, \ldots, \lambda_{p_1} = r_{p_1}^2 \) are eigenvalues of the matrix \( S_{xy} = A_x^{-1}A_{xy}A_y^{-1}A_{xy}^T \). Hence the analysis of the empirical distribution of \( r_1, r_2, \ldots, r_{p_1} \) is equivalent to analyzing the ESD of the matrix \( S_{xy} \). Here for any \( p \times p \) matrix \( A \) with real eigenvalues \( x_1 \leq x_2 \leq \ldots \leq x_p \), its ESD is defined as

\[
F_A(x) = \frac{1}{p} \# \{i : x_i \leq x\}. \tag{2.4}
\]

The aim of this chapter is to prove that the result in Wachter (1980) remains true when the entries of \( X \) and \( Y \) have finite second moments but not necessarily Gaussian distribution.

**Theorem 1.** Assume that

(a) \( X = (X_{ij})_{1 \leq i \leq p_1, 1 \leq j \leq n} \) where \( X_{ij}, 1 \leq i \leq p_1, 1 \leq j \leq n, \) are i.i.d real random variables with \( EX_{11} = 0 \) and \( E|X_{11}|^2 = 1. \)

(b) \( Y = (Y_{ij})_{1 \leq i \leq p_2, 1 \leq j \leq n} \) where \( Y_{ij}, 1 \leq i \leq p_2, 1 \leq j \leq n \) are i.i.d real random variables with \( EY_{11} = 0 \) and \( E|Y_{11}|^2 = 1. \)

(c) \( p_1 = p_1(n) \) and \( p_2 = p_2(n) \) with \( \frac{p_1}{n} \to c_1 \) and \( \frac{p_2}{n} \to c_2, c_1, c_2 \in (0, 1), \) as \( n \to \infty. \)

(d) \( S_{xy} = A_x^{-1}A_{xy}A_y^{-1}A_{xy}^T \) where \( A_x = \frac{1}{n}XX^T, \ A_y = \frac{1}{n}YY^T \) and \( A_{xy} = \frac{1}{n}XY^T. \)

(e) \( X \) and \( Y \) are independent.

Then as \( n \to \infty \) the empirical distribution of the matrix \( r_1, r_2, \ldots, r_{p_1} \) converges almost surely to a fixed distribution function whose density is

\[
\rho(r) = \frac{(r-L)(r+L)(H-r)(H+r))^{\frac{1}{2}}}{\pi c_1 r(1-r)(1+r)}, \ r \in [L, H], \tag{2.5}
\]

where \( L = |(c_2 - c_2c_1)^{\frac{1}{2}} - (c_1 - c_1c_2)^{\frac{1}{2}}| \) and \( H = (c_2 - c_2c_1)^{\frac{1}{2}} + (c_1 - c_1c_2)^{\frac{1}{2}}; \)

and atoms of size \( \max(0, 1 - c_2/c_1) \) at zero and size \( \max(0, 1 - (1-c_2)/c_1) \) at unity.
Remark 1. The inverse of a matrix, such as $A_x^{-1}$ and $A_y^{-1}$, is the Moore-Penrose pseudoinverse, i.e. in the spectral decomposition of the initial matrix, replace each nonzero eigenvalue by its reciprocal and leave the zero eigenvalues alone. This is because under the finite second moment condition, the matrices $A_x$ and $A_y$ may be not invertible under the classical inverse matrix definition. However, with the additional assumption that $EX_{11}^4 < \infty$ and $EY_{11}^4 < \infty$, we have the conclusion that the smallest eigenvalues of the sample matrices $A_x$ and $A_y$ converge to $(1 - \sqrt{c_1})^2$ and $(1 - \sqrt{c_2})^2$ respectively [Theorem 5.11 of Bai and Silverstein (2009)], which are not zero since $c_1, c_2 \in (0, 1)$. So $A_x$ and $A_y$ are invertible with probability one under the finite fourth moment condition.

As stated previously, it is sufficient to analyze the limiting spectral distribution (LSD) of the matrix $S_{xy}$, where LSD denotes the limit of the empirical spectral distribution as $n \to \infty$.

The strategy of the proof of Theorem 1 is as follows. Since the matrix $S_{xy}$ is not symmetric, it is difficult to work on it directly. Instead we consider the $n \times n$ symmetric matrix

$$P_y P_x P_y$$

(2.6)

where

$$P_x = X^T (XX^T)^{-1} X, \quad P_y = Y^T (YY^T)^{-1} Y.$$

Note that $P_x$ and $P_y$ are projection matrices. Let $O_{xy} = (XX^T)^{-1} XY^T (YY^T)^{-1} Y$. Then $S_{xy} = O_{xy} X^T$ and $P_x P_y = X^T O_{xy}$. By the property that for any two matrices $A$ and $B$, the nonzero eigenvalues of $AB$ are the same as the nonzero eigenvalues of $BA$, we can derive that, the eigenvalues of the matrix $P_y P_x P_y$ are the same as those of the matrix $S_{xy}$ other than $n - p_1$ zero eigenvalues. Moreover by the fact that $P_y^2 = P_y$, $P_y P_x P_y$ and $P_x P_y$
also have the same nonzero eigenvalues. So the eigenvalues of the matrix $P_yP_xP_y$ are the same as those of the matrix $S_{xy}$ other than $n - p_1$ zero eigenvalues, i.e.

$$F^{P_yP_xP_y}(x) = \frac{p_1}{n} F^{S_{xy}}(x) + \frac{n - p_1}{n} I_{(0, +\infty)}(x). \quad (2.7)$$

By (2.7) and the result in Wachter (1980), one can easily obtain the limit of $F^{P_yP_xP_y}(x)$ when the entries of $X$ and $Y$ are Gaussian distributed. To move from the Gaussian case to non-Gaussian case, we mainly use Lindeberg’s method (see Lindeberg (1922) and Chatterjee (2006)) and the Stieltjes transform. The Stieltjes transform for any probability distribution function $G(x)$ is defined as

$$m_G(z) = \int \frac{1}{x - z} dG(x), \quad z \in \mathbb{C}^+ \equiv \{z \in \mathbb{C}, \, v = \text{Im}z > 0\}. \quad (2.8)$$

An additional key technique is to introduce a perturbation matrix in order to deal with the random matrix $(XX^T)^{-1}$ under the finite second moment condition.

## 2.2 Proof of Theorem 1

We divide the proof of Theorem 1 into 4 parts:

### 2.2.1 Step 1: Introducing a perturbation matrix

Let

$$A = P_yP_xP_y.$$

In view of (2.7) it is enough to investigate $F^A$ to prove Theorem 1. In order to deal with the matrix $(XX^T)^{-1}$, we make a perturbation of the matrix $A$. 

and obtain a new matrix

$$B = P_y P_{tx} P_y,$$

where $P_{tx} = \frac{1}{n}X^T(\frac{1}{n}XX^T + tI_{p_1})^{-1}X$, $t > 0$ is a small constant number and $I_{p_1}$ is the identity matrix of the size $p_1$.

We claim that, with probability one,

$$\lim_{t \to 0} \lim_{n \to \infty} L(F^A, F^B) = 0.$$  \hspace{1cm} (2.9)

where $L(F^A, F^B)$ is Levy distance between two distribution functions $F^A(\lambda)$ and $F^B(\lambda)$. By Lemma 6 in the Appendix,

$$L^3(F^A, F^B) \leq \frac{1}{n} tr(A - B)^2 \leq \frac{1}{n} tr(P_x - P_{tx})^2$$

$$= \frac{1}{n} tr\left(\frac{1}{n}XX^T[(\frac{1}{n}XX^T)^{-1} - (\frac{1}{n}XX^T + tI_{p_1})^{-1}]\right)^2$$

$$\leq \frac{t^2}{n} tr\left(\frac{1}{n}XX^T + tI_{p_1}\right)^{-2},$$  \hspace{1cm} (2.10)

where the second inequality uses the fact that $||P_y|| = 1$ with the norm being the spectral norm and the last inequality uses the spectral decomposition of the matrix $\frac{1}{n}XX^T$, i.e.

$$\frac{1}{n}XX^T[(\frac{1}{n}XX^T)^{-1} - (\frac{1}{n}XX^T + tI_{p_1})^{-1}]$$

$$= U^T \begin{pmatrix} \mu_1 \\ \vdots \\ \mu_m \\ 0 \\ \vdots \\ 0 \end{pmatrix} UU^T \begin{pmatrix} \frac{t}{\mu_1(\mu_1+t)} \\ \vdots \\ \frac{t}{\mu_m(\mu_m+t)} \\ -\frac{1}{t} \\ \vdots \\ -\frac{1}{t} \end{pmatrix} U$$
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\[
\begin{pmatrix}
\frac{t}{\mu_1 + t} & \cdots & \frac{t}{\mu_1 + t} \\
\vdots & \ddots & \vdots \\
\frac{t}{\mu_m + t} & \cdots & 0
\end{pmatrix}
\]

= \mathbf{U}^T \begin{pmatrix}
\begin{array}{ccc}
\frac{t}{\mu_1 + t} & \cdots & \frac{t}{\mu_1 + t} \\
\vdots & \ddots & \vdots \\
\frac{t}{\mu_m + t} & \cdots & 0
\end{array}
\end{pmatrix} \mathbf{U}
\tag{2.11}
\]

with that \(\mu_1, \ldots, \mu_m\) are the nonzero eigenvalues of the matrix \(\frac{1}{n} \mathbf{X} \mathbf{X}^T\) and the columns of \(\mathbf{U}^T\) are the eigenvectors of the matrix \(\frac{1}{n} \mathbf{X} \mathbf{X}^T\).

Given \(t > 0\), by Theorem 3.6 in Bai and Silverstein [2009] (or see Jonsen [1982] and Marcenko and Pastur [1967]) and the Helly-Bray theorem, we have with probability one

\[
\frac{1}{n} tr \left( \frac{1}{n} \mathbf{X} \mathbf{X}^T + t \mathbf{I}_{p_1} \right)^{-2} = \frac{p_1}{n} \int \frac{dF_{p_1}(\lambda)}{(\lambda + t)^2} \rightarrow c_1 \int_a^b \frac{1}{(\lambda + t)^2} dF_{c_1}(\lambda)
\]

\[
= \int_a^b \frac{\sqrt{(b - \lambda)(\lambda - a)}}{(\lambda + t)^2 2\pi \lambda} d\lambda \leq \int_a^b \frac{\sqrt{(b - \lambda)(\lambda - a)}}{\lambda^3 2\pi} d\lambda \leq M,
\]

where \(F_{p_1}\) is the ESD of the sample matrix \(\frac{1}{n} \mathbf{X} \mathbf{X}^T\), \(F_{c_1}\) is the Marcenko-Pastur Law, \(b = (1 + \sqrt{c_1})^2\) and \(a = (1 - \sqrt{c_1})^2\). Here and in what follows \(M\) stands for a positive constant number and it may be different from line to line. This, together with (2.10), implies (2.9), as claimed.

Let \(\bar{\mathbf{B}}\) and \(\bar{\mathbf{A}}\), respectively, denote analogues of the matrices \(\mathbf{B}\) and \(\mathbf{A}\) with the elements of \(\mathbf{X}\) replaced by i.i.d. Gaussian distributed random variables, independent of the entries of \(\mathbf{Y}\). By (2.9) and the fact that, for any \(\lambda \in \mathbb{R}\),

\[
|F_{\mathbf{A}}(\lambda) - F_{\bar{\mathbf{A}}}(\lambda)| \leq |F_{\mathbf{A}}(\lambda) - F_{\mathbf{B}}(\lambda)| + |F_{\mathbf{B}}(\lambda) - F_{\bar{\mathbf{B}}}(\lambda)| + |F_{\bar{\mathbf{B}}}(\lambda) - F_{\bar{\mathbf{A}}}(\lambda)|,
\]

in order to prove that, for any fixed \(t > 0\), with probability one,

\[
\lim_{n \to \infty} |F_{\mathbf{A}}(\lambda) - F_{\bar{\mathbf{A}}}(\lambda)| = 0,
\tag{2.12}
\]

\[
= \mathbf{U}^T \begin{pmatrix}
\begin{array}{ccc}
\frac{t}{\mu_1 + t} & \cdots & \frac{t}{\mu_1 + t} \\
\vdots & \ddots & \vdots \\
\frac{t}{\mu_m + t} & \cdots & 0
\end{array}
\end{pmatrix} \mathbf{U}
\tag{2.11}
\]

with that \(\mu_1, \ldots, \mu_m\) are the nonzero eigenvalues of the matrix \(\frac{1}{n} \mathbf{X} \mathbf{X}^T\) and the columns of \(\mathbf{U}^T\) are the eigenvectors of the matrix \(\frac{1}{n} \mathbf{X} \mathbf{X}^T\).

Given \(t > 0\), by Theorem 3.6 in Bai and Silverstein [2009] (or see Jonsen [1982] and Marcenko and Pastur [1967]) and the Helly-Bray theorem, we have with probability one

\[
\frac{1}{n} tr \left( \frac{1}{n} \mathbf{X} \mathbf{X}^T + t \mathbf{I}_{p_1} \right)^{-2} = \frac{p_1}{n} \int \frac{dF_{p_1}(\lambda)}{(\lambda + t)^2} \rightarrow c_1 \int_a^b \frac{1}{(\lambda + t)^2} dF_{c_1}(\lambda)
\]

\[
= \int_a^b \frac{\sqrt{(b - \lambda)(\lambda - a)}}{(\lambda + t)^2 2\pi \lambda} d\lambda \leq \int_a^b \frac{\sqrt{(b - \lambda)(\lambda - a)}}{\lambda^3 2\pi} d\lambda \leq M,
\]

where \(F_{p_1}\) is the ESD of the sample matrix \(\frac{1}{n} \mathbf{X} \mathbf{X}^T\), \(F_{c_1}\) is the Marcenko-Pastur Law, \(b = (1 + \sqrt{c_1})^2\) and \(a = (1 - \sqrt{c_1})^2\). Here and in what follows \(M\) stands for a positive constant number and it may be different from line to line. This, together with (2.10), implies (2.9), as claimed.

Let \(\bar{\mathbf{B}}\) and \(\bar{\mathbf{A}}\), respectively, denote analogues of the matrices \(\mathbf{B}\) and \(\mathbf{A}\) with the elements of \(\mathbf{X}\) replaced by i.i.d. Gaussian distributed random variables, independent of the entries of \(\mathbf{Y}\). By (2.9) and the fact that, for any \(\lambda \in \mathbb{R}\),

\[
|F_{\mathbf{A}}(\lambda) - F_{\bar{\mathbf{A}}}(\lambda)| \leq |F_{\mathbf{A}}(\lambda) - F_{\mathbf{B}}(\lambda)| + |F_{\mathbf{B}}(\lambda) - F_{\bar{\mathbf{B}}}(\lambda)| + |F_{\bar{\mathbf{B}}}(\lambda) - F_{\bar{\mathbf{A}}}(\lambda)|,
\]

in order to prove that, for any fixed \(t > 0\), with probability one,

\[
\lim_{n \to \infty} |F_{\mathbf{A}}(\lambda) - F_{\bar{\mathbf{A}}}(\lambda)| = 0,
\tag{2.12}
\]
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it suffices to prove with probability one,

\[ \lim_{n \to \infty} |F^B(\lambda) - F^B(\lambda)| = 0. \]  
\[ (2.13) \]

If we have (2.12), then for any \( \lambda \in \mathbb{R} \), with probability one,

\[ \lim_{n \to \infty} |F^{P_xP_y}(\lambda) - F^{P_x^gP_y^g}(\lambda)| = 0. \]  
\[ (2.14) \]

Since \( P_y \) and \( P_x \) stand symmetric positions in the matrix \( P_xP_y \), as in (2.12) and (2.14), one can similarly prove that for any \( \lambda \in \mathbb{R} \), with probability one,

\[ \lim_{n \to \infty} |F^{P_xP_y}(\lambda) - F^{P_x^gP_y^g}(\lambda)| = 0, \]  
\[ (2.15) \]

where \( P_y^g \) is obtained from the matrix \( P_y \) with all the entries of \( Y \) replaced by i.i.d Gaussian distributed random variables, independent of \( P_x^g \). Then (2.14) and (2.15) imply that for any \( \lambda \in \mathbb{R} \), with probability one,

\[ \lim_{n \to \infty} |F^{P_xP_y}(\lambda) - F^{P_x^gP_y^g}(\lambda)| = 0. \]  
\[ (2.16) \]

With the theorem obtained in Wachter (1980) and (2.16), our theorem is easily derived.

Hence the subsequent parts are devoted to proving (2.13).

2.2.2 Step 2: Truncation, Centralization, Rescaling and Tightness of \( F^B \)

With (1.8) of Bai and Silverstein (2004) and the arguments above and below, we can choose \( \varepsilon_n > 0 \) such that \( \varepsilon_n \to 0, n^{1/2}\varepsilon_n \to \infty \) as \( n \to \infty \), and \( P(|X_{ij}| \geq n^{1/2}\varepsilon_n) \leq \frac{c_n}{n} \). Define

\[ \hat{X}_{ij} = X_{ij}I(|X_{ij}| < n^{1/2}\varepsilon_n), \quad \hat{X}_{ij} = \hat{X}_{ij} - E\hat{X}_{11}, \]
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\[ P_{tx} = \frac{1}{n} X^T (\frac{1}{n} XX^T + tI_{p_1})^{-1} X, \quad \hat{P}_{tx} = \frac{1}{n} \hat{X}^T (\frac{1}{n} \hat{X} \hat{X}^T + tI_{p_1})^{-1} \hat{X}, \]

\[ \hat{P}_{tx} = \frac{1}{n} \hat{X}^T (\frac{1}{n} \hat{X} \hat{X}^T + tI_{p_1})^{-1} \hat{X}, \quad \hat{B} = P_y \hat{P}_{tx} P_y, \quad \hat{B} = P_y \hat{P}_{tx} P_y, \]

where \( \hat{X} = (\hat{X}_{ij})_{1 \leq i \leq p_1; 1 \leq j \leq n} \) and \( \hat{X} = (\hat{X}_{ij})_{1 \leq i \leq p_1; 1 \leq j \leq n} \).

Let \( \eta_{ij} = 1 - I(|X_{ij}| < n^{1/2} \varepsilon_n) \). We then get by Lemma 4 in the appendix

\[ \sup_{\lambda} |F_B(\lambda) - F_{\hat{B}}(\lambda)| \leq \frac{1}{n} \text{rank}(P_y P_{tx} P_y - P_y \hat{P}_{tx} P_y) \leq \frac{1}{n} \text{rank}(P_{tx} - \hat{P}_{tx}) \]

\[ \leq \frac{1}{n} \text{rank}(X^T - \hat{X}) + \text{rank}(XX^T - \hat{X} \hat{X}^T) + \text{rank}(X - \hat{X}^T) \]

\[ \leq \frac{4}{n} \sum_{i=1}^{p_1} \sum_{j=1}^{n} \eta_{ij}. \]

Denote \( q = P(\eta_{ij} = 1) = P(|X_{ij}| \geq n^{1/2} \varepsilon_n) \). We conclude from Lemma 5 that for any \( \delta > 0 \),

\[ P(\sup_{\lambda} |F_B(\lambda) - F_{\hat{B}}(\lambda)| \geq \delta) \leq P(\frac{1}{n} \sum_{i=1}^{p_1} \sum_{j=1}^{n} \eta_{ij} \geq \delta) \]

\[ = P(\sum_{i=1}^{p_1} \sum_{j=1}^{n} \eta_{ij} - np_1 q \geq np_1 (\delta - q)) \]

\[ \leq 2e^{\exp\left(-\frac{n^2 p_1^2 (\delta - q)^2}{2np_1 q + np_1 (\delta - q)}\right)} \leq 2e^{\exp(-nh)}, \]

for some positive \( h \). It follows from Borel-Cantelli’s lemma that

\[ \sup_{\lambda} |F_B(\lambda) - F_{\hat{B}}(\lambda)| \to 0, \quad a.s. \quad as \quad n \to \infty. \]

Next, we prove that

\[ \sup_{\lambda} |F_B(\lambda) - F_{\hat{B}}(\lambda)| \to 0, \quad a.s. \quad as \quad n \to \infty. \] (2.17)

Again by Lemma 4 we have

\[ \sup_{\lambda} |F_{\hat{B}}(\lambda) - F_{\tilde{B}}(\lambda)| \leq \frac{1}{n} \text{rank}(\hat{B} - \tilde{B}) \leq \frac{1}{n} \text{rank}(\hat{P}_{tx} - \tilde{P}_{tx}) \]
\[
\begin{align*}
\leq \frac{1}{n^{\text{rank}}} \left[ \frac{1}{n} \hat{X}^T \left( \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} - \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} \right) \hat{X} \right]
+ \frac{1}{n^{\text{rank}}} \left[ \frac{1}{n} \hat{X}^T \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} E \hat{X} \right] + \frac{1}{n^{\text{rank}}} \left[ \frac{1}{n} (E \hat{X}^T) \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} \hat{X} \right]
+ \frac{1}{n^{\text{rank}}} \left[ \frac{1}{n} (E \hat{X}^T) \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} E \hat{X} \right].
\end{align*}
\]

Since all elements of \( E \hat{X} \) are identical, \( \text{rank}(E \hat{X}) = 1 \). Moreover, from (2.19)

\[
\begin{align*}
\left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} - \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} \\
= \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} \left( \frac{1}{n} \hat{X} \hat{X}^T - \frac{1}{n} \hat{X} \hat{X}^T \right) \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} \\
= \frac{1}{n} \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} (-E \hat{X} E \hat{X}^T + \hat{X} E \hat{X}^T + (E \hat{X}) \hat{X}^T) \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1}.
\end{align*}
\]

Hence

\[
\begin{align*}
\sup_{\lambda} |F^B(\lambda) - F^B(\lambda)| \leq \frac{M}{n} \to 0.
\end{align*}
\]

Let \( \hat{\sigma}^2 = E(|\hat{X}_{ij}|^2) \) and \( \hat{B} = \frac{1}{n \sigma^2} \hat{X}^T \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} \hat{X} \). Then by Lemma 6 we have

\[
\begin{align*}
L^3(F^B, F^B) &\leq \frac{1}{n} \text{tr}(\hat{B} - \hat{B})^2 \\
&= \frac{(\hat{\sigma}^2 - 1)^2 t^2}{n} \text{tr} \left( \frac{1}{n} \hat{X} \hat{X}^T \left( \frac{1}{n} \hat{X} \hat{X}^T + \hat{\sigma}^2 tI_p \right)^{-1} \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} \right)^2 \\
&= \frac{(\hat{\sigma}^2 - 1)^2 t^2}{n} \text{tr} \left( \frac{1}{n} \hat{X} \hat{X}^T + \hat{\sigma}^2 tI_p - \hat{\sigma}^2 tI_p \right) \left( \frac{1}{n} \hat{X} \hat{X}^T + \hat{\sigma}^2 tI_p \right)^{-1} \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} \right)^2 \\
&= \frac{(\hat{\sigma}^2 - 1)^2 t^2}{n} \text{tr} \left( \left( \frac{1}{n} \hat{X} \hat{X}^T + \hat{\sigma}^2 tI_p \right)^{-1} - \hat{\sigma}^2 t \left( \frac{1}{n} \hat{X} \hat{X}^T + \hat{\sigma}^2 tI_p \right)^{-1} \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} \right)^2 \\
&\leq \frac{(\hat{\sigma}^2 - 1)^2 t^2}{n} \text{tr} \left( \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} \right)^2 \\
&+ \hat{\sigma}^2 t \left( \left( \frac{1}{n} \hat{X} \hat{X}^T + \hat{\sigma}^2 tI_p \right)^{-1} \right)^2 \cdot \text{tr} \left( \left( \frac{1}{n} \hat{X} \hat{X}^T + tI_p \right)^{-1} \right)^2 \\
&\leq \frac{(\hat{\sigma}^2 - 1)^2 t^2}{n} \frac{4}{p_1 t^2} \to 0,
\end{align*}
\]
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because \( \hat{\sigma}^2 \to 1 \) and \( p_1/n \to c_1 \) as \( n \to \infty \); where the first equality uses the formula (2.19), the second inequality uses the matrix inequality that

\[
\text{tr}(C) \leq p_1 ||C||,
\]

holding for any \( p_1 \times p_1 \) normal matrix \( C \); and the last inequality uses the fact that

\[
\|((1/n)\hat{X}X^T + \sigma^2 t I_{p_1})^{-1}\| \leq \frac{1}{\sigma^2 t}, \quad \|((1/n)\hat{X}X^T + t I_{p_1})^{-1}\| \leq \frac{1}{t}.
\]

In view of the truncation, centralization and rescaling steps above, in the sequel, we shall assume that the underlying variables satisfy

\[
|X_{ij}| \leq n^{1/2} \epsilon_n, \quad EX_{ij} = 0, \quad EX_{ij}^2 = 1, \quad (2.18)
\]

and for simplicity we shall still use notation \( X_{ij} \) instead of \( \hat{X}_{ij} \).

We now turn to investigating the tightness of \( F^B \). For any constant number \( K > 0 \),

\[
\int_{\lambda > K} dF^B \leq \frac{1}{K} \int \lambda dF^B = \frac{1}{K} \frac{1}{n} \text{tr}[P_{y}P_{tx}P_{y}]
\]

Since the largest eigenvalue of \( P_y \) is 1 and \( P_{tx} \) is a nonnegative matrix we obtain

\[
\text{tr}[P_{y}P_{tx}P_{y}] = \text{tr}[P_{y}P_{tx}]
\]

\[
\leq \text{tr}[P_{tx}] = \text{tr}[\frac{1}{n}XX^T(\frac{1}{n}XX^T + t I_{p_1})^{-1}] \leq n.
\]

The last inequality has used the facts that \( t > 0 \) and that all the eigenvalues of \( \frac{1}{n}XX^T(\frac{1}{n}XX^T + t I_{p_1})^{-1} \) are less than 1.

It follows that \( F^B \) is tight.
2.2.3 Step 3: Convergence of the random part

Let

\[ B^{-1}(z) = (P_y P_{ty} P_y - z I)^{-1}. \]

The aim in this section is to prove that

\[ \frac{1}{n} tr B^{-1}(z) - E_1 \frac{1}{n} tr B^{-1}(z) \to 0 \quad \text{a.s. as } n \to \infty. \]

To this end we introduce some notation. Let \( x_k \) denote the \( k \)th column of \( X \) and \( e_k \) the column vector of the size of \( p_1 \) with the \( k \)th element being 1 and otherwise 0. Moreover, define \( X_k \) to be the matrix obtained from \( X \) by replacing the elements of the \( k \)th column of \( X \) with 0.

Fix \( v = \Sigma z > 0 \). Define \( F_k \) to be the \( \sigma \)-field generated by \( x_1, \ldots, x_k \). Let \( E_k(\cdot) \) denote the conditional expectation with respect to \( F_k \) and \( E_0(\cdot) \) denote expectation. That is, \( E_k(\cdot) = E(\cdot|F_k) \) and \( E_0(\cdot) = E(\cdot) \). Let

\[ B_k = P_y P_{ty} P_y, \quad B_k^{-1}(z) = (P_y P_{ty} P_y - z I)^{-1}, \]

where \( P_{tx} = \frac{1}{n} X^T (\frac{1}{n} XX^T + t I_{p_1})^{-1} X \), \( P_{tx}^T = \frac{1}{n} X_k^T (\frac{1}{n} X_k X_k^T + t I_{p_1})^{-1} X_k \).

Define \( H_k^{-1} = (\frac{1}{n} X_k X_k^T + t I_{p_1})^{-1} \) and \( H^{-1} = (\frac{1}{n} XX^T + t I_{p_1})^{-1} \).

Note that \( X = X_k + x_k e_k^T \), that the elements of \( X_k e_k \) are all zero and hence that

\[ XX^T - X_k X_k^T = x_k x_k^T. \]

This implies that

\[ H_k^{-1} - H^{-1} = \frac{1}{n} H^{-1} x_k x_k^T H_k^{-1} = \frac{1}{1 + \frac{1}{n} x_k^T H_k^{-1} x_k} \frac{1}{n} H_k^{-1} x_k x_k^T H_k^{-1}, \]

where we make use of the formula

\[ A_1^{-1} - A_2^{-1} = A_2^{-1} (A_2 - A_1) A_1^{-1}, \quad (2.19) \]
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holding for any two invertible matrices $A_1$ and $A_2$;

and

$$(U + uv^T)^{-1}u = \frac{U^{-1}u}{1 + v^TU^{-1}u}, \quad (2.20)$$

holding for any invertible matrices $U$ and $(U + uv^T)$, vectors $u$ and $v$. We then write

$$B_k - B = P_y(P_{tx} - P_{tx})P_y = P_y(C_1 + C_2 + C_3 + C_4)P_y, \quad (2.21)$$

where

$$C_1 = \frac{1}{n}X^TH_k^{-1}x_kx_k^TH_k^{-1}X_k,$$

$$C_2 = -\frac{1}{n}x_k^TH_k^{-1}x_k,$$

$$C_3 = -\frac{1}{n}e_k^TH_k^{-1}x_k,$$

$$C_4 = -\frac{1}{n}e_k^TH_k^{-1}x_ke_k^T. \quad (2.22)$$

Now write

$$\frac{1}{n}trB^{-1}(z) - E\frac{1}{n}trB^{-1}(z) = \frac{1}{n}\sum_{k=1}^{n}[E_ktrB^{-1}(z) - E_{k-1}trB^{-1}(z)]$$

$$= \frac{1}{n}\sum_{k=1}^{n}(E_k - E_{k-1})(trB^{-1}(z) - trB^{-1}(z))$$

$$= \frac{1}{n}\sum_{k=1}^{n}(E_k - E_{k-1})\left[\sum_{i=1}^{4}tr\left(B_k^{-1}(z)P_yC_iP_yB^{-1}(z)\right)\right],$$

where the last step uses (2.19) and (2.21). Let $|| \cdot ||$ denote the spectral norm of matrices or the Euclidean norm of vectors. It is observed that

$$||B^{-1}(z)|| \leq \frac{1}{v}, \quad ||B_k^{-1}(z)|| \leq \frac{1}{v}, \quad ||P_y|| \leq 1, \quad \frac{1}{p_1}trH_k^{-1} \leq \frac{1}{t}. \quad (2.23)$$

and since $x_k^TH_k^{-1}x_k \geq 0$ we have

$$\frac{1}{1 + \frac{1}{n}x_k^TH_k^{-1}x_k} \leq 1. \quad (2.24)$$
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It follows that

$$|trB_k^{-1}(z)P_yC_1P_yB^{-1}(z)| = \frac{1}{n^2} \left| \frac{x_k^T H_k^{-1} x_k P_y B^{-1}(z) B_k^{-1}(z) P_y x_k^T H_k^{-1} x_k}{1 + \frac{1}{n} x_k^T H_k^{-1} x_k} \right|$$

$$\leq \frac{1}{v^2 n^2} ||x_k^T H_k^{-1} x_k||^2 \leq \frac{1}{v^2 n} ||x_k^T H_k^{-1} x_k|| + \frac{t}{v^2 n} ||x_k^T H_k^{-2} x_k||,$$  \hspace{1cm} (2.25)

where the last inequality uses the facts that $||x_k^T H_k^{-1} x_k||^2 = x_k^T H_k^{-1} x_k x_k^T H_k^{-1} x_k$ and $H_k^{-1} x_k x_k^T H_k^{-1} = n H_k^{-1} (\frac{1}{n} x_k x_k^T + (I_{p_1} - \varphi) I_{p_1}) H_k^{-1} = n H_k^{-1} - nt H_k^{-2}$.

We then conclude from Lemma 2 \[(2.23)-(2.25)\] that

$$E \left| \frac{1}{n} \sum_{k=1}^{n} (E_k - E_{k-1}) trB_k^{-1}(z)P_yC_1P_yB^{-1}(z) \right|^4$$

$$\leq \frac{M}{n^4} \sum_{k=1}^{n} E \left| trB_k^{-1}(z)P_yC_1P_yB^{-1}(z) \right|^4$$

$$\leq \frac{M}{n^4} \sum_{k=1}^{n} E \left| x_k^T H_k^{-1} x_k \right|^4 + \frac{M}{n^4} \sum_{k=1}^{n} E \left| x_k^T H_k^{-2} x_k \right|^4$$

$$= O(\frac{1}{n^2}),$$

where the last step uses the facts that via Lemma 3 and \[(2.18)\]

$$\frac{1}{n^4} \left| x_k^T H_k^{-1} x_k \right|^4 \leq \frac{1}{n^4} ME \left| x_k^T H_k^{-1} x_k - trH_k^{-1} \right|^4 + \frac{1}{n^4} ME \left| trH_k^{-1} \right|^4 \leq M$$  \hspace{1cm} (2.26)

and that

$$\frac{1}{n^4} E \left| x_k^T H_k^{-2} x_k \right|^4 \leq M.$$  \hspace{1cm} (2.27)

Similarly, we can also obtain for $i = 2, 3, 4,$

$$E \left| \frac{1}{n} \sum_{k=1}^{n} (E_k - E_{k-1}) trB^{-1}(z)P_yC_1P_yB_k^{-1}(z) \right|^4 \leq \frac{M}{n^2}.$$  \hspace{1cm} (2.28)

It follows from Borel-Cantelli’s lemma that

$$\frac{1}{n} trB^{-1}(z) - E \frac{1}{n} trB^{-1}(z) \ \text{a.s.} \ n \to \infty.$$  \hspace{1cm} (2.29)
2.2.4 Step 4: From Gaussian distribution to general distributions

This section is to prove that

\[ E\left[ \frac{1}{n} tr B^{-1}(z) \right] - E\left[ \frac{1}{n} tr D^{-1}(z) \right] \to 0 \quad \text{as} \quad n \to \infty, \quad (2.30) \]

where \( D^{-1}(z) = (P_y P^g_{tx} P_y - zI)^{-1}, \ P^g_{tx} = \frac{1}{n} G^T (\frac{1}{n} GG^T + tI_{p_1})^{-1} G \) and \( G = (G_{ij})_{p_1 \times n} \) consists of i.i.d. Gaussian random variables. We would point out that (2.13) follows immediately from (2.29), (2.30), tightness of \( F_B \) and the well-known inversion formula for Stieltjes transform [Theorem B.8 of Bai and Silverstein (2009)]. We use Lindeberg’s method in Chatterjee (2006) to prove this result.

To facilitate statements, denote

\[ X_{11}, \cdots, X_{1n}, X_{21}, \cdots, X_{p_1n} \] respectively by \( \hat{X}_1, \cdots, \hat{X}_n, \hat{X}_{n+1}, \cdots, \hat{X}_{p_1n} \]

and

\[ G_{11}, \cdots, G_{1n}, G_{21}, \cdots, G_{p_1n} \] respectively by \( \hat{G}_1, \cdots, \hat{G}_n, \hat{G}_{n+1}, \cdots, \hat{G}_{p_1n} \).

For each \( j, \ 0 \leq j \leq p_1n \), set

\[ Z_j = (\hat{X}_1, \cdots, \hat{X}_j, \cdots, \hat{X}_{p_1n}) \text{ and } Z^0_j = (\hat{X}_1, \cdots, \hat{X}_{j-1}, 0, \hat{G}_{j+1}, \cdots, \hat{G}_{p_1n}). \]  

(2.31)

Note that \( X \) in \( B^{-1}(z) \) consists of the entries of \( Z_{p_1n} \). Hence we denote \( \frac{1}{n} tr B^{-1}(z) \) by \( \frac{1}{n} tr (B(Z_{p_1n}) - zI)^{-1} \). Define the mapping \( f \) from \( R^{p_1} \) to \( C \) as

\[ f(Z_{p_1n}) = \frac{1}{n} tr (B(Z_{p_1n}) - zI)^{-1}. \]  

(2.32)

Furthermore we use the entries of \( Z_j, \ j = 0, 1, \cdots, p_1n - 1 \), respectively, to replace \( \hat{X}_1, \cdots, \hat{X}_{p_1n} \), the entries of \( X \) in \( B \), to constitute a series of new...
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matrices. For these new matrices, we define \( f(Z_j), j = 0, 1, \cdots, p_1n - 1 \) as \( f(Z_{p_1n}) \) is defined for the matrix \( B \). For example, \( f(Z_0) = \frac{1}{n} tr D^{-1}(z) \). We then write

\[
E\left[ \frac{1}{n} tr B^{-1}(z) \right] - E\left[ \frac{1}{n} tr D^{-1}(z) \right] = \sum_{j=1}^{p_1n} E\left( f(Z_j) - f(Z_{j-1}) \right).
\]

A third Taylor expansion yields

\[
f(Z_j) = f(Z_0^j) + \hat{X}_j \partial f(Z_0^j) + \frac{1}{2} \hat{X}_j^2 \partial^2 f(Z_0^j) + \frac{1}{2} \hat{X}_j^3 \int_0^1 (1 - \tau)^2 \partial^3 f(Z_0^j(\tau)) d\tau,
\]

\[
f(Z_{j-1}) = f(Z_0^j) + \hat{G}_j \partial f(Z_0^j) + \frac{1}{2} \hat{G}_j^2 \partial^2 f(Z_0^j) + \frac{1}{2} \hat{G}_j^3 \int_0^1 (1 - \tau)^2 \partial^3 f(Z_0^j-1(\tau)) d\tau,
\]

where \( \partial^r f(\cdot), r = 1, 2, 3 \), stand for the \( r \)-fold derivative of the function \( f \) in the \( j \)-th coordinate, and

\[
Z_0^j(\hat{\tau}) = (\hat{X}_1, \cdots, \hat{X}_{j-1}, \tau \hat{X}_j, \hat{G}_{j+1}, \cdots, \hat{G}_{p_m}),
\]

\[
Z_{j-1}^j(\hat{\tau}) = (\hat{X}_1, \cdots, \hat{X}_{j-1}, \tau \hat{G}_j, \hat{G}_{j+1}, \cdots, \hat{G}_{p_m}).
\]

Since \( \hat{X}_j \) and \( \hat{G}_j \) are both independent of \( Z_0^j \), \( E[\hat{X}_j] = E[\hat{G}_j] = 0 \) and \( E[\hat{X}_j^3] = E[\hat{G}_j^3] = 1 \), we obtain

\[
E\left[ \frac{1}{n} tr B^{-1}(z) \right] - E\left[ \frac{1}{n} tr D^{-1}(z) \right] = \frac{1}{2} \Sigma_{j=1}^{p_1n} E\left[ \hat{X}_j^3 \int_0^1 (1 - \tau)^2 \partial^3 f(Z_0^j(\tau)) d\tau - \hat{G}_j^3 \int_0^1 (1 - \tau)^2 \partial^3 f(Z_0^j-1(\tau)) d\tau \right].
\]

Next we evaluate \( \partial^3 f(Z_{p_1n}(\tau)) \). Note that

\[
\frac{\partial H^{-1}}{\partial X_{ij}} = -H^{-1} \frac{\partial H}{\partial X_{ij}} H^{-1}.
\]

A simple but tedious calculation indicates that

\[
\frac{\partial B}{\partial X_{ij}} = \frac{1}{n} P_y e_j e_i^T H^{-1} X P_y + \frac{1}{n} P_y X^T H^{-1} e_i e_j^T P_y.
\]
2.2 Proof of Theorem 1

\[-\frac{1}{n^2} P_y X^T H^{-1} (e_j e_j^T X^T + Xe_j e_i^T) H^{-1} X P_y,\]

\[
\frac{\partial^2 B}{\partial X^2_{ij}} = \frac{2}{n} P_y e_j e_i^T H^{-1} e_j e_j^T P_y - \frac{2}{n^2} P_y e_j e_i^T H^{-1} (e_j e_j^T X^T + Xe_j e_i^T) H^{-1} X P_y - \frac{2}{n^2} P_y X^T H^{-1} (e_j e_j^T X^T + Xe_j e_i^T) H^{-1} e_j^T H^{-1} X P_y + \frac{2}{n^2} P_y X^T [H^{-1} (e_j e_j^T X^T + Xe_j e_i^T)]^3 H^{-1} X P_y,
\]

\[
\frac{\partial^3 B}{\partial X^3_{ij}} = -\frac{6}{n^2} P_y e_j e_i^T H^{-1} (e_j e_j^T X^T + Xe_j e_i^T) H^{-1} e_j^T P_y - \frac{6}{n^2} P_y e_j e_i^T H^{-1} e_j e_i^T H^{-1} e_j^T P_y + \frac{6}{n^2} P_y X^T H^{-1} (e_j e_j^T X^T + Xe_j e_i^T) e_j^T H^{-1} e_i^T P_y - \frac{6}{n^3} P_y X^T e_i^T [H^{-1} (e_j e_j^T X^T + Xe_j e_i^T)]^3 H^{-1} X P_y + \frac{6}{n^3} P_y X^T H^{-1} (e_j e_j^T X^T + Xe_j e_i^T) H^{-1} e_i^T H^{-1} X P_y + \frac{6}{n^3} P_y X^T H^{-1} e_i^T H^{-1} (e_j e_j^T X^T + Xe_j e_i^T) H^{-1} X P_y.
\]

Also, by the formula

\[
\frac{1}{n} \frac{\partial \text{tr} B^{-1}(z)}{\partial X_{ij}} = -\frac{1}{n} \text{tr} (\frac{\partial B}{\partial X_{ij}} B^{-2}(z)),
\]

it is easily seen that

\[
\frac{1}{n} \frac{\partial^3 \text{tr} B^{-1}(z)}{\partial X^3_{ij}} = -\frac{6}{n} \text{tr} (\frac{\partial B}{\partial X_{ij}} B^{-1}(z) \frac{\partial B}{\partial X_{ij}} B^{-1}(z) \frac{\partial B}{\partial X_{ij}} B^{-2}(z)) - \frac{1}{n} \text{tr} (\frac{\partial^2 B}{\partial X^2_{ij}} B^{-2}(z)) + \frac{3}{n} \text{tr} (\frac{\partial^2 B}{\partial X_{ij}} B^{-2}(z) \frac{\partial B}{\partial X_{ij}} B^{-1}(z)) + \frac{3}{n} \text{tr} (\frac{\partial^3 B}{\partial X^3_{ij}} B^{-1}(z) \frac{\partial B}{\partial X_{ij}} B^{-2}(z)).
\]
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There are lots of terms in the expansion of \( \frac{1}{n} \frac{\partial tr B^{-1}(z)}{\partial X_{ij}} \) and therefore we do not enumerate all the terms here. By using the formula that, for any matrices \( A, B \) and column vectors \( e_j \) and \( e_k \),

\[
tr(A e_j e_k^T B) = e_k^T B A e_j,
\]

all the terms of \( \frac{1}{n} \frac{\partial tr B^{-1}(z)}{\partial X_{ij}} \) can be dominated by a common expression. That is

\[
\left\| \frac{1}{n} \frac{\partial tr B^{-1}(z)}{\partial X_{ij}} \right\| \leq \frac{M}{n^3} \|H^{-1}\| \cdot \|X^T H^{-1}\| + \frac{M}{n^4} \|X^T H^{-1}\|^3 \\
+ \frac{M}{n^4} \|H^{-1}\| \cdot \|X^T H^{-1}\|^2 \\
+ \frac{M}{n^4} \|H^{-1}\| \cdot \|X^T H^{-1}\| \cdot \|X^T H^{-1} X\| \\
+ \frac{M}{n^5} \|H^{-1}\| \cdot \|X^T H^{-1}\| \cdot \|X^T H^{-1} X\|^2 \\
+ \frac{M}{n^5} \|X^T H^{-1}\|^3 \cdot \|X^T H^{-1} X\| \\
+ \frac{M}{n^5} \|X^T H^{-1}\|^3 \cdot \|X^T H^{-1} X\|^2 \\
+ \frac{M}{n^5} \|X^T H^{-1}\|^3 \cdot \|X^T H X\|^3. \tag{2.35}
\]

Obviously

\[
\|H^{-1}\| \leq \frac{1}{t}. \tag{2.36}
\]

It is observed that

\[
\|X^T H^{-1} X\|^2 = \lambda_{\max}(X^T H^{-1} XX^T H^{-1} X) = \lambda_{\max}(H^{-1} XX^T H^{-1} XX^T) \\
\leq n^2 [1 + 2t\|H^{-1}\| + t^2\|H^{-1}\|] \leq M n^2, \tag{2.37}
\]

where \( \lambda_{\max}(\cdot) \) denotes the maximum eigenvalue of the corresponding matrix; and the first inequality above utilizes the fact that \( H^{-1} XX^T = nH^{-1}(\frac{1}{n} XX^T + tI_{p_1} - tI_{p_1}) = nI_{p_1} - ntH^{-1} \).
2.3 Conclusion

Similarly we can obtain

$$||X^TH^{-1}|| \leq M\sqrt{n}.$$  \hfill (2.38)

We conclude from (2.35)-(2.38) that

$$||\frac{1}{n} \frac{\partial^3 \text{tr} B^{-1}(z)}{\partial X_{ij}^3}|| \leq \frac{M}{n^{5/2}}.$$  \hfill (2.39)

This implies that

$$E|X_{ij}^3 \cdot \frac{1}{n} \frac{\partial^3 \text{tr} B^{-1}(z)}{\partial X_{ij}^3}| \leq \frac{M}{n^{5/2}} E[X_{ij}^3] \leq \frac{M \varepsilon}{n^2}. \quad (2.40)$$

Since all $X_{ij}$ and $W_{ij}$ play a similar role in their corresponding matrices, the above argument works for all matrices. Hence we obtain

$$|E[\frac{1}{n} tr B^{-1}(z)] - E[\frac{1}{n} tr D^{-1}(z)]|$$

$$\leq M \sum_{j=1}^{p1n} \int_0^1 (1 - \tau)^2 E|\hat{X}_j^3 \partial_j^3 f(Z_j^{(1)}(\tau))|d\tau + \int_0^1 (1 - \tau)^2 E|\hat{G}_j^3 \partial_j^3 f(Z_j^{(2)}(\tau))|d\tau$$

$$\leq M \varepsilon_n.$$

This ensures that

$$E[\frac{1}{n} tr B^{-1}(z)] - E[\frac{1}{n} tr D^{-1}(z)] \rightarrow 0 \quad as \quad n \rightarrow \infty.$$

Therefore the proof of Theorem 1 is completed.

2.3 Conclusion

Canonical correlation coefficients play an important role in the analysis of correlations between random vectors [Anderson (1984)]. Nowadays, investigations of large dimensional random vectors attract a substantial research works, e.g. [Fan and Lv (2010)]. As future works, we plan to develop central limit theorems for the empirical distribution of canonical correlation coefficients and make statistical applications of the developed asymptotic theorems for large dimensional random vectors.
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2.4 Appendix

Lemma 1 (Burkholder (1973)). Let \( \{X_k, 1 \leq k \leq n\} \) be a complex martingale difference sequence with respect to the increasing \( \sigma \)-field \( \{F_k\} \). Then, for \( p \geq 2 \),

\[
E|\sum_{k=1}^{n} X_k|^p \leq K_p(E(\sum_{k=1}^{n} E(|X_k|^2|F_{k-1})))^{p/2} + E\sum_{k=1}^{n} |X_k|^p.
\]

Lemma 2 (Burkholder (1973)). With \( \{X_k, 1 \leq k \leq n\} \) as above, we have, for \( p > 1 \),

\[
E|\sum_{k=1}^{n} X_k|^p \leq K_p(E(\sum_{k=1}^{n} |X_k|^2)^{p/2}).
\]

Lemma 3 (Lemma B.26 of Bai and Silverstein (2009)). For \( X = (X_1, \cdots, X_n)^{\top} \) i.i.d standardized entries, \( C \) \( n \times n \) matrix, we have, for any \( p \geq 2 \),

\[
E|X^\top C - trC|^p \leq K_p((E|X_1|^4 trCC^*)^{p/2} + E|X_1|^{2p} tr(CC^*)^{p/2}).
\]

Lemma 4 (Theorem A.43 of Bai and Silverstein (2009)). Let \( A \) and \( B \) be two \( n \times n \) symmetric matrices. Then

\[
||F^A - F^B|| \leq \frac{1}{n} rank(A - B),
\]

where \( ||f|| = \sup_x |f(x)| \).

Lemma 5 (Hoeffding (1963)). Let \( Y_1, Y_2, \ldots \) be i.i.d random variables, \( P(Y_1 = 1) = q = 1 - P(Y_1 = 0) \). Then

\[
P(|Y_1 + \cdots + Y_n - nq| \geq n\varepsilon) \leq 2e^{-\frac{n^2\varepsilon^2}{2nq + nq}}
\]

for all \( \varepsilon > 0, n = 1, 2, \ldots \).

Lemma 6 (Corollary A.41 of Bai and Silverstein (2009)). Let \( A \) and \( B \) be two \( n \times n \) symmetric matrices with their respective ESDs of \( F^A \) and \( F^B \). Then,

\[
L^3(F^A, F^B) \leq \frac{1}{n} tr(A - B)^2.
\]
Chapter 3

Regularized Canonical Correlation Coefficients

3.1 Methodology and Theory

Throughout this chapter we make the following assumptions.

**Assumption 1.** \( p_1 = p_1(n) \) and \( p_2 = p_2(n) \) with \( \frac{p_1}{n} \to c_1 \) and \( \frac{p_2}{n} \to c_2 \), \( c_1, c_2 \in (0, 1) \), as \( n \to \infty \).

**Assumption 2.** \( p_1 = p_1(n) \) and \( p_2 = p_2(n) \) with \( \frac{p_1}{n} \to c_1' \) and \( \frac{p_2}{n} \to c_2' \), \( c_1' \in (0, +\infty) \) and \( c_2' \in (0, +\infty) \), as \( n \to \infty \).

**Assumption 3.** \( X = (X_{ij})_{i,j=1}^{p_1,n} \) and \( Y = (Y_{ij})_{i,j=1}^{p_2,n} \) satisfy \( X = \Sigma_{xx}^{1/2}W \) and \( Y = \Sigma_{yy}^{1/2}V \), where \( W = (w_1, \cdots, w_n) = (W_{ij})_{i,j=1}^{p_1,n} \) consists of i.i.d real random variables \( \{W_{ij}\} \) with \( EW_{11} = 0 \) and \( E|W_{11}|^2 = 1 \); \( V = (v_1, \cdots, v_n) = (V_{ij})_{i,j=1}^{p_1,n} \) consists of i.i.d real random variables with \( EV_{11} = 0 \) and \( E|V_{11}|^2 = 1 \); \( \Sigma_{xx}^{1/2} \) and \( \Sigma_{yy}^{1/2} \) are Hermitian square roots of positive definite matrices \( \Sigma_{xx} \) and \( \Sigma_{yy} \) respectively so that \( (\Sigma_{xx}^{1/2})^2 = \Sigma_{xx} \) and \( (\Sigma_{yy}^{1/2})^2 = \Sigma_{yy} \).
Assumption 4. $F^{\Sigma_{xx}} \overset{D}{\rightarrow} H$, a proper cumulative distribution function.

Remark 2. By the definition of the matrix $S_{xy}$, the classical canonical correlation coefficients between $x$ and $y$ are the same as those between $w$ and $v$ when $w$ and $\{w_i\}$ are i.i.d, and $v$ and $\{v_i\}$ are i.i.d.

We now introduce some results from random matrix theory. Denote the empirical spectral distribution function (ESD) of any $n \times n$ matrix $A$ with real eigenvalues $\mu_1 \leq \mu_2 \leq \cdots \leq \mu_n$ by

$$F^A(x) = \frac{1}{n} \#\{i : \mu_i \leq x\}, \quad (3.1)$$

where $\#\{\cdots\}$ denotes the cardinality of the set $\{\cdots\}$.

When the two random vectors $x$ and $y$ are independent and each of them consists of i.i.d Gaussian random variables, under Assumptions 1 and 3, Wachter (1980) proved that the empirical measure of the classical sample canonical correlation coefficients $r_1, r_2, \cdots, r_p$ converges in probability to a fixed distribution whose density is given by

$$\rho(x) = \frac{\sqrt{(x - L)(x + L)(H - x)(H + x)}}{\pi c_1 x(1 - x)(1 + x)}, \quad x \in [L, H], \quad (3.2)$$

and atoms size of $\max(0, (1 - c_2)/c_1)$ at zero and size $\max(0, 1 - (1 - c_2)/c_1)$ at unity where $L = |\sqrt{c_2} - c_2 c_1 - \sqrt{c_1} - c_1 c_2|$ and $H = |\sqrt{c_2} - c_2 c_1 + \sqrt{c_1} - c_1 c_2|$. Here the empirical measure of $r_1, r_2, \cdots, r_p$ is defined as in (3.1) with $\mu_i$ replaced by $r_i$.

In Chapter 2, we have proved that (3.2) also holds for classical sample canonical correlation coefficients when the entries of $x$ and $y$ are not necessarily Gaussian distributed. For easy reference, we state the result in the following proposition.
Proposition 1. In addition to Assumptions 1 and 3, suppose that \( \{X_{ij}, 1 \leq i \leq p_1, 1 \leq j \leq n\} \) and \( \{Y_{ij}, 1 \leq i \leq p_2, 1 \leq j \leq n\} \) are independent. Then the empirical measure of \( r_1, r_2, \ldots, r_{p_1} \) converges almost surely to a fixed distribution function whose density is given by (3.2).

Under Assumptions 2-4, instead of \( F^{S_{xy}} \), we analyze the ESD, \( F^{T_{xy}} \), of the regularized random matrix \( T_{xy} \) given in (1.6). To this end, define the Stieltjes transform of any distribution function \( G(x) \) by

\[
m_G(z) = \int \frac{1}{x - z} dG(x), \quad z \in \mathbb{C}^+ = \{z \in \mathbb{C}, \text{Im}z > 0\},
\]

where \( \text{Im}z \) denotes the imaginary part of the complex number \( z \).

It turns out that the limit of the empirical spectral distribution (LSD) of \( T_{xy} \) is connected to that of the LSD of \( S_1S_2^{-1} \) defined below. Let

\[
S_1 = \frac{1}{p_2} \sum_{k=1}^{p_2} w_k w_k^T, \quad S_{2t} = \frac{1}{n - p_2} \sum_{k=p_2+1}^{n} w_k w_k^T + t \frac{n}{n - p_2} \Sigma_{xx}^{-1},
\]

\[
y_1 = \frac{c_1'}{c_2'}, \quad y_2 = \frac{c_1'}{1 - c_2'}.
\]

The LSD of \( S_{2t} \) and its Stieltjes transform are denoted by \( F_{y_2t} \) and \( m_{y_2t}(z) \) respectively. Under Assumptions 2-4 from Silverstein and Bai (1995) and Pan (2010), \( m_{y_2t}(z) \) is the unique solution in \( \mathbb{C}^+ \) to

\[
m_{y_2t}(z) = m_{H_1}(z - \frac{1}{1 + y_2 m_{y_2t}(z)}), \tag{3.3}
\]

where \( m_{H_1}(z) \) denotes the Stieltjes transform of the LSD of the matrix \( \frac{n}{n - p_2} \Sigma_{xx}^{-1} \) (one may also see (4.4) in Chapter 4). Let \( n = (n_1, n_2) \) and \( y = (y_1, y_2) \) with \( n_1 = p_1 \) and \( n_2 = n - p_2 \). The Stieltjes transforms of the ESD and LSD of the matrix \( S_1S_2^{-1} \) are denoted by \( m_{n}(z) \) and \( m_{y}(z) \) respectively while those of the ESD and LSD of the matrix \( \frac{1}{p_2} \sum_{k=1}^{p_2} w_k T_{xy} S_2^{-1} w_k \) are denoted by \( m_{n}(z) \) and \( m_{y}(z) \) respectively. Observe that the spectra of
$S_1S_2^{-1}$ and $\frac{1}{p_2} \sum_{k=1}^{p_2} w_k^T S_2^{-1} w_k$ are the same except $(p_1 - p_2)$ zero eigenvalues and this leads to
\[ m_y(z) = -\frac{1 - y_1}{z} + y_1m_y(z). \] (3.4)

We are now in a position to state the LSD of $T_{xy}$.

**Theorem 2.** In addition to Assumptions 2-4, suppose that \{X_{ij}, 1 \leq i \leq p_1, 1 \leq j \leq n\} and \{Y_{ij}, 1 \leq i \leq p_2, 1 \leq j \leq n\} are independent.

a) If $c_2' \in (0, 1)$, then the ESD, $F^{T_{xy}}(\lambda)$, converges almost surely to a fixed distribution $\tilde{F}(\frac{\lambda}{q(1-\lambda)})$, where $q = \frac{c_2}{1-c_2}$ and $\tilde{F}(\lambda)$ is a nonrandom distribution and its Stieltjes transform $m_\lambda(z)$ is the unique solution in $\mathbb{C}^+$ to
\[ m_\lambda(z) = -\int \frac{dF_{yz}(1/\lambda)}{\lambda(1 - y_1' - y_1'zm_\lambda(z)) - z}. \] (3.5)

b) If $c_2' \in [1, \infty)$, then $F^{T_{xy}}(\lambda)$, converges almost surely to a fixed distribution $\tilde{G}(\frac{1}{1-x} - t)$ where $\tilde{G}(\lambda)$ is a nonrandom distribution and its Stieltjes transform satisfies the equation
\[ m_{\tilde{G}}(z) = \int \frac{dH(\lambda)}{\lambda(1 - c_1' - c_1'zm_{\tilde{G}}(z)) - z}. \] (3.6)

**Remark 3.** Indeed, taking $t = 0$ in (3.5) recovers Wachter (1980)'s result (one may refer to the result of $F$ matrix in Bai and Silverstein (2009)).

Let us now introduce the test statistic. Under Assumption 1 and Assumption 3, behind our test statistic is the observation that the limit of $F_{S_{xy}}(x)$ can be obtained from (3.2) when $x$ and $y$ are independent, while the limit of $F_{S_{xy}}(x)$ could be different from (3.2) when $x$ and $y$ have correlation. For example, if $y = \Sigma_1 w$ and $x = \Sigma_2 w$ with $p_1 = p_2$ and both $\Sigma_1$ and $\Sigma_2$ being invertible, then
\[ S_{xy} = I, \]
which implies that the limit of \( F_{S_{xy}}(x) \) is a degenerate distribution. This suggests that we may make use of \( F_{S_{xy}}(x) \) to construct a test statistic. Thus we consider the following statistic

\[
\int \phi(x) dF_{S_{xy}}(x) = \frac{1}{p_1} \sum_{i=1}^{p_1} \phi(r_i^2).
\]  

(3.7)

A perplexing problem is how to choose an appropriate function \( \phi(x) \). For simplicity we choose \( \phi(x) = x \) in this work. That is, our statistic is

\[
S_n = \int x dF_{S_{xy}}(x) = \frac{1}{p_1} \sum_{i=1}^{p_1} r_i^2.
\]  

(3.8)

Indeed, extensive simulations based on Theorems 3 and 4 below have been conducted to help select an appropriate function \( \phi(x) \). We find that other functions such as \( \phi(x) = x^2 \) does not have an advantage over \( \phi(x) = x \).

In the classical CCA, the maximum likelihood ratio test statistic for (1.1) with fixed dimensions is

\[
MLR_n = \sum_{i=1}^{p_1} \log(1 - r_i^2)
\]  

(3.9)

(see Wilks (1935) and Aderson (1984)). That is, \( \phi(x) \) in (3.7) takes \( \log(1 - x) \). Note that the density \( \rho(x) \) has atom size of \( \max(0, 1 - (1 - c_2)/c_1) \) at unity by (3.2). Thus the normalized statistic \( MLR_n \) is not well defined when \( c_1 + c_2 > 1 \) (because \( \int \log(1 - x^2) \rho(x) dx \) is not meaningful). In addition, even when \( c_1 + c_2 \leq 1 \), the right end point of \( \rho(x) \), \( H \), can be equal to one so that some sample correlation coefficients \( r_i \) are close to one. For example \( H = 1 \) when \( c_1 = c_2 = 1 \). This in turns causes a big value of the corresponding \( \log(1 - r_i^2) \). Therefore, \( MLR_n \) is not stable and this phenomenon is also confirmed by our simulations.

Under Assumptions 2 and 3, we substitute \( T_{xy} \) for \( S_{xy} \) and use the
statistic

\[ T_n = \int x dF^{T_{xy}}(x). \]  

(3.10)

We next establish the CLTs of the statistics (3.7) and (3.10). To this end, write

\[ G^{(1)}_{p_1,p_2}(\lambda) = p_1 (F^{S_{xy}}(\lambda) - F^{c_{1n},c_{2n}}(\lambda)), \]  

(3.11)

and

\[ G^{(2)}_{p_1,p_2}(\lambda) = p_1 (F^{T_{xy}}(\lambda) - F^{c'_{1n},c'_{2n}}(\lambda)), \]  

(3.12)

where \( F^{c_{1n},c_{2n}}(\lambda) \) and \( F^{c'_{1n},c'_{2n}}(\lambda) \) are obtained from \( F^{c_{1n},c_{2n}}(\lambda) \) and \( F^{c'_{1n},c'_{2n}}(\lambda) \) with \( c_1, c_2 \) and \( c'_1, c'_2 \) replaced by \( c_{1n} = \frac{p_1}{n}, c_{2n} = \frac{p_2}{n} \) and \( c'_{1n} = \frac{p_1}{n}, c'_{2n} = \frac{p_2}{n} \) respectively; \( F^{c_{1n},c_{2n}}(\lambda) \) and \( F^{c'_{1n},c'_{2n}}(\lambda) \) are the limiting spectral distributions of the matrices \( S_{xy} \) and \( T_{xy} \) respectively, whose densities can be obtained from \( \rho(x) \) in (3.2) and (3.5). We re-normalize (3.7) and (3.10) as

\[ \int \phi(\lambda) dG^{(1)}_{p_1,p_2}(\lambda) := p_1 \left( \int \phi(\lambda) dF^{S_{xy}}(\lambda) - \int \phi(\lambda) dF^{c_{1n},c_{2n}}(\lambda) \right), \]  

(3.13)

and

\[ \int \phi(\lambda) dG^{(2)}_{p_1,p_2}(\lambda) := p_1 \left( \int \phi(\lambda) dF^{T_{xy}}(\lambda) - \int \phi(\lambda) dF^{c'_{1n},c'_{2n}}(\lambda) \right). \]  

(3.14)

Also, let

\[ \bar{\bar{y}}_1 := \frac{c_1}{1 - c_2} \in (0, +\infty), \quad \bar{\bar{y}}_2 := \frac{c_1}{c_2} \in (0, 1), \quad h = \sqrt{\frac{1}{\bar{\bar{y}}_1} + \frac{1}{\bar{\bar{y}}_2} - \frac{1}{\bar{\bar{y}}_1 \bar{\bar{y}}_2}}, \quad a_1 = \frac{(1 - h)^2}{(1 - \bar{\bar{y}}_2)^2}, \]

\[ a_2 = \frac{(1 + h)^2}{(1 - \bar{\bar{y}}_2)^2}, \quad g_{\bar{\bar{y}}_1,\bar{\bar{y}}_2}(\lambda) = \frac{1 - \bar{\bar{y}}_2}{2\pi \lambda (\bar{\bar{y}}_1 + \bar{\bar{y}}_2 \lambda)} \sqrt{(a_2 - \lambda)(\lambda - a_1)}, \quad a_1 < \lambda < a_2. \]

(3.15)

**Theorem 3.** Let \( \phi_1, \cdots, \phi_s \) be functions analytic in an open region in the complex plane containing the interval \([a_1, a_2]\). In addition to Assumptions 1 and 3, suppose that

\[ EX_{11}^4 = EY_{11}^4 = 3. \]  

(3.16)
Then, as \( n \to \infty \), the random vector
\[
\left( \int \phi_1(\lambda)dG_{p_1,p_2}^{(1)}(\lambda), \ldots, \int \phi_s(\lambda)dG_{p_1,p_2}^{(1)}(\lambda) \right)
\]
converges weakly to a Gaussian vector \((X_{\phi_1}, \ldots, X_{\phi_s})\) with mean
\[
EX_{\phi_i} = \lim_{r \downarrow 1} \frac{1}{4\pi i} \oint_{|\xi|=1} f_i(1 + h^2 + 2h\Re(\xi)) \left[ \frac{1}{\xi - r^{-1}} + \frac{1}{\xi + r^{-1}} - \frac{2}{\xi + \frac{y_2}{\alpha}} \right] d\xi,
\]
and covariance function
\[
cov(X_{\phi_i}, X_{\phi_j}) = -\lim_{r \downarrow 1} \frac{1}{4\pi^2} \oint_{|\xi_1|=1} \oint_{|\xi_2|=1} f_i(1 + h^2 + 2h\Re(\xi_1)) f_j(1 + h^2 + 2h\Re(\xi_2)) \frac{f_i(1 + h^2 + 2h\Re(\xi_1)) f_j(1 + h^2 + 2h\Re(\xi_2))}{(\xi_1 - r\xi_2)^2} d\xi_1 d\xi_2,
\]
where \( f_i(\lambda) = \phi_i(\frac{1}{1 + (\frac{x}{\tau^2})\lambda}) \); \( \Re \) denotes the real part of a complex number; and \( r \downarrow 1 \) means that \( r \) approaches to 1 from above.

**Remark 4.** When \( \phi(x) = x \), the mean of the limit distribution in Theorem \( \beta \) is 0 and the variance is \( \frac{2n^2y_1y_2^2}{(y_1 + y_2)^2} \). These are calculated in Example 4.2 of Zheng (2012).

Before stating the CLT of the linear spectral statistics for the matrix \( T_{xy} \), we make some notation. Let \( r \) be a positive integer and introduce
\[
m_r(z) = \int \frac{dH(x)}{(x - z + \varphi(z))^r}, \quad \varphi(z) = \frac{1}{1 + y_2m_2(z)},
\]
\[
g(z) = \frac{y_2(m_{yzt}(-m_y(z)))^r}{(1 + y_2m_2(z))^2}, \quad h(z) = \frac{-m^2_y(z)}{1 - y_1m^2_y(z) \int \frac{dF_{yzt}(x)}{(x + m_y(z))^2}},
\]
\[
s(z_1, z_2) = \frac{1}{1 + y_2m_{yzt}(z_1)} - \frac{1}{1 + y_2m_{yzt}(z_2)},
\]
where \( (m_{yzt}(z))^r \) stands for the derivative with respect to \( z \).
Theorem 4. Let \( \phi_1, \cdots, \phi_s \) be functions analytic in an open region in the complex plane containing the support of the LSD \( \tilde{F}(\lambda) \) whose Stieltjes transform is \( (3.5) \). In addition to Assumptions 2-4, suppose that

\[
EX_{11}^4 = EY_{11}^4 = 3. \tag{3.20}
\]

a) If \( c_2 \in (0, 1) \), then the random vector

\[
\left( \int \phi_1(\lambda)dG_{p_1,p_2}^{(2)}(\lambda), \cdots, \int \phi_s(\lambda)dG_{p_1,p_2}^{(2)}(\lambda) \right) \tag{3.21}
\]

converges weakly to a Gaussian vector \( (X_{\phi_1}, \ldots, X_{\phi_s}) \) with mean

\[
EX_{\phi_i} = \frac{-1}{2\pi i} \oint \oint \phi_i(\frac{z}{1 + z}) \left( \frac{y_1 \int m_y(z)^3 x[x + m_y(z)]^{-3} dF_{y_2}(x)}{1 - y_1 \int m_y(z)^2(x + m_y(z))^{-2} dF_{y_2}(x)} \right) \]

\[
+ h(z) y_2 \omega^2(-m_y(z)) m_3(-m_y(z)) + y_2 \omega^4(-m_y(z)) m_y(-m(z)) m_3(-m_y(z))
\]

\[
- h(z) y_2 \omega^3(-m_y(z)) m_y(-m(z)) m_2(-m_y(z)) dz
\tag{3.22}
\]

and covariance

\[
\text{Cov}(X_{\phi_i}, X_{\phi_j}) = \frac{-1}{2\pi i} \oint \oint \phi_i(\frac{z_1}{1 + z_1}) \phi_j(\frac{z_2}{1 + z_2}) \left( \frac{m_y(z_1)m_y(z_2)}{(m_y(z_1) - m_y(z_2))^2} \right)
\]

\[
- \frac{1}{(z_1 - z_2)^2} \left[ -m_y(z_2) + m_y(z_1) \right] \frac{h(z_1)h(z_2)}{[m_y(z_2) + m_y(z_1) + s(-m_y(z_1), -m_y(z_2))]^2} dz_1 dz_2. \tag{3.23}
\]

Here all the contour integrals can be evaluated on any contour enclosing the support of the LSD \( \tilde{F}(\lambda) \) whose Stieltjes transform is \( (3.5) \).

b) If \( c_2 \in [1, +\infty) \), \( (3.21) \) converges weakly to a Gaussian vector \( (X_{\phi_1}, \ldots, X_{\phi_s}) \) with mean and covariance illustrated in (9.7.5) and (9.7.6) of Bai and Silverstein (2009), where the parameter \( y \) equals \( c_1', \sigma^2 \) equals \( t^{-1} \) and \( T_n = \Sigma_{xx} \).
Here we would like to point out that the idea of testing independence between two random vectors $\mathbf{x}$ and $\mathbf{y}$ by CCA is based on the fact that the uncorrelatedness between $\mathbf{x}$ and $\mathbf{y}$ is equivalent to independence between them when the random vector of size $(p_1 + p_2)$ consisting of the components of $\mathbf{x}$ and $\mathbf{y}$ is a Gaussian random vector. See Wilks (1935) and Anderson (1984). For non-Gaussian random vectors $\mathbf{x}$ and $\mathbf{y}$, uncorrelatedness is not equivalent to independence. CCA may fail in this case. Yet, since Theorems 3 and 4 hold for non-Gaussian random vectors $\mathbf{x}$ and $\mathbf{y}$ CCA can be still utilized to capture dependent but uncorrelated $\mathbf{x}$ and $\mathbf{y}$ such as ARCH type of dependence by considering higher power of their entries. See Section 3.4.6 for the further discussion.

Following Lytova and Pastur (2009) condition (3.20) can be removed. However it will significantly increase the length of this work and we will not pursue it here.

### 3.2 The power under local alternatives

This section is to evaluate the power of $S_n$ or $T_n$ under a kind of local alternative. Recall the definitions of $G_{(i)}^{(i)}$, $i = 1, 2$ in (3.11) and (3.12) and let $R_n^{(i)} = \int \lambda dG_{(i)}^{(i)}$.

Theorem 5. In addition to assumptions in Theorem 3 or Theorem 4, for any $i = 1, 2$, suppose that in probability

$$|tr(S_{xy}^{H_1} - S_{xy}^{H_0})| \to \infty, \quad |tr(T_{xy}^{H_1} - T_{xy}^{H_0})| \to \infty,$$

where $S_{xy}^{H_j}$ is $S_{xy}$ under $H_j$, with $j = 0, 1$, $T_{xy}^{H_j}$, $j = 0, 1$ are defined similarly. Then

$$\lim_{n \to \infty} P(R_n^{(i)} > z_{1-\alpha}^{(i)} \text{ or } R_n^{(i)} < z_{\alpha}^{(i)} | H_1) = 1,$$

(3.25)
where \( z_{1-\alpha}^{(i)} \) and \( z_{\alpha}^{(i)} \) are \((1-\alpha)\) and \(\alpha\) quantiles of the asymptotic distribution of the statistic \( R_n^{(i)} \) under the null hypothesis.

**Remark 5.** If \( S_{xy}^{H_1} = (XX^T)^{-1}XTP_yX^T \) and \( S_{xy}^{H_0} = (XX^T)^{-1}XP_yX^T \) with \( T \) being a nonnegative definite matrix, then this implies the covariance matrix between \( x \) and \( y \) is \( T \). Particularly, if \( T = I + e e^T \) with \( e = (1,1,\ldots,1) \) then under assumptions in Theorem 3 or Theorem 4 it can be proved that

\[
tr\left( S_{xy}^{H_1} - S_{xy}^{H_0} \right) = e^TP_yP_xe = n\frac{e^TP_yP_xe}{\|e\|} = O_p(n)
\]

satisfying (3.24).

### 3.3 Applications of CCA

This section explores some applications of the proposed test. We consider two examples from multivariate analysis and time series analysis respectively.

#### 3.3.1 Multivariate Regression test with CCA

Consider the multivariate regression (MR) model as follows:

\[
Y = XB + E, \quad (3.26)
\]

where

\[
Y = [y_1, y_2, \ldots, y_{p_1}]_{n \times p_1}, \quad X = [1_n, x_1, x_2, \ldots, x_{p_2}]_{n \times p_2},
\]

\[
B = [\beta_1, \beta_2, \ldots, \beta_{p_1}]_{p_2 \times p_1}, \quad E = [e_1, e_2, \ldots, e_{p_1}]_{n \times p_1},
\]
and each of the vectors $y_j, x_j, e_j$, for $j = 1, 2, \ldots, p_1$ is $n \times 1$ vectors and 
$\{\beta_i, i = 1, 2, \ldots, p_2\}$ are $p_2 \times 1$ vectors.

Let $A_{xy} = \frac{1}{n}X'Y$ and $A_{xx} = \frac{1}{n}X'X$. We have the least square estimate of $B$

$$\hat{B} = A^{-1}_{xx}A_{xy}. \quad (3.27)$$

The most common hypothesis testing is to test whether there exists linear relationship between the two sets of variables (response variables and predictor variables) or the overall regression test

$$H_0 : B = 0. \quad (3.28)$$

To test $H_0 : B = 0$, Wilks’ $\Lambda$ criterion is

$$\Lambda = \frac{|E|}{|E + H|} = \prod_{i=1}^{s}(1 + \lambda_i)^{-1}, \quad (3.29)$$

where

$$E = Y'(I - X(X'X)^{-1}X')Y \quad (3.30)$$

and

$$H = \hat{B}'(X'X)\hat{B}; \quad (3.31)$$

and $\{\lambda_i : i = 1, \ldots, s\}$ are the roots of $|H - \lambda E| = 0$, $s = \min(k, p)$.

**Remark 6.** Wilk’s $\Lambda$ criterion indeed assumes Gaussian observations and derive the exact lambda distribution. In this thesis, we derive the asymptotic distribution of Wilk’s criterion under high dimensional case without Gaussian assumption.
An alternative form for \( \Lambda \) is to employ sample covariance matrices. That is, 
\[
H = A_{yx}A_{xx}^{-1}A_{xy}, \quad \text{and} \quad E = A_{yy} - A_{yx}A_{xx}^{-1}A_{xy},
\]
so that \(|H - \lambda E| = 0\) becomes 
\[
|A_{yx}A_{xx}^{-1}A_{xy} - \lambda(A_{yy} - A_{yx}A_{xx}^{-1}A_{xy})| = 0.
\]
From Theorem 2.6.8 of Timm (2001) we have 
\[
|H - \theta(H + E)| = |A_{yx}A_{xx}^{-1}A_{xy} - \theta A_{yy}| = 0
\]
so that 
\[
\Lambda = \prod_{i=1}^{s}(1 + \lambda_i)^{-1} = \prod_{i=1}^{s}(1 - \theta_i) = \frac{|A_{yy} - A_{yx}A_{xx}^{-1}A_{xy}|}{|A_{yy}|}.
\]
(3.32)

Evidently, the quantities \( r_{i}^{2} = \theta_i, i = 1, \ldots, s \) are sample canonical correlation coefficients. Therefore the test statistic (3.29) can be rewritten as 
\[
\log \Lambda = \sum_{i=1}^{s} \log(1 - r_{i}^{2}).
\]
(3.33)

From this point of view, the multiple regression test is equivalent to the independence test based on canonical correlation coefficients. As stated in the last section, the statistic \( \log \Lambda \) is not stable in the high dimensional cases. Hence our test statistic \( S_n \) or \( T_n \) can be applied in the MR test.

### 3.3.2 Testing for Cointegration with CCA

Consider an \( n \)-dimensional vector process \( \{y_t\} \) that has a first-order error correction representation

\[
\Delta y_t = -\alpha \beta' y_{t-1} + \epsilon_t, \quad t = 1, \ldots, T,
\]
(3.34)

where \( \alpha \) and \( \beta \) are full rank \( n \times r \) matrices \( (r < n) \) and the \( n \)-dimensional innovation \( \{\epsilon_t\} \) is i.i.d. with zero mean and positive covariance matrix \( \Omega \). Select \( \alpha \) and \( \beta \) so that the fact that \(|I_n - (I_n - \alpha \beta')z| = 0\) implies that either \(|z| > 1\) or \( z = 1 \) and that \( \alpha' \beta \) is of full rank, where \( \alpha_\perp \) and \( \beta_\perp \) are full rank \( n \times (n - r) \) matrices orthogonal to \( \alpha \) and \( \beta \). Under these
assumptions, \( \{y_t\} \) is \( I(1) \) with \( r \) cointegration relations among its elements; that is \( \{\beta' y_t\} \) is \( I(0) \).

The goal is to test

\[ H_0 : r = 0 \ (\alpha = \beta = 0); \quad against \quad H_1 : r > 0; \]  \hspace{1cm} (3.35)

i.e. whether there exists cointegration relationships among the elements of the time series \( \{y_t\} \).

This cointegration test is equivalent to testing

\[ H_0 : \Delta y_t \text{ is independent with } \Delta y_{t-1}; \]

against

\[ H_1 : \Delta y_t \text{ is dependent with } \Delta y_{t-1}. \]  \hspace{1cm} (3.36)

In order to apply canonical correlation coefficients to cointegration test \((3.35)\), we construct random matrices

\[ X = (\Delta y_2, \Delta y_4, \ldots, \Delta y_{2t-2}, \Delta y_{2t}, \ldots, \Delta y_T), \]  \hspace{1cm} (3.37)

\[ Y = (\Delta y_1, \Delta y_3, \ldots, \Delta y_{2t-1}, \Delta y_{2t+1}, \ldots, \Delta y_{T-1}). \]  \hspace{1cm} (3.38)

### 3.4 Simulation results

This section reports some simulated examples to show the finite sample performance of the proposed test.

#### 3.4.1 Bootstrap Test Statistic

We should address one question about how to use the propose statistics \( T_n \).

There is an unknown parameter \( H \) in the LSD \( F^{T'}_{e_1, e_2} \) and the asymptotic
distribution of
\[ \int \lambda dG^{(2)}_{p_1,p_2}(\lambda). \]  
(3.39)

Here \( H \) is the LSD of the matrix \( \Sigma_{xx}^{-1} \).

To overcome this difficulty, we consider a bootstrap method as follows. We redraw samples \( X^* = (x_1^*, x_2^*, \ldots, x_n^*) \) and \( Y^* = (y_1^*, y_2^*, \ldots, y_n^*) \) from the original samples \( X = (x_1, x_2, \ldots, x_n) \) and \( Y = (y_1, y_2, \ldots, y_n) \) respectively. Then consider the bootstrap linear spectral statistic
\[ \int \lambda dG^{(2)*}_{p_1,p_2}(\lambda), \]  
(3.40)
where \( G^{(2)*}_{p_1,p_2}(\lambda) = p_1\left(F_{S^*_xy}(\lambda) - \overline{F}_{c_1,c_2}(\lambda)\right) \), \( S^*_xy \) is \( S_{xy} \) with \( X \) and \( Y \) replaced by \( X^* \) and \( Y^* \) respectively, and \( \overline{F}_{c_1,c_2} \) is \( \overline{F}_{c_1,c_2} \) with the bootstrap version \( (X^*, Y^*) \).

From Theorem 4, the asymptotic distribution of the bootstrap statistic (3.40) is normal distribution with mean (3.22) and (3.23) in which the LSD \( H \) should be replaced by the LSD of \( A_{xx} \).

### 3.4.2 Empirical sizes and empirical powers

First we introduce the method of calculating empirical sizes and empirical powers. Let \( z_{1-\alpha} \) be the 100(1 - \( \alpha \))% quantile of the asymptotic null distribution of the test statistic \( S_n \). With \( K \) replications of the data set simulated under the null hypothesis, we calculate the empirical size as
\[ \hat{\alpha} = \frac{\# \text{ of } S_n^H \geq z_{1-\alpha}}{K}, \]  
(3.41)
where \( S_n^H \) represents the values of the test statistic \( S_n \) based on the data simulated under the null hypothesis.
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The empirical power is calculated as

$$\hat{\beta} = \frac{\text{# of } S_n^A \geq \hat{z}_{1-\alpha}}{K},$$

(3.42)

where $S_n^A$ represents the values of the test statistic $S_n$ based on the data simulated under the alternative hypothesis.

In our simulation, we choose $K = 1000$ as the number of repeated simulations. The significance level is $\alpha = 0.05$.

3.4.3 Testing independence

Consider the data generating process

$$x = \Sigma_{xx}^{1/2} w, \quad y = \Sigma_{yy}^{1/2} v,$$

(3.43)

and two cases are investigated as

(a) $\Sigma_{xx} = I_{p_1}$, $\Sigma_{yy}^{1/2} = I_{p_2}$;

(b) $\Sigma_{xx} = (\sigma_{kh}^{MA})_{k,h=1}^{p_1}$, $\Sigma_{yy}^{1/2} = I_{p_2}$,

with

$$\sigma_{kh}^{MA} = \begin{cases} 
(1 + \theta^2), & k = h; \\
\theta, & |k - h| = 1; \\
0, & |k - h| > 1.
\end{cases}$$

and $\theta = 0.6$.

The empirical sizes of the proposed statistics $S_n$ for cases (a) and (b) are listed in Table 3.1. Moreover, the empirical sizes for re-normalized statistic $MLR_n$ are included as comparison with $S_n$. Note that the re-normalized statistic $MLR_n$ means that we use the statistic

$$p_1 \int \log(1 - \lambda) d(F_{S_{xy}}(\lambda) - F_{c1,c2}(\lambda)).$$
Chapter 3. Regularized Canonical Correlation Coefficients

The empirical sizes of $T_n$ for cases (a) and (b) are listed in Table 3.2. From the results in Table 3.1 and 3.2, the proposed statistics $S_n$ and $T_n$ work well under Assumption 1 and 2 respectively.

### 3.4.4 Factor model dependence

We consider the factor model as follows:

$$x_t = \Lambda_1 f_t + u_t, \quad y_t = \Lambda_2 f_t + v_t, \quad t = 1, 2, \ldots, n, \quad (3.44)$$

where $\Lambda_1$ and $\Lambda_2$ are $p_1 \times r$ and $p_2 \times r$ deterministic matrices respectively; $f_t, t = 1, 2, \ldots, n$ are $r \times 1$ random vectors with i.i.d Gaussian distributed elements and $u_t$ and $v_t, t = 1, 2, \ldots, n$ are independent random vectors whose elements are all Gaussian distributed.

For this model, $x_t$ and $y_t$ are not independent if $r \neq 0$. The proposed test statistic $S_n$ and $T_n$ can be used to detect this dependent structure. Table 3.3 and 3.4 illustrate the powers of the proposed statistic $S_n$ and $T_n$ respectively, as $r$ increases from 1 to 4. Results in these tables indicate that for one pair $(p_1, p_2, n)$, the power increases as the number of factors $r$ increases. This phenomenon makes sense since the dependence between $x_t$ and $y_t$ is described by the $r$ common factors contained in the factor vector $f_t$. Stronger dependence between $x_t$ and $y_t$ exists while more common factors are included in the model.

Here would like to point out that using CCA based on the sample covariance matrices with sample mean will incorrectly conclude that $x_t$ and $y_t$ are independent even if $r \neq 0$ but $f_t = f$ independent of $t$ because CCA of $x_t$ and $y_t$ is the same as that of $u_t$ and $v_t$. This is why (1.4) and (1.6) are used.
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3.4.5 Uncorrelated case

The construction of (3.8) is based on the idea that the limit of $F_{S_{xy}}(x)$ could not be determined from (3.2) when $x$ and $y$ have correlation. Thus, a natural question is whether our statistic works in the uncorrelated but dependent case. Below is such an example to demonstrate the power of the test statistic in detecting uncorrelatedness.

Let \( x_t = (X_{1t}, X_{2t}, \ldots, X_{p_1t}), t = 1, 2, \ldots, n \) be i.i.d normally distributed random vectors with zero means and unit variances. Define \( y_t = (Y_{1t}, Y_{2t}, \ldots, Y_{p_2t}), t = 1, 2, \ldots, n \) by

\[
Y_{it} = (X_{2k} - EX_{2k}), i = 1, 2, \ldots, p_1 \quad \text{and} \quad Y_{jt} = \epsilon_{jt}, j = p_1 + 1, \ldots, p_2; t = 1, \ldots, n,
\]

where \( \epsilon_{jt}, j = p_1 + 1, \ldots, p_2; t = 1, \ldots, n \) are i.i.d normal distributed random variables and independent with \( x_t \) and \( k \) is an positive integer.

**Remark 7.** For standard normal random variable \( X_{it} \), the 2k-th moment is \( EX_{it}^{2k} = 2^{-k} (2k)! \).

For this model, \( x_t \) and \( y_t \) are uncorrelated since \( Cov(X_{it}, Y_{it}) = EX_{it}^{2k+1} - EX_{it}EX_{it}^{2k} = 0 \). Simulation results in Table 3.7 and Table 3.8 provide the empirical powers of \( S_n \) and \( T_n \) by taking \( k = 2 \) and \( k = 5 \) respectively. They show that \( S_n \) and \( T_n \) can distinguish this kind of dependent relationship well when \( k = 5 \).

3.4.6 ARCH type dependence

The statistic works in the above example because the limit of $F_{S_{xy}}$ can not be determined from (3.2) if $x$ and $y$ are uncorrelated. However the limit of $F_{S_{xy}}(x)$ might be the same as (3.2) when $x$ and $y$ are uncorrelated. We consider such an example as follows.
Consider two random vectors \( x_t = (X_{1t}, X_{2t}, \ldots, X_{pt}) \) and \( y_t = (Y_{1t}, Y_{2t}, \ldots, Y_{pt}) \) as follows:

\[
Y_{it} = Z_{it} \sqrt{\alpha_0 + \alpha_1 X_{it}^2}, \quad i = 1, 2, \ldots, p_1; \quad Y_{jt} = Z_{jt}, \quad j = p_1 + 1, \ldots, p_2, \quad (3.45)
\]

where \( z_t = (Z_{1t}, Z_{2t}, \ldots, Z_{pt}) \) is a random vector consisting of i.i.d elements generated from Normal (0,1) and \( \{z_t\} \) are independent across \( t \); \( x_t = (X_{1t}, X_{2t}, \ldots, X_{pt}) \) is also a random vector with i.i.d elements generated from Normal(0,1); Moreover, \( \{z_t : t = 1, \ldots, T\} \) are independent of \( \{x_t : t = 1, \ldots, T\} \).

For this model, \( x_t \) and \( y_t \) are dependent but uncorrelated. Simulation results indicate that the proposed test statistic \( S_n \) can not detect the dependence between them. Nevertheless, if we substitute the elements \( X_{it}^2 \) and \( Y_{it}^2 \) for \( X_{it} \) and \( Y_{it} \), respectively, in the matrix \( S_{xy} \), then the new resulting statistic \( S_n \) can capture the dependence of this type. This efficiency is due to the correlation between the high powers of \( X_{it} \) and \( Y_{it} \).

Table 3.5 and 3.6 list the powers of the proposed statistics \( S_n \) and \( T_n \) for testing model (3.45) in several cases, i.e. \( \alpha_0 \) and \( \alpha_1 \) take different values. From the table, we can find the phenomenon that as \( \alpha_1 \) increases, the powers also increase. This is consistent with our intuition because larger \( \alpha_1 \) brings about larger correlation between \( Y_{it} \) and \( X_{it} \).

### 3.5 Empirical applications

As an application of the proposed independence test, we test the cross-sectional dependence of daily closed stock prices sets between two different sections from New York Stock Exchange (NYSE) during the period 2000.1.1 – 2002.1.1, including consumer service section, consumer duration section, consumer nonduration section, energy section, finance section,
transport section, healthcare section, capital goods section, basic industry section and public utility section. The data set is obtained from Wharton Research Data Services (WRDS) database.

We randomly choose \( p_1 \) and \( p_2 \) companies from two different sections respectively, such as the transport and finance section. At each time \( t \), denote the closed stock prices of these companies from the two different sections as \( x_t = (x_{1t}, x_{2t}, \ldots, x_{p_1t}) \) and \( y_t = (y_{1t}, y_{2t}, \ldots, y_{p_2t}) \) respectively. For each company, there exist 1000 daily closed stock prices, i.e. \( t = 1, 2, \ldots, 1000 \). The goal is to test dependence between \( x_t \) and \( y_t \). From the time series \( \{x_t : t = 1, 2, \ldots, 1000\} \), we construct i.i.d samples and group them into a matrix \( X = (x_1, x_{1+20}, \ldots, x_{1+20n}) \), where \( n \leq 50 \). Similarly, we can derive the sample matrix \( Y = (y_1, y_{1+20}, \ldots, y_{1+20n}) \). The construction of \( X \) and \( Y \) is based on the idea that the daily closed stock prices tend to being independent as the length of the time between them is long, i.e. current price is independent of the price after 20 days.

The proposed test \( S_n \) is applied to testing dependence of \( x_t \) and \( y_t \). For each \((p_1, p_2, n)\), we randomly choose \( p_1 \) and \( p_2 \) companies from two different sections, construct the corresponding sample matrices \( X \) and \( Y \), and then calculate the P-value by applying the proposed test. Repeat this procedure 100 times and derive 100 P-values to see whether the cross-sectional ‘dependence’ feature is popular between the tested two sections.

We test independence of closed stock prices of companies from three pairs of sections, i.e. basic industry section and capital goods section, public utility section and capital goods section, finance section and healthcare section. From Table 3.9, Table 3.10 and Table 3.11 we can see that, as the pair of numbers of companies \((p_1, p_2)\) increases, more experiments are rejected in terms of the P-values below 0.05. It shows that cross-sectional
dependence exists and is popular for different sections in NYSE. This suggests that the assumption that cross-sectional independence in such empirical studies may not be appropriate.
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Throughout this chapter, $M, M_1, M_2, K$ and $K_1$ denote positive constants which may change from line to line, $o(1)$ means the term converging to zero and $O(n^{-k})$ means the term divided by $n^{-k}$ bounded in absolute value.

3.6.1 Some Useful Lemmas

**Lemma 7** (Duhamel formula). Let $M_1, M_2$ be $n \times n$ matrices and $t \in \mathbb{R}$. Then we have

$$e^{(M_1+M_2)t} = e^{M_1t} + \int_0^t e^{M_1(t-s)}M_2e^{(M_1+M_2)s}ds.$$ (3.46)

Moreover, if $(A_{ij}(t))_{1 \leq i,j \leq n}$ is a matrix-valued function of $t \in \mathbb{R}$ that is $C^\infty$ in the sense that each matrix element $A_{ij}(t)$ is $C^\infty$. Then

$$\frac{d}{dt}e^{A(t)} = \int_0^1 e^{sA(t)}A'(t)e^{(1-s)A(t)}ds.$$ (3.47)

**Lemma 8.** Assume that $F(X)$ is a differentiable function of each of the elements of the matrix $X$, it then holds that

$$\frac{\partial Tr(F(X))}{\partial X} = f(X)^T,$$

where $f(\cdot)$ is the scalar derivative of $F(\cdot)$.

**Lemma 9.** Let $U = f(X)$ be a matrix, then the derivative of the function $g(U) : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^1$ with respect to the element $X_{ij}$ of $X$ is

$$\frac{\partial g(U)}{\partial X_{ij}} = Tr[(\frac{\partial g(U)}{\partial U})^T \frac{\partial U}{\partial X_{ij}}].$$ (3.48)
Lemma 10 (Stein’s equation). Let $\xi = \{\xi_\ell\}_{\ell=1}^p$ be independent Gaussian random variables of zero mean, and $\Phi : \mathbb{R}^p \to \mathbb{C}$ be a differentiable function with polynomially bounded partial derivatives $\Phi'_\ell, \ell = 1, \ldots, p$. Then we have

$$E\{\xi_\ell \Phi(\xi)\} = E\{\xi_\ell^2\} E\{\Phi'_\ell(\xi)\}, \quad \ell = 1, \ldots, p, \quad (3.49)$$

and

$$\text{Var}\{\Phi(\xi)\} \leq \sum_{\ell=1}^p E\{\xi_\ell^2\} E\{|\Phi'_\ell(\xi)|^2\}. \quad (3.50)$$

Lemma 11 (Generalized Stein’s equation of Lytova and Pastur (2009)). Let $\xi$ be a random variable such that $E|\xi|^{p+2} < \infty$ for a certain nonnegative integer $p$. Then for any function $\Phi : \mathbb{R} \to \mathbb{C}$ of the class $C^{p+1}$ with bounded derivative $\Phi^{(\ell)}, \ell = 1, \ldots, p+1$, we have

$$E\{\xi \Phi(\xi)\} = \sum_{\ell=0}^p \frac{\kappa_{\ell+1}}{\ell!} E\{\Phi^{(\ell)}(\xi)\} + \varepsilon_p, \quad (3.51)$$

where the remainder term $\varepsilon_p$ admits the bound

$$|\varepsilon_p| \leq C_p \int_0^1 E|\xi|^{p+2} \Phi^{(p+1)}(\xi v)| (1 - v)^p dv, \quad C_p \leq \frac{1 + (3 + 2p)^{p+2}}{(p+1)!}, \quad (3.52)$$

and $\kappa_{\ell+1}$ is the $\ell+1$-th cumulant.

Lemma 12 (Theorem A.37 of Bai and Silverstein (2009)). If $A$ and $B$ are two $n \times p$ matrices and $\lambda_k, \delta_k, k = 1, 2, \ldots, n$ denote their singular values. If the singular values are arranged in descending order, then we have

$$\sum_{k=1}^\nu |\lambda_k - \delta_k|^2 \leq tr[(A - B)(A - B)^*], \quad (3.53)$$

where $\nu = \min\{p, n\}$. 

3.6.2 Proof of Theorem 2

Since the matrix $T_{xy}$ is not symmetric, it is difficult to work on it directly. Instead we consider the $n \times n$ symmetric matrix

$$B_n = \hat{P}_y P_{tx} \hat{P}_y.$$  \hspace{1cm} (3.54)

It is easily seen that the eigenvalues of the matrix $B_n$ are the same as those of the matrix $T_{xy}$ other than $(n - p_1)$ zero eigenvalues. It follows that the ESDs of $B_n$ and $T_{xy}$ satisfy the equality

$$F_{B_n}(x) = \frac{p_1}{n} F_{T_{xy}}(x) + \frac{n - p_1}{n} I_{(0, +\infty)}(x).$$ \hspace{1cm} (3.55)

Below we first consider the case when the entries of $X$ and $Y$ ($W$ and $V$) are normal random variables. Write

$$X^T = X_1^T + X_2^T,$$ \hspace{1cm} (3.56)

where $X_1^T = \hat{P}_y X^T$ and $X_2^T = (I - \hat{P}_y) X^T$ is the corresponding residual matrix. Let

$$W_1^T = \hat{P}_y W^T, \quad W_2^T = (I_n - \hat{P}_y) W^T.$$

Then

$$X_1 = \Sigma_{xx}^{1/2} W_1, \quad X_2 = \Sigma_{xx}^{1/2} W_2.$$

Since $\hat{P}_y$ is a projection matrix, the entries of $W_1$ are independent of those of $W_2$ and $X_1$ is independent of $X_2$. Note that by the definition of Moore-Penrose pseudoinverse

$$\hat{P}_y = \hat{P}_v = V^T (VV^T)^{-1} V.$$ \hspace{1cm} (3.57)

The ESD of $B_n$ can be then written as

$$F_{B_n}(x) = F_{\frac{1}{n} X_1^T (\frac{1}{n} XX^T + I)^{-1} X_1}(x)$$
\[ F \frac{1}{n} W_1^T (\frac{1}{n} WW^T + \Sigma_{xx}^{-1})^{-1} W_1 (x) \]
\[ = \frac{P_1}{n} F \left( \frac{1}{n} W_1 W_1^T + \frac{1}{n} W_2 W_2^T + t \Sigma_{xx}^{-1} - (\frac{1}{n} W_2 W_2^T + t \Sigma_{xx}^{-1}) \left( \frac{1}{n} W_1 W_1^T + \frac{1}{n} W_2 W_2^T + t \Sigma_{xx}^{-1} \right)^{-1} \right) \]
\[ + \frac{n - P_1}{n} I_{[0, +\infty)} (x) \]
\[ = \frac{P_1}{n} F^{-1} \left( \frac{1}{n} W_1 W_1^T (\frac{1}{n} W_2 W_2^T + t \Sigma_{xx}^{-1})^{-1} + I \right)^{-1} \left( \frac{1}{n} W_1 W_1^T + \frac{1}{n} W_2 W_2^T + t \Sigma_{xx}^{-1} \right) \]
\[ - \frac{n - P_1}{n} I_{[0, +\infty)} (x). \]  

This, together with (3.55), yields
\[ F \cdot \text{Tx} (x) = F^{-1} \left( \frac{1}{n} W_1 W_1^T (\frac{1}{n} W_2 W_2^T + t \Sigma_{xx}^{-1})^{-1} + I \right)^{-1} (x). \]  

If \( p_2 \geq n \), then \( \text{Rank}(\tilde{P}_y) = tr \tilde{P}_y = tr \tilde{P}_v = n \) with probability one by the definition of Moore-Penrose pseudoinverse because \( VV' \) has \( (p_2 - n) \) zero eigenvalues and from Theorem 1.1 of Rudelson and Vershynin (2011) with probability one
\[ \lambda_{\min} \left( VV' \right) n \geq \left( \sqrt{p_2} - \sqrt{n - 1} \right)^2 \frac{1}{n^2}. \]  

It follows that there exists a unitary matrix \( U \) such that with probability one
\[ U^* \tilde{P}_v U = \text{diag}(1, \ldots, 1), \]  
where \( \text{diag}(\cdot) \) denotes a diagonal matrix. Since \( U \) is a unitary matrix and all the elements of \( W \) are independent Gaussian random variables we obtain
\[ WW^T \overset{d}{=} UW^T, \quad W_1 W_1^T \overset{d}{=} WW^T, \]  
where \( \overset{d}{=} \) denotes equality in distribution of two random variables. Hence
\[ \frac{1}{n} W_1 W_1^T (\frac{1}{n} W_2 W_2^T + t \Sigma_{xx}^{-1})^{-1} \overset{d}{=} t^{-1} \frac{1}{n} WW^T \Sigma_{xx}. \]  
This is a sample covariance matrix and its LSD and CLT have been provided in (6.1.2) and Theorem 9.10 of Bai and Silverstein (2009) respectively.

If \( p_2 < n \) then \( \text{Rank}(\tilde{P}_y) = tr \tilde{P}_y = tr \tilde{P}_v = p_2 \) with probability one by an inequality similar to (3.60). Therefore there exists a unitary matrix \( U \)
such that with probability one
\[ U^* \tilde{P}_y U = \text{diag}(1, \ldots, 1, 0, \ldots, 0), \] (3.63)
where \( \text{diag}(\cdot) \) denotes a diagonal matrix and the number of the entries 1 on the diagonal is \( p_2 \). This implies that
\[ W_1 W_1^T = \frac{p_2}{n} \sum_{k=1}^{p_2} w_k w_k^T, \quad W_2 W_2^T = \frac{n}{n - p_2} \sum_{k=p_2+1}^{n} w_k w_k^T, \]
where \( w_k \) is the \( k \)-th column of \( W \). Therefore, with \( q_n := \frac{p_2}{n - p_2} \) we then have
\[ \frac{1}{n} W_1 W_1^T (\frac{1}{n} W_2 W_2^T + t \Sigma_{xx}^{-1})^{-1} = q_n S_1 S_2^{-1}, \] (3.64)
where
\[ S_1 = \frac{1}{p_2} \sum_{k=1}^{p_2} w_k w_k^T, \quad S_{2t} = \frac{1}{n - p_2} \sum_{k=p_2+1}^{n} w_k w_k^T + t \frac{n}{n - p_2} \Sigma_{xx}^{-1}. \]

Denote by \( \mu_1, \mu_2, \ldots, \mu_{p_1} \) the eigenvalues of \( S_1 S_{2t}^{-1} \). In view of (3.59) the eigenvalues of \( T_{xy} \) can be written as \( \frac{q_n \mu_i}{1 + q_n \mu_i} \), \( i = 1, 2, \ldots, p_1 \). Note that (6.1.2) of Bai and Silverstein (2009) has provided the equation satisfied by the Stieltjes transform of the LSD of the matrix \( ST \), where \( S \) is a sample covariance matrix and \( T \) is a matrix which is independent of \( S \). Moreover the Stieltjes transform of the LSD of \( S_{2t} \) is provided in Silverstein and Bai (1995). By taking \( S = S_1 \) and \( T = q_n S_{2t}^{-1} \), we see that (3.5) follows from (6.1.2) of Bai and Silverstein (2009).

As for the nonGaussian case, write
\[ P_{tx} = \frac{1}{n} X^T (\frac{1}{n} X X^T + t I_{p_1})^{-1} X = \frac{1}{n} W^T (\frac{1}{n} W W^T + t \Sigma_{xx}^{-1})^{-1} W. \] (3.65)
Then the proof of Theorem 1 in Chapter 2 indeed shows that replacing Gaussian entries in \( W \) (or \( X \)) by nonGaussian entries does not affect the
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LSD of \( B_n \) and one may refer to (2.13). In view of (3.57), to replace Gaussian entries in \( V \) by nonGaussian entries, as in (2.9), one can first prove that the Levy distance, as \( n \to \infty \), then \( u \to 0 \),

\[
L^3\left( F^{P_{tx}^{1/2}P_{uy}^{1/2}}, F^{P_{tx}^{1/2}P_{uy}^{1/2}} \right) \leq \frac{MU^2}{n} tr\left( \frac{1}{n}VV^T + uI_p \right)^{-2} \leq MU^2 \xrightarrow{a.s.} 0,
\]

where \((P_{tx}^{1/2})^2 = P_{tx}\) and \(P_{uy} = \frac{1}{n}V^T(\frac{1}{n}VV^T + uI_p)^{-1}V\), \(u > 0\). Moreover, we see that conclusion (2.13) still holds if we replace \( P_y \) and \( P_{tx} \) there by \( P_{tx}^{1/2} \) and \( P_{uy} \) respectively and check on its argument carefully. Therefore (2.13) ensures that replacing Gaussian entries in \( Y \) by nonGaussian entries does not affect the LSD of \( P_{tx}^{1/2}P_{uy}P_{tx}^{1/2} \) when the entries of \( X \) are nonGaussian. The proof is now complete.

3.6.3 Proof of Theorem 3

The strategy of the proof is to first associate sample correlation coefficients with the F matrix when the entries of \( x \) are Gaussian distributed, whose CLT was provide by [Zheng (2012)]. Then by an interpolation trick first adopted in [Lytova and Pastur (2009)], we extend the result to the non-Gaussian distributions. When applying such an interpolation method, an additional key technique is to introduce a smooth cut function so that we can handle the expectation of the trace of the inverse of the sample covariance matrix.

3.6.3.1 The Gaussian case

Since the classical sample canonical correlation coefficients between \( x \) and \( y \) are the same with those between \( w \) and \( v \), we assume that \( \Sigma_{xx} = \Sigma_{yy} = I \) in this theorem.
Assume that the entries of $X$ are Gaussian distributed. We below demonstrate how the eigenvalues of the matrix $S_{xy}$ are connected to those of an $F$-matrix.

We would remind the readers that the matrix $S_{xy}$ consists of the project matrix $P_x$ rather than it perturbation matrix $P_{tx}$ and $P_y$ rather than $\tilde{P}_y$ where

$$P_x = X^T (XX^T)^{-1} X, \quad P_y = Y^T (YY^T)^{-1} Y.$$ 

As before, since the matrix $S_{xy}$ is not symmetric we instead consider the $n \times n$ symmetric matrix

$$A_n = P_y P_x P_y.$$ (3.66)

Then we have

$$F^{A_n}(x) = \frac{p_1}{n} F^{S_{xy}}(x) + \frac{n - p_1}{n} I_{[0, +\infty)}(x).$$ (3.67)

Note that under Assumption 1 $\text{Rank}(\tilde{P}_y) = \text{tr} \tilde{P}_y = p_2$ with probability one because $\lambda_{\min}(YY^T)/n \xrightarrow{a.s.} (1 - \sqrt{c_2})^2$. Therefore, with a little abuse of notation, as in (3.64), we obtain

$$X_1 X_1^T \overset{d}{=} \sum_{k=1}^{p_2} x_k x_k^T, \quad X_2 X_2^T \overset{d}{=} \sum_{k=p_2+1}^{n} x_k x_k^T,$$ (3.68)

where $X_1$ and $X_2$ are similarly defined as in (3.56) with $\tilde{P}_y$ replaced by $P_y$.

As in (3.59) we conclude that

$$F^{A_n}(x) = F^{X_1^T (XX^T)^{-1} X_1}(x) + \frac{n - p_1}{n} I_{[0, +\infty)}(x)$$

$$= \frac{p_1}{n} F^{(1 + X_2 X_2^T (X_1 X_1^T)^{-1})^{-1}}(x) + \frac{n - p_1}{n} I_{[0, +\infty)}(x).$$ (3.69)

This, together with (3.67), yields

$$F^{S_{xy}}(x) = F^{(1 + X_2 X_2^T (X_1 X_1^T)^{-1})^{-1}}(x).$$ (3.70)
3.6 Appendix

Since \( \mathbf{X}_1 \) and \( \mathbf{X}_2 \) are independent the matrix \( \frac{1}{n-p_2} \mathbf{X}_2 \mathbf{X}_2^T (\frac{1}{p_2} \mathbf{X}_1 \mathbf{X}_1^T)^{-1} \) is an \( F \)-matrix. The limiting spectral distribution of the \( F \)-matrix is

\[
F_{\bar{g}_1, \bar{g}_2}(\lambda) = g_{\bar{g}_1, \bar{g}_2}(\lambda) I_{(\bar{g}_1 > 1)}(\lambda) d\lambda + (1 - \frac{1}{\bar{y}_1}) I_{(\bar{g}_1 > 1)}(\lambda) d\lambda,
\]

where \( g_{\bar{g}_1, \bar{g}_2} \) is given in (3.15) (one may see Section 4 of Bai and Silverstein (2009)).

Denoting the eigenvalues of \( \frac{1}{n-p_2} \mathbf{X}_2 \mathbf{X}_2^T (\frac{1}{p_2} \mathbf{X}_1 \mathbf{X}_1^T)^{-1} \) by \( \lambda_1, \ldots, \lambda_{p_1} \), then the eigenvalues of the matrix \( \mathbf{S}_{xy} \) can be expressed as

\[
1 + \frac{1}{1 + \frac{n-p_2}{p_2} \lambda_1}, \ldots, 1 + \frac{1}{1 + \frac{n-p_2}{p_2} \lambda_{p_1}}.
\]

Therefore the statistic (3.13) can be expressed as

\[
\int \phi(\lambda) dG_{p_1, p_2}(\lambda) = \int \phi(\lambda) d\lambda [F_{\bar{g}_1, \bar{g}_2}(\lambda) - F_{\bar{y}_1, \bar{y}_2, y_{xy}}(\lambda)],
\]

where \( F_{\bar{y}_1, \bar{y}_2, y_{xy}} \) is obtained from \( F_{\bar{g}_1, \bar{g}_2} \) with the substitution of \( (\bar{y}_1, \bar{y}_2) \) for \( (\bar{y}_1, \bar{y}_2) \) and the associated constants \( (h_n, a_{n1}, a_{n2}) \) for \( (h, a_1, a_2) \), i.e.

\[
\bar{y}_n = \frac{p_1}{n-p_2}, \quad \bar{y}_n = \frac{p_1}{p_2}, \quad h_n = \sqrt{\bar{y}_n + \bar{y}_2 - \bar{y}_n \bar{y}_2},
\]

\[
a_{n1} = \frac{(1 - h_n)^2}{(1 - \bar{y}_n)^2}, \quad a_{n2} = \frac{(1 + h_n)^2}{(1 - \bar{y}_n)^2}.
\]

In view of (3.72), it suffices to provide the CLT for the \( F \)-matrix \( \mathbf{C}_n = \frac{1}{n-p_2} \mathbf{X}_2 \mathbf{X}_2^T (\frac{1}{p_2} \mathbf{X}_1 \mathbf{X}_1^T)^{-1} \). Zheng (2012) has established the CLTs for linear spectral statistics of \( F \)-matrices, which yields Theorem 3 for the Gaussian distribution ((3.20) holds in the Gaussian case).

3.6.3.2 The general case

We next consider the CLT for the general distribution by the interpolation trick. By (3.67), we have

\[
\int \phi(\lambda) dG_{p_1, p_2}(\lambda) = n [\int \phi(\lambda) d(F_n^{P_1, P_2}(\lambda) - F_n^{y_{xy}}(\lambda))],
\]

(3.73)
where $F_{n}^{xy}(\lambda)$ is obtained from the limit, $F^{xy}$, of $F^{x}_{p}P_{x}^{T}P_{y}$ with $c_{1}$ and $c_{2}$ replaced by $p_{1}/n$ and $p_{2}/n$ respectively.

We start with the truncation of the underlying random variables. Define

\[ \tilde{X}_{n} = (\tilde{X}_{ij})_{p_{1} \times n}, \quad \tilde{X} = (\tilde{X}_{ij})_{p_{1} \times n} \]  
(3.74)

where $\tilde{X}_{ij} = (\tilde{X}_{ij}^{'T} - \tilde{X}_{ij}) / \sigma_{ij}$, $\tilde{X}_{ij} = X_{ij}I_{|X_{ij}| < \sqrt{n}}$ and $\sigma_{ij}^{2} = E|\tilde{X}_{ij} - E\tilde{X}_{ij}|^{2}$.

Choose $\varepsilon_{n} > 0$ such that $\varepsilon_{n} \rightarrow 0$, $n^{1/2}\varepsilon_{n} \rightarrow \infty$ and $\frac{K}{\varepsilon_{n}}EX_{11}^{4}I_{(|X_{11}| > \sqrt{n})} \rightarrow 0$ as $n \rightarrow \infty$. Denote $\varepsilon = \varepsilon_{n}$ and we have

\[ P(P_{x} \neq \tilde{P}_{x}) \leq \sum_{i,j=1}^{p_{1}n} P(X_{ij} \neq \tilde{X}_{ij}) \leq \frac{K}{\varepsilon_{n}^{4}}EX_{11}^{4}I_{(|X_{11}| > \sqrt{n})} \rightarrow 0, \]  
(3.75)

where $\tilde{P}_{x}$ is obtained from $P_{x}$ with $X$ replaced by $\tilde{X}$.

Let $\lambda_{k}^{A}$ denote the $i$-th smallest eigenvalue of an Hermitian matrix $A$.

We use $\tilde{G}_{p_{1},p_{2}}(x)$ and $\tilde{G}_{p_{1},p_{2}}(x)$ to denote the analogues of $G_{p_{1},p_{2}}(x)$ with the matrix $C_{n} = P_{y}P_{x}P_{y}$ replaced by $\tilde{C}_{n} = P_{y}\tilde{P}_{x}P_{y}$ and $\tilde{C}_{n} = P_{y}\tilde{P}_{x}P_{y}$ with $\tilde{P}_{x} = \tilde{X}_{n}^{T}(\tilde{X}_{n}\tilde{X}_{n}^{T})^{-1}\tilde{X}_{n}$, respectively. By Lemma 12 we have, for each $j=1,2,\ldots,s$,

\[ \left| \int \phi_{j}(x)d\tilde{G}_{n}(x) - \int \phi_{j}(x)d\tilde{G}_{n}(x) \right| \leq K \sum_{k=1}^{n} |\lambda_{k}^{C_{n}} - \lambda_{k}^{\tilde{C}_{n}}| \leq \sqrt{n} \left( \sum_{k=1}^{n} |\lambda_{k}^{C_{n}} - \lambda_{k}^{\tilde{C}_{n}}|^{2} \right)^{1/2} \leq \sqrt{n} \left( tr(\tilde{C}_{n} - \tilde{C}_{n})(\tilde{C}_{n} - \tilde{C}_{n})^{T} \right)^{1/2} \leq \sqrt{n} \left( tr(\tilde{P}_{x} - \tilde{P}_{x})(\tilde{P}_{x} - \tilde{P}_{x})^{T} \right)^{1/2}, \]  
(3.76)

where $K$ is a bound on $|f_{j}^{'}(z)|$. Moreover, one can check that

\[ (\sigma_{11}^{-1} - 1)^{2} = o(n^{-2}), \quad |E\tilde{X}_{11}| = o(n^{-\frac{1}{2}}). \]  
(3.77)

By the formula

\[ A^{-1} - B^{-1} = A^{-1}(B - A)B^{-1}, \]  
(3.78)
we obtain
\[ \tilde{P}_x - \tilde{P}_x = Q_1 + Q_2 + Q_3 + Q_4, \]
where
\[ Q_1 = \frac{1}{n} X_d \bar{H}^{-1} \bar{X}_n^T, \quad Q_2 = -\frac{1}{n} \tilde{X}_n \bar{H}^{-1} X_d, \quad Q_3 = -\frac{1}{n} \tilde{X}_n \bar{H}^{-1} \frac{1}{n} X_d \tilde{X}_n \bar{H}^{-1} \bar{X}_n^T, \]
\[ Q_4 = -\frac{1}{n} \tilde{X}_n \bar{H}^{-1} \frac{1}{n} \tilde{X}_n X_d \bar{H}^{-1} \bar{X}_n^T, \]
with \( X_d = \bar{X}_n - \tilde{X}_n, \bar{H}^{-1} = (\frac{1}{n} \tilde{X}_n^T \tilde{X}_n)^{-1} \) and \( \bar{H}^{-1} = (\frac{1}{n} \tilde{X}_n^T \tilde{X}_n)^{-1} \). Note that
\[
\text{tr} (\tilde{P}_x - \tilde{P}_x) (\tilde{P}_x - \tilde{P}_x)^T \leq K \sum_{i,j=1}^4 \text{tr} Q_i Q_j^T.
\]
We obtain from (3.77)
\[
\text{tr} Q_1 Q_1^T \leq K \|\bar{H}^{-1}\| (\text{tr} X_d^T X_d) \leq K \|\bar{H}^{-1}\| \left[ (1 - 1/\sigma_{11})^2 \text{tr} \bar{H} \bar{X}_n + \sigma_{11}^{-2} n |E \bar{X}_{11}|^2 \right] \leq K \|\bar{H}^{-1}\| \left[ (1 - 1/\sigma_{11})^2 n \lambda_{\max} (\bar{H}^{-1}) + \sigma_{11}^{-2} n |E \bar{X}_{11}|^2 \right] = o(n^{-1}).
\]
Similarly, one may verify that \( \text{tr} Q_j Q_j^T = o(n^{-1}), j=2,3,4 \). It follows that
\[
\left| \int \phi_j(x) d\tilde{G}_n(x) - \int \phi_j(x) d\tilde{G}_n(x) \right| \xrightarrow{\text{i.p.}} 0.
\]
In what follows, for simplicity we still use notation \( X_{ij} \) rather than \( \tilde{X}_{ij} \) and can assume that
\[
|X_{ij}| \leq \sqrt{n} \varepsilon, \ E X_{ij} = 0, \ E X_{ij}^2 = 1. \quad (3.79)
\]
To employ the interpolation trick we first introduce some notation. Let
\[
\mathcal{N}_n[\phi] = n \int \phi(\lambda) dF^{A_n}(\lambda), \quad \mathcal{N}_n^\circ[\phi] = n \int \phi(\lambda) d[F^{A_n}(\lambda) - F^{\text{asy}}(\lambda)].
\]
Moreover we introduce the following interpolating matrices
\[
A_n(s) = P_y P_x(s) P_y, \quad X(s) = s^{1/2} X + (1 - s)^{1/2} \bar{X},
\]
\[ P_x(s) = \frac{1}{n} X^T(s) H^{-1}(s) X(s), \quad H^{-1}(s) = (H(s))^{-1} = \left( \frac{1}{n} X(s) X^T(s) \right)^{-1}, \]

where \( \hat{X} = (\hat{X}_{kj}) \) is obtained from \( X = (X_{kj}) \) but consisting of standardized normal random variables. Define

\[ e_n(s, x) = \exp \left( ix Tr(\varphi(A_n(s))) \right), \quad U(t, s) = e^{itA_n(s)}, \tag{3.80} \]

\[ e_{n}^{\circ}(s, x) = \exp \left( ix [Tr(\varphi(A_n(s))) - n \int \phi(\lambda)dF_{n}^{xy}(\lambda)] \right). \]

By the continuous theorem of characteristic functions and Subsection 3.6.3.1 it suffices to prove that

\[ \tilde{R}_n(x) = E \left( e^{ixN_n^c[\varphi]} \right) - E \left( e^{ix\tilde{N}_n^c[\varphi]} \chi(I_m(m_n(m_n^{-2}))) \right) \to 0, \quad as \ n \to \infty, \tag{3.81} \]

where \( \tilde{N}_n^c[\varphi] \) is the analogue of \( N_n^c[\varphi] \) with all entries of \( X \) replaced by i.i.d standardized normal random variables.

For technical requirements, we introduce a smooth cut off function \( \chi(x) : \mathbb{R} \to \mathbb{R} \):

\[ \chi(x) = \begin{cases} 1, & |x| \leq K_1 n^{-2} \\ 0, & |x| \geq 2K_1 n^{-2}, \end{cases} \tag{3.82} \]

whose first four derivatives satisfy \( |\chi^{(j)}(x)| \leq M n^{2j}, j = 1, 2, 3, 4 \).

To prove (3.81) we first claim that

\[ \tilde{R}_n(x) = E \left( e^{ixN_n^c[\varphi]} \right) - E \left( e^{ix\tilde{N}_n^c[\varphi]} \chi(Im(m_n(m_n^{-2}))) \right) \to 0, \quad as \ n \to \infty, \tag{3.83} \]

where \( m_n(z) \) is the Stieltjes transform of \( H = \frac{1}{n} XX^T \). Indeed, let \( \tilde{\lambda}_1, \ldots, \tilde{\lambda}_{p_1} \) be the eigenvalues of \( H \). Since

\[ Im(m_n(m_n^{-2})) = n^{-3} \sum_{i=1}^{n} \frac{1}{\tilde{\lambda}_i^2 + n^{-4}}, \tag{3.84} \]

we conclude that

\[ \tilde{\lambda}_{p_1} > \frac{M_2}{n} \quad if \quad |Im(m_n(m_n^{-2}))| \leq M_1 n^{-2}, \tag{3.85} \]
where $M_1$ may be the same as or different from $K_1$ given in (3.82). From
Theorem 9.13 of Bai and Silverstein (2009), under our truncation, we have,
for any $x > 0$ and any integers $k \geq 2$,

$$P(\tilde{\lambda}_{p_1} \leq (1 - \sqrt{c_1})^2 - x) = O(n^{-k}). \quad (3.86)$$

By (3.84) and taking an appropriate $x$ we have

$$P(\text{Im}(m_n(i n^{-2})) \leq K_1 n^{-2}) \geq P(\tilde{\lambda}_{p_1} > (1 - \sqrt{c_1})^2 - x) = 1 - O(n^{-k}) \quad (3.87)$$

This is equivalent to

$$P(\chi(\text{Im}(m_n(i n^{-2}))) = 1) = 1 - O(n^{-k}). \quad (3.88)$$

It follows that

$$|\tilde{R}_n(x)| = |E(e^{i x N_n^{[s]}(\phi) (1 - \chi(\text{Im}(m_n(i n^{-2}))))}|$$

$$\leq P(\chi(\text{Im}(m_n(i n^{-2}))) \neq 1) = O(n^{-k}) \to 0, \text{ as } n \to \infty. \quad (3.89)$$

Thus (3.83) is true.

Evidently, (3.83) holds as well if $X$ is replaced by its normal analogue, $\hat{X}$. In view of (3.83), to prove (3.81), it suffices to prove that, as $n \to \infty$,

$$R_n(x) = E(e^{i x N_n^{[s]}(\phi) \chi(\text{Im}(m_n(i n^{-2})))) - E(e^{i x N_n^{[s]}(\phi) \chi(\text{Im}(\hat{m}_n(i n^{-2})))) \to 0, \quad (3.90)$$

where $\hat{m}_n(z)$ is the Stieltjes transform of $\hat{H} = \frac{1}{n} \hat{X} \hat{X}^T$.

We show here for future use the moment of $(\lambda_{\min}\chi(\text{Im}(m_n^*(i n^{-2}))))$ where $m_n^*(z)$ denotes the Stieltjes transform of $H(s)$ and $\lambda_{\min}$ denotes the minimum eigenvalue of $H(s)$. Note that (3.83)-(3.88) still hold for $H(s)$ (replace eigenvalues of $H$ correspondingly by $H(s)$) because the truncation steps for
\{X_{kj}\} are applicable to \{\hat{X}_{kj}\}. In what follows we shall directly quote them for \(H(s)\). By (3.85) and (3.86) we have, for any integer \(r > 0\),

\[
E\left[\chi(\text{Im}(m_n^s(in^{-2})))\right] \leq \frac{Mn^r \cdot P\left(\frac{M_2}{n} < \lambda_{\text{min}} < (1 - \sqrt{c_1})^2 - x\right)}{\lambda_{\text{min}}^{r}} + M((1 - \sqrt{c_1})^2 - x)^{-r} = O(1). \tag{3.91}
\]

We now consider (3.90). In what follows, to simplify notation denote \(\chi(\text{Im}(m_n^s(in^{-2})))\) by \(\chi_{ns}\). By the inverse Fourier transform

\[
\phi(\lambda) = \int e^{it\lambda} \hat{\phi}(t) dt, \tag{3.92}
\]

where \(\hat{\phi}(t)\) is the Fourier transform of \(\phi(\lambda)\), i.e. \(\hat{\phi}(t) = \frac{1}{2\pi} \int e^{-it\lambda} \phi(\lambda) d\lambda\), we obtain

\[
R_n(x) = \int_0^1 \frac{\partial}{\partial s} E\left(e_n^s(s, x)\chi_{ns}\right) ds \\
= ixe^{-inx} \int \phi(\lambda) dF_n(\lambda) \times \int_0^1 ds \int \hat{\phi}(\theta) d\theta \cdot E\left(TrU(\theta, s)P_y \frac{\partial P_x(s)}{\partial s}\right) Sye_n(s, x)\chi_{ns} \\
+ \int_0^1 E\left(e_n^s(s, x)\frac{\partial}{\partial s}(\chi_{ns})\right) ds. \tag{3.93}
\]

We next prove that the last term in (3.93) converges to zero.

To this end, we first list formulas for matrix derivatives. By the matrix derivative formula

\[
\frac{\partial H^{-1}(s)}{\partial s} = -H^{-1}(s) \frac{\partial H(s)}{\partial s} H^{-1}(s), \tag{3.94}
\]

and the chain rule of matrix derivatives, we have

\[
\frac{\partial P_x(s)}{\partial s} = \frac{1}{2n} X_{ds}^T H^{-1}(s) X(s) + \frac{1}{2n} X^T(s) H^{-1}(s) X_{ds} \\
- \frac{1}{2n^2} X^T(s) H^{-1}(s) [X_{ds} X^T(s) + X(s) X_{ds}^T] H^{-1}(s) X(s), \tag{3.95}
\]
where $\mathbf{X}_{ds} = (\frac{1}{\sqrt{s}}\mathbf{X} - \frac{1}{\sqrt{1-s}}\mathbf{X})$. Denote the first derivative with respect to $\frac{1}{\sqrt{n}}X_{kj}(s)$ by

$$D_{kj} = \partial/\partial(\frac{1}{\sqrt{n}}X_{kj}(s)).$$

Similar to (3.94) we obtain

$$D_{kj}(\mathbf{H}^{-1}(s)) = -\mathbf{H}^{-1}(s)\mathbf{W}_n(s,k,j)\mathbf{H}^{-1}(s), \quad D_{kj}(\frac{1}{\sqrt{n}}\mathbf{X}(s)) = \mathbf{e}_k\mathbf{e}_j^T,$$

(3.96)

where

$$\mathbf{W}_n(s,k,j) = \mathbf{e}_k\mathbf{e}_j^T\frac{1}{\sqrt{n}}\mathbf{X}^T(s) + \frac{1}{\sqrt{n}}\mathbf{X}(s)\mathbf{e}_j\mathbf{e}_k^T.$$ 

From Lemma 9, Lemma 8, (3.87), (3.79), (3.96) and (3.88), we have

$$\left|E(D_{kj}\chi_{ns})\right| = \left|\frac{1}{n}E\left(\chi_{ns}D_{kj}\text{Im}(\text{tr}(\mathbf{H}(s) - in^{-2}\mathbf{I})^{-1})\right)\right|$$

$$= \left|\frac{1}{n}E\left(\chi_{ns}\text{Im}\left(\text{Tr}\left(\left(\mathbf{H}(s) - in^{-2}\mathbf{I}\right)^{-2}\mathbf{W}_n(s,k,j)\right)\right)\right)\right|$$

$$\leq Mn^{-7}P(\chi_{ns} \neq 1) = O(n^{-k}), \quad \text{for any } k;$$

(3.97)

where the last inequality uses the fact that $\chi_{ns}' \neq 0$ occurs only when $K_1n^{-2} \leq \text{Im}(m_n^s(n^{-2})) \leq 2K_1n^{-2}$. This ensures the last term in (3.93) converges to zero.

In view of (3.93), (3.95) and (3.97) we may write $R_n(x)$ as

$$R_n(x) = \frac{i\mathcal{E}e^{-ixm}\int_{0}^{1} ds \int_{\mathbb{R}} |\mathcal{B}(s,\theta)|ds d\theta}{\sqrt{2}} \sum_{i=1}^{2} \left|Q_n^{(i)} - V_n^{(i)}\right| + o(1),$$

(3.98)

where

$$Q_n^{(1)} = \frac{1}{\sqrt{n}s} \sum_{j,k=1}^{n,p_n} E(X_{kj}\Phi_{kj}^{(1)}), \quad V_n^{(1)} = \frac{1}{\sqrt{n}(1-s)} \sum_{j,k=1}^{n,p_n} E(\dot{X}_{kj}\Phi_{kj}^{(1)}),$$

with

$$\Phi_{kj}^{(1)} = \Phi_{kj}^{(1)}(X_{ks}) = \left(\mathbf{H}^{-1}(s)\frac{1}{\sqrt{n}}\mathbf{X}(s)\mathbf{P}_g\mathbf{U}(\theta,s)\mathbf{P}_g\right)_{kj}e_{n}(s,x)\chi_{ns}.$$
\[ X_{kjs} = s^{1/2}X_{kj} + (1 - s)^{1/2} \hat{X}_{kj}; \]

(3.99)

and

\[ Q_n^{(2)}(2) = \frac{1}{\sqrt{n} s} \sum_{k,j=1}^{p_1,n} E(X_{kj}\Phi_{kj}^{(2)}) , \quad V_n^{(2)} = \frac{1}{\sqrt{n(1 - s)}} \sum_{k,j=1}^{p_1,n} E(\hat{X}_{kj}\Phi_{kj}^{(2)}), \]

with

\[ \Phi_{kj}^{(2)} = \Phi_{kj}^{(2)}(X_{kjs}) = (P_x(s)P_yU(\theta, s)P_y \frac{1}{\sqrt{n}} X^T(s)H^{-1}(s)\phi_{k}(n(s, x))\chi_{ns}. \]

Now, the aim is to prove that (3.98) \( \rightarrow 0 \) as \( n \rightarrow \infty \). To this end, we first further simplify \( Q_n^{(i)} \) and \( V_n^{(i)}, i = 1, 2 \). Applying Stein’s equation in Lemma 10 to the terms \( V_n^{(1)} \) and \( V_n^{(2)} \) respectively, we can obtain

\[ V_n^{(1)} = \frac{1}{n} \sum_{j,k=1}^{n,p_1} E(D_{kj}\Phi_{kj}^{(1)}), \quad V_n^{(2)} = \frac{1}{n} \sum_{j,k=1}^{n,p_1} E(D_{kj}\Phi_{kj}^{(2)}). \]

(3.100)

Similarly, by generalized Stein’s equation in Lemma 11 with \( p = 3 \), we have

\[ Q_n^{(i)} = \sum_{\ell=0}^{3} T_{\ell\epsilon}^{(i)} + \xi^{(i)} \]  

(3.101)

where

\[ T_{\ell\epsilon}^{(i)} = \frac{s^{\ell+1}}{\ell!n^{\ell+1}} \sum_{j,k=1}^{n,p_1} \kappa_{\ell+1,kj} E(D_{kj}\Phi_{kj}^{(i)}), \quad \ell = 0, 1, 2, 3; \]

with \( \kappa_{\ell,kj} \) being the \( \ell \)-th cumulant of the truncated random variable \( X_{kj} \) and

\[ |\xi^{(i)}| \leq \frac{K}{n^{5/2}} \sum_{k,j=1}^{n,p_1} \int_0^1 E \left| X_{kjs}^5D_{kj}\Phi_{kj}^{(i)}(vX_{kjs}) \right| dv, \]

where \( \Phi_{kj}^{(i)}(vX_{kjs}) \) is obtained from \( \Phi_{kj}^{(i)}(X_{kjs}) \) given in (3.99) with \( X_{kjs} \) replaced by \( vX_{kjs} \).

We next prove that \( E \left| D_{kj}\Phi_{kj}^{(i)}(s) \right|^2 \) is bounded for \( \ell = 1, 2, 3, 4, i = 1, 2 \). To this end, we below develop the expansion of \( D_{kj}(s)\Phi_{kj}^{(i)}(s) \) first. Let \( \epsilon_k \) be
the unit vector with the \( k \) th entry being 1 and zero otherwise. Recalling the definition of the matrix \( U(\theta, s) \) in (3.80) and applying the Duhamel formula (3.47) and (3.96) we have

\[
D_{kj}(U(\theta, s)) = \int_0^1 e^{it\theta A_n(s)} D_{kj}(i\theta A_n(s)) e^{i(1-t)\theta A_n(s)} dt
= i \int_0^\theta U(\tau, s) D_{kj}(A_n(s)) U(\theta - \tau, s) d\tau
= i \int_0^\theta U(\tau, s) P_y B_{ns} P_y U(\theta - \tau, s) d\tau,
\]

where

\[
B_{ns} = e^T_k H^{-1}(s) \frac{1}{\sqrt{n}} X(s) - \frac{1}{\sqrt{n}} X^T(s) H^{-1}(s) W_n(s, k, j) H^{-1}(s) \frac{1}{\sqrt{n}} X(s) + \frac{1}{\sqrt{n}} X^T(s) H^{-1}(s) e_k e_j^T.
\]

It follows from (3.92), (3.102) and the chain rule of calculating matrix derivatives that

\[
D_{kj}(e_n(s, x)) = -xe_n(s, x) \int \hat{\phi}(\theta) \theta Tr \left[ U(\theta, s) P_y B_{ns} P_y \right] d\theta,
\]

where we also use the fact that

\[
\int_0^\theta U(\theta - \tau, s) U(\tau, s) d\tau = \theta U(\theta, s).
\]

From (3.99) and (3.96) we have

\[
D_{kj}(\Phi_{kj}^{(1)}) = -e^T_k H^{-1}(s) W_n(s, k, j) Q_{ns} U(\theta, s) P_y e_j e_n(s, x) \chi_n
+ e^T_k H^{-1}(s) e_k e_j^T P_y U(\theta, s) P_y e_j e_n(s, x) \chi_{ns}
+ e^T_k Q_{ns} \left( D_{kj}(U(\theta, s)) \right) P_y e_j e_n(s, x) \chi_{ns}
+ e^T_k Q_{ns} U(\theta, s) P_y e_j \left( D_{kj}(e_n(s, x)) \right) \chi_{ns}
+ e^T_k Q_{ns} U(\theta, s) P_y e_j e_n(s, x) D_{kj}(\chi_{ns}),
\]

(3.105)
where \( Q_{ns} = H^{-1}(s) \frac{1}{\sqrt{n}} X(s) P_y \).

Although there are many terms in the expansion of \( D_{kj}(\Phi^{(1)}_{kj}) \), from (3.105), (3.102) and (3.104) we see that each term must be products of some of the factors and their transposes below

\[
e^T_k H^{-1}(s) e_k, \ e^T_k H^{-1}(s) \frac{1}{\sqrt{n}} X(s), \ e^T_j P_x(s), \ P_y, \ U(\theta, s), \ \chi_{ns}, \ e_k, \ e_n(s, x), \ e_j, \ D_{kj}(\chi_{ns}) \quad (3.106)
\]

By the facts that \( |e_n(s, x)| \leq 1, |\chi_{ns}| \leq M, ||P_x(s)|| = ||P_y|| = ||U(\theta, s)|| = ||e_k|| = ||e_j|| = 1 \) and (3.106), we conclude from (3.105) that

\[
|D_{kj}\Phi^{(1)}_{kj}| \leq K||\lambda_{\min}||^{-r}||e^T_k H^{-1}(s) \frac{1}{\sqrt{n}} X(s)||^d|\chi_{ns}|
\]

\[
+ K||e^T_k H^{-1}(s) \frac{1}{\sqrt{n}} X(s)||D_{kj}(\chi_{ns})|
\]

\[
\leq \frac{K}{\lambda_{\min}^{r+d/2}}|\chi_{ns}| + \frac{K}{\lambda_{\min}^r} |D_{kj}(\chi_{ns})|, \quad (3.107)
\]

where \( r, d \) are some nonnegative integers independent of \( n \), and \( ||| \cdot ||| \) stands for the spectral norm of a matrix or the Euclidean norm of a vector. From the argument of (3.91), (3.97) and (3.85) we see

\[
E\left( \frac{1}{\lambda_{\min}^2} |D_{kj}(\chi_{ns})|^2 \right) \leq K, \quad (3.108)
\]

In view of (3.107), (3.110) and (3.91) we conclude that \( E|D_{kj}\Phi^{(1)}_{kj}|^2 \) is bounded.

We now claim that \( E(D_{kj}^\ell \Phi^{(1)}_{kj})^2, \ \ell = 2, 3, 4 \) are bounded as well. Indeed, from (3.102) to (3.105) we see that each higher derivative of \( E(D_{kj}^\ell \Phi^{(1)}_{kj}) \) must be a sum of the products of some of the derivatives \( D_{kj}(U(\theta, s)), D_{kj}(e_n(s, x)), D_{kj}(H^{-1}(s)), D_{kj}\left(\frac{1}{\sqrt{n}} X(s)\right) \) and \( D_{kj}^\ell(\chi_{ns}) \). From (3.96)-(3.104) we see such derivatives must be formed by some of the factors listed in (3.106) as well as \( D_{kj}^\ell(\chi_{ns}) \). Here we would point out that the trace involved
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in (3.104) is handled in the way that \( \operatorname{tr} \mathbf{C}_k \mathbf{e}_j^T \mathbf{D} = \mathbf{e}_j^T \mathbf{D} \mathbf{C}_k \). Therefore, as in (3.107), we have for \( \ell = 2, 3, 4 \)

\[
\left| D_{kj}^\ell \Phi_i^{(j)} \right| \leq K \left| \lambda_{\min} \right|^{-r_1} \left| \mathbf{e}_k^T \mathbf{H}^{-1}(s) \frac{1}{\sqrt{n}} \mathbf{X}(s) \right| \sum_{m=0}^{\ell} |D_{kj}^m(\chi_{ns})| \]

\[
\leq \frac{K}{\lambda_{\min}^{r_1+d_1/2}} \sum_{m=0}^{\ell} |D_{kj}^m(\chi_{ns})|, \tag{3.109}
\]

where \( r_1, d_1 \) are some nonnegative integers, independent of \( n \). Again, from the argument of (3.97), (3.91) and (3.85) one can verify that

\[
E \left| \left( \frac{1}{\lambda_{\min}^{d_1+d_1/2}} \sum_{m=0}^{\ell} |D_{kj}^m(\chi_{ns})|^2 \right) \right| \leq K. \tag{3.110}
\]

Hence \( E \left| D_{kj}^\ell \Phi_i^{(1)} \right|^2 \leq K \). Likewise one may verify that \( E \left| D_{kj}^\ell \Phi_i^{(2)} \right|^2 \) is bounded. Summarizing the above we have proved that

\[
E \left| D_{kj}^\ell \Phi_i^{(i)} \right|^2 \leq K, \quad \ell = 1, 2, 3, 4, \quad i = 1, 2. \tag{3.111}
\]

Consider \( \xi_i^{(i)} \) in (3.101) now. Define the event

\[
B = \left( \lambda_{\min} \geq (1 - \sqrt{c_1})^2 / 2 \right). \tag{3.112}
\]

Write

\[
E \left| X_{kjs}^5 \mathbf{D}_{kj}^4 \Phi_i^{(i)}(vX_{kjs}) \right| = E \left| X_{kjs}^5 \mathbf{D}_{kj}^4 \Phi_i^{(i)}(vX_{kjs}) \right| I(B) + E \left| X_{kjs}^5 \Phi_i^{(4)}(vX_{kjs}) \right| I(B^c).
\]

From (3.109) and (3.79) we see that on the event \( B \)

\[
\left| X_{kjs}^5 \mathbf{D}_{kj}^4 \Phi_i^{(i)}(vX_{kjs}) \right| \leq K \sqrt{n} \xi \left| X_{kjs}^4 \right| + K \left( \sqrt{n} \xi \right)^2 \sum_{m=1}^4 |D_{kj}^m(\chi_{ns})|.
\]

Moreover, as in (3.97) one may verify that

\[
E \left| (\sqrt{n} \xi)^5 \sum_{m=1}^4 |D_{kj}^m(\chi_{ns})| \right| = O(n^{-k}).
\]
While (3.111) and (3.86) imply
\[
E \left| X_{kjs}^5 D_k^4 \Phi_{kj}^{(i)} (vX_{kj}) \right| I(B^c) \\
\leq \left( E \left| D_k^4 \Phi_{kj}^{(i)} (vX_{kj}) \right|^2 \right)^{1/2} \left( E \left| X_{kj} \right|^{4(p+2)} P(B^c) \right)^{1/4} = O(n^{-k}).
\]

It follows that
\[
|\xi_{(i)}^3| \leq K n^{5/2} \frac{1}{n^{p}} \sum_{k,j=1}^{n,p} \int_0^1 E \left| X_{kjs}^5 D_k^4 \Phi_{kj}^{(i)} (vX_{kj}) \right| dv \leq K \varepsilon \rightarrow 0.
\]

(3.113)

For \(\ell = 1, 2, 3, 4\), let \(\mu_{\ell,kj}(\mu_{\ell,kj})\) and \(\kappa_{\ell,kj}(\kappa_{\ell,kj})\) be the \(\ell\)-th moment and \(\ell\)-th cumulant of the truncated variables \(X_{kj}^\varepsilon\) (the original variables \(X_{kj}\)) respectively. Then
\[
|\mu_{\ell,kj} - \mu_{\ell,kj}| \leq K E |X_{kj}|^\ell I(|X_{kj}| > \varepsilon \sqrt{n}) \leq \frac{K}{(\sqrt{n\varepsilon})^{4-\ell}} E |X_{kj}|^4 I(|X_{kj}| > \varepsilon \sqrt{n}).
\]

(3.114)

It is well-known that the \(\ell\)-th cumulant \(\kappa_{\ell}\) can be written in terms of the moments \(\mu_{\lambda}\) as
\[
\kappa_{\ell} = \sum_{\lambda} c_\lambda \mu_{\lambda},
\]
where the sum is over all additive partitions \(\lambda\) of the set \(\{1, \ldots, \ell\}\), \(\{c_\lambda\}\) are known coefficients and \(\mu_{\lambda} = \prod_{\ell \in \lambda} \mu_{\ell}\). We then obtain from (3.114) and (3.115),
\[
|\kappa_{\ell,kj} - \kappa_{\ell,kj}| \leq \frac{K}{(\sqrt{n\varepsilon})^{4-\ell}} E |X_{kj}|^4 I(|X_{kj}| > \varepsilon \sqrt{n}).
\]

(3.116)

Recalling the definition of \(T_{\ell\varepsilon}^{(1)}\) in (3.6.3.2), from (3.116) and (3.111) we may write
\[
T_{\ell\varepsilon}^{(1)} = T_{\ell}^{(1)} + r_{\ell}^{(1)},
\]
where the error term \(r_{\ell}^{(1)}\) satisfies
\[
|r_{\ell}^{(1)}| \leq \frac{s^{(\ell-1)/2}}{\ell! n^{(\ell+1)/2}} \sum_{k,j=1}^{n,p} |\kappa_{\ell+1,kj}^\varepsilon - \kappa_{\ell+1,kj}| E(D_k^4 \Phi_{kj}^{(i)}) \leq \frac{K \varepsilon^{\ell-4}}{\sqrt{n}}.
\]

(3.118)
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and $T^{(1)}_\ell$ is the analogue of $T^{(1)}_{\ell \epsilon}$ with $\kappa^{\epsilon}_{\ell,kj}$ replaced by $\kappa_{\ell,kj}$. Note that $T^{(1)}_0 = T^{(1)}_3 = 0$, $T^{(1)}_1 = V^{(1)}_n$ because $\kappa_1 = \kappa_4 = 0$. In view of Lemma 13 below, $T^{(1)}_2 = o(1)$, and hence

$$Q^{(1)}_n = V^{(1)}_n + \xi^{(1)}_3 + o(1). \quad (3.119)$$

With the same proof as above, we can obtain

$$Q^{(2)}_n = V^{(2)}_n + \xi^{(2)}_3 + o(1). \quad (3.120)$$

This, together with (3.119), (3.113) and (3.98), completes the proof of this theorem.

**Lemma 13.** Under the assumptions of Theorem 3,

$$T^{(i)}_2 = s^{\frac{1}{2}} \frac{1}{2n^2} \sum_{j,k=1}^{n,p_1} \kappa^{\epsilon}_{3,kj} E \left( D^{2}_{kj}(\Phi^{i}_{kj}) \right) = o(1), \quad i = 1, 2, \quad (3.121)$$

as $n \to \infty$.

By taking a further derivative of (3.105) we may obtain the expansion of $D^{2}_{kj}(\Phi^{i}_{kj})$. However since such an expansion is rather complicated we do not list all the terms here. Note that each term of its expansion must be a product or a convolution of some of the following factors

$$C_1 = (V_n(s))_{kj}, \quad C_2 = (V_n(s) \frac{1}{\sqrt{n}} X(s) H^{-1}(s))_{kk}, \quad C_3 = (P_x(s) P_y U P_y)_{jj},$$

$$C_4 = (P_y U P_y)_{jj}, \quad C_5 = e_n(s,x), \quad C_6 = (V_n(s) P_x(s))_{kj}, \quad C_7 = (H^{-1}(s))_{kk},$$

$$C_{10} = (P_x(s))_{jj}, \quad C_8 = (P_x(s) P_y U P_y P_x(s))_{jj},$$

$$C_9 = (\frac{1}{\sqrt{n}} X^T(s) H^{-1}(s))_{jk}, \quad C_{11} = \chi_{ns}, \quad C_{12} = D^{\ell}_{kj}(\chi_{ns}), \ell = 1, 2,$$

where $V_n(s) = H^{-1}(s) \frac{1}{\sqrt{n}} X(s) P_y U P_y$ and U stands for $U(\theta, s)$ or $U(\theta - \tau, s)$. Moreover, each term of the expression of $D^{2}_{kj}(\Phi^{(1)}_{kj})(s)$ must contain
$C_5 = e_n(s, x)$ and at least one of $C_{11}$ and $C_{12}$; and moreover, it contains at least one of $C_1, C_6$ and $C_9$. For example we see that $D_{kj}(e_n(s, x))$ contains $C_1$ or $C_6$ from (3.104) and $D_{kj}((H^{-1}(s))_{kk})$ includes $C_9$ from (3.96).

Thus, to prove (3.121), it suffices to estimate the following term

$$
\frac{1}{n^{3/2}} \sum_{k,j=1}^{p_{1,n}} E \left( C_{r_1+1}^{r_1+1} \prod_{h \in D, h \neq i} C_{r_h}^{r_h} \right) = o(1), \quad i = 1, 6, 9,
$$

(3.123)

where all $r_h, h \in D = \{1, \cdots, 12\}$ are nonnegative integers, independent of $n$. As in (3.97) one may verify that (3.123) converges to zero if $C_{12}$ is contained in (3.123). Below we consider only the case when $C_{12}$ is not contained in (3.123) and as a result it must contain $C_{11}$.

We first prove (3.123) holds for the case when there are at least two of $C_i, i = 1, 6, 9$ contained in the expectation sign of (3.123). Moreover for concreteness we consider the case when $C_1$ and $C_6$ are both contained in (3.123) and all the remaining cases can be proved similarly. With $D_1 = \{2, \cdots, 5, 7, \cdots, 10\}$ by the Schwartz inequality and arguments similar to (3.91) and (3.107) we obtain

$$
\left| \frac{1}{n^{3/2}} \sum_{k,j=1}^{p_{1,n}} E \left( C_1^{r_1+1} C_6^{r_6+1} C_{11} \prod_{h \in D_1} C_{r_h}^{r_h} \right) \right| \\
\leq \frac{K}{n^{3/2}} E \left( \sum_{k,j=1}^{p_{1,n}} \left| (V_n(s))_{kj} \right|^{2(r_1+1)} \sum_{k,j=1}^{p_{1,n}} \left| (V_n(s)P_x(s))_{kj} \right|^{2(r_6+1)} I(B) \right)^{1/2} \\
+ \frac{Kn^{4+r_1+r_6+r_2+r_7}}{n^{3/2}} P \left( \frac{M_2}{n} \leq \lambda_{\min} \leq \frac{(1 - \sqrt{c_1})^2}{2} \right) = O(\frac{1}{\sqrt{n}}), \quad (3.124)
$$

where we also use the fact that recalling the definition of the event $B$ in (3.112),

$$
\sum_{k,j=1}^{p_{1,n}} \left| (V_n(s))_{kj} \right|^{2(r_1+1)} I(B) \leq K \sum_{k,j=1}^{p_{1,n}} \left| (V_n(s))_{kj} \right|^2 I(B) \leq K tr(V_n(s))^2 I(B) \leq nK.
$$

If there is only one of $C_i, i = 1, 6, 9$ contained in (3.123) but its corresponding $r_i$ being greater than zero, then repeating the argument of
ensures that (3.123) holds. We now consider the case when one of \( C_i, i = 1, 6, 9 \) is contained in (3.123) but its corresponding \( r_i \) equals zero. For concreteness we consider \( C_1 \) contained in (3.123) and the remaining cases can be proved similarly. Let \( D_2 = \{2, \cdots , 5, 7, 8, 10\} \). By the Schwartz inequality

\[
\left| \frac{1}{n^{3/2}} \sum_{k,j=1}^{n,n} E \left( C_{11} C_{1h} \prod_{h \in D_2} C_{1h}^r \right) \right|^2 \\
\leq \frac{K}{n^5} E \left[ \sum_{j=1}^{3} \left| C_{1j}^T C_{1j}^r C_{1j}^r C_{1j}^T \right|^2 \sum_{j=1}^{2} \left| \sum_k (V_n(s))_{kj} C_{kj}^r C_{kj}^r \right|^2 I(B) \right] \\
+ \frac{K n^8 + 2r_1 + 2r_2 + 2r_7}{n^3} P \left( \frac{M_2}{n} \leq \lambda_{\text{min}} \leq \left( \frac{1 - \sqrt{\eta_1}}{2} \right) \right) \\
\leq \frac{K}{n^5} E \left[ \sum_{j=1}^{3} \sum_{k_1, k_2} (V_n(s))_{k_1j} (\bar{V}_n(s))_{k_2j} C_{2k_1k_1}^r C_{7k_1k_1}^r \bar{C}_{2k_2k_2}^r \bar{C}_{7k_2k_2}^r I(B) \right] \\
+ \frac{K n^8 + 2r_1 + 2r_2 + 2r_7}{n^3} P \left( \frac{M_2}{n} \leq \lambda_{\text{min}} \leq \left( \frac{1 - \sqrt{\eta_1}}{2} \right) \right) = O(\frac{1}{\sqrt{n}}),
\tag{3.125}
\]

where we use \( C_{2kk} \) and \( C_{7kk}, k = k_1, k_2 \), respectively, to denote \( C_2 \) and \( C_7 \) to emphasize their dependence on \( k \) and the notation \( (\cdot) \) denotes its corresponding complex conjugate. As for (3.125) we use the following fact that

\[
(3.125) = \frac{K}{n^2} E \left[ \sum_{k_1, k_2} (V_n(s) V_{nT}^T(s))_{k_2k_1} C_{2k_1k_1}^r C_{7k_1k_1}^r \bar{C}_{2k_2k_2}^r \bar{C}_{7k_2k_2}^r I(B) \right] \\
\leq \frac{K}{n^2} E \left[ \sum_{k_1} \left| C_{2k_1k_1}^r C_{7k_1k_1}^r \right|^2 \sum_{k_2} \left| \sum_{k_1} (V_n(s) V_{nT}^T(s))_{k_2k_1} \bar{C}_{2k_2k_2}^r \bar{C}_{7k_2k_2}^r \right|^2 I(B) \right]^{1/2} \\
\leq \frac{K}{n^{3/2}} E \left[ \sum_{k_1, k_2, k_3} (V_n(s) V_{nT}^T(s))_{k_2k_1} (V_n^*(s) V_n(s))_{k_3k_1} \bar{C}_{2k_2k_2}^r \bar{C}_{7k_2k_2}^r C_{2k_3k_3}^r C_{7k_3k_3}^r I(B) \right]^{1/2} \\
= \frac{K}{n^{3/2}} E \left[ \sum_{k_2, k_3} (V_n(s) V_{nT}^T(s))_{k_2k_3} \bar{C}_{2k_2k_2}^r \bar{C}_{7k_2k_2}^r C_{2k_3k_3}^r C_{7k_3k_3}^r I(B) \right]^{1/2} \leq \frac{K}{\sqrt{n}},
\tag{3.126}
\]

where \( V_n^*(s) \) stands for the complex conjugate transpose of \( V_n(s) \). Therefore (3.123) holds for all cases and the proof of Lemma 13 is complete.
3.6.4 Proof of Theorem 4

3.6.4.1 The Gaussian case

The CLT under the case of \( p_2 \geq n \) has been discussed in the proof of Theorem 2. Consider \( c' \in (0, 1) \) next.

We remind readers that we below use the same notations as those in Theorem 2. Recall \( q_n = \frac{p_2}{n-p_2} \). From (3.59) we can see that the statistic

\[
\int \phi(\lambda) dG_{p_1,p_2}^{(2)}(\lambda) = \int \phi\left(\frac{q_n \mu}{1+q_n \mu}\right) dp_1 [F_{S_1 S_2^{-1}}(\mu) - \tilde{F}_{y_1,y_2}(\mu)], \tag{3.127}
\]

where \( \tilde{F}_{y_1,y_2}(\mu) \) is obtained from \( F_{y_1,y_2}(\mu) \), whose stieltjes transform is defined in (3.5), with the substitution of \((y_1, y_2)\) for \((y_{11}, y_{22})\). Here \( y_{11} = \frac{p_1}{p_2} \) and \( y_{22} = \frac{p_1}{n-p_2} \).

From (3.127), it suffices to provide the CLT for generalized \( F \)-matrix

\[
K_n = S_1 S_2^{-1}. \tag{3.128}
\]

When \( t = 0 \), the CLT of the linear spectral statistics of \( K_n \) is provided in Zheng (2012). Following a line similar to the proof of Theorem 3.1 of Zheng (2012), we next provide the CLT for the linear spectral statistics of the matrix \( K_n \) in the case of \( t > 0 \).

Let \( n = (n_1, n_2) \) and \( y = (y_1, y_2) \) with \( n_1 = p_1 \) and \( n_2 = n - p_2 \). The Stieltjes transforms of the ESD and LSD of the matrix \( S_1 S_2^{-1} \) are denoted by \( m_n(z) \) and \( m_y(z) \) respectively while those of the ESD and LSD of the matrix \( \frac{1}{p_2} W_1^T S_2^{-1} W_1 \) are denoted by \( m_n(z) \) and \( m_y(z) \) respectively. The ESD and LSD of \( S_2 \) are written as \( F_{n_2 t} \) and \( F_{y_2 t} \) respectively while those of \( S_2^{-1} \) are written as \( H_{n_2 t}(x) \) and \( H_{y_2 t}(x) \) respectively. The Stieltjes transforms of \( F_{n_2 t} \) and \( F_{y_2 t} \) are denoted by \( m_{n_2}(z) \) and \( m_{y_2}(z) \) respectively. The Stieltjes transforms of ESD and LSD of the matrix \( S_2 = \frac{1}{n-p_2} W_2 W_2^T \) are written as \( m_{n_2}(z) \) and \( m_{y_2}(z) \) respectively while those of the ESD and LSD of the matrix \( \frac{1}{n-p_2} W_2 W_2^T \) are denoted by \( m_{n_2}(z) \) and \( m_{y_2}(z) \) respectively.
Moreover, \( m_{y_n}, m_{y_n} \) are obtained from \( m_y, m_y \) respectively with \( y = (y_1, y_2) \) replaced by \( y_n = (y_{1n}, y_{2n}) \). Also \( F_{y_{1n}}, m_{y_{1n}}, F_{y_{2n}}, m_{y_{2n}} \) are obtained from \( F_{y_1}, m_{y_1}, F_{y_2}, m_{y_2} \) with \( y_2 \) replaced by \( y_{2n} \).

Some of the Stieltjes transforms and ESDs above have the following relations:

\[
m_n(z) = -\frac{1 - y_{1n}}{z} + y_{1n}m_n(z), \quad m_y(z) = -\frac{1 - y_1}{z} + y_1m_y(z); \tag{3.128}
\]

and for all \( x > 0 \),

\[
H_{n2t}(x) = 1 - F_{n2t}(\frac{1}{x}), \quad H_{y2t}(x) = 1 - F_{y2t}(\frac{1}{x}).
\]

This, together with Theorem 4.3 of [Bai and Silverstein (2009)], indicates that \( m_y(z) \) satisfies the following equation

\[
z = -\frac{1}{m_y(z)} + \int \frac{y_1 dF_{y2t}(x)}{x + m_y(z)}. \tag{3.129}
\]

Replacing \( F_{y2t}(x) \) by \( F_{y_{2n}t}(x) \) we have a similar expression (see (6.2.15) of Bai and Silverstein (2009) as well)

\[
z = -\frac{1}{m_{y_n}} + \int \frac{y_{1n} dF_{y_{2n}t}(x)}{x + m_{y_n}}. \tag{3.130}
\]

Write

\[
n_1[m_n(z) - m_{y_n}(z)] = n_1[m_n(z) - m_{y_{1n},H_{n2t}}(z)] + n_1[m_{y_{1n},H_{n2t}}(z) - m_{y_n}(z)], \tag{3.131}
\]

where \( m_{y_{1n},H_{n2t}}(z) \) is the unique root to the following equation

\[
z = -\frac{1}{m_{y_{1n},H_{n2t}}} + \int \frac{y_{1n} dF_{n2t}(x)}{x + m_{y_{1n},H_{n2t}}}. \tag{3.132}
\]

Roughly speaking, \( m_{y_{1n},H_{n2t}}(z) \) is the Stieltjes transform of the LSD of \( \frac{1}{n} W_1 S_{2t}^{-1} W_1 \) when \( W_2 \) is given.
**Step 1:** Given $W_2$, consider the conditional distribution of

$$n_1[{m_n} - {m_{\{y_{n_1},H_{n_2}\}}}(z)].$$  \hfill (3.133)

For simplicity, write $m_y(z)$ as $m(z)$. By Lemma 9.11 of Bai and Silverstein (2009), we can obtain the conditional distribution of (3.133) given $W_2$ converges to a Gaussian process $M_1(z)$ on some contour $C$ (see Lemma 9.11 of Bai and Silverstein (2009)) with mean function

$$E(M_1(z)|W_2) = \frac{y_1 \int m(z)^3 x[x + m(z)]^{-3} dF_{y_{n_2}}(x)}{[1 - y_1 \int m(z)^2(x + m(z))^{-2} dF_{y_{n_2}}(x)]^2}$$  \hfill (3.134)

for $z \in C$ and covariance function

$$Cov(M_1(z_1), M_1(z_2)|W_2) = 2\left(\frac{m'(z_1)m'(z_2)}{(m(z_1) - m(z_2))^2} - \frac{1}{(z_1 - z_2)^2}\right)$$  \hfill (3.135)

for $z_1, z_2 \in C$.

**Step 2:** Consider the limit distribution of

$$n_1[{m_{\{y_{n_1},H_{n_2}\}}}(z) - m_y(z)].$$  \hfill (3.136)

By the definition of the Stieltjes transform, rewrite the equations of (3.130) and (3.132) as

$$z = -\frac{1}{m_y} + y_{n_1}m_{n_2l}(-m_y), \quad z = -\frac{1}{m_{\{y_{n_1},H_{n_2}\}}} + y_{n_1}m_{n_2l}(-m_{\{y_{n_1},H_{n_2}\}}).$$  \hfill (3.137)

Taking a difference of the above two identities we obtain

$$0 = \frac{m_{\{y_{n_1},H_{n_2}\}} - m_y}{m_y m_{\{y_{n_1},H_{n_2}\}}} + y_{n_1}[m_{n_2l}(-m_{\{y_{n_1},H_{n_2}\}}) - m_{n_2l}(-m_y)]$$

$$+ m_{n_2l}(-m_y) - m_{y_{n_2l}}(-m_y)]$$

$$= \frac{m_{\{y_{n_1},H_{n_2}\}} - m_y}{m_y m_{\{y_{n_1},H_{n_2}\}}} - y_{n_1} \int \frac{(m_{\{y_{n_1},H_{n_2}\}} - m_y) dF_{y_{n_2}}(x)}{(x + m_{\{y_{n_1},H_{n_2}\}})(x + m_y)}$$

$$+ y_{n_1}[m_{n_2l}(-m_y) - m_{y_{n_2l}}(-m_y)].$$
From the above equality, we can obtain

\[
n_1[m_{\{y_{n1}, H_{n2}\}}'(z) - m_{y_n}(z)] = -y_1m_{y_n} m_{\{y_{n1}, H_{n2}\}}'[z] - m_{y_{n2}}(m_{y_{n2}}(z)) - m_{y_{n2}}(m_{y_{n2}}(z)) .
\]

(3.138)

From the fact that \(m_{y_n}(z) \to m(z)\) and Theorem 3.9 of Billingsley [1999], the limiting distribution of

\[
p_1[m_{n2}(m_{y_{n2}}(z) - m_{y_{n2}}(z))]
\]

is the same as that of

\[
p_1[m_{n2}(m) - m_{y_{n2}}(m)].
\]

Recall the definition of \(g(z)\) before Theorem 4. By Theorem 6 in Chapter 4, we see that \(n_1[m_{n2}(m(z)) - m_{y_{n2}}(m(z))]\) converges to a Gaussian process \(M(z)\) on \(z \in \mathcal{C}\) with mean function

\[
E[M_2(z)] = \frac{y_2 \omega^2(m(z))m_3(m(z)) + y_2 \omega^4(m(z))m'_{y_2}(m(z))m_3(m(z))}{1 - y_2 \omega^2(m(z))m_2(m(z)) - y_2 \omega^3(m(z))m'_{y_2}(m(z))m_2(m(z))},
\]

and covariance

\[
Cov(M_2(z_1), M_2(z_2)) = -\frac{2}{(m(z_2) + m(z_1))^2} + 2[1 + g(z_1) + g(z_2) + g(z_1)g(z_2)] + [m(z_2) + m(z_1) + s(m(z_1), z_2)]^2,
\]

Since

\[
\frac{m_{y_n}(z)m_{\{y_{n1}, H_{n2}\}}[z]}{1 - y_1 m^2(z)} \to h(z) = \frac{m^2(z)}{1 - y_1 m^2(z) \int (z + m(z))^2 dF(y(z))},
\]

we have (3.138) converges weakly to a Gaussian process \(M_3(z) = h(z)M_2(z)\) with mean \(E(M_3(z)) = h(z)E(M_2(z))\) and covariance

\[
Cov(M_3(z_1), M_3(z_2)) = h(z_1)h(z_2)Cov(M_2(z_1), M_2(z_2)).
\]
Since the limit of
\[ n_1[m_n(z) - m^{(y_{n1}, H_{n2})}(z)] \]
conditioning on \( W \) is independent of the ESD of \( S_{n2} \), the limits of
\[ n_1[m_n(z) - m^{(y_{n1}, H_{n2})}(z)] \text{ and } n_1[m^{(y_{n1}, H_{n2})}(z) - m_{y_n}(z)] \]
are asymptotically independent. Therefore \( n_1[m_n(z) - m_{y_n}(z)] \) converges weakly to \( M_1(z) + M_3(z) \) with mean function
\[ E(M_1(z) + M_3(z)) = \frac{y_1 \int m(z)^3 x[x + m(z)]^{-3} dF_{y_2}(x)}{[1 - y_1 \int m(z)^2(x + m(z))^{-2} dF_{y_2}(x)]^2} \]
\[ + h(z) \frac{y_2 \xi^2(-m(z))m_3(-m(z)) + y_2 \xi^4(-m(z))m'_{y_2}(z)m_3(-m(z))}{1 - c \xi^2(-m(z))m_2(-m(z))} \]
\[ - h(z) \frac{y_2 \xi^3(-m(z))m'_{y_2}(z)m_2(-m(z))}{1 - y_2 \xi^2(-m(z))m_2(-m(z))} \]
(3.139)

and covariance function
\[ Cov(M_1(z_1) + M_3(z_1), M_1(z_2) + M_3(z_2)) = 2 \left( \frac{m'(z_1)m'(z_2)}{(m(z_1) - m(z_2))^2} - \frac{1}{(z_1 - z_2)^2} \right) \]
\[ - \frac{2h(z_1)h(z_2)}{(-m(z_2) + m(z_1))^2} + \frac{h(z_1)h(z_2)[1 + g(z_1) + g(z_2) + g(z_1)g(z_2)]}{[-m(z_2) + m(z_1) + s(-m(z_1), -m(z_2))]^2}. \] (3.140)

By the Cauchy integral formula, we have with probability one for all \( n \) large
\[ \int f(x)dG^{(p1,p2)}_{p1,p2}(x) = -\frac{1}{2\pi i} \int f(z)m_G(z)dz. \] (3.141)

Then
\[ \left( \int f_1(x)dG^{(p1,p2)}_{p1,p2}(x), \ldots, \int f_k(x)dG^{(p1,p2)}_{p1,p2}(x) \right) \]
converges to a Gaussian vector \((X_{f_1}, \ldots, X_{f_k})\) where
\[ \text{EX}_{f_i} = -\frac{1}{2\pi i} \int f_i(z)E(M_1(z) + M_3(z))dz \] (3.142)
and
\[
\text{Cov}(X_{f_i}, X_{f_j}) = -\frac{1}{4\pi^2} \oint \oint f_i(z) f_j(z) \text{Cov}(M_1(z_1) + M_3(z_1), M_1(z_2) + M_3(z_2)) \, dz_1 \, dz_2.
\] (3.143)

As for the non-Gaussian case, under the assumption that \(EX_{i1}^4 = 3\), one can verify that the CLT is the same as that in the Gaussian case by repeating the method in Section 3.6.3.2 (replacing \(P_x\) there by \(P_{tx}\) in (3.65)). We omit the details here.

3.6.5 The proof of Theorem 5

Set
\[
D^{(i)} = p_1 \int \lambda d\left( F_{R_{xy}^{(1)}}^{R_{xy}^{(2)}}(\lambda) - F_{R_{xy}^{(1)}}^{R_{xy}^{(2)}}(\lambda) \right),
\]
where \(R_{xy}^{(1)}\) represents the matrix \(S_{xy}\) while \(R_{xy}^{(2)}\) represents the matrix \(T_{xy}\); and \(F_{R_{xy}^{(1)}}^{R_{xy}^{(2)}}\) stand for the ESDs of \(R_{xy}^{(i)}\) under \(H_0\) and \(H_1\), respectively. The power can be then calculated as
\[
\beta_n = P\left( R_n^{(i)} > z_{1-\alpha} \text{ or } R_n^{(i)} < z_{\alpha} \mid H_1 \right)
= P\left( D^{(i)} + R_n^{(i)0} > z_{1-\alpha} \text{ or } D^{(i)} + R_n^{(i)0} < z_{\alpha} \mid H_1 \right)
= P\left( R_n^{(i)0} > z_{1-\alpha} - D^{(i)} \text{ or } R_n^{(i)0} < z_{\alpha} - D^{(i)} \mid H_1 \right),
\] (3.144)
where \(R_n^{(i)0}\) stands for \(R_n^{(i)}\) under \(H_0\). Under the condition (3.24), we have
\[
\beta_n \to 1, \text{ as } n \to \infty.
\]
Table 3.1: Empirical sizes of the proposed test $S_n$ and the re-normalized likelihood ratio test $MLR_n$ at 0.05 significance level for DGP(a) and DGP(b).

<table>
<thead>
<tr>
<th>$(p_1, p_2, n)$</th>
<th>$S_n$ DGP(a)</th>
<th>$S_n$ DGP(b)</th>
<th>$MLR_n$ DGP(a)</th>
<th>$MLR_n$ DGP(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10,20,40)</td>
<td>0.0458</td>
<td>0.0461</td>
<td>0.0481</td>
<td>0.0490</td>
</tr>
<tr>
<td>(20,30,60)</td>
<td>0.0480</td>
<td>0.0488</td>
<td>0.0440</td>
<td>0.0448</td>
</tr>
<tr>
<td>(30,60,120)</td>
<td>0.0475</td>
<td>0.0480</td>
<td>0.0530</td>
<td>0.0520</td>
</tr>
<tr>
<td>(40,80,160)</td>
<td>0.0464</td>
<td>0.0466</td>
<td>0.0420</td>
<td>0.0420</td>
</tr>
<tr>
<td>(50,100,200)</td>
<td>0.0503</td>
<td>0.0504</td>
<td>0.0487</td>
<td>0.0500</td>
</tr>
<tr>
<td>(60,120,240)</td>
<td>0.0490</td>
<td>0.0490</td>
<td>0.0574</td>
<td>0.0572</td>
</tr>
<tr>
<td>(70,140,280)</td>
<td>0.0524</td>
<td>0.0520</td>
<td>0.0570</td>
<td>0.0582</td>
</tr>
<tr>
<td>(80,160,320)</td>
<td>0.0500</td>
<td>0.0500</td>
<td>0.0632</td>
<td>0.0583</td>
</tr>
<tr>
<td>(90,180,360)</td>
<td>0.0521</td>
<td>0.0511</td>
<td>0.0559</td>
<td>0.0580</td>
</tr>
<tr>
<td>(100,200,400)</td>
<td>0.0501</td>
<td>0.0503</td>
<td>0.0482</td>
<td>0.0589</td>
</tr>
<tr>
<td>(110,220,440)</td>
<td>0.0504</td>
<td>0.0500</td>
<td>0.0440</td>
<td>0.0590</td>
</tr>
<tr>
<td>(120,240,480)</td>
<td>0.0513</td>
<td>0.0511</td>
<td>0.0400</td>
<td>0.0432</td>
</tr>
<tr>
<td>(130,260,520)</td>
<td>0.0511</td>
<td>0.0511</td>
<td>0.0520</td>
<td>0.0560</td>
</tr>
<tr>
<td>(140,280,560)</td>
<td>0.0469</td>
<td>0.0474</td>
<td>0.0582</td>
<td>0.0580</td>
</tr>
<tr>
<td>(150,300,600)</td>
<td>0.0495</td>
<td>0.0500</td>
<td>0.0590</td>
<td>0.0593</td>
</tr>
<tr>
<td>(160,320,640)</td>
<td>0.0514</td>
<td>0.0517</td>
<td>0.0437</td>
<td>0.0559</td>
</tr>
<tr>
<td>(170,340,680)</td>
<td>0.0498</td>
<td>0.0500</td>
<td>0.0428</td>
<td>0.0430</td>
</tr>
<tr>
<td>(180,360,720)</td>
<td>0.0509</td>
<td>0.0510</td>
<td>0.0580</td>
<td>0.0577</td>
</tr>
<tr>
<td>(190,380,760)</td>
<td>0.0488</td>
<td>0.0485</td>
<td>0.0388</td>
<td>0.0499</td>
</tr>
<tr>
<td>(200,400,800)</td>
<td>0.0491</td>
<td>0.0491</td>
<td>0.0462</td>
<td>0.0499</td>
</tr>
<tr>
<td>(210,420,840)</td>
<td>0.0491</td>
<td>0.0500</td>
<td>0.0450</td>
<td>0.0555</td>
</tr>
<tr>
<td>(220,440,880)</td>
<td>0.0515</td>
<td>0.0510</td>
<td>0.0572</td>
<td>0.0588</td>
</tr>
<tr>
<td>(230,460,920)</td>
<td>0.0493</td>
<td>0.0498</td>
<td>0.0470</td>
<td>0.0488</td>
</tr>
<tr>
<td>(240,480,960)</td>
<td>0.0482</td>
<td>0.0479</td>
<td>0.0521</td>
<td>0.0561</td>
</tr>
<tr>
<td>(250,500,1000)</td>
<td>0.0452</td>
<td>0.0450</td>
<td>0.0527</td>
<td>0.0545</td>
</tr>
</tbody>
</table>
Table 3.2: Empirical sizes of the proposed test $T_n$ at 0.05 significance level for DGP(a) and DGP(b).

<table>
<thead>
<tr>
<th>$(p_1, p_2, n)$</th>
<th>$T_n$ DGP(a)</th>
<th>$T_n$ DGP(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100,50,60)</td>
<td>0.0582</td>
<td>0.0579</td>
</tr>
<tr>
<td>(140,70,80)</td>
<td>0.0591</td>
<td>0.0571</td>
</tr>
<tr>
<td>(180,90,100)</td>
<td>0.0549</td>
<td>0.0568</td>
</tr>
<tr>
<td>(200,100,120)</td>
<td>0.0561</td>
<td>0.0558</td>
</tr>
<tr>
<td>(240,120,130)</td>
<td>0.0571</td>
<td>0.0572</td>
</tr>
<tr>
<td>(280,140,150)</td>
<td>0.0540</td>
<td>0.0569</td>
</tr>
<tr>
<td>(320,160,170)</td>
<td>0.0551</td>
<td>0.0559</td>
</tr>
<tr>
<td>(360,180,190)</td>
<td>0.0542</td>
<td>0.0572</td>
</tr>
<tr>
<td>(400,190,200)</td>
<td>0.0571</td>
<td>0.0553</td>
</tr>
<tr>
<td>(440,220,230)</td>
<td>0.0532</td>
<td>0.0561</td>
</tr>
<tr>
<td>(480,240,250)</td>
<td>0.0540</td>
<td>0.0557</td>
</tr>
</tbody>
</table>

*The parameter $t$ in the statistic $T_n$ takes value of 0.5.
Table 3.3: Empirical powers of the proposed test $S_n$ at 0.05 significance level for factor models.

<table>
<thead>
<tr>
<th>$(p_1, p_2, n)$</th>
<th>$r=1$</th>
<th>$r=2$</th>
<th>$r=3$</th>
<th>$r=4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10,20,40)</td>
<td>0.2690</td>
<td>0.6460</td>
<td>0.9420</td>
<td>0.9980</td>
</tr>
<tr>
<td>(30,60,120)</td>
<td>0.2930</td>
<td>0.8010</td>
<td>0.9760</td>
<td>0.9990</td>
</tr>
<tr>
<td>(50,100,200)</td>
<td>0.3110</td>
<td>0.7650</td>
<td>0.9770</td>
<td>1.0000</td>
</tr>
<tr>
<td>(70,140,280)</td>
<td>0.3240</td>
<td>0.7710</td>
<td>0.9830</td>
<td>0.9980</td>
</tr>
<tr>
<td>(90,180,360)</td>
<td>0.3450</td>
<td>0.7940</td>
<td>0.9870</td>
<td>1.0000</td>
</tr>
<tr>
<td>(110,220,440)</td>
<td>0.3330</td>
<td>0.7980</td>
<td>0.9800</td>
<td>0.9990</td>
</tr>
<tr>
<td>(130,260,520)</td>
<td>0.3460</td>
<td>0.7820</td>
<td>0.9780</td>
<td>0.9990</td>
</tr>
<tr>
<td>(150,300,600)</td>
<td>0.3510</td>
<td>0.7980</td>
<td>0.9720</td>
<td>0.9990</td>
</tr>
<tr>
<td>(170,340,680)</td>
<td>0.3250</td>
<td>0.7780</td>
<td>0.9750</td>
<td>1.0000</td>
</tr>
<tr>
<td>(190,380,760)</td>
<td>0.3480</td>
<td>0.7810</td>
<td>0.9810</td>
<td>1.0000</td>
</tr>
<tr>
<td>(210,420,840)</td>
<td>0.3210</td>
<td>0.7900</td>
<td>0.9700</td>
<td>1.0000</td>
</tr>
<tr>
<td>(230,460,920)</td>
<td>0.3300</td>
<td>0.7810</td>
<td>0.9790</td>
<td>1.0000</td>
</tr>
<tr>
<td>(250,500,1000)</td>
<td>0.3370</td>
<td>0.7890</td>
<td>0.9790</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

*The powers are under the alternative hypothesis that $x$ and $y$ satisfy the factor model (3.44). $r$ is the number of factors.
Table 3.4: Empirical powers of the proposed test $T_n$ at 0.05 significance level for factor models.

<table>
<thead>
<tr>
<th>$(p_1, p_2, n)$</th>
<th>$r=1$</th>
<th>$r=2$</th>
<th>$r=3$</th>
<th>$r=4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(10, 20, 40)$</td>
<td>0.3150</td>
<td>0.7440</td>
<td>0.9500</td>
<td>0.9830</td>
</tr>
<tr>
<td>$(30, 60, 120)$</td>
<td>0.4230</td>
<td>0.8550</td>
<td>0.9740</td>
<td>1.0000</td>
</tr>
<tr>
<td>$(50, 100, 200)$</td>
<td>0.3990</td>
<td>0.8760</td>
<td>0.9890</td>
<td>1.0000</td>
</tr>
<tr>
<td>$(70, 140, 280)$</td>
<td>0.4120</td>
<td>0.8690</td>
<td>0.9990</td>
<td>0.9980</td>
</tr>
<tr>
<td>$(90, 180, 360)$</td>
<td>0.4050</td>
<td>0.8820</td>
<td>0.9840</td>
<td>1.0000</td>
</tr>
<tr>
<td>$(110, 220, 440)$</td>
<td>0.4000</td>
<td>0.8740</td>
<td>0.9850</td>
<td>0.9990</td>
</tr>
<tr>
<td>$(130, 260, 520)$</td>
<td>0.3990</td>
<td>0.8910</td>
<td>0.9880</td>
<td>0.9990</td>
</tr>
<tr>
<td>$(150, 300, 600)$</td>
<td>0.4110</td>
<td>0.8570</td>
<td>0.9870</td>
<td>0.9990</td>
</tr>
<tr>
<td>$(170, 340, 680)$</td>
<td>0.4100</td>
<td>0.8800</td>
<td>0.9920</td>
<td>1.0000</td>
</tr>
<tr>
<td>$(190, 380, 760)$</td>
<td>0.3980</td>
<td>0.8690</td>
<td>0.9860</td>
<td>1.0000</td>
</tr>
<tr>
<td>$(210, 420, 840)$</td>
<td>0.3490</td>
<td>0.8790</td>
<td>0.9770</td>
<td>1.0000</td>
</tr>
<tr>
<td>$(230, 460, 920)$</td>
<td>0.3990</td>
<td>0.8730</td>
<td>0.9730</td>
<td>1.0000</td>
</tr>
<tr>
<td>$(250, 500, 1000)$</td>
<td>0.4100</td>
<td>0.8770</td>
<td>0.9800</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

*The powers are under the alternative hypothesis that $x$ and $y$ satisfy the factor model (3.44). $r$ is the number of factors.
Table 3.5: Empirical powers of the proposed test $S_n$ at 0.05 significance level for $x$ and $y$ with ARCH(1) dependent type.

<table>
<thead>
<tr>
<th>$(p_1, p_2, n)$</th>
<th>(0.9, 0.1)</th>
<th>(0.8, 0.2)</th>
<th>(0.7, 0.3)</th>
<th>(0.6, 0.4)</th>
<th>(0.5, 0.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10, 20, 40)</td>
<td>0.3480</td>
<td>0.4670</td>
<td>0.6380</td>
<td>0.7650</td>
<td>0.8500</td>
</tr>
<tr>
<td>(30, 60, 120)</td>
<td>0.4840</td>
<td>0.8090</td>
<td>0.9820</td>
<td>0.9990</td>
<td>1.0000</td>
</tr>
<tr>
<td>(50, 100, 200)</td>
<td>0.6190</td>
<td>0.9730</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(70, 140, 280)</td>
<td>0.7020</td>
<td>0.9980</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(90, 180, 360)</td>
<td>0.7900</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(110, 220, 440)</td>
<td>0.8620</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(130, 260, 520)</td>
<td>0.8970</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(150, 300, 600)</td>
<td>0.9440</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(170, 340, 680)</td>
<td>0.9520</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(190, 380, 760)</td>
<td>0.9810</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(210, 420, 840)</td>
<td>0.9880</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(230, 460, 920)</td>
<td>0.9950</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(250, 500, 1000)</td>
<td>0.9980</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

*The powers are under the alternative hypothesis that $Y_{it} = Z_{it} \sqrt{\alpha_0 + \alpha_1 X_{it}^2}$, $i = 1, 2, \ldots, p_1$; $Y_{jt} = Z_{jt}$, $j = p_1 + 1, \ldots, p_2$. The pair of two numbers in this table is the value of $(\alpha_0, \alpha_1)$. 
Table 3.6: Empirical powers of the proposed test $T_n$ at 0.05 significance level for x and y with ARCH(1) dependent type.

<table>
<thead>
<tr>
<th>$(p_1,p_2,n)$</th>
<th>(0.9, 0.1)</th>
<th>(0.8, 0.2)</th>
<th>(0.7, 0.3)</th>
<th>(0.6, 0.4)</th>
<th>(0.5, 0.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100, 50, 60)</td>
<td>0.5620</td>
<td>0.5720</td>
<td>0.6880</td>
<td>0.8030</td>
<td>0.9430</td>
</tr>
<tr>
<td>(140, 70, 80)</td>
<td>0.6330</td>
<td>0.7590</td>
<td>0.8200</td>
<td>0.9170</td>
<td>0.9590</td>
</tr>
<tr>
<td>(180, 90, 100)</td>
<td>0.7190</td>
<td>0.8240</td>
<td>0.9560</td>
<td>0.9920</td>
<td>1.0000</td>
</tr>
<tr>
<td>(200, 100, 110)</td>
<td>0.7990</td>
<td>0.8370</td>
<td>0.9890</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(240, 120, 130)</td>
<td>0.8810</td>
<td>0.9450</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(280, 140, 150)</td>
<td>0.9470</td>
<td>0.9780</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(320, 160, 170)</td>
<td>0.9790</td>
<td>0.9920</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(360, 180, 190)</td>
<td>0.9890</td>
<td>0.9990</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(400, 200, 210)</td>
<td>0.9860</td>
<td>0.9990</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(440, 220, 230)</td>
<td>0.9930</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(480, 240, 250)</td>
<td>0.9970</td>
<td>0.9990</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

*The powers are under the alternative hypothesis that $Y_{it} = Z_{it} \sqrt{\alpha_0 + \alpha_1 X_{it}^2}, i = 1, 2, \ldots, p_1; Y_{jt} = Z_{jt}, j = p_1 + 1, \ldots, p_2$. The pair of two numbers in this table is the value of $(\alpha_0, \alpha_1)$. The parameter $t$ in the statistic $T_n$ takes value of 0.5.*
Table 3.7: Empirical powers of the proposed test $S_n$ at 0.05 significance level for uncorrelated but dependent case.

<table>
<thead>
<tr>
<th>$(p_1, p_2, n)$</th>
<th>$\omega = 4$</th>
<th>$\omega = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10,20,40)</td>
<td>0.8140</td>
<td>0.9690</td>
</tr>
<tr>
<td>(30,60,120)</td>
<td>0.8200</td>
<td>0.9510</td>
</tr>
<tr>
<td>(50,100,200)</td>
<td>0.8220</td>
<td>0.9600</td>
</tr>
<tr>
<td>(70,140,280)</td>
<td>0.8100</td>
<td>0.9610</td>
</tr>
<tr>
<td>(90,180,360)</td>
<td>0.8210</td>
<td>0.9640</td>
</tr>
<tr>
<td>(110,220,440)</td>
<td>0.8110</td>
<td>0.9670</td>
</tr>
<tr>
<td>(130,260,520)</td>
<td>0.8320</td>
<td>0.9740</td>
</tr>
<tr>
<td>(150,300,600)</td>
<td>0.8420</td>
<td>0.9740</td>
</tr>
<tr>
<td>(170,340,680)</td>
<td>0.8450</td>
<td>0.9760</td>
</tr>
<tr>
<td>(190,380,760)</td>
<td>0.8580</td>
<td>0.9680</td>
</tr>
<tr>
<td>(210,420,840)</td>
<td>0.8420</td>
<td>0.9670</td>
</tr>
<tr>
<td>(230,460,920)</td>
<td>0.8440</td>
<td>0.9810</td>
</tr>
<tr>
<td>(250,500,1000)</td>
<td>0.8620</td>
<td>0.9810</td>
</tr>
</tbody>
</table>

*The powers are under the alternative hypothesis that $Y_{it} = X_{it}^{\omega}, i = 1,2,\ldots, p_1$ and $Y_{jt} = \varepsilon_{jt}, j = p_1 + 1,\ldots, p_2; t = 1,\ldots, n$, where $\varepsilon_{jt}, j = p_1 + 1,\ldots, p_2; t = 1,\ldots, n$ are standard normal distributed and independent with $X_{it}$ and $\omega = 4,10$. 
Table 3.8: Empirical powers of the proposed test $T_n$ at 0.05 significance level for uncorrelated but dependent case.

<table>
<thead>
<tr>
<th>$(p_1, p_2, n)$</th>
<th>$\omega = 4$</th>
<th>$\omega = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100, 50, 60)</td>
<td>0.6270</td>
<td>0.8130</td>
</tr>
<tr>
<td>(140, 70, 80)</td>
<td>0.6920</td>
<td>0.8430</td>
</tr>
<tr>
<td>(180, 90, 100)</td>
<td>0.7010</td>
<td>0.8380</td>
</tr>
<tr>
<td>(200, 100, 110)</td>
<td>0.7920</td>
<td>0.8460</td>
</tr>
<tr>
<td>(240, 120, 130)</td>
<td>0.8240</td>
<td>0.9330</td>
</tr>
<tr>
<td>(280, 140, 150)</td>
<td>0.8660</td>
<td>0.9650</td>
</tr>
<tr>
<td>(320, 160, 170)</td>
<td>0.9040</td>
<td>0.9780</td>
</tr>
<tr>
<td>(360, 180, 190)</td>
<td>0.9060</td>
<td>0.9830</td>
</tr>
<tr>
<td>(400, 200, 210)</td>
<td>0.9310</td>
<td>0.9920</td>
</tr>
<tr>
<td>(440, 220, 230)</td>
<td>0.9690</td>
<td>1.0000</td>
</tr>
<tr>
<td>(480, 240, 250)</td>
<td>0.9920</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

*The powers are under the alternative hypothesis that $Y_{it} = X_{it}^\omega, i = 1, 2, \ldots, p_1$ and $Y_{jt} = \varepsilon_{jt}, j = p_1 + 1, \ldots, p_2; t = 1, \ldots, n$, where $\varepsilon_{jt}, j = p_1 + 1, \ldots, p_2; t = 1, \ldots, n$ are standard normal distributed and independent with $X_{it}$ and $\omega = 4, 10$. The parameter $t$ in the statistic $T_n$ takes value of 0.5.
Table 3.9: P-values for \((p_1, p_2)\) companies from basic industry section and capital goods section of NYSE.

<table>
<thead>
<tr>
<th>P-value Interval</th>
<th>(p_1, p_2, n)</th>
<th>(p_1, p_2, n)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(10, 15, 20)</td>
<td>(15, 20, 25)</td>
</tr>
<tr>
<td>[0, 0.05]</td>
<td>41</td>
<td>53</td>
</tr>
<tr>
<td>[0.05, 0.1]</td>
<td>30</td>
<td>29</td>
</tr>
<tr>
<td>[0.1, 0.2]</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>[0.2, 0.3]</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>[0.3, 0.4]</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>[0.4, 0.5]</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>[0.6, 0.7]</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>[0.8, 0.9]</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[0.9, 1]</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*These are P-values for \((p_1, p_2)\) companies from different two sections of NYSE: basic industry section and capital goods section, each of which has \(n\) closed stock prices during the period 1990.1.1 – 2002.1.1. The number of repeated experiments are 100. All the closed stock prices are from WRDS database. No. of Exp. is the number of experiments whose P-values are in the corresponding interval.
Table 3.10: P-values for \( (p_1, p_2) \) companies from public utility section and capital goods section of NYSE.

<table>
<thead>
<tr>
<th>P-values</th>
<th>(( p_1, p_2, n ))</th>
<th>(( p_1, p_2, n ))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(10, 15, 20)</td>
<td>(15, 20, 25)</td>
</tr>
<tr>
<td>P-value Interval</td>
<td>No. of Exp.</td>
<td>No. of Exp.</td>
</tr>
<tr>
<td>([0,0.05])</td>
<td>82</td>
<td>80</td>
</tr>
<tr>
<td>([0.05,0.1])</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>([0.1,0.2])</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>([0.2,0.3])</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>([0.3,0.4])</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>([0.4,0.5])</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>([0.6,0.7])</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>([0.8,0.9])</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>([0.9,1])</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*These are P-values for \( (p_1, p_2) \) companies from different two sections of NYSE: basic industry section and capital goods section, each of which has \( n \) closed stock prices during the period 1990.1.1 – 2002.1.1. The number of repeated experiments are 100. All the closed stock prices are from WRDS database. No. of Exp. is the number of experiments whose P-values are in the corresponding interval.
Table 3.11: *P*-values for \((p_1, p_2)\) companies from finance section and healthcare section of NYSE.

<table>
<thead>
<tr>
<th>P-values Interval</th>
<th>(10, 15, 20)</th>
<th>(15, 20, 25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, 0.05]</td>
<td>84</td>
<td>88</td>
</tr>
<tr>
<td>[0.05, 0.1]</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>[0.1, 0.2]</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>[0.2, 0.3]</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>[0.3, 0.4]</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[0.4, 0.5]</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[0.6, 0.7]</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[0.8, 0.9]</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[0.9, 1]</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*These are P-values for \((p_1, p_2)\) companies from different two sections of NYSE: basic industry section and capital goods section, each of which has \(n\) closed stock prices during the period 1990.1.1 – 2002.1.1. The number of repeated experiments are 100. All the closed stock prices are from WRDS database. No. of Exp. is the number of experiments whose P-values are in the corresponding interval.
CLT for a sample covariance matrix plus a perturbation

As stated in last Chapter, we need the central limit theorem for linear spectral statistics of a perturbation matrix. This chapter is devoted to providing the CLT for linear spectral statistics, quantities of the form

$$\frac{1}{n} \sum_{j=1}^{n} f(\lambda_j) = \int f(x) dF_{B_n}(x),$$  \hspace{1cm} (4.1)

where $f$ is a function on $[0, \infty)$, $\lambda_1, \ldots, \lambda_n$ denote the eigenvalues of random matrices $B_n$ and

$$B_n = \frac{1}{N}XX^* + T_n.$$  \hspace{1cm} (4.2)

Here $X = (X_{ij})$ is $n \times N$ with independent and identically distributed (i.i.d) complex (real) standardized entries, $T_n$ is a nonnegative Hermitian matrix, and the empirical spectral distribution (ESD) of any square matrix $A$ with real eigenvalues $\mu_1 \leq \mu_2 \leq \cdots \leq \mu_n$ is denoted by

$$F^A(x) = \frac{1}{n} \# \{ i : \mu_i \leq x \},$$  \hspace{1cm} (4.3)
where \( \#\{\cdots\} \) denotes the cardinality of the set \( \{\cdots\} \).

Silverstein (1995) discovers the limiting spectral distribution (LSD) \( F_{c,H} \), the limit of \( F_{B_n} \), which is given in Lemma [14] below for easy reference. The Stieltjes transform of any distribution function \( G(x) \) is defined by

\[
m_G(z) \equiv \int \frac{1}{\lambda - z} dG(\lambda), \quad \text{Im}(z) \neq 0.
\] (4.4)

**Lemma 14.** Assume that

1. For each \( n \), \( X_n = (X^n_{ij}) \), \( \{X^n_{ij} : i = 1, \ldots, n; j = 1, \ldots, N\} \) are i.d.; for all \( n, i, j \), \( \{X^n_{ij} : n = 1, 2, \ldots; i = 1, \ldots, n; j = 1, \ldots, N\} \) are independent. Moreover, \( \mathbb{E}X_{11} = 0 \) and \( \mathbb{E}|X_{11}|^2 = 1 \).

2. \( n = n(N) \) with \( n/N \to c > 0 \) as \( N \to \infty \).

3. \( T_n \) is an \( n \times n \) Hermitian nonrandom matrix for which \( F_{T_n}(x) \) converges vaguely to a nonrandom distribution \( H(x) \),

then almost surely, \( F_{B_n} \), the ESD of \( B_n \), converges vaguely, as \( N \to \infty \), to a nonrandom distribution \( F_{c,H} \), whose Stieltjes transform \( m^0(z) \), \( z \in \mathbb{C}^+ \) satisfies

\[
m^0(z) = m_H \left( z - \frac{1}{1 + cm^0(z)} \right),
\] (4.5)

where \( m_H(z) \) denotes the Stieltjes transform of \( H(x) \).

**Remark 8.** Indeed, Silverstein (1995) derives a more general equation than (4.5) for the matrix \( \frac{1}{n} X A_n X^* + T_n \), where \( A_n \) is a diagonal matrix. If we take \( A_n = \text{diag} \left( \frac{n}{N}, \frac{n}{N}, \ldots, \frac{n}{N} \right) \) then the equation (4.5) for the matrix \( B_n = \frac{1}{n} XX^* + T_n \) follows. A similar result covering more general matrices \( A_n \) can be found in Pan (2010).
Before stating Theorem 6, we introduce some notation. Set
\[ G_n(x) = n[F^{B_n}(x) - F_{c_n,H_n}(x)], \] (4.6)
where \( H_n \equiv F^{T_n} \), \( c_n = n/N \) and \( F_{c_n,H_n}(x) \) can be obtained from \( F_{c,H}(x) \) with \( c \) and \( H(x) \) replaced by \( c_n \) and \( H_n(x) \), respectively.

Let
\[ m_r(z) = \int \frac{dH(x)}{(x - z + \varpi(z))^r}, \quad \varpi(z) = \frac{1}{1 + cm^0(z)}, \]
\[ s(z_1, z_2) = \frac{1}{1 + cm^0(z_1)} - \frac{1}{1 + cm^0(z_2)}. \] (4.7)
where \( r \) is a positive integer.

The main result of this chapter is Theorem 6.

**Theorem 6.** Assume that
(a) \( \{X_{ij}, i \leq n, j \leq N\} \) are i.i.d. with \( E[X_{11}] = 0, E|X_{11}|^2 = 1 \) and \( E|X_{11}|^4 < \infty \).
(b) \( T_n \) is \( n \times n \) nonrandom Hermitian nonnegative definite with spectral norm bounded in \( n \), and with \( F^{T_n} \overset{D}{\to} H \), a proper c.d.f.
(c) \( n = n(N) \) with \( n/N \to c > 0 \) as \( N \to \infty \).

Let \( f_1, \ldots, f_k \) be functions on \( \mathbb{R} \) analytic on an open interval containing
\[ I_{(0,1)}(c)(1 - \sqrt{c})^2 + \liminf_n \lambda^{T_n}_{\min}; (1 + \sqrt{c})^2 + \limsup_n \lambda^{T_n}_{\max} \], (4.8)
where \( \lambda^{T_n}_{\min} \) and \( \lambda^{T_n}_{\max} \) denote the maximum and minimum eigenvalues of \( T_n \), respectively. Then
(i) the random vector
\[ \left( \int f_1(x)dG_n(x), \ldots, \int f_k(x)dG_n(x) \right) \] (4.9)
forms a tight sequence in \( n \).
(ii) If \( X_{11} \) and \( T_n \) are real and \( E[X_{11}]^4 = 3 \), then (4.9) converges weakly to a
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**Gaussian vector** \((X_f, \ldots, X_{f_k})\) with mean

\[
EX_f = \frac{1}{-2\pi i} \oint_C f(z) \frac{c\varpi^2(z)m_3(z) + c^2\varpi^4(z)(m^0(z))' m_3(z) - c^2\varpi^4(z)(m^0(z))' m_2(z)}{1 - c\varpi^2(z)m_2(z)} \, dz
\]

and covariance function

\[
\text{Cov}(X_{f_i}, X_{f_j}) = \frac{-1}{2\pi^2} \oint_C \oint_C f_i(z_1)f_j(z_2)[1 + \frac{c(m^0(z_1))'}{(1 + cm^0(z_1))^2} + \frac{c(m^0(z_2))'}{(1 + cm^0(z_2))^2} + \frac{1}{(1 + cm^0(z_1))^2 (1 + cm^0(z_2))^2} (z_2 - z_1 + s(z_1, z_2))^2] \, dz_1 dz_2.
\]

The contours in (4.10) and (4.11) are closed and are taken in the positive direction in the complex plane, each enclosing the support of \(F_{c,H}\).

(iii) If \(X_{11}\) is complex with \(E(X_{11}^2) = 0\) and \(E(|X_{11}|^4) = 2\), then the result above also holds, except the mean is zero and the covariance function is \(1/2\) the function given in (4.11).

**Remark 9.** We investigate the matrix \(B_n = \frac{1}{N}XX^* + T_n\) while Bai and Silverstein (2004) studies the matrix of the form \(S_n = \frac{1}{N}R_n^{1/2}XX^*R_n^{1/2}\), where \(R_n^{1/2}\) is a Hermitian square root of the nonnegative definite Hermitian matrix \(R_n\). The two matrices \(B_n\) and \(S_n\) are the same when the matrix \(T_n\) becomes a zero matrix and \(R_n\) becomes an identity matrix. In this case, the asymptotic means and covariances in Bai and Silverstein (2004) and in Theorem 6 are the same, which is verified in the last part of this chapter.

### 4.1 Proof of Theorem 6

The proof of Theorem 6 follows a line similar to that in Bai and Silverstein (2004). Throughout the proof \(K\) denotes a constant which may change from line to line.
4.1 Proof of Theorem 6

4.1.1 Truncation, centralization and renormalization

We begin the proof by replacing the entries of $X_n$ with truncated and centralized variables. Since the argument for (1.8) in [Bai and Silverstein (2004)] can be carried directly over to the present case, we can then select positive sequences $\delta_n$ such that

$$\delta_n \to 0, \quad \delta_n^{-4} \int_{\{|X_{11}| \geq \delta_n \sqrt{n}\}} |X_{11}|^4 \to 0.$$  \hfill (4.12)

Set $\hat{B}_n = \frac{1}{N} \hat{X}_n \hat{X}_n^* + T_n$ with $\hat{X}_n$ (of size $n \times N$) having the $(i,j)$th entry $X_{ij} I_{|X_{ij}| < \delta_n \sqrt{n}}$. Then we have

$$P(B_n \neq \hat{B}_n) \leq nNP(|X_{11}| \geq \delta_n \sqrt{n}) \leq K\delta_n^{-4} \int_{\{|X_{11}| \geq \delta_n \sqrt{n}\}} |X_{11}|^4 = o(1).$$

Define $\tilde{B}_n = \frac{1}{N} \tilde{X}_n \tilde{X}_n^* + T_n$ with $\tilde{X}_n$ having $(i,j)$th entry $$(\hat{X}_{ij} - E \hat{X}_{ij})/\sigma_n,$$ where $\sigma_n = \sqrt{\text{Var}(\hat{X}_{ij} - E \hat{X}_{ij})}$. From [Bai and Silverstein (2004)] we know that both $\limsup_n \lambda_{\hat{C}_n} \max$ and $\limsup_n \lambda_{\tilde{C}_n} \max$ are almost surely bounded by $(1 + \sqrt{c})$, where $\hat{C}_n = \frac{1}{N} \hat{X}_n \hat{X}_n^*$ and $\tilde{C}_n = \frac{1}{N} \tilde{X}_n \tilde{X}_n^*$. By Weyl’s inequality and the assumption $||T_n|| \leq M$, we have that $\limsup_n \lambda_{\hat{C}_n} \max$ and $\limsup_n \lambda_{\tilde{C}_n} \max$ are almost surely bounded by $[(1 + \sqrt{c}) + M]$. We use $\hat{G}_n(x)$ and $\tilde{G}_n(x)$ to denote the analogues of $G_n(x)$ with the matrix $B_n$ replaced by $\hat{B}_n$ and $\tilde{B}_n$ respectively.

Since $T_n$ is a nonnegative definite matrix, we can write $T_n = T_n^{1/2}T_n^{1/2} = \sum_{i=1}^n t_i t_i^*$, where $t_i$ is the $i$th column of $T_n^{1/2}$. We may then write

$$B_n = F_n F_n^*,$$ \hfill (4.13)

where

$$F_n = (r_1, \ldots, r_N, t_1, \ldots, t_n)$$ \hfill (4.14)
with \( r_i = \frac{1}{N} X_{i1}, i = 1, \ldots, N \) and \( X_{i1} \) standing for the \( i \)th column of \( X_n \).

Define \( \hat{F}_n \) and \( \tilde{F}_n \) to be the analogues of \( F_n \) with the matrix \( X_n \) replaced by \( \hat{X}_n \) and \( \tilde{X}_n \) respectively. For each \( j = 1, 2, \ldots, k \),

\[
\left| \int f_j(x) d\hat{G}_n(x) - \int f_j(x) d\tilde{G}_n(x) \right| \leq K_j \sum_{k=1}^{n} |\lambda_k^{\hat{B}_n} - \lambda_k^{\tilde{B}_n}| \leq 2K_j \left( tr(\hat{F}_n - \tilde{F}_n)(\hat{F}_n - \tilde{F}_n)^*) \right)^{1/2} \left( n(\lambda_{max}^{\hat{B}_n} + \lambda_{max}^{\tilde{B}_n}) \right)^{1/2},
\]

where \( K_j \) is a bound on \( |f_j'(z)| \) and \( \lambda_k^A \) denotes the \( i \)th smallest eigenvalue of the matrix \( A \).

By the fact that

\[
tr(\hat{F}_n - \tilde{F}_n)(\hat{F}_n - \tilde{F}_n)^*) = N^{-1}tr(\hat{X}_n - \tilde{X}_n)(\hat{X}_n - \tilde{X}_n)^*,
\]

and the result on page 560 of Bai and Silverstein (2004), i.e.

\[
\left( N^{-1}tr(\hat{X}_n - \tilde{X}_n)(\hat{X}_n - \tilde{X}_n)^*) \right)^{1/2} = o(\delta_n n^{-1/2})(\lambda_{max}^{B_n})^{1/2} + o(\delta_n n^{-1}),
\]

we obtain

\[
\int f_j(x) d\hat{G}_n(x) = \int f_j(x) d\tilde{G}_n(x) + o_P(1).
\]

Therefore, in the sequel, we shall assume

\[
|X_{ij}| < \delta_n \sqrt{n}, \quad E X_{ij} = 0, \quad E |X_{ij}|^2 = 1, \quad E |X_{ij}|^4 < \infty,
\]

and for the real case, \( E |X_{11}|^4 = 3 + o(1) \) while for the complex case, \( E X_{11}^2 = o(1/n) \) and \( E |X_{11}|^4 = 2 + o(1) \). For simplicity we suppress all the subscripts and superscripts on variables.

### 4.1.2 From linear spectral statistics to Stieltjes transforms

With notation \( C_n = \frac{1}{N} XX^* \), by Weyl’s inequality we have

\[
\lambda_{max}^{B_n} \leq \lambda_{max}^{C_n} + \lambda_{max}^{T_n}, \quad \lambda_{min}^{B_n} \geq \lambda_{min}^{C_n} + \lambda_{min}^{T_n}.
\]
From (1.9a) and (1.9b) of Bai and Silverstein (2004), we have

\[ P(\lambda_{B_n} \leq \eta) = o(n^{-\ell}), \quad P(\lambda_{B_n} \geq \eta) = o(n^{-\ell}), \]  

(4.16)

for any \( \eta > \left( (1 + \sqrt{c})^2 + \limsup_n \lambda_{max}^{T_n} \right) \), any \( 0 < \theta < \left( I_{(0,1)}(c)(1 - \sqrt{c})^2 + \liminf_n \lambda_{min}^{T_n} \right) \) and any positive \( \ell \).

Write

\[ M_n(z) = n(m_n(z) - m^0_n(z)) \]

where \( m_n(z) \) denotes the Stieltjes transform of \( F^{B_n} \) and \( m^0_n(z) \) is \( m^0(z) \) with \( c, H \) replaced by \( c_n, H_n \) respectively. By Cauchy’s integral formula

\[ f_\ell(x) = \frac{1}{2\pi i} \oint f_\ell(z) \frac{dz}{z - x}, \]

(4.17)

we have for \( k \geq 1 \), any complex constants \( a_1, \cdots, a_k \), and for all \( n \) large with probability one,

\[ \sum_{\ell=1}^{k} a_\ell \int f_\ell(x) dG_n(x) = - \sum_{\ell=1}^{k} \frac{a_\ell}{2\pi i} \oint f_\ell(z) M_n(z) dz, \]

(4.18)

where the contour \( C \) is specified below. Let \( v_0 > 0 \) be arbitrary. Let \( x_r \) be any number greater than the right end point of interval (4.8). Let \( x_\ell \) be any negative number if the left end point of (4.8) is zero. Otherwise, choose \( x_\ell \in (0, (1 - \sqrt{c})^2 + \liminf_n \lambda_{min}^{T_n}) \). Let

\[ C_\ell = \{ x + iv_0 : x \in [x_\ell, x_r] \}. \]

Set

\[ C^+ = \{ x_\ell + iv : v \in [0, v_0] \} \cup C_\ell \cup \{ x_r + iv : v \in [0, v_0] \}. \]

Let \( C^- \) be the symmetric part of \( C^+ \) about the real axis. Then set \( C = C^+ \cup C^- \).
We define now the subsets $C_n^+$ and its symmetric part $C_n^-$ of $C$ when $M_n(\cdot)$ agrees with $\hat{M}_n(\cdot)$, a truncated version of $M_n(\cdot)$ to be defined below. Select a sequence $\{\varepsilon_n\}$ such that for some $\rho \in (0, 1)$

$$\varepsilon_n \downarrow 0, \quad \varepsilon_n \geq n^{-\rho}. \quad (4.19)$$

Let

$$C_t = \begin{cases} 
\{x_t + iv : v \in [n^{-1}\varepsilon_n, v_0]\}, & x_t > 0; \\
\{x_t + iv : v \in [0, v_0]\}, & x_t < 0,
\end{cases}$$

and

$$C_r = \{x_r + iv : v \in [n^{-1}\varepsilon_n, v_0]\}.$$

Set $C_n^+ = C_t \cup C_u \cup C_r$. The process $\hat{M}_n(\cdot)$ can now be defined. For $z = x + iv$, we have

$$\hat{M}_n(z) = \begin{cases} 
M_n(z), & \text{if } z \in C_n^+ \cup C_n^-; \\
\frac{n\varepsilon_n + \varepsilon}{2n} M_n(x_r + in^{-1}\varepsilon_n) + \frac{\varepsilon_n - in\varepsilon_n}{2n} M_n(x_r - in^{-1}\varepsilon_n), & \text{if } x = x_r, v \in [-n^{-1}\varepsilon_n, n^{-1}\varepsilon_n]; \\
\frac{n\varepsilon_n + \varepsilon}{2n} M_n(x_l + in^{-1}\varepsilon_n) + \frac{\varepsilon_n - in\varepsilon_n}{2n} M_n(x_l - in^{-1}\varepsilon_n), & \text{if } x = x_l > 0, v \in [-n^{-1}\varepsilon_n, n^{-1}\varepsilon_n].
\end{cases} \quad (4.19)$$

With probability one, for all $n$ large,

$$\left| \oint_{\mathcal{C}} f(z)(M_n(z) - \hat{M}_n(z))dz \right| \leq K\varepsilon_n \left( \max \left( (1 + \sqrt{\varepsilon_n})^2 + \lambda_{\max}^T, \lambda_{\max}^B \right) - x_r \right)^{-1} + \left| \min \left( I_{(0, 1)}(c)(1 - \sqrt{\varepsilon_n})^2 + \lambda_{\min}^T, \lambda_{\min}^B \right) - x_l \right|^{-1} \to 0. \quad (4.20)$$

In view of this and (4.18), as discussed in [Bai and Silverstein (2004)], it is enough to consider the limiting distribution of $\sum_{\ell=1}^k a_\ell \hat{M}_n(z_\ell)$. 
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4.1 Proof of Theorem 6

4.1.3 CLT of the Stieltjes transform \( m_n(z) \) of \( F^{B_n} \)

Recall the definitions of \( m(z, r), \varpi(z) \) and \( s(z_1, z_2) \) in the introduction.

**Lemma 15.** Under conditions (a)-(c) of Theorem 6, \( \{ \hat{M}_n(z) \} \) forms a tight sequence on \( \mathcal{C} \). Moreover, if assumptions in (ii) or (iii) of Theorem 6 on \( X_{11} \) hold, then \( \hat{M}_n(z) \) converges weakly to a Gaussian process \( M(z) \) for \( z \in \mathcal{C} \) under the assumptions in (ii),

\[
E M(z) = \frac{c \varpi^2(z) m(z, 3) + c^2 \varpi^4(z) (m^0(z))^\prime m(z, 3) - c^2 \varpi^3(z) (m^0(z))^\prime m(z, 2)}{1 - c \varpi^2(z) m(z, 2)}
\]  

(4.21)

and for \( z_1, z_2 \in \mathcal{C} \)

\[
\text{Cov}(M(z_1), M(z_2)) = -\frac{2}{(z_2 - z_1)^2} + 2[1 + \frac{c(m^0(z_1))^\prime}{(1 + cm^0(z_1))^2} + \frac{c(m^0(z_2))^\prime}{(1 + cm^0(z_2))^2}] \frac{1}{(1 + cm^0(z_1))^2 (1 + cm^0(z_2))^2} \frac{1}{(z_2 - z_1 + s(z_1, z_2))^2},
\]

(4.22)

while under the assumptions in (iii) \( E M(z) = 0 \), and the covariance function similar to (4.22) is half of the right hand side of (4.22).

We first list (2.3) of Bai and Silverstein (2004) below as Proposition 2, which holds as well in our setting.

**Proposition 2.** For any nonrandom \( n \times n \) matrices \( A_k, k = 1, \ldots, p \) and \( B_\ell, \ell = 1, \ldots, q \), there exists

\[
\left| E \left( \prod_{k=1}^{p} r_k^* A_k r_1 \prod_{\ell=1}^{q} (r_\ell^* B_\ell r_1 - N^{-1} tr B_\ell) \right) \right| \leq K N^{-(1/4)} \delta_n^{(2q-4)\vee 0} \prod_{k=1}^{p} ||A_k|| \prod_{\ell=1}^{q} ||B_\ell||, \quad p \geq 0, \quad q \geq 0.
\]  

(4.23)
Proof. We now start the proof of Lemma 15. Write $M_n(z) = M_n^{(1)}(z) + M_n^{(2)}(z)$, where
\[
M_n^{(1)}(z) = n \left( m_n(z) - \mathbb{E} m_n(z) \right), \quad M_n^{(2)}(z) = n \left( \mathbb{E} m_n(z) - m_n^0(z) \right).
\]
By the discussion in Bai and Silverstein (2004), it suffices to prove the following four statements.

1. Finite dimension convergence of $M_n^{(1)}(z)$ on $C_n$.

2. $M_n^{(1)}(z)$ is tight on $C_n$ where $C_n = C_n^+ \cup C_n^-$.  

3. $M_n^{(2)}(z) \to \mathbb{E} M(z)$, for $z \in C_n$, where $M(z)$ is the limit of $M_n(z)$ as $n \to \infty$.

4. $\{M_n^{(2)}(z)\}$ for $z \in C_n$ is bounded and equicontinuous.

4.1.3.1 Step 1: Convergence of $M_n^{(1)}(z)$

Let $v_0 = \text{Im}(z)$. To facilitate analysis we consider the case of $v_0 > 0$ only.

We first introduce some notation as follows.

\[
\begin{align*}
\mathbf{r}_j &= \frac{1}{\sqrt{N}} \mathbf{X}_j, \quad \mathbf{D}(z) = \mathbf{B}_n - z \mathbf{I}, \quad \mathbf{D}_j(z) = \mathbf{D}(z) - \mathbf{r}_j \mathbf{r}_j^*, \\
\gamma_j(z) &= r_j^* \mathbf{D}_j^{-1}(z) \mathbf{r}_j - \frac{1}{N} \text{tr} \mathbf{D}_j^{-1}(z), \quad \varepsilon_j(z) = r_j^* \mathbf{D}_j^{-1}(z) \mathbf{r}_j - \frac{1}{N} \text{tr} \mathbf{D}_j^{-1}(z), \\
\delta_j(z) &= r_j^* \mathbf{D}_j^{-2}(z) \mathbf{r}_j - \frac{1}{N} \text{tr} \mathbf{D}_j^{-2}(z) = \frac{d}{dz} \varepsilon_j(z), \quad \beta_j(z) = \frac{1}{1 + r_j^* \mathbf{D}_j^{-1}(z) \mathbf{r}_j}, \\
\beta_j^{tr}(z) &= \frac{1}{1 + N^{-1} \text{tr} \mathbf{D}_j^{-1}(z)}, \quad b_n(z) = \frac{1}{1 + N^{-1} \mathbb{E} \text{tr} \mathbf{D}_j^{-1}(z)}.
\end{align*}
\]

As pointed out by Bai and Silverstein (2004), the later three variables are all bounded by $|z|/v_0$. Let $\mathbb{E}_0(\cdot)$ denote expectation and $\mathbb{E}_j(\cdot)$ denote conditional expectation with respect to the $\sigma$-field generated by $\mathbf{r}_1, \ldots, \mathbf{r}_j$. 

4.1 Proof of Theorem 6

Write

\[ n\left(m_n(z) - \mathbb{E}m_n(z)\right) = tr\left(D^{-1}(z) - \mathbb{E}D^{-1}(z)\right) = \sum_{j=1}^{N} tr\mathbb{E}_jD^{-1}(z) - tr\mathbb{E}_{j-1}D^{-1}(z) \]

\[ = \sum_{j=1}^{N} tr\mathbb{E}_j\left(D^{-1}(z) - D^{-1}_j(z)\right) - tr\mathbb{E}_{j-1}\left(D^{-1}(z) - D^{-1}_j(z)\right) \]

\[ = -\sum_{j=1}^{N}\left(\mathbb{E}_j - \mathbb{E}_{j-1}\right)\beta_j(z)r_j^*D_j^{-2}(z)r_j, \quad (4.24) \]

where the last equality uses

\[ D^{-1}(z) - D^{-1}_j(z) = -D_j^{-1}(z)r_jr_j^*D_j^{-1}(z)\beta_j(z). \quad (4.25) \]

By the identity

\[ \beta_j(z) = \beta_{j}^{tr}(z) - \beta_j(z)\beta_j^{tr}(z)\varepsilon_j(z) = \beta_j^{tr}(z) - (\beta_j^{tr}(z))^2\varepsilon_j(z) + (\beta_j^{tr}(z))^2\beta_j(z)\varepsilon_j^2(z), \quad (4.26) \]

we have

\[ \left(\mathbb{E}_j - \mathbb{E}_{j-1}\right)\beta_j(z)r_j^*D_j^{-2}(z)r_j = \mathbb{E}_j\left(\beta_j^{tr}(z)\delta_j(z) - (\beta_j^{tr}(z))^2\varepsilon_j(z)\frac{1}{N}trD_j^{-2}(z)\right) \]

\[ -\left(\mathbb{E}_j - \mathbb{E}_{j-1}\right)(\beta_j^{tr}(z))^2\left(\varepsilon_j(z)\delta_j(z) - \beta_j(z)r_j^*D_j^{-2}(z)r_j\varepsilon_j^2(z)\right). \]

By Proposition 2 one can prove that \((\mathbb{E}_j - \mathbb{E}_{j-1})(\beta_j^{tr}(z))^2\left(\varepsilon_j(z)\delta_j(z) - \beta_j(z)r_j^*D_j^{-2}(z)r_j\varepsilon_j^2(z)\right)\) converges to zero in probability (One can refer to page 569 of Bai and Silverstein (2004) for similar arguments).

Therefore it is sufficient to consider the sum \(\sum_{\ell=1}^{k} a_\ell \sum_{j=1}^{N} Y_j(z_\ell),\) where

\[ Y_j(z) = \mathbb{E}_j\left(\beta_j^{tr}(z)\delta_j(z) - (\beta_j^{tr}(z))^2\varepsilon_j(z)\frac{1}{N}trD_j^{-2}(z)\right) = -\mathbb{E}_j \frac{d}{dz}\beta_j^{tr}(z)\varepsilon_j(x)4.27 \]

We next utilize Lemma 2.4 of Bai and Silverstein (2004), CLT for martingale differences. By Proposition 2 and using the same arguments as those above (2.4) on page 570 of Bai and Silverstein (2004), we see that condition
Chapter 4. CLT for a sample covariance matrix plus a perturbation

2 of Lemma 2.4 of Bai and Silverstein (2004) is satisfied and it is therefore enough to find the limit in probability of

\[ \sum_{j=1}^{N} E_j^{-1} \left( Y_j(z_1)Y_j(z_2) \right). \]  (4.28)

Consider the sum

\[ \sum_{j=1}^{N} E_{j-1} \left( E_j(\beta_{tr}^j(z_1)\epsilon_j(z_1))E_j(\beta_{tr}^j(z_2)\epsilon_j(z_2)) \right). \]  (4.29)

Since

\[ \frac{\partial^2}{\partial z_2 \partial z_1} (4.29) = (4.28), \]  (4.30)

by the same arguments as those on page 571 of Bai and Silverstein (2004) we only need to show (4.29) converges in probability and to determine its limit.

Note that the derivation above (4.3) of Bai and Silverstein (1998) is true in the present case and hence

\[ E \left[ \frac{1}{N} tr D_j^{-1}(z) - \frac{1}{N} tr D_j^{-1}(z) \right]^p \leq KN^{-p/2}. \]  (4.31)

By the discussions above (2.7) of Bai and Silverstein (2004), we then have

\[ \sum_{j=1}^{N} E_{j-1} \left( E_j(\beta_{tr}^j(z_1)\epsilon_j(z_1))E_j(\beta_{tr}^j(z_2)\epsilon_j(z_2)) \right) - b_n(z_1)b_n(z_2) \sum_{j=1}^{N} E_{j-1} \left( E_j(\epsilon_j(z_1))E_j(\epsilon_j(z_2)) \right) \overset{i.p.}{\rightarrow} 0. \]

Thus it remains to prove that

\[ b_n(z_1)b_n(z_2) \sum_{j=1}^{N} E_{j-1} \left( E_j(\epsilon_j(z_1))E_j(\epsilon_j(z_2)) \right) \]  (4.32)

converges in probability and to determine its limit.
4.1 Proof of Theorem 6

In the complex case, namely $EX^2_{11} = o(1/n)$ and $|X_{11}|^2 = 2 + o(1)$, by the identity

$$\mathbb{E}(X^*_1 AX_1 - trA)(X^*_1 BX_1 - trB)$$

$$= (|X_{11}|^4 - |EX^2_{11}|^2 - 2)\sum_{i=1}^n a_i b_{ii} + |EX^2_{11}|^2 trAB^T + trAB$$

valid for $n \times n$ nonrandom matrices $A = (a_{ij})$ and $B = (b_{ij})$. (4.32) becomes

$$b_n(z_1) b_n(z_2) \frac{1}{N^2} \sum_{j=1}^N \left( trE_j(D_j^{-1}(z_1))E_j(D_j^{-1}(z_2)) + o(1)A_n \right), \quad (4.34)$$

where

$$|A_n| \leq K \left( trE_j(D_j^{-1}(z_1))E_j(D_j^{-1}(z_2)) \times trE_j(D_j^{-1}(z_2))E_j(D_j^{-1}(z_2)) \right)^{1/2} = O(N).$$

Thus it is sufficient to study

$$b_n(z_1) b_n(z_2) \frac{1}{N^2} \sum_{j=1}^N trE_j(D_j^{-1}(z_1))E_j(D_j^{-1}(z_2)). \quad (4.35)$$

In the real case, namely $|X_{11}|^4 = 3 + o(1)$, (4.32) should be double the limit of (4.35).

The next aim is to investigate (4.35). To this end, set $D_{ij}(z) = D(z) - r_i r_i^* - r_j r_j^*$,

$$\beta_{ij}(z) = \frac{1}{1 + r_i D_{ij}^{-1}(z) r_i}, \quad b_1(z) = \frac{1}{1 + N^{-1} trD_{12}^{-1}(z)},$$

$$H^{-1}(z) = \left( zI - \frac{N-1}{N} b_1(z) I - T_n \right)^{-1}.$$ 

Write

$$D_j(z_1) + z_1 I - \frac{N-1}{N} b_1(z_1) I - T_n = \sum_{i \neq j} r_i r_i^* - \frac{N-1}{N} b_1(z_1) I.$$ 

Multiplying by $H^{-1}(z_1)$ on the left hand side, $D_j^{-1}(z_1)$ on the right hand side and using

$$r_i^* D_j^{-1}(z_1) = \beta_{ij}(z_1) r_i^* D_{ij}^{-1}(z_1), \quad (4.36)$$
we conclude that

$$D_j^{-1}(z_1) = -H^{-1}(z_1) + \sum_{i \neq j}^N \beta_{ij}(z_1)H^{-1}(z_1)r_ir_i^*D_{ij}^{-1}(z_1) - \frac{N-1}{N} b_1(z_1)H^{-1}(z_1)D_j^{-1}(z_1)$$

$$= -H^{-1}(z_1) + b_1(z_1)A(z_1) + B(z_1) + C(z_1), \quad (4.37)$$

where

$$A(z_1) = \sum_{i \neq j} H^{-1}(z_1)(r_ir_i^* - N^{-1}I)D_{ij}^{-1}(z_1),$$

$$B(z_1) = \sum_{i \neq j} (\beta_{ij}(z_1) - b_1(z_1))H^{-1}(z_1)r_ir_i^*D_{ij}^{-1}(z_1),$$

$$C(z_1) = N^{-1}b_1(z_1)H^{-1}(z_1)\sum_{i \neq j} (D_{ij}^{-1}(z_1) - D_j^{-1}(z_1)).$$

It is easy to verify for any real $t$,

$$\left|1 - \frac{1}{z(1 + N^{-1}\text{tr}D_{12}^{-1}(z))} - \frac{t}{z}\right|^{-1} = \left|\frac{z(1 + N^{-1}\text{tr}D_{12}^{-1}(z))}{(z - t)(1 + N^{-1}\text{tr}D_{12}^{-1}(z)) - 1}\right| \leq \frac{|z|(1 + n/(Nv_0))}{v_0},$$

where the last inequality uses

$$\text{Im}\left[(z - t)(1 + N^{-1}\text{tr}D_{12}^{-1}(z))\right] = v_0 + \text{Im}\left[(z - t)N^{-1}\text{tr}D_{12}^{-1}(z)\right]$$

$$= v_0 + \text{Im}\left[(z - t)N^{-1}\sum_{i=1}^n \frac{1}{\lambda_i - z}\right] = v_0 + \text{Im}\left[N^{-1}\sum_{i=1}^n \frac{(z - t)(\lambda_i - t - (\bar{z} - t))}{|\lambda_i - z|^2}\right]$$

$$= v_0 + N^{-1}\sum_{i=1}^n \frac{(\lambda_i - t)v_0}{|\lambda_i - z|^2} \geq v_0,$$

with the fact that

$$\lambda_i \geq t, \forall i = 1, 2, \ldots, n,$$
where \( \lambda_i, i = 1, 2, \ldots, n \) are eigenvalues of \( D_{12} = \sum_{i \neq 1, 2}^n r_i r_i^T + T_n \). It follows that

\[
\left\| H^{-1}(z) \right\| = \left\| \left( z I - \frac{N-1}{N} b_1(z) I - T_n \right)^{-1} \right\| \leq \frac{1 + n/(Nv_0)}{v_0}.
\] (4.38)

Moreover from (4.31) and (4.23) we have

\[
E|\gamma_j(z)|^p \leq KN^{-1}\delta_n^{2p-4}, \quad p \geq 2.
\] (4.39)

Therefore the discussions for (2.11)-(2.13) of Bai and Silverstein (2004) still work in our case. That is,

\[
E|trB(z_1)M| \leq K_M KN^{1/2}, \quad E|trC(z_1)M| \leq K_M K,
\] (4.40)

when \( K_M \) denotes the nonrandom bound of the spectral norm of \( M \), an \( n \times n \) matrix; When \( M \) is non-random, we also have for any \( j \),

\[
E|trA(z_1)M| \leq K\|M\|N^{1/2},
\] (4.41)

where \( \|M\| \) denotes the spectral norm of a matrix.

Using an identity similar to (4.25) yields

\[
trE_j(A(z_1))D_j^{-1}(z_2) = A_1(z_1, z_2) + A_2(z_1, z_2) + A_3(z_1, z_2),
\] (4.42)

where

\[
A_1(z_1, z_2) = -tr \sum_{i < j} H^{-1}(z_1) r_i r_i^* E_j(D_{ij}^{-1}(z_1)) \beta_{ij}(z_2) D_{ij}^{-1}(z_2) r_i r_i^* D_{ij}^{-1}(z_2)
\]

\[
= - \sum_{i < j} \beta_{ij}(z_2) r_i^* E_j(D_{ij}^{-1}(z_1)) D_{ij}^{-1}(z_2) r_i r_i^* D_{ij}^{-1}(z_2) H^{-1}(z_1) r_i,
\]

\[
A_2(z_1, z_2) = -tr \sum_{i < j} H^{-1}(z_1) N^{-1} E_j(D_{ij}^{-1}(z_1))(D_j^{-1}(z_2) - D_{ij}^{-1}(z_2)),
\]

\[
A_3(z_1, z_2) = tr \sum_{i < j} H^{-1}(z_1)(r_i r_i^* - N^{-1} I) E_j(D_{ij}^{-1}(z_1)) D_{ij}^{-1}(z_2).
\]
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By arguments similar to (2.15) in Bai and Silverstein (2004), (4.38) and (4.23) we have

$$|A_2(z_1, z_2)| \leq K, \quad E|A_3(z_1, z_2)| \leq KN^{1/2}.$$  

The arguments above (2.16) of Bai and Silverstein (2004) can be carried over to the present setting and therefore we obtain

$$E \left| A_1(z_1, z_2) + \frac{j - 1}{N^2} b_1(z_2) tr \left( E_j \left( D_j^{-1}(z_1) \right) D_j^{-1}(z_2) \right) tr D_j^{-1}(z_2) H^{-1}(z_1) \right| \leq KN^{1/2}. \quad (4.43)$$

We conclude from (4.37)-(4.43) that

$$tr \left( E_j \left( D_j^{-1}(z_1) \right) D_j^{-1}(z_2) \right) \left( 1 + \frac{j - 1}{N^2} b_1(z_1) b_1(z_2) tr D_j^{-1}(z_2) H^{-1}(z_1) \right)$$

$$= -tr \left( H^{-1}(z_1) D_j^{-1}(z_2) \right) + A_4(z_1, z_2), \quad (4.44)$$

where

$$E|A_4(z_1, z_2)| \leq KN^{1/2}.$$  

Applying the expression for $D_j^{-1}(z_2)$ in (4.37), (4.40) and (4.41), we obtain

$$tr \left( E_j \left( D_j^{-1}(z_1) \right) D_j^{-1}(z_2) \right) \times \left( 1 - \frac{j - 1}{N^2} b_1(z_1) b_1(z_2) tr H^{-1}(z_1) H^{-1}(z_2) \right)$$

$$= tr \left( H^{-1}(z_1) H^{-1}(z_2) \right) + A_5(z_1, z_2), \quad (4.45)$$

where

$$E|A_5(z_1, z_2)| \leq KN^{1/2}.$$  

Since $(b_1(z) - \frac{1}{1+cm_n^0(z)}) \to 0$ (indeed, the next subsection proves $Em_n(z) - m_n^0(z) = O(N^{-1})$), we have

$$\frac{1}{N} tr \left( E_j \left( D_j^{-1}(z_1) \right) D_j^{-1}(z_2) \right)$$
Indeed, by the Cauchy-Schwartz inequality, we have

$$\times \left(1 - \frac{j - 1}{N} c_n \frac{1}{(1 + c n m_n^0(z_1))(1 + c n m_n^0(z_2))}\right)$$

$$\int \frac{dH_n(t)}{(z_2 - \frac{1}{1 + c n m_n^0(z_2)} - t)(z_1 - \frac{1}{1 + c n m_n^0(z_1)} - t)}$$

$$= c_n \int \frac{dH_n(t)}{(z_2 - \frac{1}{1 + c n m_n^0(z_2)} - t)(z_1 - \frac{1}{1 + c n m_n^0(z_1)} - t)} + A_6(z_1, z_2),$$

(4.46)

where $E|A_6(z_1, z_2)| = o(1)$. Let

$$a_n(z_1, z_2) = c_n \frac{1}{(1 + c n m_n^0(z_1))(1 + c n m_n^0(z_2))} \int \frac{dH_n(t)}{(z_2 - \frac{1}{1 + c n m_n^0(z_2)} - t)(z_1 - \frac{1}{1 + c n m_n^0(z_1)} - t)}.$$

We claim that

$$|a_n(z_1, z_2)| < 1.$$  

(4.47)

Indeed, by the Cauchy-Schwartz inequality, we have

$$\left| \frac{c_n}{(1 + c n m_n^0(z_1))(1 + c n m_n^0(z_2))} \int \frac{dH_n(t)}{(z_2 - \frac{1}{1 + c n m_n^0(z_2)} - t)(z_1 - \frac{1}{1 + c n m_n^0(z_1)} - t)} \right|$$

$$\leq \left( \int \frac{|c_n| dH_n(t)}{|1 + c n m_n^0(z_1)|^2 |z_1 - \frac{1}{1 + c n m_n^0(z_1)} - t|^2} \right)^{1/2} \left( \int \frac{dH_n(t)}{|1 + c n m_n^0(z_2)|^2 |z_2 - \frac{1}{1 + c n m_n^0(z_2)} - t|^2} \right)^{1/2}.$$  

(4.48)

Note that $m_n^0(z)$ satisfies an equality similar to (4.5)

$$m_n^0(z) = \int \frac{dH_n(t)}{t - z + \frac{1}{1 + c n m_n^0(z)}}.$$  

(4.49)

Taking the imaginary part of the both sides of (4.49) leads to

$$\text{Im}(m_n^0(z)) = \int \frac{\text{Im} \left(t - z + \frac{1}{1 + c n m_n^0(z)}\right) dH_n(t)}{|t - z + \frac{1}{1 + c n m_n^0(z)}|^2}$$

$$= \nu_0 \int \frac{dH_n(t)}{|t - z + \frac{1}{1 + c n m_n^0(z)}|^2} + c_n \text{Im}(m_n^0(z)) \int \frac{dH_n(t)}{|1 + c n m_n^0(z)|^2 |t - z + \frac{1}{1 + c n m_n^0(z)}|^2}.$$
Dividing by $\text{Im}(m_n^0(z))$ on both sides, we have

$$\frac{c_n}{1 + c_n m_n^0(z)} \int |t - z + \frac{1}{1 + c_n m_n^0(z)}|^2 dt = 1 - \frac{\nu_0}{\text{Im}(m_n^0(z))} \int |t - z + \frac{1}{1 + c_n m_n^0(z)}|^2 dt < 1.$$  

This, together with (4.48), yields (4.47).

It follows from (4.46) and (4.47) that (4.35) can be written as

$$a_n(z_1, z_2) \sum_{j=1}^N \frac{1}{1 - (j - 1)/N} a_n(z_1, z_2) + A(z_1, z_2),$$

where $E[A(z_1, z_2)] = o(1)$. We then conclude that

$$\int_0^1 \frac{1}{1 - ta(z_1, z_2)} dt = \int_0^1 \frac{1}{1 - z} dz,$$

where

$$a(z_1, z_2) = \frac{c}{(1 + cm^0(z_1))(1 + cm^0(z_2))} \int \frac{dH(t)}{z_2 - \frac{1}{1 + cm^0(z_2)} - t} \left( z_1 - \frac{1}{1 + cm^0(z_1)} - t \right)$$

$$= \frac{c(m^0(z_2) - m^0(z_1))}{(1 + cm^0(z_1))(1 + cm^0(z_2))} \frac{1}{z_2 - z_1 + \frac{1}{1 + cm^0(z_1)} - \frac{1}{1 + cm^0(z_2)}},$$

where the second equality uses (4.5) and $s(z_1, z_2) = \frac{1}{1 + cm^0(z_1)} - \frac{1}{1 + cm^0(z_2)}$.

Therefore the limit of (4.28) under the complex case is

$$\frac{\partial^2}{\partial z_2 \partial z_1} \int_0^{a(z_1, z_2)} \frac{1}{1 - z} dz = \frac{\partial}{\partial z_2} \left( \frac{\partial}{\partial z_1} \frac{\partial a(z_1, z_2)}{\partial z_1} \right),$$

$$= \frac{\partial}{\partial z_2} \left[ \frac{s(z_1, z_2) + (z_1 - z_2) c(m^0(z_1))'}{(1 + cm^0(z_1))^2} \right]$$

$$= \frac{\partial}{\partial z_2} \left[ \frac{1}{z_2 - z_1} - \frac{1 + c(m^0(z_1))'}{(1 + cm^0(z_1))^2} \frac{1}{z_2 - z_1 + s(z_1, z_2)} \right]$$

$$= \frac{1}{(z_2 - z_1)^2} + \frac{c(m^0(z_1))'}{(1 + cm^0(z_1))^2} + \frac{c(m^0(z_2))'}{(1 + cm^0(z_2))^2} \left( \frac{1}{(1 + cm^0(z_1))^2} \frac{c(m^0(z_2))'}{(1 + cm^0(z_2))^2} \right)$$

$$\times \frac{1}{(z_2 - z_1 + s(z_1, z_2))^2}.$$
4.1.3.2 Step 2: Tightness of $\hat{M}_n^{(1)}(z)$

The tightness of $\{\sum_{\ell=1}^k a_\ell \hat{M}_n^{(1)}(z)\}$ on $z \in \mathcal{C}$ can be proved in the same way as that in Bai and Silverstein (2004).

4.1.3.3 Step 3: Convergence of $M_n^{(2)}(z)$

We first list some results from Sections 3 and 4 in Bai and Silverstein (2004), which hold in the present setting as well. Consider $z \in \mathcal{C}_n^+$. As in (3.5), (3.6) and the argument below (3.6) of Bai and Silverstein (2004) we have

$$E|\gamma_j|^p \leq KN^{-1}\delta_n^{2p-4}, \quad p \geq 2$$  \hspace{1cm} (4.50)

and

$$E|\beta_1(z)|^p \leq K, \quad p \geq 1, \quad |b_n(z)| \leq K.$$  \hspace{1cm} (4.51)

Similar to (3.1) and (3.2) in Bai and Silverstein (2004), by (4.16), we have for any positive $p$

$$\max\left(E\|D^{-1}(z)\|^p, E\|D_j^{-1}(z)\|^p, E\|D_{ij}^{-1}(z)\|^p\right) \leq K$$  \hspace{1cm} (4.52)

and via (4.23) and (4.12)

$$\left|E\left(a(v) \prod_{m=1}^q \left(r_1^*B_m(v)r_1 - N^{-1}trB_m(v)\right)\right)\right| \leq KN^{-(1+q)\delta_n^{(2q-4)/2}}, \quad q \geq 0,$$  \hspace{1cm} (4.53)

where the matrices $B_m(v)$ are independent of $r_1$ and

$$\max(|a(v)|, ||B_m(v)||) \leq K\left(1 + n^s I(||B_n|| \geq \eta_r \mbox{ or } \lambda_{\min}^\tilde{B} \leq \eta_\ell)\right)$$

for some positive $s$, with $\tilde{B}$ being $B_n$ or $B_n$ with one or two of the $r_j$'s removed. Here $\eta_r \in \{(1+\sqrt{c})^2 + \limsup_n \|T_n\|^2x_r\}$. If $x_\ell > 0$, then
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\[ \eta_\ell \in (x_\ell, (1 - \sqrt{c})^2 + \lim \inf_n \lambda_{\min}^n); \] if \( x_\ell < 0 \), then \( \eta_\ell < 0 \). Similar to (4.1) in Bai and Silverstein (2004), one may prove as \( n \to \infty \),

\[ \sup_{z \in C^+} |E m_n(z) - m^0(z)| \to 0. \]  \hspace{1cm} (4.54)

Let \( M \) be an \( n \times n \) non-random matrix. With the same arguments as (4.7) in Bai and Silverstein (2004) we obtain

\[ \mathbb{E} |tr \mathcal{D}^{-1}(z) M - \mathbb{E} tr \mathcal{D}^{-1}(z) M|^2 \leq K ||M||^2. \] \hspace{1cm} (4.55)

We next show

\[ \sup_{z \in C^+} \left| \left( (E \beta_1) I - z I + T_n \right)^{-1} \right| < \infty. \] \hspace{1cm} (4.56)

Denote the supports of the distributions \( H \) and \( F_{c,H} \) by \( S_H \) and \( S_{F_{c,H}} \) respectively. We see that \( \left| \left( (E \beta_1) I - z I + T_n \right)^{-1} \right| \) is bounded by \( 2^{1+n/(Nv_0)} \) on \( C_u \) by (4.38) and (4.39).

Consider \( x = x_\ell \) or \( x_r \) now. So \( x \in S_{c,H}^c \), where \( S_{F_{c,H}}^c \) denotes the complement of \( S_{F_{c,H}} \). We next prove that \( t - x + \frac{1}{1 + cm_H (x)} \neq 0 \) for any \( t \in S_H \) and \( x \in I \subset S_{F_{c,H}}^c \) where \( I \) is an open interval by following a line similar to Theorem 4.1 of Silverstein and Choi (1995). For any \( x_0 \in I \), let \( m_0 = m^0(x_0) \) and \( D = \{ z \in \mathbb{C} : \text{Im} z > 0 \} \). Let \( m = m(z) = z - \frac{1}{1 + cm_H (z)} \in D \) (for \( z \in D \)). From (4.5) we have

\[ z(m) = m + \frac{1}{1 + cm_H (m)}. \] \hspace{1cm} (4.57)

Since \( m'(x_0) = 1 + \frac{m^0(x_0)'}{(1 + cm_H(x_0))^2} > 0 \), \( m(z) \) has an inverse \( \tilde{z}(m) \) in a neighborhood \( V \) of \( x_0 \) by the inverse function theory. By the open mapping theorem \( m(V) \) is open and includes \( (x_0 - \frac{1}{1 + cm_0}) \). It follows that \( \tilde{z}(m) \to x_0 \) as \( m \in m(V) \to (x_0 - \frac{1}{1 + cm_0}) \). However we must have \( \tilde{z}(m) = z(m) \) on
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\[ m(V \cap D) = m(V) \cap D \] due to (4.57) and (4.5). Therefore we have \( z(m) \to x_0 \) as \( m \to (x_0 - \frac{1}{1+cm_0}) \).

(4.57) can be further rewritten as

\[ m_H(m) = \frac{1}{c(z(m) - m)} - \frac{1}{c}. \]

Hence \( m_H(m) \) converges to a real number when \( m \to (x_0 - \frac{1}{1+cm_0}) \).

By Theorem 2.1 of Silverstein and Choi (1995) \( H'(x_0 - \frac{1}{1+cm_0}) = 0 \). This implies \( H' = 0 \) on the set \( J \equiv \{ x - \frac{1}{1+cm'(x)} : x \in I \subset S_{F_c,H}^c \} \) which is open due to the monotonicity of \( (x - \frac{1}{1+cm'(x)}) \) on \( I \). Hence \( H \) is constant on \( J \), which implies that \( J \subset S_{H}^c \). Therefore if \( t \) is in the support of \( H \), we then have \( t \neq x - \frac{1}{1+cm'(x)} \), i.e. \( t - x + \frac{1}{1+cm'(x)} \neq 0 \).

Since \( m^0(z) \) is continuous on \( C^0 \equiv \{ x + iv : v \in [0,v_0] \} \), there exist positive constants \( \eta \) and \( \kappa \) such that for \( t_0 \) in the support of \( H(x) \)

\begin{align*}
\inf_{z \in C^0} |t_0 - z + \frac{1}{1+cm^0(z)}| > \eta \quad \text{and} \quad \sup_{z \in C^0} |m^0(z)| < \kappa. \tag{4.58}
\end{align*}

Also from (4.50), (4.51) and (4.54) we have

\[ \sup_{z \in C^0_\ast} |E\beta_1 - \frac{1}{1+cm^0(z)}| \to 0. \tag{4.59} \]

Moreover, since \( F^{T_n} \overset{D}{\to} H(x) \), for all large \( n \), there exists an eigenvalue \( \mu \) of \( T_n \) such that

\[ |\mu - t_0| < \eta/4. \tag{4.60} \]

We conclude from (4.60), (4.59) and (4.58) that

\[ \inf_{z \in C^0_\ast} |\mu - z + E\beta_1| > \eta/2, \tag{4.61} \]

which ensures (4.56).
With $H_1 = E\beta_1(z)I - zI + T_n$, write

$$D(z) - H_1 = \sum_{j=1}^{N} r_j r_j^* - (E\beta_1(z))I. \quad (4.62)$$

Postmultiplying $D^{-1}(z)$ and premultiplying $H^{-1}_1$ on the both sides, taking expectation and using an equality similar to (4.36) we get

$$H^{-1}_1 - ED^{-1}(z) = H^{-1}_1 \sum_{j=1}^{N} E\left(r_j \beta_j(z) r_j^* D_j^{-1}(z)\right) - H^{-1}_1 (E\beta_1(z)) ED^{-1}(z)$$

$$= NE\left[\beta_1(z)\left(H^{-1}_1 r_1 r_1^* D^{-1}_1(z) - \frac{1}{N} H^{-1}_1 ED^{-1}(z)\right)\right]. \quad (4.63)$$

Taking trace on both sides, we have

$$n \int \frac{dH_n(x)}{x - (z - E\beta_1(z))} = E m_n(z)$$

$$= NE \left[\beta_1(z)\left(r_1^* D^{-1}_1(z)H^{-1}_1 r_1 - \frac{1}{N} tr H^{-1}_1 ED^{-1}(z)\right)\right]. \quad (4.64)$$

When there is no confusion, we below drop $z$ from $\beta_1(z), \gamma_1(z), b_n(z)$, etc. By (4.25), we have

$$E tr H^{-1}_1 D^{-1}_1(z) - E tr H^{-1}_1 D^{-1}_1(z) = E \left[\beta_1(z) tr H^{-1}_1 D^{-1}_1(z) r_1 r_1^* D^{-1}_1(z)\right]$$

$$= b_n(z)E \left[(1 - \beta_1 \gamma_1) r_1^* D^{-1}_1(z) H^{-1}_1 D^{-1}_1(z) r_1\right]. \quad (4.65)$$

where the last equality uses $\beta_1 = b_n - \beta_1 b_n \gamma_1$. In view of (4.53), (4.50) and (4.56), we obtain

$$E \beta_1(z) \gamma_1 r_1^* D^{-1}_1(z) H^{-1}_1 D^{-1}_1(z) r_1 \leq KN^{-1}, \quad (4.66)$$

which implies that

$$\left|4.65 - N^{-1} b_n E D^{-1}_1(z) H^{-1}_1 D^{-1}_1(z)\right| \leq KN^{-1}. \quad (4.67)$$
Since \( \beta_1 = b_n - b_n^2 \gamma_1 + \beta_1 b_n^2 \gamma_1^2 \) we may write
\[
\mathbb{E}(\beta_1 r_1^* D_1^{-1}(z) H_1^{-1} r_1) = \mathbb{E}(\beta_1 \text{tr} H_1^{-1} D_1^{-1}(z))
\]
\[
= -b_n^2 \mathbb{E}(\gamma_1 r_1^* D_1^{-1}(z) H_1^{-1} r_1)
\]
\[
+ b_n^2 \mathbb{E}(\beta_1 r_1^* D_1^{-1}(z) H_1^{-1} r_1)(\mathbb{E}(\beta_1 \gamma_1^2) \text{tr} H_1^{-1} D_1^{-1}(z))
\]
\[
= -b_n^2 \mathbb{E}(\gamma_1 r_1^* D_1^{-1}(z) H_1^{-1} r_1) + b_n^2 \mathbb{E}(\beta_1 \gamma_1^2 \text{tr} D_1^{-1}(z) H_1^{-1})
\]
\[
+ b_n^2 \mathbb{E}[N \beta_1 \gamma_1^2 r_1^* D_1^{-1}(z) H_1^{-1} r_1 - \beta_1 \gamma_1^2 \text{tr} D_1^{-1}(z) H_1^{-1}] .
\]

One may refer to a similar expansion on page 587 of Bai and Silverstein (2004). It follows from (4.50), (4.56) and (4.53) that
\[
\left| \mathbb{E}[N \beta_1(z) \gamma_1^2(z) r_1^* D_1^{-1}(z) H_1^{-1} r_1 - \beta_1 \gamma_1^2 \text{tr} D_1^{-1}(z) H_1^{-1}] \right| \leq K \delta_n^2 .
\]

By (4.51), (4.50), (4.56) and (4.55) we have
\[
\left| \mathbb{E}(\beta_1 \gamma_1^2, \text{tr} D_1^{-1}(z) H_1^{-1}) \right| 
\]
\[
\leq (\mathbb{E}|\beta_1|^4)^{1/4}(\mathbb{E}|\gamma_1|^8)^{1/4}(\mathbb{E}|\text{tr} D_1^{-1}(z) H_1^{-1} - \mathbb{E}\text{tr} D_1^{-1}(z) H_1^{-1}|^2)^{1/2}
\]
\[
\leq K \delta_n^3 N^{-1/4} .
\]

We conclude from (4.50), (4.51) and \( \beta_1 = b_n - \beta_1 b_n \gamma_1 \) that
\[
\mathbb{E}\beta_1 = b_n + O(N^{-1/2}) .
\]

By the definition of \( \gamma_1 \) we have
\[
\mathbb{E}N \gamma_1 r_1^* D_1^{-1} H_1^{-1} r_1
\]
\[
= \mathbb{E}(r_1^* D_1^{-1} r_1 - N^{-1} \text{tr} D_1^{-1})(r_1^* D_1^{-1} H_1^{-1} r_1 - N^{-1} \text{tr} D_1^{-1} H_1^{-1})
\]
\[
+ N^{-1} \mathbb{E}(\text{tr} D_1^{-1}, \text{tr} D_1^{-1}(z) H_1^{-1}) .
\]
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\[ o(1) \]  
\[ + b_n^2(z)N^{-1} \text{tr} D_i^{-1} H_i^{-1} D_i^{-1} \]  
\[ - b_n^2 N \mathbb{E} \left[ (r_i^* D_i^{-1} r_i - N^{-1} \text{tr} D_i^{-1}) (r_i^* D_i^{-1} H_i^{-1} r_i - N^{-1} \text{tr} D_i^{-1} H_i^{-1}) \right] \]

Using (4.33) on (4.68) and by the assumptions under the complex case, we have
\[ n \left( \int \frac{dH_n(x)}{x - (z - \mathbb{E} \beta \beta^*)} - \mathbb{E} m_n(z) \right) \to 0, \text{ as } N \to \infty, \]
while under the real case
\[ n \left( \int \frac{dH_n(x)}{x - (z - \mathbb{E} \beta \beta^*)} - \mathbb{E} m_n(z) \right) = - b_n^2 N^{-1} \text{tr} D_i^{-1} H_i^{-1} D_i^{-1} + o(1). \]

It is sufficient to find the limit of \( N^{-1} \text{tr} D_i^{-1} H_i^{-1} D_i^{-1} \). Applications of (4.25), (4.51), (4.53) and (4.56) ensure that
\[ \mathbb{E} \text{tr} D_i^{-1} H_i^{-1} D_i^{-1} - \mathbb{E} \text{tr} D^{-1} H_i^{-1} D_i^{-1} \]
and
\[ \mathbb{E} \text{tr} D^{-1} H_i^{-1} D_i^{-1} - \mathbb{E} \text{tr} D^{-1} H_i^{-1} D_i^{-1} \]
are bounded. Hence it then reduces to considering the limit of
\[ N^{-1} \mathbb{E} \text{tr} D^{-1} H_i^{-1} D^{-1}. \]

From (4.62), similar to (4.63) we have
\[ D^{-1}(z) = H_i^{-1} - \sum_{j=1}^{N} \beta_j H_i^{-1} r_j r_j^* D_j^{-1}(z) + (\mathbb{E} \beta_i) H_i^{-1} D^{-1}(z) \]
\[ = H_i^{-1} + (\mathbb{E} \beta_i) A(z) + B(z) + C(z), \]
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where

\begin{align*}
A(z) &= -\sum_{j=1}^{N} H_1^{-1} \left( r_j r_j^* - N^{-1} I \right) D_j^{-1}(z), \\
B(z) &= -\sum_{j=1}^{N} \left( \beta_j - E \beta_1 \right) H_1^{-1} r_j r_j^* D_j^{-1}(z), \\
C(z) &= -N^{-1} (E \beta_1) H_1^{-1} \sum_{j=1}^{N} \left( D_j^{-1}(z) - D^{-1}(z) \right) \\
&= -N^{-1} (E \beta_1) H_1^{-1} \sum_{j=1}^{N} \beta_j D_j^{-1}(z) r_j r_j^* D_j^{-1}(z).
\end{align*}

It follows from (4.50) and (4.51) that

\begin{equation}
E |\beta_1 - E \beta_1|^2 \leq KN^{-1}. \tag{4.74}
\end{equation}

For any $n \times n$ matrix $M$, by (4.52), (4.53), (4.51) and (4.74) we obtain

\begin{align*}
|N^{-1} E tr B(z) M| &\leq K (E |\beta_1(z) - E \beta_1(z)|^2)^{1/2} (E |r_1^* r_1||D_1^{-1} M||^2)^{1/2} \\
&\leq KN^{-1/2} (E ||M||^4)^{1/4} \tag{4.75}
\end{align*}

and

\begin{align*}
|N^{-1} E tr C(z) M| &\leq KN^{-1} E |\beta_1(z)| r_1^* r_1 ||D_1^{-1}(z)||^2 ||M|| \\
&\leq KN^{-1} (E ||M||^2)^{1/2}. \tag{4.76}
\end{align*}

For any $n \times n$ nonrandom matrix $M$ with a bounded spectral norm, we write

\begin{equation}
tr A(z) D^{-1}(z) M = A_1(z) + A_2(z) + A_3(z), \tag{4.77}
\end{equation}

where

\begin{equation*}
A_1(z) = -tr \sum_{j=1}^{N} H_1^{-1} r_j r_j^* D_j^{-1}(z) \left( D^{-1}(z) - D_j^{-1}(z) \right) M,
\end{equation*}
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\[ A_2(z) = -\text{tr} \sum_{j=1}^{N} H_1^{-1} \left( r_j r_j^* D_j^{-2}(z) - N^{-1} D_j^{-2}(z) \right) M, \]

\[ A_3(z) = -\text{tr} \sum_{j=1}^{N} H_1^{-1} N^{-1} D_j^{-1}(z) \left( D_j^{-1}(z) - D^{-1}(z) \right) M. \]

Obviously \( E A_2(z) = 0 \) and similar to (4.76), we obtain

\[ |E N^{-1} A_3(z)| \leq KN^{-1}. \quad (4.78) \]

From (4.50) and (4.51)

\[ E|\beta_1 - b_n|^2 \leq KN^{-1}. \quad (4.79) \]

Using (4.53), (4.79) and (4.25) yields

\[ E N^{-1} A_1(z) = E \left[ \beta_1 r_1^* D_1^{-2}(z) r_1 r_1^* D_1^{-1}(z) M H_1^{-1} r_1 \right] \]

\[ = b_n E \left[ \left( N^{-1} \text{tr} D_1^{-2}(z) \right) \left( N^{-1} \text{tr} D_1^{-1}(z) M H_1^{-1} \right) \right] + o(1) \]

\[ = b_n E \left[ \left( N^{-1} \text{tr} D^{-2}(z) \right) \left( N^{-1} \text{tr} D^{-1}(z) M H_1^{-1} \right) \right] + o(1). \]

By (4.55) and (4.52), we have

\[ \left| \text{Cov} \left( N^{-1} \text{tr} D^{-2}(z), N^{-1} \text{tr} D^{-1}(z) M H_1^{-1} \right) \right| \]

\[ \leq \left( E|N^{-1} \text{tr} D^{-2}(z)|^2 \right)^{1/2} N^{-1} \left( E \left| \text{tr} D^{-1}(z) M H_1^{-1} - E \text{tr} D^{-1} M H_1^{-1} \right|^2 \right)^{1/2} \]

\[ \leq KN^{-1}. \]

We thus have

\[ E N^{-1} A_1(z) = b_n \left( E N^{-1} \text{tr} D^{-2}(z) \right) \left( E N^{-1} \text{tr} D^{-1}(z) M H_1^{-1} \right) + o(1). \quad (4.80) \]

Moreover, by (4.73), (4.75) and (4.76), we have

\[ E N^{-1} \text{tr} D^{-1}(z) H_1^{-2} = N^{-1} \text{tr} \left( H_1^{-1} + E B(z) + E C(z) \right) H_1^{-2} \]
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\[
= c_n \int \frac{dH_n(x)}{(x - z + \mathbb{E}\beta_1)^3} + o(1). \tag{4.81}
\]

From (4.73)-(4.81) we conclude that

\[
N^{-1}\text{tr}\mathbf{D}^{-1}(z)\mathbf{H}_1^{-1}\mathbf{D}^{-1}(z)
= \mathbb{E}N^{-1}\text{tr}\mathbf{D}^{-1}(z)\mathbf{H}_1^{-2} + b_n^2 \left(\mathbb{E}N^{-1}\text{tr}\mathbf{D}^{-2}(z)\right) \left(\mathbb{E}N^{-1}\text{tr}\mathbf{D}^{-1}(z)\mathbf{H}_1^{-2}\right) + o(1)
= c_n \int \frac{dH_n(x)}{(x - z + \mathbb{E}\beta_1)^3} + b_n^2c_n^2\mathbb{E} \int \frac{dF_n(x)}{(x - z)^2} \int \frac{dH_n(x)}{(x - z + \mathbb{E}\beta_1)^3} + o(1). \tag{4.82}
\]

This, together with (4.71), (4.56), (4.54) and (4.59), leads to

\[
n\left(\int \frac{dH_n(x)}{x - (z - \mathbb{E}\beta_1)} - \mathbb{E}m_n(z)\right) \tag{4.83}
= -c_n b_n^2 \int \frac{dH_n(x)}{(x - z + \mathbb{E}\beta_1)^3} - b_n^2c_n^2\mathbb{E} \int \frac{dF_n(x)}{(x - z)^2} \int \frac{dH_n(x)}{(x - z + \mathbb{E}\beta_1)^3} + o(1)
= -c_\omega^2(z) \int \frac{dH(x)}{(x - z + \omega(z))^3} - \omega^4(z)c^2 \int \frac{dF_{c,H}(x)}{(x - z)^2} \int \frac{dH(x)}{(x - z + \omega(z))^3} + o(1),
\]

where the last step uses

\[
\sup_{z \in C_n} |\mathbb{E} \int \left(\frac{dF_n(x)}{(x - z)^2} - \frac{F_{c,H}(x)}{(x - z)^2}\right)| \to 0, \quad \text{as} \quad n \to \infty, \tag{4.84}
\]

which can be proved similarly to (4.1) in Bai and Silverstein (2004).

Let \(\omega_n(z) = 1/(1 + c_n m_n^0(z))\). By (4.49) we then write

\[
n\left(\mathbb{E}m_n(z) - m_n^0(z)\right) = n\left(\mathbb{E}m_n(z) - \int \frac{dH_n(x)}{x - (z - \omega_n(z))}\right) \tag{4.85}
= n\left(\mathbb{E}m_n(z) - \int \frac{dH_n(x)}{x - (z - \mathbb{E}\beta_1)}\right) + n\left(\int \frac{dH_n(x)}{x - (z - \mathbb{E}\beta_1)} - \int \frac{dH_n(x)}{x - (z - \omega_n(z))}\right)
= n\left(\mathbb{E}m_n(z) - \int \frac{dH_n(x)}{x - (z - \mathbb{E}\beta_1)}\right) + n\left(\omega_n(z) - \mathbb{E}\beta_1\right) \int \frac{dH_n(x)}{(x - (z - \omega_n(z))) (x - (z - \mathbb{E}\beta_1))}. \]
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We next find the limit of $n \left( \varpi_n(z) - \mathbb{E} \beta_1 \right)$. Recall that $\beta_j^r(z) = 1/(1 + \frac{1}{N} \text{tr} D_j^{-1}(z))$ and let $\beta^r(z) = 1/(1 + \frac{1}{N} \text{tr} D^{-1}(z))$ and $b(z) = 1/(1 + \frac{1}{N} \text{tr} D^{-1}(z))$.

Write

$$n \left( \varpi_n(z) - \mathbb{E} \beta_1 \right) = n \left( \varpi_n(z) - \mathbb{E} \beta^r(z) \right) + n \left( \mathbb{E} \beta^r(z) - \mathbb{E} \beta_1^r(z) \right) + n(\mathbb{E} \beta_1^r(z) - \mathbb{E} \beta(z)).$$

(4.86)

First, by the fact that

$$\beta^r(z) = b(z) + \beta^r(z)b(z)(c_n \mathbb{E} m_n(z) - c_nm_n(z))$$

(4.87)

we have

$$n \left( \varpi_n(z) - \mathbb{E} \beta^r(z) \right) = n \mathbb{E} \left[ \varpi_n(z) \beta^r(z)(c_n m_n(z) - c_n m_n^0(z)) \right]$$

$$= n \mathbb{E} \left[ \varpi_n(z) b(z)(c_n m_n(z) - c_n m_n^0(z)) \right]$$

$$+ n \mathbb{E} \left[ \varpi_n(z) b(z) \beta^r(z)(c_n m_n(z) - c_n m_n^0(z))(\mathbb{E} c_n m_n(z) - c_n m_n(z)) \right]$$

$$= n \varpi_n(z) b(z) \mathbb{E} \left( c_n m_n(z) - c_n m_n^0(z) \right) + o(1),$$

(4.88)

where via $\text{(4.54), (4.55), (4.51) and (4.87)}$

$$n c_n^2 b(z) \varpi_n(z) \mathbb{E} \left[ \beta^r(z) \left( m_n(z) - m_n^0(z) \right) \left( \mathbb{E} m_n(z) - m_n(z) \right) \right]$$

$$= n c_n^2 b(z) \varpi_n(z) \left[ \mathbb{E} \left( \beta^r(z) \left( \mathbb{E} m_n(z) - m_n^0(z) \right) \left( \mathbb{E} m_n(z) - m_n(z) \right) \right) \right.$$  

$$- \mathbb{E} \left( \beta^r(z) \left( \mathbb{E} m_n(z) - m_n(z) \right) \right)$$

$$= o(1) + n c_n^2 b^2(z) \varpi_n(z) \left[ \mathbb{E} \left( \mathbb{E} m_n(z) - m_n(z) \right)^2 - \mathbb{E} \left( \beta^r(z) \left( \mathbb{E} m_n(z) - m_n(z) \right) \right) \right]$$

$$= o(1),$$

(4.89)

the last step using $\mathbb{E} |m_n(z) - \mathbb{E} m_n(z)|^6 = O(n^{-3})$ (see the argument above (3.5) of Bai and Silverstein (2004)).
As for the second term on the right side of (4.86), by (4.25), we obtain

\[ n \left( \mathbb{E} \beta^{tr}(z) - \mathbb{E}_{1}\beta^{tr}(z) \right) = \frac{n}{N} \mathbb{E} \left[ \beta^{tr}(z) \beta_{1}^{tr}(z) tr \left( D_{1}^{-1}(z) - D^{-1}(z) \right) \right] \]

\[ = \frac{n}{N} \mathbb{E} \left[ \beta^{tr}(z) \beta_{1}^{tr}(z) r_{1} D_{1}^{-2}(z) r_{1} \beta_{1}(z) \right] = c^{2} \varpi^{3}(z) \int \frac{dF_{c,H}(x)}{(x-z)^{2}} + o(1) \tag{4.90} \]

where the last step uses (4.54), (4.55), (4.51), (4.53), (4.84) and (4.79).

As for the third term on the right side of (4.86) we conclude from (4.26) and (4.53) that

\[ n \left( \mathbb{E} \beta^{tr}_{1}(z) - \mathbb{E}_{1}\beta(z) \right) = -n \mathbb{E} \left( (\beta^{tr}_{1}(z))^{2} \beta_{j}(z) \varphi^{2}(z) \right) \]

\[ = -n \mathbb{E} \left( \varphi^{2}(z) (\beta^{tr}_{1}(z))^{3} \right) + n \mathbb{E} \left( \varphi^{2}(z) \beta_{j}(z) (\beta^{tr}_{1}(z))^{3} \right) = -n \mathbb{E} \left( \varphi^{2}(z) (\beta^{tr}_{1}(z))^{3} \right) + o(1). \tag{4.91} \]

Moreover by (4.53), (4.55), (4.33) and (4.54) we have for the real case

\[ n \mathbb{E} \left( \varphi^{2}(z) (\beta^{tr}_{1}(z))^{3} \right) = -\frac{\mathbb{E} \varphi^{2}(z)}{(1 + c_{n} m_{n}(z))^{3}} + o(1) = -2c^{2} \varpi^{3}(z) \int \frac{dF_{c,H}(x)}{(x-z)^{2}} + o(1), \]

while the limit is half of the above in the complex case. This implies that in the real case

\[ n \left( \mathbb{E} \beta^{tr}_{1}(z) - \mathbb{E}_{1}\beta(z) \right) \rightarrow -2c^{2} \varpi^{3}(z) \int \frac{dF_{c,H}(x)}{(x-z)^{2}}, \text{ as } N \rightarrow \infty, \tag{4.92} \]

while the limit is half of the above in the complex case.

Summarizing the above we conclude that

\[ n \left( \varpi_{n}(z) - \mathbb{E} \beta_{1}(z) \right) \]

\[ = \begin{cases} 
    c_{n} \varpi_{n}(z) b(z) n \mathbb{E} \left( m_{n}(z) - m_{0}^{n}(z) \right) - c^{2} \varpi^{3}(z) \int \frac{dF_{c,H}(x)}{(x-z)^{2}} + o(1) & \text{in the real case} \\
    c_{n} \varpi_{n}(z) b(z) n \mathbb{E} \left( m_{n}(z) - m_{0}^{n}(z) \right) + o(1) & \text{in the complex case}
\end{cases} \tag{4.93} \]

The proof for (4.47) also shows that

\[ \left| c_{n} \varpi_{n}^{2}(z) \int \frac{dH_{n}(x)}{(x-(z-\varpi_{n}(z)))^{2}} \right| < 1. \]
This, together with (4.85), (4.93), (4.56) and (4.54), yields

\[
n \left( E m_n(z) - m_0^0(z) \right) \to \begin{cases} n \left( E m_n(z) - \int \frac{dH_n(x)}{x-z} \right) - c^2 \omega^3(z) \int \frac{dF c,H(x)}{(x-z)^2} \int \frac{dH_n(x)}{x-(z-w_n(x))}^2 & + o(1), \quad \text{in the real case} \\
o(1), & \text{in the complex case} \\
\end{cases}
\]

where we use

\[
m_r(z) = \int \frac{dH(x)}{(x-z+\omega(z))^r}, \quad \left( m^0(z) \right)' = \int \frac{dF c,H(x)}{(x-z)^2}.
\]

### 4.1.3.4 Step 4: Boundness and equicontinuous of \( M_n^{(2)}(z) \)

Boundness and equicontinuous of \( M_n^{(2)}(z) \) can be similarly proved as in the last paragraph of Section 4 in [Bai and Silverstein (2004)](#).

\[\Box\]

### 4.2 Verification of Remark 2

This section is to verify the asymptotic means and covariances in Theorem 1.1 of [Bai and Silverstein (2004)](#) and in Theorem 6 are the same when \( T_n \) and \( R_n \) become zero matrix and identity matrix respectively, as pointed out in Remark 2.

Consider (4.11) first. When \( T_n \) is a zero matrix, by (4.5), the Stieltjes transform \( m^0(z) \) satisfies the following equation

\[
m^0(z) = \frac{1}{1 - z - c - cm^0(z)}. \quad (4.94)
\]
Define $R_n = \frac{1}{N}X^*X$ and denote its limiting Stieltjes transform by $m^0(z)$. Then $m^0(z)$ and $m^0(z)$ have the relation

$$m^0(z) = -\frac{1-c}{z} + cm^0(z). \quad (4.95)$$

By (4.94) and (4.95), we have

$$m^0(z) = -\frac{1}{zm^0(z)} - 1. \quad (4.96)$$

Moreover, from (4.5)

$$\frac{1}{m^0(z)} = \frac{1}{1 + cm^0(z)} - z. \quad (4.97)$$

Combining (4.96) with (4.97), we get

$$zm^0(z) = -\frac{1}{1 + cm^0(z)}. \quad (4.98)$$

We then conclude from (4.98) that

$$\frac{c(m^0(z))'}{(1 + cm^0(z))^2} = -\left(\frac{1}{1 + cm^0(z)}\right)' = (zm^0(z))'. \quad (4.99)$$

It follows that

$$1 + \frac{c(m^0(z_1))'}{(1 + cm^0(z_1))^2} + \frac{c(m^0(z_2))'}{(1 + cm^0(z_2))^2} + \frac{c(m^0(z_1))'}{(1 + cm^0(z_1))^2} \cdot \frac{c(m^0(z_2))'}{(1 + cm^0(z_2))^2} = 1 + (z_1m^0(z_1))' + (z_2m^0(z_2))' + (z_1m^0(z_1))' (z_1m^0(z_1))'. \quad (4.100)$$

On the other hand, since (4.95) has an inverse (one may also see (1.2) in Bai and Silverstein (2004))

$$z = -\frac{1}{m^0(z)} + \frac{c}{1 + m^0(z)^2}. \quad (4.101)$$

we have

$$z(1 + m^0(z)) = -1 + c - \frac{1}{m^0(z)}. \quad (4.102)$$
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From this, we have

\[
(zm^0(z))' = \left(\frac{m^0(z)}{m^0(z)}\right)' - 1. \tag{4.103}
\]

Thus by (4.98) and (4.102), we have

\[
z_2 - z_1 + s(z_1, z_2) = z_2\left(1 + m^0(z_2)\right) - z_1\left(1 + m^0(z_1)\right)
= -\frac{1}{m^0(z_2)} + \frac{1}{m^0(z_1)} = \frac{m^0(z_2) - m^0(z_1)}{m^0(z_1)m^0(z_2)}. \tag{4.104}
\]

We then conclude from (4.100), (4.103) and (4.104) that

\[
\left[1 + \frac{c(m^0(z_1))'}{(1 + cm^0(z_1))^2} + \frac{c(m^0(z_2))'}{(1 + cm^0(z_2))^2} + \frac{c(m^0(z_1))'}{(1 + cm^0(z_1))^2} \frac{c(m^0(z_2))'}{(1 + cm^0(z_2))^2}\right]
\times \frac{1}{(z_2 - z_1 + s(z_1, z_2))^2}
= \left[1 + \frac{m^0(z_1)}{m^0(z_1)} - 1 + \frac{m^0(z_2)}{m^0(z_2)} - 1 + \frac{(m^0(z_1))'}{(m^0(z_1))^2} - 1\right]
\times \left(\frac{m^0(z_2) - m^0(z_1)}{m^0(z_1)m^0(z_2)}\right)^2
= \frac{(m^0(z_1))'(m^0(z_2))'}{(m^0(z_1) - m^0(z_2))^2}. \tag{4.105}
\]

In view of (4.105) we see that (1.7) in Bai and Silverstein (2004) and (4.11) are the same when \(T_n\) is a zero matrix and \(R_n\) is an identity matrix.

We next consider the asymptotic mean (4.10). When \(T_n = 0\), by (4.5), we get

\[
m_r(z) = (m^0(z))'. \tag{4.106}
\]

Moreover we obtain from (4.96) and (4.98)

\[
m^0(z) = -\frac{1}{z(m^0(z) + 1)}, \quad \varpi(z) = -zm^0(z). \tag{4.107}
\]

From (4.106) and (4.107), it follows that

\[
\varpi'(z)m_r(z) = \left(m^0(z)\right)'^r(1 + m^0(z))^{-r}. \tag{4.108}
\]
This ensures that \( \mathbb{E}M(z) \) in (4.21) can be written as
\[
\mathbb{E}M(z) = \frac{c(m^0(z))^3(1 + m^0(z))^{-3} \left( \frac{1}{\varpi(z)} + c\varpi(z)(m^0(z))' - c(m^0(z))' \frac{1}{m^0(z)} \right)}{1 - c(m^0(z))^2(1 + m^0(z))^{-2}}.
\] (4.109)

Comparing (4.109) with (1.6) in Bai and Silverstein (2004), it is sufficient to prove that
\[
\frac{1}{\varpi(z)} + c\varpi(z)(m^0(z))' - c(m^0(z))' \frac{1}{m^0(z)} = \frac{1}{1 - c(m^0(z))^2(1 + m^0(z))^{-2}}.
\] (4.110)

In view of (4.107) we have
\[
\frac{1}{\varpi(z)} + c\varpi(z)(m^0(z))' - c(m^0(z))' \frac{1}{m^0(z)} = - \frac{1}{zm^0(z)} + c(m^0(z))' z.
\] (4.111)

Taking derivative with respect to \( z \) on the both sides of (4.95) we have
\[
c(m^0(z))' z = (m^0(z))' z - \frac{1 - c}{z} = \frac{c(m^0(z))^2(1 + m^0(z))^{-1} - m^0(z)}{1 - c(m^0(z))^2(1 + m^0(z))^{-2}} - \frac{1 - c}{z},
\] (4.112)
the last step using the expression (4.101) for \( z \).

In view of (4.110), (4.111) and (4.112) it is enough to show
\[
-\frac{1}{z} \left( \frac{1}{zm^0(z)} + 1 - c \right) = \frac{1 + m^0(z) - c(m^0(z))^2(1 + m^0(z))^{-1}}{1 - c(m^0(z))^2(1 + m^0(z))^{-2}}.
\] (4.113)

From (4.102) the left hand side of (4.113) becomes \( 1 + m^0(z) \). Because it is easy to check that
\[
\left( 1 + m^0(z) \right) \left( 1 - c(m^0(z))^2(1 + m^0(z))^{-2} \right) = 1 + m^0(z) - c(m^0(z))^2(1 + m^0(z))^{-1},
\]
we get (4.113). The proof is completed.
Chapter 5

Independence Test For A Large Panel Data

5.1 Theory and Methodology

Before we establish the main theory and methodology, we first introduce the following assumptions:

Assumption 1. For each $i = 1, \ldots, p$, $X_{i1}, \ldots, X_{ni}$ are independent and identically distributed (i.i.d) random variables with mean zero and variance one. When $X_{ji}$’s are complex random variables, we require $E X_{ji}^2 = 0$.

Assumption 2. $p = p(n)$ with $\frac{p}{n} \to c \in (0, \infty)$ as $n \to \infty$.

We stack $p$ time series one by one to form a data matrix $X = (x_1, \ldots, x_p)$. Moreover, denote the sample covariance matrix by

$$A_n = \frac{1}{n}X^*X,$$

where $X = (x_1, \ldots, x_p) = (y_1, \ldots, y_n)^T$, $y_j^T$ denotes the $j$-th row of the matrix $X$ and $X^*$ is the Hermitian transform of the matrix $X$. The empirical
spectral distribution (ESD) of the sample covariance matrix $A_n$ is defined as

$$F^{A_n}(x) = \frac{1}{p} \sum_{i=1}^{p} I(\lambda_i \leq x), \quad (5.1)$$

where $\lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_p$ are eigenvalues of $A_n$.

It is well-known that under Assumptions 1 and 2, if $x_1, \ldots, x_p$ are independent then $F^{A_n}(x)$ converges with probability one to the Marcenko-Pastur Law $F^c(x)$ (see Marcenko-Pastur (1967)) whose density has an explicit expression of the form

$$f_c(x) = \begin{cases} 
\frac{1}{2\pi \sqrt{bc}} \sqrt{(b-x)(x-a)}, & a \leq x \leq b; \\
0, & \text{otherwise};
\end{cases} \quad (5.2)$$

and a point mass $1 - 1/c$ at the origin if $c > 1$, where $a = (1 - \sqrt{c})^2$ and $b = (1 + \sqrt{c})^2$.

When there is some correlation structure among $x_1, \ldots, x_p$, denote by $T_p$ the covariance matrix of each row, $y_j^T$, of $X$ (more specifically, we need to assume $y_j = T_p^{1/2} w_j$ whose definitions are given in Assumption 3 below). Then, under Assumptions 1 and 2, if $F^{T_p}(x) \xrightarrow{D} H(x)$, then $F^{A_n}$ converges with probability one to a non-random distribution function $F^{c,H}$ whose Stieltjes transform satisfies (see Silverstein (1995))

$$m(z) = \int \frac{1}{x(1-c - czm(z)) - z} dH(x), \quad (5.3)$$

where the Stieltjes transform $m_G$ for any c.d.f $G$ is defined as

$$m_G(z) = \int \frac{1}{\lambda - z} dG(\lambda), \quad \text{Im}z > 0 \quad (5.4)$$

and $G$ can be recovered by the inversion formula

$$G\{[x_1, x_2]\} = \frac{1}{\pi} \lim_{\varepsilon \to 0^+} \int_{x_1}^{x_2} \text{Im}(m_G(x + i\varepsilon)) dx,$$
where $x_1$ and $x_2$ are continuity points of $G$.

Moreover, equation (5.3) takes a simpler form when $F^{c,H}$ is replaced by

$$F^{c,H} = (1 - c)I_{[0,\infty]} + cF^{c,H},$$

which is the limiting ESD of $A_n = \frac{1}{n}XX^*$. Its Stieltjes transform

$$m(z) = -\frac{1}{z} + cm(z)$$

has an inverse

$$z = z(m) = \frac{1}{m} + c \int \frac{x}{1 + xm} dH(x).$$

The construction of our test statistic relies on the following observation: the limit of the ESD of the sample covariance matrix $A_n$ is the M-P law by (5.2) when $x_1, \cdots, x_p$ are independent and satisfy Assumptions 1 and 2, while the limit of the ESD is determined from (5.3) when there is some correlation among $x_1, \cdots, x_p$ with the covariance matrix $T_p$ different from the identity matrix. Moreover, preliminary investigations indicate that when $x_1, \cdots, x_p$ are only uncorrelated (without any further assumptions), the limit of the ESD of $A_n$ is not the M-P law (see Ryan and Debbah (2009)). From this point, any deviation of the limit of the ESD from the M-P law is evidence of dependence. So, these motivate us to use the ESD of $A_n$, $F^{A_n}(x)$, as a test statistic. However, there is no central limit theorem for $(F^{A_n}(x) - F^c(x))$, as argued by Bai and Silverstein (2004). Therefore, instead, we consider the characteristic function of $F^{A_n}(x)$.

The characteristic function of $F^{A_n}(x)$ is

$$s_n(t) \triangleq \int e^{itx}dF^{A_n}(x) = \frac{1}{p} \sum_{i=1}^{p} e^{it\lambda_i},$$

where $\lambda_i, i = 1, \ldots, p$ are eigenvalues of the sample covariance matrix $A_n$. 
Our test statistic is then proposed as follows:

\[ M_n = \int_{T_1}^{T_2} |s_n(t) - s(t)|^2 dU(t), \]  

where \( s(t) := s(t, c_n) \) is the characteristic function of \( F^{c_n}(x) \), obtained from the M-P law \( F^c(x) \) with \( c \) being replaced by \( c_n = p/n \), and \( U(t) \) is a weight function with its support on a compact interval, say \([T_1, T_2]\).

To develop the asymptotic distribution of \( M_n \) under a local alternative, the following assumption is needed.

**Assumption 3.** Let \( T_p \) be a \( p \times p \) random Hermitian nonnegative definite matrix with a bounded spectral norm. Let \( y_j^T = w_j^T T_p^{1/2} \), where \( T_p^{1/2} \) is the \( p \times p \) Hermitian matrix that satisfies \( (T_p^{1/2})^2 = T_p \) and \( w_j^T = (W_{j1}, \ldots, W_{jp}), j = 1, \ldots, n \) are i.i.d random vectors, in which \( W_{ji}, j \leq n, i \leq p \) are i.i.d with mean zero, variance one and finite fourth moment.

The empirical spectral distribution \( F^{T_p} \) of \( T_p \) converges weakly to a distribution \( H \) on \([0, \infty)\) as \( n \rightarrow \infty \); all the diagonal elements of the matrix \( T_p \) are equal to 1.

Note that under Assumption 3, \( A_n \) becomes \( T_p^{1/2} W^* W T_p^{1/2} \), where \( W = (w_1, \ldots, w_n)^T \). The assumption that all the diagonal elements of \( T_p \) are equal to 1 is used to guarantee that \( EX_{ji}^2 = 1 \). Under Assumption 3, when \( T_p = I_p \), the random vectors \( x_1, \ldots, x_p \) are independent and when \( T_p \neq I_p \), they are not independent. For convenience, we name this dependent structure as ‘linear dependence’.

To develop the asymptotic distribution of the test statistic, write

\[ G_n(x) = p[F^{A_n}(x) - F^{c_n}(x)]. \]  

Then, \( p(s_n(t) - s(t)) \) can be decomposed as sum of the stochastic part
and the non–stochastic part as follows:

\[ p(s_n(t) - s(t)) = \int e^{itx} dG_n(x) \]

\[ = \int e^{itx} \left( p \left[ F^A_n(x) - F^{c_n,H_n}(x) \right] \right) + \int e^{itx} \left( p \left[ F^{c_n,H_n}(x) - F^{c_n,H_n}(\mathbf{5}) \right] \right) \]

where \( F^{c_n,H_n} \) is obtained from \( F^{c,H} \) with \( c \) and \( H \) replaced by \( c_n = p/n \) and \( H_n = F^{T_p} \).

To simplify the statements of the following theorems, we introduce some notation here:

\[ \delta_1(t) = \lim_{n \to \infty} \int \cos(tx) dp \left( F^{c_n,H_n}(x) - F^{c_n}(x) \right), \]

\[ \delta_2(t) = \lim_{n \to \infty} \int \sin(tx) dp \left( F^{c_n,H_n}(x) - F^{c_n}(x) \right), \quad (5.12) \]

\[ \rho_1(t) = \int_{\gamma} \cos(tz) \frac{cm^3(z)h_2(z)}{1 - c \int \frac{m^2(z)v^2(1 + \tau m(z))^{-2}dH(\tau)}{dm(z)}} dz, \]

\[ \rho_2(t_j,t_h) = \int_{\gamma_1} \int_{\gamma_2} \cos(t_jz_1)sin(t_hz_2) \left( \frac{d}{dz_2} - \frac{1}{m(z_1)} \frac{d}{dz_1} \right) m(z_1)m(z_2)h_1(z_1,z_2) dz_1 dz_2, \]

\[ \rho_3(t_j,t_h) = \int_{\gamma_1} \int_{\gamma_2} \cos(t_jz_1)sin(t_hz_2) \left( \frac{d^2}{dz_1 dz_2} - \frac{1}{m(z_1)} \frac{d^2}{dz_1 dz_2} \right) m(z_1)m(z_2)h_1(z_1,z_2) dz_1 dz_2, \]

\[ E(V^{re}(t)) = \frac{1}{2\pi i} \int_{\gamma} \cos(tz) \frac{c \int \frac{m^3(z)v^2(1 + \tau m(z))^{-3}dH(\tau)}{dm(z)}}{1 - c \int \frac{m^2(z)v^2(1 + \tau m(z))^{-2}dH(\tau)}{dm(z)}} dz \]

\[ - \frac{EX_{11}^4 - 3}{2\pi i} \rho_1(t), \quad (5.13) \]

\[ Cov \left( V^{re}(t_j), Z^{re}(t_h) \right) = -\frac{1}{2\pi^2} \rho_2(t_j,t_h) - \frac{c(EX_{11}^4 - 3)}{4\pi^2} \rho_3(t_j,t_h), \quad (5.14) \]

\[ E(V^{im}(t)) = -\frac{E|X_{11}|^4 - 2}{2\pi i} \rho_1(t), \quad (5.15) \]

and

\[ Cov \left( V^{im}(t_j), Z^{im}(t_h) \right) = -\frac{1}{4\pi^2} \rho_2(t_j,t_h) - \frac{c(E|X_{11}|^4 - 2)}{4\pi^2} \rho_3(t_j,t_h). \quad (5.16) \]

We now state the first theorem of this chapter.
Theorem 7. In addition to Assumptions 1 and 2, let the fourth moment of each $X_{ji}$ be finite.

1) Suppose that Assumption 3 and the following conditions hold:

$$\frac{1}{n} \sum_{i=1}^{n} e_i^T T_p^{1/2} (m(z_1)p + I)^{-1} T_p^{1/2} e_i e_i^T T_p^{1/2} (m(z_2)p + I)^{-1} T_p^{1/2} e_i \to h_1(z_1, z_2)$$

(5.17)

and

$$\frac{1}{n} \sum_{i=1}^{n} e_i^T T_p^{1/2} (m(z)p + I)^{-1} T_p^{1/2} e_i e_i^T T_p^{1/2} (m(z)p + I)^{-2} T_p^{1/2} e_i \to h_2(z),$$

(5.18)

where $e_i^*$ is the $n$-dimensional row vector with the $i$-th element being 1 and others 0. Then the scaled proposed test statistic $p^2 M_n$ converges in distribution to a random variable $R$ of the form

$$R = \int_{T_1}^{T_2} (|V(t) + \delta_1(t)|^2 + |Z(t) + \delta_2(t)|^2) dU(t),$$

(5.19)

where $(V(t), Z(t))$ is a Gaussian vector and $\delta_j(t)$, $j = 1, 2$ are defined in (5.12).

Denote $(V(t), Z(t))$ by $(V^{re}(t), Z^{re}(t))$ when $X_{11}$ is real and the mean of $V^{re}(t)$ is specified in (5.13). Replacing $\cos(tz)$ in $E(V^{re}(t))$ by $\sin(t_j z)$ yields the expression of $E(Z^{re}(t))$; the covariance of $(V^{re}(t), Z^{re}(t))$ is given in (5.14).

Denote $(V(t), Z(t))$ as $(V^{im}(t), Z^{im}(t))$ when $X_{11}$ is complex with $EX^2_{11} = 0$ and then the mean of $V^{im}(t)$ is specified in (5.15). Similarly replacing $\cos(tz)$ in $E(V^{im}(t))$ by $\sin(t_j z)$ yields the expression of $E(Z^{im}(t))$ in this case; the covariance of $(V^{im}(t), Z^{im}(t))$ is given in (5.16).

In both cases, the definitions of $\text{Cov}(V(t_j), V(t_h))$ and $\text{Cov}(Z(t_j), Z(t_h))$ are similar to that of $\text{Cov}(V(t_j), Z(t_h))$ except replacing $\cos(t_j z)\sin(t_h z)$ by $\cos(t_j z)\cos(t_h z)$ and $\sin(t_j z)\sin(t_h z)$ respectively. The contours $\gamma$, $\gamma_1$ and
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\( \gamma_2 \) above are all closed and are taken in the positive direction in the complex plane, each enclosing the support of \( F_{c,H}^{c}. \) Also \( \gamma_1 \) and \( \gamma_2 \) are disjoint.

2) Under the null hypothesis \( H_0 \) the scaled statistic \( p^2 M_n \) then converges in distribution to

\[
R_0 = \int_{T_1}^{T_2} (|\tilde{V}(t)|^2 + |\tilde{Z}(t)|^2) dU(t),
\]

where the distribution of \((\tilde{V}(t), \tilde{Z}(t))\) can be obtained from that of \((V(t), Z(t))\) with \( H(\tau) \) being the degenerate distribution at the point 1, \( m(z) \) being the Stieltjes transform of the M-P law, \( h_1(z_1, z_2) = \frac{1}{(m(z_1)+1)(m(z_2)+1)} \) and \( h_2(z) = \frac{1}{(m(z)+1)^3}. \)

**Remark 10.** Assumption 1 assumes that all the entries of \( x_i \) are identically distributed. It is of practical interest to consider removing the identical distribution condition. Instead of assuming identically distributed entries for \( x_i \), we need only to impose the following additional assumptions: for any \( k = 1, \ldots, p; j = 1, \ldots, n, \) \( E[X_{jk}] = 0, E[X_{jk}^2] = 1, \) \( \sup_{j,k} E[X_{jk}^4] < \infty \) and for any \( \eta > 0, \)

\[
\frac{1}{\eta^4 np} \sum_{j=1}^{n} \sum_{k=1}^{p} E[|X_{jk}|^4 I_{(|X_{jk}| \geq \eta \sqrt{n})}] \to 0, \text{ as } n \to \infty. \quad (5.21)
\]

A careful checking on the arguments of Theorem 1.1 of Bai and Silverstein (2004) and Theorem 1.4 of Pan and Zhou (2008) indicates that Lemma 20 listed in the Appendix still holds and hence Theorem 7 holds under (5.21).

For the expressions of the mean and covariance of the asymptotic random vector, we substitute the fourth moment \( E|W_{11}|^4 \) in Lemma 20 with the average of all the fourth moments of all the entries, i.e.

\[
\frac{\sum_{j=1}^{n} \sum_{k=1}^{p} E|W_{jk}|^4}{np}.
\]

Here we would like to point out that there is no need to impose conditions (5.17) and (5.18) when establishing the asymptotic distribution of the
test statistic under the null hypothesis (the second part of the above theorem). Moreover, conditions (5.17) and (5.18) can be removed if $E[W_{11}^1] = 3$ in the real–number case or if $E[W_{11}^2] = 2$ in the complex–number case (see Bai and Silverstein (2004)). The first part of the above theorem is concerned with asymptotic distributions of the test statistic under a local alternative hypothesis, i.e., Assumption 3. With respect to Assumption 3 we would like to make the following comments, which are useful in the subsequent application section.

If $y_j^T = \tilde{w}_j^T C$, where $C$ is any $q \times p$ nonrandom matrix and $\tilde{w}_j, j = 1, \ldots, n$ are i.i.d. $q \times 1$ random vectors with their respective entries being i.i.d random variables, then Theorem 7 is still applicable. This is because $\frac{1}{n}XX^*$ in this case becomes $\frac{1}{n}WCC^*\tilde{W}^*$ and the nonnegative definitive matrix $CC^*$ can be decomposed into $CC^* = T_q^{1/2}T_q^{1/2}$, where $T_q^{1/2}$ is a $q \times q$ Hermitian matrix and $\tilde{W} = (\tilde{w}_1, \ldots, \tilde{w}_n)$. Note that the eigenvalues of $\frac{1}{n}XX^*$ differ from those of $\frac{1}{n}T_q^{1/2}W^*WT_q^{1/2}$ by $|p - q|$ zeros. Thus, we may instead resort to CLT of $\frac{1}{n}T_q^{1/2}\tilde{W}^*\tilde{W}T_q^{1/2}$.

We can evaluate the power of the statistic $M_n$ for a class of local alternatives, although it is difficult to establish an asymptotic distribution for the test statistic under such a class of local alternatives.

**Theorem 8.** Let the following hold in probability,

$$
\limsup_{n \to \infty} p \int e^{i\tau x} d(F_{A_n}^{H_0} - F_{A_n}^{H_1}) = \infty,
$$

(5.22)

where $F_{A_n}^{H_0}$ stands for the ESD of $A_n$ under $H_0$ (satisfying Assumptions 1 and 2) and $F_{A_n}^{H_1}$ is the ESD of $A_n$ under $H_1$. Then

$$
\lim_{n \to \infty} P(p^2 M_n > \gamma_\alpha | H_1) = 1,
$$

where $\gamma_\alpha$ is the critical value of $n^2 M_n$ under $H_0$ (determined by $R$ in Theorem 7) corresponding to the significance level $\alpha$. 

5.2 Applications to Multiple MA(1), AR(1) and Spatial Cross–sectional dependent Structures

Remark 11. Note that if $F_{H_0}^A$ and $F_{H_1}^A$ have different limits in probability, then $\int e^{itx}d(F_{H_0}^A - F_{H_1}^A)$ converges in probability to a nonzero constant depending $t$ by Levy’s continuity theorem. This ensures (5.22) is true. Most of the examples given in the subsequent sections satisfy (5.22).

5.2 Applications to Multiple MA(1), AR(1) and Spatial Cross–sectional dependent Structures

This section is to explore some applications of the proposed test. In the last section, we have discussed the case where dependent vectors can be expressed as linear combinations of independent random vectors, i.e. $y_j = w_jC$. Although this chapter mainly focuses on the analysis of cross–sectional dependence, many other dependent structures incurred by time series also satisfy the dependent structure developed in the last section. As an illustration of this point, we provide MA(1) and AR(1) models here. For cross-sectional dependence of interest in panel data analysis, we give examples of some spatial models that can be discussed in a way similar to what has been done in Section 2.

Example 3.1. Consider a multiple moving average model of order 1(MA(1)) of the form:

$$v_t = z_t + \psi z_{t-1}, \ t = 1, \ldots, p,$$

(5.23)

where $|\psi| < \infty$; $z_t = (Z_{1t}, \ldots, Z_{nt})^T$ is an $n$-dimensional random vector with i.i.d. elements, each of which has zero mean and unit variance; and $v_t = (V_{1t}, \ldots, V_{nt})^T$. Denote by $\bar{V}_j^T$ and $\bar{Z}_j^T$ respectively the $j$-th rows of $\bar{V} = (V_{jt})_{n \times p}$ and $\bar{Z} = (Z_{jt})_{n \times (p+1)}$. 
For each \( j = 1, \ldots, n \), the MA(1) model (5.23) can be written as
\[
\hat{V}_j^T = \hat{Z}_j^T C,
\] (5.24)
where
\[
C = \begin{pmatrix}
\psi & 0 & 0 & \cdots & 0 & 0 \\
1 & \psi & 0 & \cdots & 0 & 0 \\
0 & 1 & \psi & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & \psi \\
0 & 0 & 0 & \cdots & 0 & 1
\end{pmatrix}_{(p+1) \times p}.
\] (5.25)

From Assumption 3, the preceding subsection and Theorem 7, our test is able to capture the dependence of \( v_1, \ldots, v_p \) as \( n \) and \( p \) go to infinity in the same order.

**Example 3.2.** Consider a vector autoregressive model of order 1 (VAR(1)) of the form:
\[
v_t = \phi v_{t-1} + z_t, \quad t = 1, \ldots, p,
\] (5.26)
where \( v_0 = \frac{1}{\sqrt{1-\phi^2}} \epsilon \) with \( \epsilon \) being an \( n \)-dimensional random vector with i.i.d elements whose means are zero and variances are unit, \( |\phi| < 1 \); for any \( t = 1, \ldots, p \), \( z_t = (Z_{1t}, \ldots, Z_{nt})^T \) is an \( n \)-dimensional random vector with i.i.d. elements, each of which has zero mean and unit variance; and \( v_t = (V_{1t}, \ldots, V_{nt})^T \). The choice of \( \frac{1}{\sqrt{1-\phi^2}} \) in the definition of \( v_0 \) is to ensure that the first two moments of \( \{v_t\}_{t=0}^p \) are well defined. In order to writing this VAR(1) model into the linear dependent structure proposed in the last section, we add \( z_0 = \epsilon \) to the sequence \( \{z_t\}_{t=1}^p \) and thus \( \{z_t\}_{t=0}^p \) has the same length with \( \{v_t\}_{t=0}^p \). Denote the \( j \)-th rows of \( V = (V_{jt})_{n \times (p+1)} \) and \( Z = (Z_{jt})_{n \times (p+1)} \) by \( \hat{V}_j^T \) and \( \hat{Z}_j^T \) respectively.
For each \( j = 1, \ldots, n \), the AR(1) model (5.26) can be written as
\[
\hat{V}_j^T = \hat{Z}_j^T D,
\] (5.27)
where
\[
D = \begin{pmatrix}
1 & -\phi & (-\phi)^2 & \cdots & (-\phi)^{p-2} & (-\phi)^{p-1}/\sqrt{1-\phi^2} \\
0 & 1 & -\phi & \cdots & (-\phi)^{p-3} & (-\phi)^{p-2}/\sqrt{1-\phi^2} \\
0 & 0 & 1 & \cdots & (-\phi)^{p-4} & (-\phi)^{p-3}/\sqrt{1-\phi^2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & -\phi/\sqrt{1-\phi^2} \\
0 & 0 & 0 & \cdots & 0 & 1/\sqrt{1-\phi^2}
\end{pmatrix}.
\] (5.28)

By Theorem 7, we can apply the proposed test \( M_n \) to this AR(1) model as well.

**Example 3.3.** We now consider a panel data case. Let \( \{v_{ji} : i = 1, \ldots, p; j = 1, \ldots, n\} \) be the error components involved in a panel data model. They may be cross-sectionally correlated. In panel data analysis, it is of interest to consider the cross-sectional independence hypothesis, i.e.
\[
H_{00} : \text{Cov}(v_{ji}, v_{jh}) = 0 \text{ for all } j = 1, \ldots, n \text{ and all } i \neq h;
\]
against
\[
H_{11} : \text{Cov}(v_{ji}, v_{jh}) \neq 0 \text{ for some } j \text{ and some } i \neq h.
\] (5.29)
Under the assumption that \( \{v_{ji} : i = 1, \ldots, p; j = 1, \ldots, n\} \) are normally distributed, this hypothesis is equivalent to the independence hypothesis that
\[
H_0 : x_1, \ldots, x_p \text{ are independent}; \quad \text{against} \quad H_1 : x_1, \ldots, x_p \text{ are not independent},
\] (5.30)
where \( x_i = (v_{1i}, \ldots, v_{ni})^T, i = 1, \ldots, p. \)

Modern panel data literature has mainly adopted two different approaches to model error cross-sectional dependence: the spatial approach and the factor-structure approach. For the spatial approach, there are three popular spatial models: the Spatial Moving Average (SMA), Spatial Auto-Regressive (SAR) and Spatial Error Components (SEC) processes. They are defined as follows:

\[
SMA: \quad v_{ji} = \sum_{k=1}^{p} \omega_{ik} \varepsilon_{jk} + \varepsilon_{ji}, \quad (5.31)
\]

\[
SAR: \quad v_{ji} = \sum_{k=1}^{p} \omega_{ik} v_{jk} + \varepsilon_{ji}, \quad (5.32)
\]

\[
SEC: \quad v_{ji} = \sum_{k=1}^{p} \omega_{ik} \xi_{jk} + \varepsilon_{ji}, \quad (5.33)
\]

where \( \omega_{ik} \) is the \( i \)-specific spatial weight attached to individual \( k; \{ \varepsilon_{ji}: i = 1, \ldots, p; j = 1, \ldots, n \} \) and \( \{ \xi_{ji}: i = 1, \ldots, p; j = 1, \ldots, n \} \) are two sets with i.i.d. random components with zero mean and unit variance; moreover, \( \{ \xi_{ji}: i = 1, \ldots, p; j = 1, \ldots, n \} \) are uncorrelated with \( \{ \varepsilon_{ji}, i = 1, \ldots, p; j = 1, \ldots, n \} \).

Denote the \( j \)-th row of \( V = (v_{ji})_{nxp}, \varepsilon = (\varepsilon_{ji})_{nxp} \) and \( \xi = (\xi_{ji})_{nxp} \) by \( \hat{v}_j^T, \hat{\varepsilon}_j^T \) and \( \hat{\xi}_j^T \) respectively. Set \( \omega = (\omega_{ik})_{pxp} \).

Model SMA \([5.31]\) may be rewritten as \( \hat{v}_j^T = \hat{\varepsilon}_j^T (\omega^T + I_p), \forall j = 1, \ldots, n \) and hence \( T_p = (\omega + I_p)(\omega^T + I_p) \). For model SAR \([5.32]\), assume that \( \omega - I_p \) is invertible. We then write \( \hat{v}_j^T = \hat{\varepsilon}_j^T (\omega^T - I_p)^{-1}, \forall j = 1, \ldots, n \). Hence \( T_p = (\omega - I_p)^{-1}(\omega^T - I_p)^{-1} \). Therefore the test statistic \( M_n \) can be used to identify whether \( x_1, \ldots, x_p \) of models \([5.31]\) and \([5.32]\) are independent. Hence it can capture the cross-sectional dependence for the SMA model and SAR model.
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As for the SEC model, whether the statistic $M_n$ can detect the dependence of the SEC model relies on the properties of the sample covariance matrix in the form of

$$B_n = \frac{1}{n}(\omega \xi + \varepsilon)(\omega \xi + \varepsilon)^T,$$

(5.34)

where $\xi = (\xi_1, \ldots, \xi_p)^T$ and $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_p)^T$.

Under the null hypothesis $H_0$, Dozier and Silverstein (2007) provides the limit of the ESD of the matrix $B_n$ whose Stieljes transform is

$$\hat{m}(z) = \int \frac{d\hat{H}(x)}{1 + c\hat{m}(z)} - (1 + c\hat{m}(z))z + 1 - c,$$

(5.35)

where $\hat{H}(x)$ is the limit of $F_{1_n\varepsilon\varepsilon^T}$.

With this result, we know that the limit of the ESD of the matrix $B_n$ is not the M-P law so that condition (5.22) is satisfied. By Theorem 8, the proposed test $M_n$ can be applied to capture the dependence of the SEC model (5.33).

5.3 A general panel data model

It is well known that there are two common used cross-sectional dependent structures in panel data: spatial structures and factor models. As stated in the last section, our developed dependent structure $y_j = w_jC$ covers some spatial structures in panel data. In this section, we consider a simple factor model which is utilised to describe cross-sectional dependence. A new asymptotic theory is established as a consequence of our discussion.

Note that the proposed test is based on the idea that the limits of ESDs under the null and local alternative hypotheses are different. Yet, it may be the case that there exists some dependence among the set of vectors of
Consider a panel data model of the form

\[ v_{ij} = \varepsilon_{ij} + \frac{1}{\sqrt{p}} u_i, \quad i = 1, \ldots, p; \quad j = 1, \ldots, n, \]  

(5.36)

where \( \{\varepsilon_{ij}, i = 1, \ldots, p; j = 1, \ldots, n\} \) is a sequence of i.i.d. real random variables with \( E\varepsilon_{11} = 0 \) and \( E\varepsilon^2_{11} = 1 \), and \( \{u_i, i = 1, \ldots, p\} \) are real random variables, and independent of \( \{\varepsilon_{ij}, i = 1, \ldots, p; j = 1, \ldots, n\} \).

For any \( i = 1, \ldots, p \), set

\[ x_i = (v_{i1}, \ldots, v_{in})^T. \]  

(5.37)

The aim of this section is to test the null hypothesis specified in (5.30) for model (5.36).

Model (5.36) can be written as

\[ X = \varepsilon + u e^T, \]  

(5.38)

where \( X = (x_1, \ldots, x_p)^T \), \( u = (\frac{1}{\sqrt{p}} u_1, \ldots, \frac{1}{\sqrt{p}} u_p)^T \) and \( e \) is \( p \times 1 \) vector with all elements being one.

Consider the sample covariance matrix

\[ S_n = \frac{1}{n} X X^T = \frac{1}{n} (\varepsilon + u e^T) (\varepsilon + u e^T)^T. \]  

(5.39)

By the rank inequality (see Lemma 3.5 of Yin (1986)) and the fact that \( rank(ue^T) \leq 1 \), it can be concluded that the limit of the ESD of the matrix \( S \) is the same as that of the matrix \( \frac{1}{n}\varepsilon\varepsilon^T \), i.e. the M-P law. Even so, we still would like to use the proposed statistic \( M_n \) to test the null hypothesis of mutual independence. However, this model does not satisfy
Assumption \( \square \) because the elements of each vector \( x_i \) are not independent and they include the common random factor \( u_i \), and Theorem \( \square \) thus can not be directly applicable to this model. Therefore, we need to develop a new asymptotic theory for the proposed statistic \( M_n \) for this model.

**Theorem 9.** Consider model (5.36) and let Assumption 2 hold. Additionally, suppose that \( \{\varepsilon_{ij}\} \) are i.i.d with mean zero, variance one and finite fourth moment and that

\[
E\|u\|^4 < \infty \quad \text{and} \quad \frac{1}{p^n}E \left[ \sum_{i \neq j} (u_i^2 - \bar{u})(u_j^2 - \bar{u}) \right] \to 0 \quad \text{as} \quad n \to \infty, \quad (5.40)
\]

where \( \bar{u} \) is a positive constant number.

Then, the proposed test statistic \( p^2M_n \) converges in distribution to the random variable \( R_2 \) given by

\[
R_2 = \int_{t_1}^{t_2} \left( |W(t)|^2 + |Q(t)|^2 \right) dU(t), \quad (5.41)
\]

where \((W(t), Q(t))\) is a Gaussian vector whose mean and covariance are specified as follows:

\[
EW(t) = -\frac{c}{2\pi i} \int_{\gamma} \cos(t_j z) \frac{m^3(z)(1 + m(z))}{((1 + m(z))^2 - cm^2(z))^2} dz
- \frac{c(EY_{11}^4 - 3)}{2\pi i} \int_{\gamma} \cos(t_j z) \frac{m^3(z)}{(1 + m(z))^2 - cm^2(z)} dz
+ \frac{c}{2\pi i} \int_{\gamma} \cos(t_j z) \frac{m(z)}{z((1 + m(z))^2 - cm^2(z))} dz
- \frac{1}{2\pi i} \int_{\gamma} \cos(t_j z) \left[ \frac{\delta m^2(z)}{\bar{u} m^2(z)} + \frac{\bar{u}}{z_m^2(z)} \right] dF_{MP}(\lambda) \quad (5.42)
\]

and

\[
\text{Cov}(W(t_j), Q(t_h)) = -\frac{1}{2\pi^2} \int_{\gamma_1} \int_{\gamma_2} \frac{\cos(t_j z_1) \sin(t_h z_2)}{(m(z_1) - m(z_2))^2} \frac{d}{dz_1} m(z_1) \frac{d}{dz_2} m(z_2) dz_1 dz_2
- \frac{c(EY_{11}^4 - 3)}{4\pi^2} \int_{\gamma_1} \int_{\gamma_2} \cos(t_j z_1) \cos(t_h z_2) \frac{d^2}{dz_1 dz_2} \left[ \frac{m(z_1) m(z_2)}{(1 + m(z_1))(1 + m(z_2))} \right] dz_1 dz_2.
\]
Replacing $\cos(t_jz)$ in $E[W(t_j)]$ by $\sin(t_jz)$ yields the expression of $E[Q(t_j)]$.

The covariances $\text{Cov}(W(t_j), W(t_h))$ and $\text{Cov}(Q(t_j), Q(t_h))$ are similar except replacing $\sin(t_hz)$ and $\cos(t_hz)$ by $\cos(t_hz)$ and $\sin(t_hz)$ respectively.

The contours in (5.42) and (5.43) both enclose the interval $[(1 - \sqrt{c})^2 + 2c\bar{u}, (1 + \sqrt{c})^2 + 2c\bar{u}]$. Moreover, the contours $\gamma_1$ and $\gamma_2$ are disjoint.

**Remark 12.** When $u_1, \ldots, u_p$ are independent and hence $v_1, \ldots, v_p$ are independent, condition (5.40) holds automatically.

In view of Theorem 9 we see that the proposed test statistic $M_n$ still works mainly due to the involvement of the last term on the right-hand side of (5.11). Section 5 below employs the proposed test to evaluate the finite-sample performance and the practical applicability of the proposed test.

### 5.4 Small sample simulation studies

This section provides some simulated examples to evaluate the finite sample performance of the proposed test. In addition, we also compare the performance of the proposed test with that of a likelihood ratio test proposed by Anderson (1984). Simulations are used to evaluate both the empirical sizes and powers of the proposed test. To show the wide applicability and efficiency of our test, two kinds of dependent structures considered in Sections 3 and 4, such as multiple MA(1) and AR(1) model, SMA and the general panel data model, are investigated.
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5.4.1 Empirical sizes and empirical power values

First we introduce the method of calculating empirical sizes and power values. Let $z_{\frac{\alpha}{2}}$ and $z_{1-\frac{\alpha}{2}}$ be the $100(\frac{1}{2}\alpha)\%$ and $100(1-\frac{1}{2}\alpha)\%$ quantiles of the asymptotic null distribution of the test statistic $M_n$ respectively. With $K$ replications of the data set simulated under the null hypothesis, we calculate the empirical size as

$$\hat{\alpha} = \frac{\# \text{ of } M_n^H \geq z_{1-\frac{\alpha}{2}} \text{ or } M_n^H \leq z_{\frac{\alpha}{2}}}{K}, \quad (5.44)$$

where $M_n^H$ represents the values of the test statistic $M_n$ based on the data simulated under the null hypothesis.

In our simulation, we choose $K = 1000$ as the number of repeated simulations. The significance level is $\alpha = 0.05$. Since the asymptotic null distribution of the test statistic is not a classical distribution, we need to estimate the quantiles $z_{\frac{\alpha}{2}}$ and $z_{1-\frac{\alpha}{2}}$. Naturally, we do as follows: generate $K$ replications of the asymptotic distributed random variable and then select the $(K\frac{\alpha}{2})$-th smallest value $\hat{z}_{\frac{\alpha}{2}}$ and $(K\frac{1}{2}\alpha)$-th largest value $\hat{z}_{1-\frac{\alpha}{2}}$ as the estimated $100(\frac{1}{2}\alpha)\%$ and $100(1-\frac{1}{2}\alpha)\%$ quantiles of the asymptotic distributed random variable.

With the estimated critical points $\hat{z}_{\frac{\alpha}{2}}$ and $\hat{z}_{1-\frac{\alpha}{2}}$ under the null hypothesis, the empirical power is calculated as

$$\hat{\beta} = \frac{\# \text{ of } M_n^A \geq \hat{z}_{1-\frac{\alpha}{2}} \text{ or } M_n^A \leq \hat{z}_{\frac{\alpha}{2}}}{K}, \quad (5.45)$$

where $M_n^A$ represents the values of the test statistic $M_n$ based on the data simulated under the alternative hypothesis.
5.4.2 Comparisons with the classical likelihood ratio test

For the proposed test, we generate $n$ numbers of $p$-dimensional independent and identical distributed random vectors $\{\mathbf{y}_j\}_{j=1}^n$, each with the mean vector $\mathbf{0}_p$ and the covariance matrix $\Sigma$. Under the null hypothesis, $\{\mathbf{y}_j\}_{j=1}^n$ are generated in two scenarios:

1. Each $\mathbf{w}_j$ is a $p$-dimensional normal random vector with the mean vector $\mathbf{0}_p$ and the covariance matrix $\Sigma = \mathbf{I}_p$; $\forall j = 1, \ldots, n$, $\mathbf{y}_j = \mathbf{T}_p \mathbf{w}_j$ with $\mathbf{T}_p = \mathbf{I}_p$;

2. Each $\mathbf{w}_j$ consists of i.i.d. random variables with standardized Gamma(4,2) distribution, so they have zero means and unit variances; $\forall j = 1, \ldots, n$, $\mathbf{y}_j = \mathbf{T}_p \mathbf{w}_j$ with $\mathbf{T}_p = \mathbf{I}_p$.

Under the alternative hypothesis, we consider the case:

$\mathbf{T}_p^{1/2} = (\sqrt{0.95}\mathbf{I}_p, \sqrt{0.05}\mathbf{I}_p)$, where $\mathbf{I}_p$ is a $p$-dimensional vector with 1 as entries. In this case, the population covariance matrix of $\mathbf{y}_j$ is $\Sigma = 0.95\mathbf{I}_p + 0.05\mathbf{I}_p \mathbf{1}_p'$, which is called the compound symmetric covariance matrix.

For the normally distributed data, the fourth moment of each element is $E[X_{ij}^4] = 3$; for standardized Gamma(4,2) distributional data, $E[X_{ij}^4] = 4.5$. Anderson (1984) provides a likelihood ratio criterion (LRT) to test independence for a fixed number of fixed dimensional normal distributed random vectors. We compare it with the proposed test.

Under the null hypothesis, the distribution of $L$ is the distribution of $L_2 L_3 \cdots L_p$, where $L_2, \ldots, L_p$ are independently distributed with each $L_k$ having the distribution of $U_{m,(k-1)m,n-1-(k-1)m}$. Furthermore, for any $k = 2, \ldots, p$, as $n \to \infty$, $-(n - \frac{3}{2} - \frac{km}{2}) \log(U_{m,(k-1)m,n-1-(k-1)m})$ has a $\chi^2$
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distribution of \((k - 1)m^2\) degrees of freedom (See section 8.5 of Anderson [1984]).

From the construction of the LRT test, we can see that the LRT utilises additional \(n\) observations of the random vectors \(\mathbf{x}_1, \ldots, \mathbf{x}_p\) under investigation, while the proposed test does not need this information. However, we can choose \(m = 1\) and apply LRT to independence test of the random vectors \(\tilde{\mathbf{x}}_1, \ldots, \tilde{\mathbf{x}}_p\), where for any \(i = 1, \ldots, p\), the elements of the vector \(\tilde{\mathbf{x}}_i\) consist of its \(n\) observations. Hence the LRT test can test independence for \(p\) numbers of random vectors with dimension \(n\) by choosing \(m = 1\).

Tables 5.1 and 5.3 show the empirical sizes and empirical power values of our proposed test and the LRT test for the normally distributed random vectors respectively. From Table 5.1 and Table 5.3 we can see that the LRT test does not work when \(p\) and \(n\) are both large while the proposed test possesses good performance when \(p\) and \(n\) are both large and increase at the same order. The LRT test is only applicable to the case where \(p\) is fixed and \(n\) increases from \(n = 5\) to \(n = 100\). From Table 5.3 it can be seen that the LRT fails when \(p\) is large at the same order as that of \(n\). When the difference between \(p\) and \(n\) is large, the sizes and the power values of the proposed test become worse. This is because our test is proposed under the restriction that \(p\) and \(n\) are required to increase and vary at the same order. The proposed test also works well for gamma random vectors while the LRT test is not applicable to gamma case, since, in theory, LRT test is originally proposed only for normal random vectors. Tables 5.4 and 5.5 provide the empirical sizes and power values of the proposed test for the gamma case. In our simulation, we choose \(p, n = 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100\) for the proposed test and the LRT test. The significant level \(\alpha\) is chosen as 0.05. In each case, we run \(K = 1000\) repeated simulations. Our simulation
results for the empirical powers show that the proposed test can well test independence for both normal and gamma vectors.

As comparison, without using the asymptotic distribution under the null hypothesis, we use the bootstrap method to obtain a bootstrap critical value (bcv) in each case to estimate the empirical sizes for normal and gamma distributed data. The results are listed in Table 5.2. From the table, we can see that the bootstrap sizes are better than those estimated from the null asymptotic distribution.

5.4.3 Multiple MA(1), AR(1) and SMA model

Consider multiple MA(1) model

\[ v_t = z_t + \psi z_{t-1}, t = 1, \ldots, p. \]  \hspace{1cm} (5.46)

We choose \( \psi = 0.5 \) and \( z_t \overset{i.i.d}{\sim} normal(0, I_n), \forall t = 0, 1, \ldots, p. \) The simulation results in Table 5.6 show that the proposed test performs well for this model.

Consider multiple AR(1)

\[ v_t = \phi v_{t-1} + z_t, t = 1, \ldots, p, \]  \hspace{1cm} (5.47)

where \( v_0 = \frac{1}{\sqrt{1-\phi^2}} z_0 \) and \( z_t \overset{i.i.d}{\sim} normal(0, I_n), \forall t = 0, 1, \ldots, p. \) Let \( \phi = 0.5. \) The empirical powers for this model are provided in Table 5.7. As \( n \) and \( p \) increase in the same order, the empirical power tends to 1.

As for the Spatial Moving Average (SMA) model, i.e.

\[ v_{ji} = \sum_{k=1}^{p} \omega_{ik} \varepsilon_{jk} + \varepsilon_{ji}, \]  \hspace{1cm} (5.48)

we generate \( \varepsilon_{jk} \overset{i.i.d}{\sim} normal(1, 1), \forall j = 1, \ldots, n; k = 1, \ldots, p. \) Apply the proposed statistic \( M_n \) for the sample matrix \( \frac{1}{n} \mathbf{V}^\prime \mathbf{V} \) and the empirical powers
are illustrated in Table 5.8. These power values show that $M_n$ performs well for capturing the cross-sectional dependence for SMA model.

### 5.4.4 The general panel data model

We examine the finite sample performance of the proposed test for the general panel data model (5.36), i.e.

$$v_{ij} = \varepsilon_{ij} + \frac{1}{\sqrt{p}}u_i, \quad i = 1, \ldots, p; \quad j = 1, \ldots, n,$$

(5.49)

where $\{\varepsilon_{ij}, i = 1, \ldots, p; j = 1, \ldots, n\}$ is a sequence of i.i.d. random variables and $E\varepsilon_{11} = 0$, $E\varepsilon_{11}^2 = 1$; $\{u_i, i = 1, \ldots, p\}$ are independent of $\{\varepsilon_{ij}, i = 1, \ldots, p; j = 1, \ldots, n\}$.

Under the null hypothesis, we generate $u_i \overset{i.i.d.}{\sim} \text{normal}(1, 1), \ i = 1, \ldots, p$ and under the alternative hypothesis, we experiment with $\mathbf{u} = \left(\frac{1}{\sqrt{p}}u_1, \frac{1}{\sqrt{p}}u_2, \ldots, \frac{1}{\sqrt{p}}u_p\right) \sim \frac{1}{\sqrt{p}}N(1_\mathbf{p}, \Sigma)$, where $\Sigma = \mathbf{T}\mathbf{T}'$ and $\mathbf{T}$ is a $p \times p$ matrix whose elements are generated $t_{ik} \overset{i.i.d.}{\sim} U(0, 1), \ i, k = 1, \ldots, p$.

The simulation results including empirical sizes and power values in Table 5.9 show that the proposed test can capture the dependence for the general panel data model (5.36).

### 5.4.5 Some time series and Vandermonde matrix

Dependent structures of a set of random vectors are often described by non-zero correlations among them, such as the linear dependent structure developed in Section 3. However, there are some data which are not independent but uncorrelated. We consider three such examples and test their dependence by the proposed test.
5.4.5.1 Nonlinear MA model

Consider nonlinear MA models of the form

\[ R_{tj} = Z_{t-1,j}Z_{t-2,j}(Z_{t-2,j} + Z_{tj} + 1), \quad t = 1, \ldots, p; \quad j = 1, \ldots, n; \quad (5.50) \]

where \( z_t = (Z_{t1}, \ldots, Z_{tn}) \) is an \( n \)-dimensional random vector with i.i.d. elements, each of which has zero mean and unit variance; and \( r_t = (R_{t1}, \ldots, R_{tn}) \).

For any \( j = 1, \ldots, n \), the correlation matrix of \( (R_{j1}, R_{j2}, \ldots, R_{jp}) \) is a diagonal matrix. This model is provided by [Kuan and Lee (2004)] which tests the martingale difference hypothesis. Our proposed independence test can be applied to this nonlinear MA model, and the powers in Table 10 show that this test performs well for this model.

This result also implies that the limit of the ESD of the nonlinear MA model (5.50) is not the M-P law since the proposed test statistic is established on the characteristic function of the M-P law.

5.4.5.2 Multiple ARCH(1) model

Consider the multiple autoregressive conditional heteroscedastic (ARCH(1)) model:

\[ W_{tj} = Z_{tj} \sqrt{\alpha_0 + \alpha_1 W_{t-1,j}^2}, \quad t = 1, \ldots, p; \quad j = 1, \ldots, n; \quad (5.51) \]

where \( z_t = (Z_{t1}, \ldots, Z_{tn}) \) is an \( n \)-dimensional random vector with i.i.d. elements, each of which has zero mean and unit variance; and \( \omega_t = (W_{t1}, \ldots, W_{tn}) \).

For each \( j = 1, \ldots, n \), ARCH(1) model \( (W_{1j}, W_{2j}, \ldots, W_{pj}) \) is a martingale difference sequence. ARCH(1) model has many applications in financial analysis. There exists no theoretical results stating that the limit of the ESD of the sample covariance matrix for ARCH(1) model is the M-P Law. A rigorous study is under investigation. For the ARCH(1) model, the
proposed test can not capture the dependence of \((\omega_1, \omega_2, \ldots, \omega_p)\) directly, but we can test the dependence of \((\omega_1^2, \omega_2^2, \ldots, \omega_p^2)\). Since this test can tell us that \((\omega_1^2, \omega_2^2, \ldots, \omega_p^2)\) are not independent, naturally it can be concluded that \((\omega_1, \omega_2, \ldots, \omega_p)\) are not independent either. Here we take \(\alpha_0 = 0.9\) and \(\alpha_1 = 0.1\). Table 5.11 shows the power values of our test for testing dependence of ARCH(1) model.

5.4.5.3 Vandermonde matrix

Consider the \(n \times p\) vandermonde matrix \(V\) of the form

\[
V = \frac{1}{\sqrt{n}} \begin{pmatrix}
1 & 1 & \cdots & 1 \\
\ e^{-i\omega_1} & e^{-i\omega_2} & \cdots & e^{-i\omega_p} \\
\vdots & \vdots & \ddots & \vdots \\
\ e^{-i(n-1)\omega_1} & e^{-i(n-1)\omega_2} & \cdots & e^{-i(n-1)\omega_p}
\end{pmatrix}
\] (5.52)

where \(\omega_i, i = 1, \ldots, p\) are called phased distributions and are assumed i.i.d on \([0, 2\pi)\). Then the entries of \(V\) lie on the unit circle. Obviously, all the entries of the rows of \(V\) are not independent while the columns are independent. Denote the sample covariance matrix of \(V\) by \(D = V^H V\).

Vandermonde matrices play an important role in signal processing and wireless applications such as direction of arrival estimation, pre-coding or sparse sampling theory, etc.. Ryan and Debbah (2009) established that as both \(n, p\) go to \(\infty\) with their ratio being a positive constant, the limiting spectral distribution of \(D = V^H V\) is not the M-P law. From Theorem 8 we see that the proposed test could capture the dependence structure of the rows of the matrix \(V\). It is easy to see that, for any \(k = 1, \ldots, n-1\) and \(j = 1, \ldots, p\), \(E(e^{-ik\omega_j})^2 = 0\) and \(E|e^{-ik\omega_j}|^4 = 1\). The empirical power values in Table 5.12 show that the proposed test works well in detecting dependence of Vandermonde matrices.
5.5 Conclusions

This chapter has established a general test for testing independence among a large number of high dimensional random vectors based on the characteristic function of the empirical spectral distribution of the sample covariance matrix of the random vectors. This test can capture various kinds of dependent structures, e.g. MA(1), AR(1) model, nonlinear MA(1) model, ARCH(1) model and the general panel data model established in the simulation section. The conventional method (LRT proposed by Anderson (1984)) utilizes the correlated relationship between random vectors to capture their dependence. This idea is only efficient for normal distributed data. It may be an inappropriate tool for non-Gaussian distributed data, such as martingale difference sequences (e.g.ARCH(1) model), nonlinear MA(1) model, the Vandermonde matrix, etc., which possess dependent but uncorrelated structures. The proposed test is not restricted to normally distributed data. In general, the proposed test is proposed for testing independence among a large number of high dimensional random vectors.

5.6 Appendix

5.6.1 Some useful lemmas

**Lemma 16** (Theorem 8.1 of Billingsley (1999)). Let $P_n$ and $P$ be probability measures on $(C, \varphi)$. If the finite dimensional distributions of $P_n$ converge weakly to those of $P$, and if $\{P_n\}$ is tight, then $P_n \Rightarrow P$.

**Lemma 17** (Theorem 12.3 of Billingsley (1999)). The sequence $\{X_n\}$ is tight if it satisfies these two conditions

(I) The sequence $\{X_n(0)\}$ is tight.
(II) There exists constants \( \gamma \geq 0, \alpha > 1 \), and a nondecreasing, continuous function \( F \) on \([0,1]\) such that

\[
E\{|X_n(t_2) - X_n(t_1)|^{\gamma}\} \leq |F(t_2) - F(t_1)|^{\alpha}
\]

holds for all \( t_1, t_2, \) and \( n \).

**Lemma 18** (Continuous Theorem). Let \( X_n \) and \( X \) be random elements defined on a metric space \( S \). Suppose \( g : S \rightarrow S' \) has a set of discontinuous points \( D_g \) such that \( P(X \in D_g) = 0 \). Then

\[
X_n \xrightarrow{d} X \Rightarrow g(X_n) \xrightarrow{d} g(X).
\]

**Lemma 19** (Complex mean value theorem (see Lemma 2.4 of Guo and Higham (2006))). Let \( \Omega \) be an open convex set in \( \mathbb{C} \). If \( f : \Omega \rightarrow \mathbb{C} \) is an analytic function and \( a, b \) are distinct points in \( \Omega \), then there exist points \( u, v \) on \( L(a,b) \) such that

\[
\text{Re}\left(\frac{f(a) - f(b)}{a - b}\right) = \text{Re}(f'(u)), \quad \text{Im}\left(\frac{f(a) - f(b)}{a - b}\right) = \text{Im}(f'(v)),
\]

where \( \text{Re}(z) \) and \( \text{Im}(z) \) are the real and imaginary parts of \( z \) respectively; and \( L(a,b) \triangleq \{a + t(b - a) : t \in (0,1)\} \).

### 5.6.2 Proofs of the main theorems

This section provides the proofs of three main theorems. Lemmas 20 and 21 involved in the respective proofs of Theorem 7 and Theorem 9 are listed and proved in Section 7.3 below.

**Proof of Theorem 7** Let \( t \) belong to a closed interval \( I = [T_1, T_2] \). To finish Theorem 7 in view of Lemma 16 and Lemma 20 it suffices to prove the tightness of \( \{(\phi_n(t), \psi_n(t)) : t \in I\} \). Thus it suffices to prove the tightness of \( p(s_n(t) - s(t)) \). Repeating the same truncation and centralization steps as those in Bai and Silverstein (2004), we may assume that

\[
|X_{ij}| < \delta_n \sqrt{n}, \quad E|X_{ij}| = 0, \quad E|X_{ij}|^{2} = 1, \quad E|X_{ij}|^{4} < \infty.
\]
Set $M_n(z) = n[m_{F \Lambda_n}(z) - m_{F \nu_n, n_n}(z)]$. By the Cauchy theorem

$$f(x) = -\frac{1}{2\pi i} \oint f(z) \frac{dz}{z-x},$$

(5.57)

we have, with probability one, for all $n$ large,

$$\int e^{itz} dp(F^A_n(x) - F^{c_n, H_n}(x)) = -\frac{1}{2\pi i} \oint e^{iz} M_n(z) dz.$$  

(5.58)

The contour $C$ involved in the above integral is specified as follows. Let

$$C_u = \{x + iv : x \in [x_l, x_r]\},$$

(5.59)

where $v > 0$, $x_r$ is any number greater than $\lim sup_n \lambda_{\max}(T_n)(1 + \sqrt{c})^2$, $x_l$ is any negative number if $c \geq 1$ and otherwise choose $x_l \in (0, \lim sup_n \lambda_{\min}(T_n)(1 - \sqrt{c})^2)$. Then the contour $C$ is defined by the union of $C_+$ and its symmetric part $C_-$ with respect to the $x$-axis, where

$$C_+ = \{x_l + iv : v \in [0, v_0]\} \cup C_u \cup \{x_r + iv : v \in [0, v_0]\}.$$  

(5.60)

From Lemma 1 and the argument regarding equivalence in probability of $M_n(z)$ and its truncation version given in Page 563 in Bai and Silverstein (2004) and Lemma 3 we have

$$\oint_C |M_n(z)||dz| \overset{D}{\rightarrow} \oint_C |M(z)||dz|,$$

(5.61)

where $M(z)$ is a Gaussian process, the limit of $M_n(z)$. We conclude from Lemma 19 that for any $\delta > 0$

$$\sup_{|t_1 - t_2| < \delta, t_1, t_2 \in I} \left| \oint_C (e^{it_1 z} - e^{it_2 z}) M_n(z) dz \right|$$

$$\leq \sup_{|t_1 - t_2| < \delta, t_1, t_2 \in I} \left| \oint_C \sqrt{(Re(iz e^{it_1 z}))^2 + (Im(iz e^{it_1 z}))^2} \delta |M_n(z)||dz| \right|$$

$$\leq K\delta \left| \oint_C |M_n(z)||dz| \right| \overset{D}{\rightarrow} K\delta \left| \oint_C |M(z)||dz| \right|, \text{ as } n \to \infty,$$

(5.62)

where $t_3$ and $t_4$ lies in the interval $[T_1, T_2]$, the last inequality uses (5.61) and the fact that $Re(iz e^{it_3 z})$, $Im(iz e^{it_4 z})$ are bounded on the contour $C$ and $K$ (and in the sequel) is a constant number which may be different from line to line.
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By (5.62), we have for any \( \varepsilon > 0 \),

\[
P \left( \sup_{|t_1 - t_2| < \delta, t_1, t_2 \in [0,1]} \left| \int_C (e^{it_1 z} - e^{it_2 z}) M_n(z) dz \right| \geq \varepsilon \right) \leq P \left( K \delta \left| \int_C |M_n(z)||dz| \right| \geq \varepsilon \right) \quad (5.63)
\]

and

\[
\lim_{\delta \to 0} \lim_{n \to \infty} P \left( \sup_{|t_1 - t_2| < \delta, t_1, t_2 \in I} \left| \int_C (e^{it_1 z} - e^{it_2 z}) M_n(z) dz \right| \geq \varepsilon \right) = \lim_{\delta \to 0} P \left( K \delta \left| \int_C |M(z)||dz| \right| \geq \varepsilon \right) = 0. \quad (5.64)
\]

Hence (5.63) and (5.64) imply that

\[
\lim_{\delta \to 0} \lim_{n \to \infty} P \left( \sup_{|t_1 - t_2| < \delta, t_1, t_2 \in I} \left| \int_C (e^{it_1 z} - e^{it_2 z}) M_n(z) dz \right| \geq \varepsilon \right) = 0. \quad (5.65)
\]

By Theorem 7.3 of Billingsley (1999), \( \int e^{itx} dp(F_{A_n}(x) - F_{H_n}(x)) \) is tight. Moreover from the assumption we see that \( \int e^{itx} dp(F_{H_n}(x) - F_{H}(x)) \) is tight by Lemma 4.

\[\square\]

**Proof of Theorem** Consider \( p^2 M_n \) under the alternative \( H_1 \) and rewrite it as follows

\[
p^2 M_n = p^2 \int_{T_1}^{T_2} |s_n(t) - s(t)|^2 dU(t) = \int_{T_1}^{T_2} \left[ M_n^{\cos,H_1}(t) \right]^2 dU(t) + \int_{T_1}^{T_2} \left[ M_n^{\sin,H_1}(t) \right]^2 dU(t),
\]

where

\[
M_n^{\cos,H_1}(t) = \int \cos(tx) dp(F_{H_1}^{A_n}(x) - F_{H_n}(x)), \quad M_n^{\sin,H_1}(t) = \int \sin(tx) dp(F_{H_1}^{A_n}(x) - F_{H}(x)).
\]

We may further write

\[
\left[ M_n^{\cos,H_1}(t) \right]^2 = \left[ M_n^{\cos,H_0}(t) \right]^2 + \left[ M_n^{\cos,H_1,H_0}(t) \right]^2 + 2 \left[ M_n^{\cos,H_1,H_0}(t) \right] \left[ M_n^{\cos,H_0}(t) \right],
\]

where \( M_n^{\cos,H_0}(t) \) is obtained from \( M_n^{\cos,H_1}(t) \) with \( F_{H_1}^{A_n}(x) \) replaced by \( F_{H_0}^{A_n}(x) \) and

\[
M_n^{\cos,H_1,H_0}(t) = \int \cos(tx) dp(F_{H_1}^{A_n}(x) - F_{H_0}^{A_n}(x)).
\]
By Holder’s inequality we obtain
\[ \left| \int_{T_1}^{T_2} \left[M_{n}^{\cos, H_1, H_0}(t) \right] \left[M_{n}^{\cos, H_0}(t) \right] dU(t) \right|^2 \leq \int_{T_1}^{T_2} \left[M_{n}^{\cos, H_1, H_0}(t) \right]^2 dU(t) \int_{T_1}^{T_2} \left[M_{n}^{\cos, H_0}(t) \right]^2 dU(t). \]
This, together with Lemma 20 (see Section 7.3 below) and the proof of Theorem 1, implies that
\[ \int_{T_1}^{T_2} \left[M_{n}^{\cos, H_1, H_0}(t) \right] \left[M_{n}^{\cos, H_0}(t) \right] dU(t) = o_p \left( \int_{T_1}^{T_2} \left[M_{n}^{\cos, H_1, H_0}(t) \right]^2 dU(t) + \left[M_{n}^{\sin, H_1, H_0}(t) \right]^2 dU(t) \right), \]
where
\[ M_{n}^{\sin, H_1, H_0}(t) = \int \sin(tx) dp(F_{H_1}^A(x) - F_{H_0}^A(x)). \]
Similarly
\[ \left[M_{n}^{\sin, H_1}(t) \right]^2 = \left[M_{n}^{\sin, H_0}(t) \right]^2 + \left[M_{n}^{\sin, H_1, H_0}(t) \right]^2 + 2 \left[M_{n}^{\sin, H_1, H_0}(t) \right] \left[M_{n}^{\sin, H_0}(t) \right] \]
and
\[ \int_{T_1}^{T_2} \left[M_{n}^{\sin, H_1, H_0}(t) \right] \left[M_{n}^{\sin, H_0}(t) \right] dU(t) = o_p \left( \int_{T_1}^{T_2} \left[M_{n}^{\sin, H_1, H_0}(t) \right]^2 dU(t) + \left[M_{n}^{\sin, H_1, H_0}(t) \right]^2 dU(t) \right), \]
where \( M_{n}^{\sin, H_0}(t) \) is similarly defined. Note that
\[ \int_{T_1}^{T_2} \left[M_{n}^{\sin, H_1, H_0}(t) \right]^2 + \left[M_{n}^{\sin, H_1, H_0}(t) \right]^2 dU(t) = \int_{T_1}^{T_2} \int e^{itx} dp(F_{H_1}^A(x) - F_{H_0}^A(x))^2 dU(t). \]
Summarizing the above we have obtained
\[ p^2 M_n = \int_{T_1}^{T_2} \left[M_{n}^{\cos, H_0}(t) \right]^2 + \left[M_{n}^{\sin, H_0}(t) \right]^2 dU(t) + \int_{T_1}^{T_2} \int e^{itx} dp(F_{H_1}^A(x) - F_{H_0}^A(x))^2 dU(t) + o_p \left( \int_{T_1}^{T_2} \int e^{itx} dp(F_{H_1}^A(x) - F_{H_0}^A(x))^2 dU(t) \right). \]
Thus, Theorem 8 follows from Theorem 1 and condition (5.22).

\[ \square \]

**Proof of Theorem 7** As in the proof of Theorem 7, in view of Lemma 21 (see Section 7.3 below), it suffices to prove the tightness of \( \{p(s_n(t) - s(t)) : t \in I\} \).

As before, write
\[ p(s_n(t) - s(t)) = p \int e^{itx} d[F_{S_n}(x) - F_{c_n}(x)]. \]
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\[ \frac{1}{2\pi i} \oint e^{itz}(tr(S_n - zI_p)^{-1} - pm_{cn}(z))dz, \quad (5.66) \]

where the contour \( \gamma \) is specified in Lemma [21]

From the formula (5.98), we have

\[ trD_n^{-1}(z) = trD_n^{-1}(z) + \frac{\varepsilon^T D_n^{-2}(z)\varepsilon}{1 - \varepsilon^T D_n^{-1}(z)\varepsilon}. \quad (5.67) \]

This, together with (5.97), yields

\[ trS_n^{-1}(z) = pm_{cn}(z) + \frac{\varepsilon^T D_n^{-2}(z)\varepsilon}{1 - \varepsilon^T D_n^{-1}(z)\varepsilon} - \frac{\bar{v}^T D_n^{-2}(z)\bar{v}}{1 + \bar{v}^T D_n^{-1}(z)\bar{v}}. \quad (5.68) \]

By (5.94) and noting that \( M_n(z) = trD_n^{-1}(z) - pm_{cn}(z) \), it is sufficient to prove the tightness of the following three terms:

\[ g_{n1}(t) = -\frac{1}{2\pi i} \oint e^{itz} M_n(z)dz, \quad (5.69) \]

\[ g_{n2}(t) = -\frac{1}{2\pi i} \oint e^{itz} \frac{\varepsilon^T D_n^{-2}(z)\varepsilon}{1 - \varepsilon^T D_n^{-1}(z)\varepsilon} dz, \quad (5.70) \]

\[ g_{n3}(t) = -\frac{1}{2\pi i} \oint e^{itz} \frac{\bar{v}^T D_n^{-2}(z)\bar{v}}{1 + \bar{v}^T D_n^{-1}(z)\bar{v}} dz, \quad (5.71) \]

The tightness of \{g_{n1}(t) : t \in I = [T_1, T_2] \} has been proved in Theorem [7]

Next, via the same method adopted by Theorem [7] we prove the tightness of \{g_{ni}(t) : t \in I = [T_1, T_2] \}, \( i = 2, 3 \) as follows.

By (5.102), (5.103) and Slutsky’s theorem, we have

\[ \sup_{z \in \gamma} \left| \frac{\varepsilon^T D_n^{-2}(z)\varepsilon}{1 - \varepsilon^T D_n^{-1}(z)\varepsilon} + \frac{cm(z)}{z((1 + m(z))^2 - cm^2(z))} \right|_{i.p.} \rightarrow 0. \quad (5.72) \]

We conclude from (5.72), (5.123) and Lemma 3 that, as \( n \rightarrow \infty \),

\[ \int_{\gamma} \left| \frac{\varepsilon^T D_n^{-2}(z)\varepsilon}{1 - \varepsilon^T D_n^{-1}(z)\varepsilon} \right|dz \rightarrow a.s. \int_{\gamma} \left| \frac{cm(z)}{z((1 + m(z))^2 - cm^2(z))} \right|dz \quad (5.73) \]

and

\[ \int_{\gamma} \left| \frac{\bar{v}^T D_n^{-2}(z)\bar{v}}{1 + \bar{v}^T D_n^{-1}(z)\bar{v}} \right|dz \rightarrow a.s. \int_{\gamma} \left| \frac{cm(z)}{z((1 + m(z))^2 - cm^2(z))} + \bar{u} \int \frac{1}{(\lambda - z)^2} dF^{MP}(\lambda) \right|dz. \]
By (5.73), (5.74) and the same proof as (5.62) to (5.65), the tightness of \{g_m(t) : t \in I = [T_1, T_2]\}, \(i = 2, 3\) can be derived.

\[\]

5.6.3 Proofs of Lemma 20 and Lemma 21

Bai and Silverstein (2004) established the remarkable central limit theorem for functional of eigenvalues of \(A_n\) under the additional assumption that \(E|X_{11}|^4 = 3\) while Pan and Zhou (2008) provided a supplement to this theorem by eliminating the condition to some extent. From Theorem 4 of Pan and Zhou (2008) and (5.11) we can directly obtain the following lemma.

**Lemma 20.** Under Assumptions 3 and 3 we have, for any positive integer \(k\),

\[
\left( \int \cos(t_1 x) dG_n(x), \ldots, \int \cos(t_k x) dG_n(x), \int \sin(t_1 x) dG_n(x), \ldots, \int \sin(t_k x) dG_n(x) \right)
\]

converges in distribution to Gaussian vectors \((V_1 + \delta_1(t_1), \ldots, V_k + \delta_1(t_k), Z_1 + \delta_2(t_1), \ldots, Z_k + \delta_2(t_k))\), where \(\delta_1(t), \delta_2(t)\) are, respectively, defined as

\[
\delta_1(t) = \lim_{n \to \infty} \int \cos(tx) d(F^{\infty,H_n}(x) - F^{\infty}(x)),
\]

\[
\delta_2(t) = \lim_{n \to \infty} \int \sin(tx) d(F^{\infty,H_n}(x) - F^{\infty}(x)).
\]

The means and covariances of \(V_j\) and \(Z_j\) are specified as follows:

If \(X_{11}\) is real, then for any \(j = 1, \ldots, k\),

\[
EV_j = \frac{1}{2\pi i} \int_{\gamma} \cos(t_j z) \left( c \int m^3(z) \tau^2(1 + \tau m(z))^{-3} dH(\tau) \right) dz
\]

\[\]

\[
- \frac{EX_1}{2\pi i} - 3 \int_{\gamma} \cos(t_j z) \left( \frac{m^3(z) h_2(z)}{1 - c \int m^2(z) \tau^2(1 + \tau m(z))^{-3} dH(\tau)} \right) dz.
\]

Replacing \(\cos(t_j z)\) in \(EV_j\) by \(\sin(t_j z)\) yields the expression of \(EZ_j\). For any \(j, h = 1, \ldots, k\),

\[
\text{Cov}(V_j, Z_h) = \frac{1}{2\pi i} \int_{\gamma_1} \int_{\gamma_2} \cos(t_j z_1) \sin(t_h z_2) d z_1 m(z_1) d z_2 m(z_2) d z_1 m(z_1) d z_2
\]

\[\]
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\[-\frac{c(EX_{11}^4 - 3)}{4\pi^2} \int_{\gamma_1} \int_{\gamma_2} \cos(t_j z_1) \sin(t_h z_2) \frac{d^2}{d z_1 d z_2} \left[ m(z_1) m(z_2) h_1(z_1, z_2) \right] d z_1 d z_2.\]

If \( X_{11} \) is complex with \( EX_{11}^2 = 0 \), then

\[ EV_j = -\frac{E|X_{11}|^4}{2\pi^i} \int_{\gamma} \cos(t_j z) \left( 1 - c \int \frac{m^2(z) \tau^2 dH(\tau)}{1 + \tau m(z)} \right) dz, \]

and the covariance

\[ Cov(V_j, Z_h) = -\frac{c|EX_{11}|^4 - 2}{4\pi^2} \int_{\gamma_1} \int_{\gamma_2} \cos(t_j z_1) \sin(t_h z_2) \frac{d^2}{d z_1 d z_2} \left[ m(z_1) m(z_2) h_1(z_1, z_2) \right] d z_1 d z_2.\]

The contours \( \gamma, \gamma_1 \) and \( \gamma_2 \) above are all closed and are taken in the positive direction in the complex plane, each enclosing the support of \( F^{c,H} \). Also \( \gamma_1 \) and \( \gamma_2 \) are disjoint.

The covariance structures \( Cov(V_j, V_h) \) and \( Cov(Z_j, Z_h) \) are similar to \( Cov(V_j, Z_h) \) except replacing \( (\cos(t_j z), \sin(t_h z)) \) by \( (\cos(t_j z), \cos(t_h z)) \) and \( (\sin(t_j z), \sin(t_h z)) \) respectively.

**Remark 13.** When \( T_n = I \), the mean and variance of the asymptotic Gaussian distribution for power functions \( f(x) = x^r, \forall r \in \mathbb{Z}^+ \) is calculated in Pan and Zhou (2008) and Bai and Silverstein (2004). Hence the corresponding means and covariances for \( f_1(x) = \sin tx \) and \( f_2(x) = \cos tx \) can be derived by Taylor series of \( \sin tx \) and \( \cos tx \).

While Lemma 21 below is only used in part of the proof of Theorem 3, it is of some general interest and its proof is also not trivial. We thus include both the statement of this lemma and its proof in this chapter.

Write

\[ H_n(x) = p[F_{S_n}(x) - F^{c,n}(x)], \tag{5.78} \]

where \( S_n \) is defined in (5.39).
Lemma 21. Under the assumptions of Theorem 9, we have for any positive integer \( k \),

\[
\left( \int \cos(t_1x)dH_n(x), \ldots, \int \cos(t_kx)dH_n(x), \int \sin(t_1x)dH_n(x), \ldots, \int \sin(t_kx)dH_n(x) \right)
\]

converges in distribution to a Gaussian vector \((W_1, \ldots, W_k, Q_1, \ldots, Q_k)\) whose mean and covariance are specified as follows:

\[
EW_j = -\frac{c}{2\pi i} \int_\gamma \cos(t_jz) \frac{m^3(z)(1 + m(z))}{((1 + m(z))^2 - cm^2(z))^2} dz
\]

\[- \frac{c(EY_{11}^4 - 3)}{2\pi i} \int_\gamma \cos(t_jz) \frac{m^3(z)}{(1 + m(z))^2 - cm^2(z)} dz
\]

\[+ \frac{c}{2\pi i} \int_\gamma \cos(t_jz) \frac{m(z)}{z((1 + m(z))^2 - cm^2(z))} dz
\]

\[- \frac{1}{2\pi i} \int_\gamma \cos(t_jz) \frac{cm(z)}{u(z_m^2(z)) + \bar{u} \int \frac{1}{(\lambda - z)^2} dF^M_P(\lambda)} dz; \quad (5.80)
\]

and

\[
\text{Cov}(W_j, Q_k) = -\frac{1}{2\pi^2} \int_{\gamma_1} \int_{\gamma_2} \frac{\cos(t_jz_1)\sin(t_hz_2)}{(m(z_1) - m(z_2))^2} \frac{d}{dz_1} m(z_1) \frac{d}{dz_2} m(z_2) dz_1 dz_2
\]

\[- \frac{c(EY_{11}^4 - 3)}{4\pi^2} \int_{\gamma_1} \int_{\gamma_2} \cos(t_jz_1)\cos(t_hz_2) \frac{d^2}{dz_1 dz_2} \frac{m(z_1)m(z_2)}{(1 + m(z_1))(1 + m(z_2))} dz_1 dz_2. \quad (5.81)
\]

Replacing \( \cos(t_jz) \) in \( EW_j \) by \( \sin(t_jz) \) yields the expression of \( EQ_j \). The covariances \( \text{Cov}(W_j, W_k) \) and \( \text{Cov}(Q_j, Q_k) \) are similar except replacing \( \sin(t_hz) \) and \( \cos(t_jz) \) by \( \cos(t_hz) \) and \( \sin(t_jz) \) respectively. The contours in \((5.80)\) and \((5.81)\) both enclose the interval \([1 - \sqrt{c}, 1 + \sqrt{c}]\). Moreover, the contours \( \gamma_1 \) and \( \gamma_2 \) are disjoint.

Proof of Lemma 27. Repeating the same truncation and centralization steps as those in Bai and Silverstein (2004), we may assume that

\[
|\epsilon_{ij}| < \delta_n \sqrt{n}, \ E|\epsilon_{ij}| = 0, \ E|\epsilon_{ij}|^2 = 1, \ E|\epsilon_{ij}|^4 < \infty. \quad (5.82)
\]
For the panel data model (5.36), let

\[ v_j = (v_{1j}, \ldots, v_{pj})^T, \quad \varepsilon_j = (\varepsilon_{1j}, \ldots, \varepsilon_{pj})^T, \quad u = \left( \frac{1}{\sqrt{p}} u_1, \ldots, \frac{1}{\sqrt{p}} u_p \right)^T, \quad j = 1, \ldots, n. \]  

(5.83)

The model can be written in the vector form as

\[ v_j = \varepsilon_j + u, \quad j = 1, \ldots, n. \]  

(5.84)

We then define the sample covariance matrix by

\[ S_n = \frac{1}{n} \sum_{j=1}^{n} v_j v_j^T. \]

Moreover write

\[ \bar{v} = \frac{1}{n} \sum_{j=1}^{n} v_j, \quad \bar{\varepsilon} = \frac{1}{n} \sum_{j=1}^{n} \varepsilon_j, \]  

(5.85)

and

\[ D_n = \frac{1}{n} \sum_{j=1}^{n} \varepsilon_j \varepsilon_j^T, \quad S_n = \frac{1}{n} \sum_{j=1}^{n} (v_j - \bar{v})(v_j - \bar{v})^T, \quad D_n = \frac{1}{n} \sum_{j=1}^{n} (\varepsilon_j - \bar{\varepsilon})(\varepsilon_j - \bar{\varepsilon})^T. \]  

(5.86)

Note that \( S_n = D_n \). The sample covariance matrix \( S_n \) can be then expressed as

\[ S_n = S_n + \bar{v} \bar{v}^T = D_n + \bar{v} \bar{v}^T. \]  

(5.87)

By (5.40) and the Burkholder inequality we have

\[ E|u^T \hat{\varepsilon}|^4 \leq \frac{1}{n^3} E \left| \sum_{j=1}^{n} u^T \varepsilon_j \right|^4 \leq \frac{K}{n^4} \sum_{j=1}^{n} u^T u^2 + \frac{K}{n^4} \sum_{j=1}^{n} E|u^T \varepsilon_j|^4 = O\left( \frac{1}{n^2} \right), \]

which, together with Borel-Cantelli’s Lemma, implies that

\[ u^T \varepsilon \xrightarrow{a.s.} 0. \]

Also, condition (5.40) ensures that

\[ u^T u \to \bar{u}. \]  

(5.88)
Therefore by (2.25) of Pan (2012) and (5.40), we have, as \( n \to \infty \),

\[
\lambda_{\text{max}}(\mathbf{v}^T \mathbf{v}) = \mathbf{v}^T \mathbf{v} = \mathbf{v}^T \mathbf{v} + 2 \mathbf{u}^T \mathbf{\bar{e}} \xrightarrow{a.s.} c + \bar{u}, \quad \text{as } n \to \infty.
\]  

(5.89)

Furthermore, Jiang (2004) proved that

\[
\lambda_{\text{max}}(D_n) \to (1 + \sqrt{c})^2, \quad \text{a.s. as } n \to \infty
\]  

(5.90)

and Xiao and Zhou (2010) proved that, when \( c \leq 1 \)

\[
\lambda_{\text{min}}(D_n) \to (1 - \sqrt{c})^2, \quad \text{a.s. as } n \to \infty.
\]  

(5.91)

By (5.89) (5.90) and (5.91), the maximal and minimal eigenvalues of \( S_n \) satisfy with probability one

\[
\limsup_{n \to \infty} \lambda_{\text{max}}(S_n) \leq c + \bar{u} + (1 + \sqrt{c})^2,
\]  

(5.92)

and

\[
\liminf_{n \to \infty} \lambda_{\text{min}}(S_n) \geq (1 - \sqrt{c})^2.
\]  

(5.93)

As in the proof of Theorem 7, we obtain from Cauchy’s formula, with probability one, for \( n \) large,

\[
p \int f(x) d[F_{S_n}(x) - F_{C_n}(x)] = \frac{p}{2\pi i} \int_{\gamma} f(z) \frac{1}{z - x} dz d[F_{S_n}(x) - F_{C_n}(x)]
\]

\[
= \frac{p}{2\pi i} \int_{\gamma} f(z) dz \int \frac{1}{z - x} d[F_{S_n}(x) - F_{C_n}(x)]
\]

\[
= -\frac{1}{2\pi i} \int_{\gamma} f(z) (tr(S_n - zI_p)^{-1} - pm_{c_n}(z)) dz,
\]  

(5.94)

where \( m_{c_n}(z) \) is obtained from \( m(z) \) with \( c \) replaced by \( c_n \). The contour \( \gamma \) is specified as follows: Let \( v_0 > 0 \) be arbitrary and set \( \gamma_{\mu} = \{\mu + iv_0, \mu \in [\mu_\ell, \mu_r]\} \), where \( \mu_r > c + \bar{u} + (1 + \sqrt{c})^2 \) and \( 0 < \mu_\ell < I_{(0,1)}(c)(1 - \sqrt{c})^2 \) or \( \mu_\ell \) is any negative number if \( c \geq 1 \). Then define

\[
\gamma^+ = \{\mu_\ell + iv : v \in [0, v_0]\} \cup \gamma_{\mu} \cup \{\mu_\ell + iv : v \in [0, v_0]\}
\]  

(5.95)
and let $\gamma^-$ be the symmetric part of $\gamma^+$ about the real axis. Then set $\gamma = \gamma^+ \cup \gamma^-.$

Set

$$S_n^{-1}(z) = (S_n - zI_p)^{-1}, \quad D_n^{-1}(z) = (D_n - zI_p)^{-1},$$

Then we have

$$trS_n^{-1}(z) - pm_{cn}(z) = (trD_n^{-1}(z) - pm_{cn}(z)) - \frac{\bar{v}^TD_n^{-2}(z)v}{1 + \bar{v}^TD_n^{-1}(z)v},$$

where we have used the identity

$$(C + rr^T)^{-1} = C^{-1} - \frac{C^{-1}rr^TC^{-1}}{1 + r^TC^{-1}r},$$

where $C$ and $(C + rr^T)$ are both invertible; and $r \in \mathbb{R}^p.$ The first term on the right hand of (5.97) was investigated in Pan (2012). In what follows we consider the second term on the right hand of (5.97).

One may verify that

$$(C + qr^Tv^T)^{-1} = \frac{C^{-1}}{1 + qr^TC^{-1}v},$$

where $C$ and $(C + qr^Tv^T)$ are both invertible, $q$ is a scalar and $r, v \in \mathbb{R}^p.$ This, together with (5.84) and (5.98), yields

$$\bar{v}^TD_n^{-1}(z)v = \bar{\varepsilon}^TD_n^{-1}(z)\bar{\varepsilon} + 2u^TD_n^{-1}(z)\bar{\varepsilon} + u^TD_n^{-1}(z)u$$

$$= \frac{\bar{\varepsilon}^TD_n^{-1}(z)\bar{\varepsilon}}{1 - \bar{\varepsilon}^TD_n^{-1}(z)\bar{\varepsilon}} + 2u^TD_n^{-1}(z)\bar{\varepsilon} + u^TD_n^{-1}(z)u$$

and

$$\bar{v}^TD_n^{-2}(z)v = \bar{\varepsilon}^TD_n^{-2}(z)\bar{\varepsilon} + 2u^TD_n^{-2}(z)\bar{\varepsilon} + u^TD_n^{-2}(z)u$$

$$= \frac{\bar{\varepsilon}^TD_n^{-2}(z)\bar{\varepsilon}}{(1 - \bar{\varepsilon}^TD_n^{-1}(z)\bar{\varepsilon})^2} + 2u^TD_n^{-2}(z)\bar{\varepsilon} + u^TD_n^{-2}(z)u$$

It is proved in Section 2.5 and (4.3) of Pan (2012) that as $n \to \infty$,

$$\sup_{\bar{z} \in \gamma} \left| \bar{\varepsilon}^TD_n^{-2}(z)\bar{\varepsilon} - \frac{cm^2(z)}{(1 + m(z))^2 - cm^2(z)} \right|_{ip} \to 0;$$

(5.102)
\[ \sup_{z \in \gamma} \left| \bar{\varepsilon}^T D_n^{-1}(z) \bar{\varepsilon} - (1 + zm(z)) \right| \xrightarrow{i.p.} 0; \quad (5.103) \]

and

\[ \sup_{z \in \gamma} \left| u^T D_n^{-1}(z) \bar{\varepsilon} \right| \xrightarrow{i.p.} 0, \quad (5.104) \]

(\text{where we also use an argument similar to (2.28) of Pan (2012)). By (3.4) and (4.3) in Pan (2012)), and (5.40), we have as } \( n \to \infty \),

\[ \sup_{z \in \gamma} \left| u^T D_n^{-1}(z) \bar{\varepsilon} \right| \xrightarrow{i.p.} 0, \quad (5.105) \]

The next aim is to prove that

\[ \sup_{z \in \gamma} \left| u^T D_n^{-2}(z) u \right| \xrightarrow{i.p.} 0, \quad (5.106) \]

and that

\[ \sup_{z \in \gamma} \left| u^T D_n^{-2}(z) \bar{\varepsilon} \right| \xrightarrow{i.p.} 0. \quad (5.107) \]

Consider (5.106) first. By the formula (5.98), we have an expansion

\[ u^T D_n^{-2}(z) u = u^T D_n^{-2}(z) u + \frac{2u^T D_n^{-2}(z) \bar{\varepsilon} \bar{\varepsilon}^T D_n^{-1}(z) u}{1 - \bar{\varepsilon}^T D_n^{-1}(z) \bar{\varepsilon}^2} \]

\[ + \frac{u^T D_n^{-1}(z) \bar{\varepsilon} \bar{\varepsilon}^T D_n^{-2}(z) \bar{\varepsilon} \bar{\varepsilon}^T D_n^{-1}(z) u}{(1 - \bar{\varepsilon}^T D_n^{-1}(z) \bar{\varepsilon})^2}. \]

For any given \( z \in \gamma \), we conclude from Theorem 1 of Pan (2012) and Helly-Bray’s theorem that

\[ u^T D_n^{-2}(z) u - \bar{u} \int \frac{1}{(\lambda - z)^2} dF^{MP}(\lambda) \xrightarrow{i.p.} 0 \quad \text{as } n \to \infty. \quad (5.108) \]

By the expansion of \( u^T D_n^{-2}(z) u \) and (5.102)-(5.104), to prove (5.106), it suffices to prove the tightness of \( \{ K_n^{(1)}(z) = u^T D_n^{-2}(z) u - \bar{u} \int \frac{1}{(\lambda - z)^2} dF^{MP}(\lambda), z \in \gamma \} \)

and \( \{ u^T D_n^{-2}(z) \bar{\varepsilon}, z \in \gamma \} \).

To this end, as in Bai and Silverstein (2004), below introduce the truncated version of \( u^T D_n^{-2}(z) u \). Define \( \gamma_r = \{ \mu_r + iv : v \in [n^{-1} \rho_n, v_0] \} \),

\[ \gamma_\ell = \left\{ \begin{array}{ll} \{ \mu_\ell + iv : v \in [n^{-1} \rho_n, v_0] \}, & \mu_\ell > 0, \\ \{ \mu_\ell + iv : v \in [0, v_0] \}, & \mu_\ell < 0, \end{array} \right. \quad (5.109) \]
5.6 Appendix

where

$$\rho_n \downarrow 0, \quad \rho_n \geq n^{-\theta}, \text{ for some } \theta \in (0, 1). \quad (5.110)$$

Let $\gamma_n^+ = \gamma_\ell \cup \gamma_\mu \cup \gamma_r$ and $\gamma_n^-$ denote the symmetric part of $\gamma_n^+$ with respect to the real axis. We then define the truncated process $u^T D_n^{-2}(z) u$ of the process $u^T D_n^{-2}(z) u$ for $z = \alpha + iv$ by

$$u^T D_n^{-2}(z) u = \begin{cases} u^T D_n^{-2}(z) u & z \in \gamma_n = \gamma_n^+ \cup \gamma_n^-, \\ \frac{n^v + \rho_n}{2
\rho_n} u^T D_n^{-2}(z_{r_1}) u + \frac{\rho_n - n^v}{2
\rho_n} u^T D_n^{-2}(z_{r_2}) u & \mu = \mu_r, v \in I, \\ \frac{n^v + \rho_n}{2
\rho_n} u^T D_n^{-2}(z_{\ell_1}) u + \frac{\rho_n - n^v}{2
\rho_n} u^T D_n^{-2}(z_{\ell_2}) u & \mu = \mu_\ell > 0, v \in I, \end{cases} \quad (5.111)$$

where $z_{r_1} = \mu_\ell + in^{-1}\rho_n$, $z_{r_2} = \mu_r - in^{-1}\rho_n$, $z_{\ell_1} = \mu_\ell + in^{-1}\rho_n$, $z_{\ell_2} = \mu_r - in^{-1}\rho_n$ and $I = [-n^{-1}\rho_n, n^{-1}\rho_n]$. We then have

$$\sup_{z \in \gamma} \|u^T D_n^{-2}(z) u - u^T D_n^{-2}(z) u\| \leq K \rho_n \|u\|^2 \left(\frac{1}{|\lambda_{\max}(D_n) - \mu_r|} + \frac{1}{|\lambda_{\min}(D_n) - \mu_\ell|}\right) i.p. \rightarrow 0. \quad (5.112)$$

It is proved in Section 3 of [Bai and Silverstein 2004] that, for any positive integer $k$ and $z \in \gamma_n^+ \cup \gamma_n^-$,

$$\max(E \|D_n^{-1}(z)\|^k) \leq K. \quad (5.113)$$

It follows from independence between $u$ and $\varepsilon_j, j = 1, \cdots, n$ that

$$E|u^T D_n^{-2}(z) u - \bar{u} \int \frac{1}{(\lambda - z)^2} dFMP(\lambda)| \leq E|u^T D_n^{-2}(z) u| + |\bar{u} \int \frac{1}{(\lambda - z)^2} dFMP(\lambda)| \leq E\|u^T\|^2 E\|D_n^{-2}(z)\|^2 + K \leq K, \quad (5.114)$$

which ensures Condition (1) of Lemma 17. Similarly, we can derive $E|u^T D_n^{-2}(z) \varepsilon|^2 \leq K$.

Next, we prove condition (2) of Lemma 17, i.e.

$$\sup_{n, z_1, z_2 \in \gamma_n^+ \cup \gamma_n^-} \frac{E|K_n^{(i)}(z_1) - K_n^{(i)}(z_2)|^2}{|z_1 - z_2|^2} < \infty, \quad i = 1, 2. \quad (5.115)$$
Note that
\[ A^{-1} - B^{-1} = A^{-1}(B - A)B^{-1}, \] (5.116)
where \( A \) and \( B \) are any two nonsingular matrices. We then conclude that
\[ D_n^{-2}(z_1) - D_n^{-2}(z_2) = (z_1 - z_2)D_n^{-2}(z_1)D_n^{-1}(z_2) + (z_1 - z_2)D_n^{-1}(z_1)D_n^{-2}(z_2). \] (5.117)

Then
\[ \frac{K_n^{(1)}(z_1) - K_n^{(1)}(z_2)}{z_1 - z_2} = \frac{u^T D_n^{-2}(z_1)D_n^{-1}(z_2)u + u^T D_n^{-1}(z_1)D_n^{-2}(z_2)u}{
\left( \frac{\lambda - z_1}{\lambda - z_1} \right) + \left( \frac{\lambda - z_2}{\lambda - z_2} \right)
\int \frac{f(\lambda)}{(\lambda - z_1)^2(\lambda - z_2)^2} \, dF^{MP}(\lambda).
\] (5.118)

As in (5.114), we can obtain
\[ E\left| u^T D_n^{-2}(z_1)D_n^{-1}(z_2)u \right|^2 \leq K, \quad E\left| u^T D_n^{-1}(z_1)D_n^{-2}(z_2)u \right|^2 \leq K. \] (5.119)

Since \( f(\lambda) = \frac{(\lambda - z_1) + (\lambda - z_2)}{(\lambda - z_1)^2(\lambda - z_2)^2} \) is a continuous function when \( z_1, z_2 \in \gamma \), the integral
\[ \int f(\lambda) \, dF^{MP}(\lambda) \] is bounded. This, together with (5.119), implies
\[ \sup_{n, z_1, z_2 \in \gamma} \left| K_n^{(1)}(z_1) - K_n^{(1)}(z_2) \right| \left| z_1 - z_2 \right| < \infty. \] (5.120)

By (2.38) in [Pan 2012] and an argument similar to (5.117)-(5.120) we may verify that \( u^T D_n^{-2}(z) \bar{e} \) is tight for \( z \in \gamma \). Summarizing the above we obtain (5.106).

Consider (5.107) now. From the last paragraph we see that it is enough to consider the pointwise convergence of \( u^T D_n^{-2}(z) \bar{e} \). As in (5.111) and (5.112) we may define the truncated process \( u^T D_n^{-2}(z) \bar{e} \) of the process \( u^T D_n^{-2}(z) \bar{e} \) and then prove that their difference tends to zero in probability. As in (4.3) of [Pan 2012] one may prove that for given \( z \in \gamma_n^{+} \) \( u^T D_n^{-2}(z) \bar{e} \overset{i.p.}{\to} 0 \).

From (5.100) to (5.107) we have
\[ \sup_{z \in \gamma} \left| u^T D_n^{-1}(z) \bar{v} - \left\{ \frac{1 + zm(z)}{-zm(z)} + \bar{m}(z) \right\} \right| \overset{i.p.}{\to} 0, \] (5.121)
and
\[
\sup_{z \in \gamma} \left| \bar{v}^T D_n^{-2}(z) \bar{v} - \frac{c}{z^2[(1 + m(z))^2 - c m^2(z)]} + \bar{u} \int \frac{1}{(\lambda - z)^2} dF^{MP}(\lambda) \right| \overset{i.p.}{\longrightarrow} 0.
\]
(5.122)

We then conclude from Slutsky’s theorem that
\[
\sup_{z \in \gamma} \left| \frac{\bar{v}^T D_n^{-2}(z) \bar{v}}{1 + \bar{v}^T D_n^{-1}(z) \bar{v}} - \frac{c m(z)}{z(1 + m(z))^2 - c m^2(z)} + \bar{u} \int \frac{1}{(\lambda - z)^2} dF^{MP}(\lambda) \right| \overset{i.p.}{\longrightarrow} 0.
\]
(5.123)

The arguments of Theorem 1 of Pan (2012) show that the truncation version of \((tr D_n^{-1}(z) - pm_{cn}(z))\) converges in distribution to a two-dimensional Gaussian process and that the difference between \((tr D_n^{-1}(z) - pm_{cn}(z))\) and its truncation version goes to zero in probability (see Page 563 of Bai and Silverstein (2004) and (2.28) of Pan (2012)). Theorem 3 then follows from (5.123), (5.94) and (5.97), Slutsky’s theorem and Lemma 3 (one may refer to Page 563 of Bai and Silverstein (2004)).

\(\square\)
Table 5.1: Empirical sizes and power values of the proposed test at the 5\% significant level for standardized normally distributed random vectors.

<table>
<thead>
<tr>
<th>p</th>
<th>n</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Empirical sizes

<table>
<thead>
<tr>
<th></th>
<th>5</th>
<th>0.069</th>
<th>0.064</th>
<th>0.027</th>
<th>0.039</th>
<th>0.034</th>
<th>0.052</th>
<th>0.035</th>
<th>0.033</th>
<th>0.037</th>
<th>0.043</th>
<th>0.047</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.049</td>
<td>0.059</td>
<td>0.048</td>
<td>0.046</td>
<td>0.055</td>
<td>0.044</td>
<td>0.043</td>
<td>0.048</td>
<td>0.048</td>
<td>0.038</td>
<td>0.046</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.045</td>
<td>0.042</td>
<td>0.047</td>
<td>0.051</td>
<td>0.052</td>
<td>0.052</td>
<td>0.051</td>
<td>0.041</td>
<td>0.042</td>
<td>0.046</td>
<td>0.041</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.034</td>
<td>0.035</td>
<td>0.052</td>
<td>0.053</td>
<td>0.068</td>
<td>0.063</td>
<td>0.050</td>
<td>0.049</td>
<td>0.047</td>
<td>0.040</td>
<td>0.046</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.055</td>
<td>0.050</td>
<td>0.052</td>
<td>0.061</td>
<td>0.056</td>
<td>0.038</td>
<td>0.042</td>
<td>0.064</td>
<td>0.054</td>
<td>0.044</td>
<td>0.066</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.038</td>
<td>0.041</td>
<td>0.048</td>
<td>0.044</td>
<td>0.050</td>
<td>0.052</td>
<td>0.050</td>
<td>0.058</td>
<td>0.046</td>
<td>0.053</td>
<td>0.041</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.064</td>
<td>0.061</td>
<td>0.043</td>
<td>0.049</td>
<td>0.047</td>
<td>0.049</td>
<td>0.050</td>
<td>0.049</td>
<td>0.059</td>
<td>0.046</td>
<td>0.048</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>0.047</td>
<td>0.042</td>
<td>0.051</td>
<td>0.039</td>
<td>0.052</td>
<td>0.055</td>
<td>0.058</td>
<td>0.044</td>
<td>0.037</td>
<td>0.038</td>
<td>0.049</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>0.028</td>
<td>0.032</td>
<td>0.033</td>
<td>0.041</td>
<td>0.052</td>
<td>0.054</td>
<td>0.047</td>
<td>0.042</td>
<td>0.047</td>
<td>0.046</td>
<td>0.040</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.042</td>
<td>0.037</td>
<td>0.032</td>
<td>0.048</td>
<td>0.054</td>
<td>0.044</td>
<td>0.053</td>
<td>0.041</td>
<td>0.037</td>
<td>0.051</td>
<td>0.042</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.037</td>
<td>0.046</td>
<td>0.036</td>
<td>0.035</td>
<td>0.045</td>
<td>0.029</td>
<td>0.045</td>
<td>0.056</td>
<td>0.048</td>
<td>0.047</td>
<td>0.056</td>
<td></td>
</tr>
</tbody>
</table>

Empirical power values

<table>
<thead>
<tr>
<th></th>
<th>5</th>
<th>0.044</th>
<th>0.053</th>
<th>0.072</th>
<th>0.070</th>
<th>0.065</th>
<th>0.048</th>
<th>0.053</th>
<th>0.063</th>
<th>0.057</th>
<th>0.053</th>
<th>0.080</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.054</td>
<td>0.065</td>
<td>0.046</td>
<td>0.051</td>
<td>0.052</td>
<td>0.049</td>
<td>0.049</td>
<td>0.037</td>
<td>0.049</td>
<td>0.060</td>
<td>0.062</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.056</td>
<td>0.066</td>
<td>0.091</td>
<td>0.059</td>
<td>0.062</td>
<td>0.051</td>
<td>0.045</td>
<td>0.075</td>
<td>0.078</td>
<td>0.078</td>
<td>0.063</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.051</td>
<td>0.062</td>
<td>0.054</td>
<td>0.068</td>
<td>0.051</td>
<td>0.081</td>
<td>0.092</td>
<td>0.087</td>
<td>0.115</td>
<td>0.128</td>
<td>0.148</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.041</td>
<td>0.036</td>
<td>0.052</td>
<td>0.055</td>
<td>0.126</td>
<td>0.183</td>
<td>0.144</td>
<td>0.208</td>
<td>0.209</td>
<td>0.276</td>
<td>0.254</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.068</td>
<td>0.051</td>
<td>0.054</td>
<td>0.066</td>
<td>0.151</td>
<td>0.262</td>
<td>0.329</td>
<td>0.420</td>
<td>0.474</td>
<td>0.432</td>
<td>0.574</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.046</td>
<td>0.027</td>
<td>0.055</td>
<td>0.098</td>
<td>0.154</td>
<td>0.310</td>
<td>0.455</td>
<td>0.592</td>
<td>0.596</td>
<td>0.733</td>
<td>0.715</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>0.050</td>
<td>0.044</td>
<td>0.018</td>
<td>0.110</td>
<td>0.211</td>
<td>0.379</td>
<td>0.565</td>
<td>0.747</td>
<td>0.793</td>
<td>0.846</td>
<td>0.841</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>0.053</td>
<td>0.046</td>
<td>0.036</td>
<td>0.102</td>
<td>0.233</td>
<td>0.439</td>
<td>0.687</td>
<td>0.892</td>
<td>0.906</td>
<td>0.944</td>
<td>0.977</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.028</td>
<td>0.040</td>
<td>0.054</td>
<td>0.122</td>
<td>0.226</td>
<td>0.484</td>
<td>0.752</td>
<td>0.878</td>
<td>0.963</td>
<td>0.980</td>
<td>0.999</td>
<td></td>
</tr>
</tbody>
</table>

*The power values are under the alternative hypothesis that the population covariance matrix is $\Sigma = 0.95I_p + 0.051_p I_p'$. 
### Table 5.2: Bootstrap sizes and power values of the proposed test at the 5% significant level for standardized normal and gamma(4,2) random vectors respectively.

<table>
<thead>
<tr>
<th>$p$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Normal Data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.044</td>
<td>0.045</td>
<td>0.047</td>
<td>0.045</td>
<td>0.040</td>
<td>0.045</td>
<td>0.046</td>
<td>0.045</td>
<td>0.043</td>
<td>0.042</td>
<td>0.040</td>
</tr>
<tr>
<td>10</td>
<td>0.042</td>
<td>0.047</td>
<td>0.047</td>
<td>0.044</td>
<td>0.042</td>
<td>0.043</td>
<td>0.042</td>
<td>0.042</td>
<td>0.040</td>
<td>0.043</td>
<td>0.045</td>
</tr>
<tr>
<td>20</td>
<td>0.040</td>
<td>0.045</td>
<td>0.045</td>
<td>0.047</td>
<td>0.046</td>
<td>0.046</td>
<td>0.047</td>
<td>0.045</td>
<td>0.045</td>
<td>0.042</td>
<td>0.043</td>
</tr>
<tr>
<td>30</td>
<td>0.042</td>
<td>0.045</td>
<td>0.049</td>
<td>0.053</td>
<td>0.052</td>
<td>0.052</td>
<td>0.051</td>
<td>0.048</td>
<td>0.047</td>
<td>0.046</td>
<td>0.048</td>
</tr>
<tr>
<td>40</td>
<td>0.040</td>
<td>0.044</td>
<td>0.050</td>
<td>0.052</td>
<td>0.056</td>
<td>0.048</td>
<td>0.042</td>
<td>0.052</td>
<td>0.054</td>
<td>0.044</td>
<td>0.052</td>
</tr>
<tr>
<td>50</td>
<td>0.039</td>
<td>0.040</td>
<td>0.049</td>
<td>0.044</td>
<td>0.050</td>
<td>0.052</td>
<td>0.050</td>
<td>0.058</td>
<td>0.046</td>
<td>0.053</td>
<td>0.048</td>
</tr>
<tr>
<td>60</td>
<td>0.037</td>
<td>0.041</td>
<td>0.047</td>
<td>0.049</td>
<td>0.047</td>
<td>0.049</td>
<td>0.050</td>
<td>0.049</td>
<td>0.059</td>
<td>0.046</td>
<td>0.049</td>
</tr>
<tr>
<td>70</td>
<td>0.032</td>
<td>0.040</td>
<td>0.048</td>
<td>0.049</td>
<td>0.052</td>
<td>0.055</td>
<td>0.053</td>
<td>0.046</td>
<td>0.048</td>
<td>0.047</td>
<td>0.049</td>
</tr>
<tr>
<td>80</td>
<td>0.031</td>
<td>0.039</td>
<td>0.043</td>
<td>0.046</td>
<td>0.052</td>
<td>0.054</td>
<td>0.047</td>
<td>0.042</td>
<td>0.047</td>
<td>0.046</td>
<td>0.047</td>
</tr>
<tr>
<td>90</td>
<td>0.030</td>
<td>0.040</td>
<td>0.041</td>
<td>0.048</td>
<td>0.051</td>
<td>0.044</td>
<td>0.053</td>
<td>0.041</td>
<td>0.047</td>
<td>0.051</td>
<td>0.048</td>
</tr>
<tr>
<td>100</td>
<td>0.033</td>
<td>0.038</td>
<td>0.040</td>
<td>0.042</td>
<td>0.044</td>
<td>0.043</td>
<td>0.046</td>
<td>0.048</td>
<td>0.051</td>
<td>0.049</td>
<td>0.051</td>
</tr>
</tbody>
</table>

| **Gamma Data** |     |     |     |     |     |     |     |     |     |     |     |
| 5    | 0.065 | 0.064 | 0.060 | 0.065 | 0.063 | 0.065 | 0.069 | 0.066 | 0.073 | 0.072 | 0.070 |
| 10   | 0.068 | 0.062 | 0.060 | 0.063 | 0.061 | 0.058 | 0.062 | 0.058 | 0.060 | 0.063 | 0.065 |
| 20   | 0.069 | 0.061 | 0.059 | 0.058 | 0.062 | 0.056 | 0.057 | 0.055 | 0.058 | 0.057 | 0.060 |
| 30   | 0.062 | 0.059 | 0.062 | 0.057 | 0.058 | 0.055 | 0.054 | 0.053 | 0.055 | 0.056 | 0.058 |
| 40   | 0.063 | 0.065 | 0.061 | 0.056 | 0.057 | 0.055 | 0.055 | 0.053 | 0.056 | 0.054 | 0.054 |
| 50   | 0.064 | 0.063 | 0.063 | 0.059 | 0.058 | 0.054 | 0.054 | 0.054 | 0.056 | 0.053 | 0.052 |
| 60   | 0.069 | 0.071 | 0.064 | 0.060 | 0.054 | 0.052 | 0.049 | 0.050 | 0.055 | 0.052 | 0.053 |
| 70   | 0.073 | 0.072 | 0.067 | 0.063 | 0.055 | 0.050 | 0.053 | 0.051 | 0.048 | 0.050 | 0.050 |
| 80   | 0.074 | 0.074 | 0.067 | 0.064 | 0.058 | 0.052 | 0.049 | 0.052 | 0.049 | 0.049 | 0.050 |
| 90   | 0.072 | 0.070 | 0.068 | 0.067 | 0.058 | 0.052 | 0.050 | 0.051 | 0.049 | 0.051 | 0.049 |
| 100  | 0.076 | 0.072 | 0.071 | 0.067 | 0.059 | 0.053 | 0.052 | 0.049 | 0.051 | 0.049 | 0.050 |
Table 5.3: Empirical sizes and power values of the LRT at the 5% significant level for standardized normally distributed random vectors.

<table>
<thead>
<tr>
<th>n</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Empirical sizes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.005</td>
<td>0.475</td>
<td>0.495</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0.030</td>
<td>0.115</td>
<td>0.504</td>
<td>0.454</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>0.047</td>
<td>0.030</td>
<td>0.522</td>
<td>1</td>
<td>0.500</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>0.040</td>
<td>0.032</td>
<td>0.076</td>
<td>0.873</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>0.044</td>
<td>0.034</td>
<td>0.057</td>
<td>0.148</td>
<td>0.982</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>0.057</td>
<td>0.034</td>
<td>0.044</td>
<td>0.062</td>
<td>0.299</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.049</td>
<td>0.053</td>
<td>0.040</td>
<td>0.065</td>
<td>0.101</td>
<td>0.578</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>0.038</td>
<td>0.060</td>
<td>0.049</td>
<td>0.054</td>
<td>0.108</td>
<td>0.229</td>
<td>0.784</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>0.055</td>
<td>0.040</td>
<td>0.043</td>
<td>0.072</td>
<td>0.079</td>
<td>0.147</td>
<td>0.442</td>
<td>0.950</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>90</td>
<td>0.054</td>
<td>0.061</td>
<td>0.047</td>
<td>0.033</td>
<td>0.048</td>
<td>0.129</td>
<td>0.233</td>
<td>0.691</td>
<td>0.991</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>0.055</td>
<td>0.048</td>
<td>0.066</td>
<td>0.069</td>
<td>0.076</td>
<td>0.085</td>
<td>0.185</td>
<td>0.402</td>
<td>0.844</td>
<td>0.997</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Empirical power values</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.005</td>
<td>0.504</td>
<td>0.505</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0.033</td>
<td>0.125</td>
<td>0.506</td>
<td>0.485</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>0.051</td>
<td>0.049</td>
<td>0.587</td>
<td>1</td>
<td>0.496</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>0.056</td>
<td>0.062</td>
<td>0.121</td>
<td>0.912</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>0.061</td>
<td>0.077</td>
<td>0.139</td>
<td>0.311</td>
<td>0.990</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>0.092</td>
<td>0.090</td>
<td>0.150</td>
<td>0.206</td>
<td>0.576</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.088</td>
<td>0.142</td>
<td>0.220</td>
<td>0.266</td>
<td>0.420</td>
<td>0.849</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>0.102</td>
<td>0.170</td>
<td>0.222</td>
<td>0.320</td>
<td>0.463</td>
<td>0.691</td>
<td>0.984</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>0.133</td>
<td>0.169</td>
<td>0.246</td>
<td>0.392</td>
<td>0.478</td>
<td>0.666</td>
<td>0.883</td>
<td>0.994</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.122</td>
<td>0.190</td>
<td>0.331</td>
<td>0.404</td>
<td>0.526</td>
<td>0.666</td>
<td>0.819</td>
<td>0.983</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.153</td>
<td>0.232</td>
<td>0.411</td>
<td>0.550</td>
<td>0.658</td>
<td>0.713</td>
<td>0.842</td>
<td>0.952</td>
<td>0.995</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

*The power values are under the alternative hypothesis that the population covariance matrix is $\Sigma = 0.95I_p + 0.05I_p1_p^t$. 
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**Table 5.3: Empirical sizes and power values of the LRT at the 5% significant level for standardized normally distributed random vectors.**
Table 5.4: Empirical sizes of the proposed test at the 5% significance level for standardized gamma random vectors.

<table>
<thead>
<tr>
<th>p</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical sizes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.089</td>
<td>0.078</td>
<td>0.068</td>
<td>0.059</td>
<td>0.060</td>
<td>0.063</td>
<td>0.061</td>
<td>0.047</td>
<td>0.050</td>
<td>0.061</td>
<td>0.044</td>
</tr>
<tr>
<td>10</td>
<td>0.066</td>
<td>0.075</td>
<td>0.068</td>
<td>0.054</td>
<td>0.046</td>
<td>0.051</td>
<td>0.047</td>
<td>0.048</td>
<td>0.050</td>
<td>0.042</td>
<td>0.052</td>
</tr>
<tr>
<td>20</td>
<td>0.057</td>
<td>0.058</td>
<td>0.072</td>
<td>0.062</td>
<td>0.053</td>
<td>0.054</td>
<td>0.053</td>
<td>0.052</td>
<td>0.049</td>
<td>0.051</td>
<td>0.048</td>
</tr>
<tr>
<td>30</td>
<td>0.069</td>
<td>0.069</td>
<td>0.076</td>
<td>0.058</td>
<td>0.056</td>
<td>0.054</td>
<td>0.047</td>
<td>0.067</td>
<td>0.066</td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.061</td>
<td>0.049</td>
<td>0.058</td>
<td>0.040</td>
<td>0.065</td>
<td>0.048</td>
<td>0.063</td>
<td>0.065</td>
<td>0.068</td>
<td>0.047</td>
<td>0.067</td>
</tr>
<tr>
<td>50</td>
<td>0.053</td>
<td>0.054</td>
<td>0.055</td>
<td>0.057</td>
<td>0.059</td>
<td>0.048</td>
<td>0.067</td>
<td>0.066</td>
<td>0.043</td>
<td>0.059</td>
<td>0.053</td>
</tr>
<tr>
<td>60</td>
<td>0.059</td>
<td>0.052</td>
<td>0.057</td>
<td>0.060</td>
<td>0.052</td>
<td>0.067</td>
<td>0.058</td>
<td>0.064</td>
<td>0.064</td>
<td>0.061</td>
<td>0.069</td>
</tr>
<tr>
<td>70</td>
<td>0.044</td>
<td>0.050</td>
<td>0.064</td>
<td>0.055</td>
<td>0.071</td>
<td>0.054</td>
<td>0.067</td>
<td>0.064</td>
<td>0.051</td>
<td>0.077</td>
<td>0.048</td>
</tr>
<tr>
<td>80</td>
<td>0.045</td>
<td>0.050</td>
<td>0.061</td>
<td>0.043</td>
<td>0.071</td>
<td>0.055</td>
<td>0.071</td>
<td>0.053</td>
<td>0.056</td>
<td>0.070</td>
<td>0.060</td>
</tr>
<tr>
<td>90</td>
<td>0.041</td>
<td>0.067</td>
<td>0.034</td>
<td>0.056</td>
<td>0.049</td>
<td>0.054</td>
<td>0.050</td>
<td>0.060</td>
<td>0.047</td>
<td>0.060</td>
<td>0.058</td>
</tr>
<tr>
<td>100</td>
<td>0.070</td>
<td>0.045</td>
<td>0.059</td>
<td>0.055</td>
<td>0.047</td>
<td>0.062</td>
<td>0.069</td>
<td>0.057</td>
<td>0.056</td>
<td>0.060</td>
<td>0.061</td>
</tr>
</tbody>
</table>

Table 5.5: Empirical power values of the proposed test at the 5% significance level for standardized gamma random vectors.

<table>
<thead>
<tr>
<th>p</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical powers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.334</td>
<td>0.575</td>
<td>0.853</td>
<td>0.944</td>
<td>0.983</td>
<td>0.989</td>
<td>0.998</td>
</tr>
<tr>
<td>10</td>
<td>0.513</td>
<td>0.838</td>
<td>0.979</td>
<td>0.999</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>0.721</td>
<td>0.970</td>
<td>0.999</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>0.834</td>
<td>0.998</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>0.914</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>0.952</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>0.991</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

*The power values are under the alternative hypothesis that the population covariance matrix is $\Sigma = 0.95I_p + 0.051_p1_p'$.  

\[5.6\text{ Appendix}\]
Table 5.6: Empirical power values of the proposed test at the 5% significance level for MA(1) model.

<table>
<thead>
<tr>
<th>n</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.096</td>
<td>0.097</td>
<td>0.097</td>
<td>0.111</td>
<td>0.210</td>
<td>0.214</td>
<td>0.198</td>
</tr>
<tr>
<td>10</td>
<td>0.082</td>
<td>0.090</td>
<td>0.173</td>
<td>0.227</td>
<td>0.374</td>
<td>0.715</td>
<td>0.722</td>
</tr>
<tr>
<td>20</td>
<td>0.099</td>
<td>0.165</td>
<td>0.400</td>
<td>0.597</td>
<td>0.683</td>
<td>0.822</td>
<td>0.951</td>
</tr>
<tr>
<td>30</td>
<td>0.067</td>
<td>0.121</td>
<td>0.611</td>
<td>0.733</td>
<td>0.803</td>
<td>0.986</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>0.091</td>
<td>0.321</td>
<td>0.653</td>
<td>0.938</td>
<td>0.968</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>0.139</td>
<td>0.416</td>
<td>0.910</td>
<td>0.956</td>
<td>0.998</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>0.117</td>
<td>0.412</td>
<td>0.918</td>
<td>0.994</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.7: Empirical power values of the proposed test at the 5% significance level for AR(1) model.

<table>
<thead>
<tr>
<th>n</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.130</td>
<td>0.094</td>
<td>0.264</td>
<td>0.253</td>
<td>0.181</td>
<td>0.169</td>
</tr>
<tr>
<td>10</td>
<td>0.167</td>
<td>0.289</td>
<td>0.482</td>
<td>0.640</td>
<td>0.668</td>
<td>0.609</td>
</tr>
<tr>
<td>20</td>
<td>0.230</td>
<td>0.544</td>
<td>0.878</td>
<td>0.271</td>
<td>0.954</td>
<td>0.994</td>
</tr>
<tr>
<td>30</td>
<td>0.205</td>
<td>0.602</td>
<td>0.993</td>
<td>0.999</td>
<td>0.671</td>
<td>0.936</td>
</tr>
<tr>
<td>40</td>
<td>0.344</td>
<td>0.916</td>
<td>0.998</td>
<td>1</td>
<td>1</td>
<td>0.982</td>
</tr>
<tr>
<td>50</td>
<td>0.541</td>
<td>0.984</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 5.8: Empirical power values of the proposed test at the 5\% significance level for SMA(1) model.

<table>
<thead>
<tr>
<th>p</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.330</td>
<td>0.431</td>
<td>0.782</td>
<td>0.999</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0.647</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0.967</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0.962</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0.998</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
Table 5.9: Empirical sizes and power values of the proposed test at the 5% significance level for the general panel data model.

<table>
<thead>
<tr>
<th>n</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Empirical sizes</td>
<td>Empirical power values</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.038</td>
<td>0.045</td>
<td>0.047</td>
<td>0.057</td>
<td>0.058</td>
<td>0.067</td>
<td>0.069</td>
<td>0.069</td>
<td>0.072</td>
<td>0.076</td>
<td>0.074</td>
</tr>
<tr>
<td>10</td>
<td>0.041</td>
<td>0.042</td>
<td>0.046</td>
<td>0.049</td>
<td>0.056</td>
<td>0.065</td>
<td>0.067</td>
<td>0.068</td>
<td>0.068</td>
<td>0.063</td>
<td>0.069</td>
</tr>
<tr>
<td>20</td>
<td>0.035</td>
<td>0.042</td>
<td>0.049</td>
<td>0.056</td>
<td>0.052</td>
<td>0.046</td>
<td>0.063</td>
<td>0.043</td>
<td>0.069</td>
<td>0.055</td>
<td>0.057</td>
</tr>
<tr>
<td>30</td>
<td>0.043</td>
<td>0.049</td>
<td>0.043</td>
<td>0.059</td>
<td>0.048</td>
<td>0.068</td>
<td>0.059</td>
<td>0.057</td>
<td>0.040</td>
<td>0.055</td>
<td>0.047</td>
</tr>
<tr>
<td>40</td>
<td>0.048</td>
<td>0.052</td>
<td>0.043</td>
<td>0.060</td>
<td>0.057</td>
<td>0.046</td>
<td>0.049</td>
<td>0.054</td>
<td>0.046</td>
<td>0.058</td>
<td>0.061</td>
</tr>
<tr>
<td>50</td>
<td>0.057</td>
<td>0.048</td>
<td>0.046</td>
<td>0.058</td>
<td>0.052</td>
<td>0.055</td>
<td>0.048</td>
<td>0.049</td>
<td>0.050</td>
<td>0.040</td>
<td>0.041</td>
</tr>
<tr>
<td>60</td>
<td>0.058</td>
<td>0.056</td>
<td>0.055</td>
<td>0.058</td>
<td>0.047</td>
<td>0.045</td>
<td>0.053</td>
<td>0.066</td>
<td>0.058</td>
<td>0.049</td>
<td>0.050</td>
</tr>
<tr>
<td>70</td>
<td>0.062</td>
<td>0.060</td>
<td>0.059</td>
<td>0.056</td>
<td>0.049</td>
<td>0.057</td>
<td>0.049</td>
<td>0.068</td>
<td>0.052</td>
<td>0.036</td>
<td>0.043</td>
</tr>
<tr>
<td>80</td>
<td>0.071</td>
<td>0.063</td>
<td>0.067</td>
<td>0.047</td>
<td>0.048</td>
<td>0.058</td>
<td>0.056</td>
<td>0.044</td>
<td>0.059</td>
<td>0.057</td>
<td>0.055</td>
</tr>
<tr>
<td>90</td>
<td>0.065</td>
<td>0.068</td>
<td>0.065</td>
<td>0.048</td>
<td>0.053</td>
<td>0.048</td>
<td>0.056</td>
<td>0.048</td>
<td>0.048</td>
<td>0.066</td>
<td>0.060</td>
</tr>
<tr>
<td>100</td>
<td>0.037</td>
<td>0.046</td>
<td>0.036</td>
<td>0.035</td>
<td>0.045</td>
<td>0.043</td>
<td>0.045</td>
<td>0.056</td>
<td>0.048</td>
<td>0.047</td>
<td>0.055</td>
</tr>
</tbody>
</table>
### Table 5.10: Empirical power values of the proposed test at the 5% significance level for nonlinear MA model.

<table>
<thead>
<tr>
<th>p</th>
<th>n</th>
<th>5</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.033</td>
<td>0.004</td>
<td>0.008</td>
<td>0.005</td>
<td>0.007</td>
<td>0.008</td>
<td>0.007</td>
<td>0.009</td>
<td>0.014</td>
<td>0.070</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.804</td>
<td>0.703</td>
<td>0.614</td>
<td>0.581</td>
<td>0.511</td>
<td>0.447</td>
<td>0.340</td>
<td>0.306</td>
<td>0.257</td>
<td>0.216</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.854</td>
<td>0.777</td>
<td>0.779</td>
<td>0.780</td>
<td>0.740</td>
<td>0.662</td>
<td>0.662</td>
<td>0.597</td>
<td>0.579</td>
<td>0.555</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.878</td>
<td>0.856</td>
<td>0.856</td>
<td>0.845</td>
<td>0.825</td>
<td>0.779</td>
<td>0.770</td>
<td>0.772</td>
<td>0.702</td>
<td>0.698</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.884</td>
<td>0.868</td>
<td>0.884</td>
<td>0.864</td>
<td>0.888</td>
<td>0.860</td>
<td>0.875</td>
<td>0.869</td>
<td>0.828</td>
<td>0.820</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.892</td>
<td>0.882</td>
<td>0.904</td>
<td>0.920</td>
<td>0.923</td>
<td>0.933</td>
<td>0.900</td>
<td>0.892</td>
<td>0.892</td>
<td>0.882</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>0.896</td>
<td>0.906</td>
<td>0.927</td>
<td>0.934</td>
<td>0.921</td>
<td>0.952</td>
<td>0.925</td>
<td>0.943</td>
<td>0.917</td>
<td>0.926</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>0.936</td>
<td>0.925</td>
<td>0.921</td>
<td>0.952</td>
<td>0.950</td>
<td>0.943</td>
<td>0.943</td>
<td>0.958</td>
<td>0.953</td>
<td>0.936</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.922</td>
<td>0.939</td>
<td>0.935</td>
<td>0.958</td>
<td>0.959</td>
<td>0.955</td>
<td>0.982</td>
<td>0.962</td>
<td>0.957</td>
<td>0.954</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.926</td>
<td>0.920</td>
<td>0.937</td>
<td>0.952</td>
<td>0.964</td>
<td>0.970</td>
<td>0.975</td>
<td>0.978</td>
<td>0.970</td>
<td>0.965</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.11: Empirical power values of the proposed test at the 5% significance level for ARCH(1) model.

<table>
<thead>
<tr>
<th>p</th>
<th>n</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.148</td>
<td>0.093</td>
<td>0.073</td>
<td>0.076</td>
<td>0.058</td>
<td>0.099</td>
<td>0.113</td>
<td>0.088</td>
<td>0.106</td>
<td>0.112</td>
<td>0.141</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.454</td>
<td>0.399</td>
<td>0.315</td>
<td>0.215</td>
<td>0.128</td>
<td>0.121</td>
<td>0.112</td>
<td>0.121</td>
<td>0.093</td>
<td>0.095</td>
<td>0.092</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.401</td>
<td>0.428</td>
<td>0.508</td>
<td>0.464</td>
<td>0.444</td>
<td>0.468</td>
<td>0.436</td>
<td>0.338</td>
<td>0.356</td>
<td>0.337</td>
<td>0.302</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.272</td>
<td>0.364</td>
<td>0.616</td>
<td>0.712</td>
<td>0.753</td>
<td>0.759</td>
<td>0.793</td>
<td>0.743</td>
<td>0.638</td>
<td>0.639</td>
<td>0.598</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.232</td>
<td>0.357</td>
<td>0.572</td>
<td>0.823</td>
<td>0.790</td>
<td>0.874</td>
<td>0.915</td>
<td>0.885</td>
<td>0.876</td>
<td>0.855</td>
<td>0.860</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.222</td>
<td>0.339</td>
<td>0.622</td>
<td>0.757</td>
<td>0.891</td>
<td>0.969</td>
<td>0.957</td>
<td>0.975</td>
<td>0.967</td>
<td>0.957</td>
<td>0.975</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.216</td>
<td>0.448</td>
<td>0.617</td>
<td>0.862</td>
<td>0.901</td>
<td>0.976</td>
<td>0.983</td>
<td>0.987</td>
<td>0.992</td>
<td>0.997</td>
<td>0.997</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>0.200</td>
<td>0.339</td>
<td>0.592</td>
<td>0.864</td>
<td>0.931</td>
<td>0.982</td>
<td>0.993</td>
<td>0.998</td>
<td>0.997</td>
<td>0.998</td>
<td>0.996</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>0.194</td>
<td>0.376</td>
<td>0.566</td>
<td>0.824</td>
<td>0.950</td>
<td>0.967</td>
<td>0.997</td>
<td>1</td>
<td>1</td>
<td>0.999</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.184</td>
<td>0.456</td>
<td>0.721</td>
<td>0.839</td>
<td>0.960</td>
<td>0.995</td>
<td>0.999</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.128</td>
<td>0.306</td>
<td>0.802</td>
<td>0.859</td>
<td>0.934</td>
<td>0.992</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
Table 5.12: *Empirical power values of the proposed test at the 5% significance level for Vandermonde Matrix.*

<table>
<thead>
<tr>
<th>n</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.180</td>
<td>0.197</td>
<td>0.192</td>
<td>0.169</td>
<td>0.202</td>
<td>0.211</td>
<td>0.190</td>
<td>0.185</td>
<td>0.171</td>
<td>0.177</td>
<td>0.240</td>
</tr>
<tr>
<td>20</td>
<td>0.309</td>
<td>0.332</td>
<td>0.356</td>
<td>0.327</td>
<td>0.291</td>
<td>0.303</td>
<td>0.301</td>
<td>0.295</td>
<td>0.321</td>
<td>0.243</td>
<td>0.478</td>
</tr>
<tr>
<td>30</td>
<td>0.324</td>
<td>0.433</td>
<td>0.473</td>
<td>0.413</td>
<td>0.461</td>
<td>0.408</td>
<td>0.445</td>
<td>0.395</td>
<td>0.368</td>
<td>0.397</td>
<td>0.606</td>
</tr>
<tr>
<td>40</td>
<td>0.458</td>
<td>0.512</td>
<td>0.527</td>
<td>0.546</td>
<td>0.533</td>
<td>0.490</td>
<td>0.518</td>
<td>0.518</td>
<td>0.498</td>
<td>0.450</td>
<td>0.457</td>
</tr>
<tr>
<td>50</td>
<td>0.593</td>
<td>0.437</td>
<td>0.540</td>
<td>0.571</td>
<td>0.614</td>
<td>0.569</td>
<td>0.577</td>
<td>0.566</td>
<td>0.565</td>
<td>0.537</td>
<td>0.764</td>
</tr>
<tr>
<td>60</td>
<td>0.504</td>
<td>0.538</td>
<td>0.551</td>
<td>0.567</td>
<td>0.616</td>
<td>0.662</td>
<td>0.588</td>
<td>0.581</td>
<td>0.572</td>
<td>0.607</td>
<td>0.744</td>
</tr>
<tr>
<td>70</td>
<td>0.548</td>
<td>0.526</td>
<td>0.560</td>
<td>0.627</td>
<td>0.668</td>
<td>0.641</td>
<td>0.694</td>
<td>0.707</td>
<td>0.641</td>
<td>0.678</td>
<td>0.741</td>
</tr>
<tr>
<td>80</td>
<td>0.550</td>
<td>0.545</td>
<td>0.580</td>
<td>0.633</td>
<td>0.712</td>
<td>0.719</td>
<td>0.693</td>
<td>0.768</td>
<td>0.729</td>
<td>0.749</td>
<td>0.805</td>
</tr>
<tr>
<td>90</td>
<td>0.589</td>
<td>0.544</td>
<td>0.596</td>
<td>0.667</td>
<td>0.695</td>
<td>0.712</td>
<td>0.743</td>
<td>0.754</td>
<td>0.738</td>
<td>0.728</td>
<td>0.807</td>
</tr>
<tr>
<td>100</td>
<td>0.464</td>
<td>0.549</td>
<td>0.610</td>
<td>0.645</td>
<td>0.704</td>
<td>0.757</td>
<td>0.772</td>
<td>0.751</td>
<td>0.752</td>
<td>0.808</td>
<td>0.928</td>
</tr>
<tr>
<td>120</td>
<td>0.633</td>
<td>0.660</td>
<td>0.736</td>
<td>0.737</td>
<td>0.759</td>
<td>0.855</td>
<td>0.854</td>
<td>0.909</td>
<td>0.960</td>
<td>0.999</td>
<td>1</td>
</tr>
</tbody>
</table>
Chapter 6

Independence Test For Covariance Stationary Time Series

6.1 Preliminary

The observed $n$ random vectors $\mathbf{x}_i = (X_{1i}, X_{2i}, \ldots, X_{pi})'$ with $i = 1, 2, \ldots, n$ are grouped into a matrix $\mathbf{X} = (\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n)$. Denote the sample covariance matrix by

$$S = \frac{1}{n}\mathbf{XX}^T. \quad (6.1)$$

The goal is to do the following independence hypothesis test

$H_0: \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n$ are independent; against $H_1: \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n$ are dependent.

Throughout the chapter, we consider two types of high dimensional random vectors $\mathbf{x}_i$. The first type $\mathbf{x}_i$ is stationary time series specified as follows.

**Assumption 4.** The $n$ time series can be expressed as

$$X_{jt} = \sum_{k=0}^{\infty} b_k \xi_{j-k,t}, \quad j = 1, \ldots, p; \quad t = 1, \ldots, n, \quad (6.2)$$

where
where for any \( t = 1, 2, \ldots, n \), \( \{\xi_{i,t}\}_{t=-\infty}^{\infty} \) is an independent and identically distributed (i.i.d) sequence with mean zero and variance one; \( \{b_k\}_{k=0}^{\infty} \) is a sequence of real numbers satisfying \( \sum_{k=0}^{\infty} |b_k| < \infty \).

This assumption covers many classical covariance stationary time series, for example, the autoregressive (AR), moving average (MA), and autoregressive and moving average (ARMA) time series of finite orders, etc. In addition to ensuring stationary, the condition \( \sum_{k=0}^{\infty} |b_k| < \infty \) is imposed to also guarantee that the spectral norm of the population covariance matrix \( T_1 \) of each time series under investigation is bounded, as will be seen from the proof.

The second type \( x_i \) is linearly generated by \( y_i \) whose components are independent, as defined below.

**Assumption 5.** Let \( x_i = T_1^{1/2} y_i \) with \( y_i = (Y_{1i}, \cdots, Y_{pi})^T \) and \( T_1^{1/2} \) being a Hermitian square root of the nonrandom nonnegative definite Hermitian matrix \( T_1 \). For each \( i = 1, \ldots, n \), \( Y_{1i}, \cdots, Y_{pi} \) are i.i.d with mean zero and variance one.

**Assumption 6.** Let \( p \) be some function of \( n \). Assume that \( n \) and \( p \) tend to infinity in the same order, i.e.

\[
    c := \lim_{n \to \infty} \frac{p}{n} \in (0, +\infty).
\]

When \( \{\xi_{i,t}\} \) are normally distributed, Assumption 4 is a special case of Assumption 5. Indeed, it is clear that each \( X_{jt} \) is Gaussian distributed and each \( x_i \) is multivariate Gaussian distribution, whose covariance matrix is a Toeplitz matrix, if \( \{\xi_{i,t}\} \) are normally distributed. Then \( x_i \) in Assumption 4 can be written as a form of \( T_1^{1/2} y_i \) as well. Here, to save notation, we still use \( T_1 \) as a covariance matrix of \( x_i \) although it is a Toeplitz matrix.
Therefore in this case the sample covariance matrices $S$ associated with Assumptions 4 and 5 have a unified expression

$$\frac{1}{n}T_1^{1/2}YY^T T_1^{1/2}, \quad (6.3)$$

where $Y = (y_1, \cdots, y_n)$.

Denote the sample covariance matrix in the form of (6.3) by $S_1$. We are now interested in its limiting spectral distribution (LSD) which is the limit of the empirical spectral distribution (ESD) $F_{S_1}(x)$. Here for any $A$ of size $p \times p$ with real eigenvalues, its ESD is defined by

$$F^A(x) = \frac{1}{p} \sum_{j=1}^{p} I(\mu_j \leq x),$$

where $\mu_1 \leq \mu_2 \leq \cdots \leq \mu_p$ are eigenvalues of the matrix $A$. A common way to find the LSD is to first establish an equation of its Stieltjes transform, which is defined as for any cumulative distribution function (CDF) $G(x)$,

$$m_G(z) = \int \frac{1}{\lambda - z} dG(\lambda), \quad Im(z) \neq 0.$$ 

It can be then recovered by the Frobenius-Perron formula inversion formula

$$G\{[a,b]\} = \frac{1}{\pi} \lim_{\eta \to 0^+} \int_a^b \text{Im} \left( m_G(\zeta + i\eta) \right) d\zeta, \quad (6.4)$$

where $a,b$ are points of continuity of $G(x)$.

Silverstein’s result (1995) shows that the LSD of $S_1$ in (6.3) is $F_{c,H}(x)$ whose Stieltjes transform is the unique solution to

$$m(z) = \int \frac{1}{\tau \left( 1 - c - czm(z) \right) - z} dH(\tau), \quad (6.5)$$

in the set $\{m \in \mathbb{C} : -\frac{1-c}{z} + cm \in \mathbb{C}^+ \}$ if $F^{T_1} \to H(\tau)$. This also yields the LSD of the sample covariance matrix $S$ for linear stationary processes.
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with the Gaussian entries because the condition that \( F^{T_1} \rightarrow H(\tau) \) holds automatically in the case of linear stationary time series. An alternative expression of (6.5) for stationary time series will be given in the next section by using its spectral density.

To propose a statistic to test the hypothesis \( H_0 \) based on the feature of \( F_{c,H}(x) \), we consider an alternative that the sample covariance matrix \( S \) takes the form of

\[
\frac{1}{n} T_1^{1/2} Y T_2 Y^T T_1^{1/2},
\]

(6.6)

where \( T_2 \) is an \( n \times n \) deterministic Hermitian matrix. Hence the dependence of the \( n \) time series is described by the matrix \( T_2 \).

Denote the sample covariance matrix in the form of (6.6) by \( S_2 \). \( \text{Zhang (2006)} \) provides the LSD of the matrix \( S_2 \) different from (6.5). For easy reference, we state this result in the following lemma.

**Lemma 22.** In addition to Assumptions 5 and 6, we assume that as \( n \to \infty \), the ESDs of \( T_1 \) and \( T_2 \), denoted by \( F^{T_1} \) and \( F^{T_2} \) respectively, converge weakly to two probability functions, \( H_1 \) and \( H_2 \), respectively. Then the ESD of the matrix \( S_2 \) converges weakly to a non-random CDF \( F_{c,H_1,H_2} \) with probability one, for which if \( H_1 \equiv 1_{(0,+)\infty} \) or \( H_2 \equiv 1_{(0,+)\infty} \), then \( F_{c,H_1,H_2} \equiv 1_{(0,+)\infty} \); otherwise if for each \( z \in \mathbb{C}^+ \),

\[
\left\{
\begin{array}{l}
s(z) = -z^{-1}(1-c) - z^{-1}\int \frac{1}{1+q(z)x} dH_2(x) \\
s(z) = -z^{-1}\int \frac{1}{1+p(z)y} dH_1(y) \\
s(z) = -z^{-1} - p(z)q(z)
\end{array}
\right.
\]

(6.7)

is viewed as a system of equations for the complex vector \( (s(z), p(z), q(z)) \), then the Stieltjes transform of \( F_{c,H_1,H_2} \), denoted by \( m_{F_{c,H_1,H_2}}(z) \), together with two other functions, denoted by \( g_1(z) \) and \( g_2(z) \), both of which are
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analytic on $\mathbb{C}^+$, will satisfy that $(m_{F_{c,H_1,H_2}}(z), g_1(z), g_2(z))$ is the unique solution to (6.7) in the set

$$\left\{ (s(z), p(z), q(z)) : \text{Im}(s(z)) > 0, \text{Im}(zp(z)) > 0, \text{Im}(q(z)) > 0 \right\}.$$

From (6.5) and (6.7), we see that the LSD of the matrix $S_1$ is different from that of $S_2$ since the latter one depends on the spectral distribution of the matrix $T_2$ which is an identity matrix under the null hypothesis $\mathcal{H}_0$. Based on the observation, a natural idea is to utilize the difference between the LSDs of $S$ under $\mathcal{H}_0$ and $\mathcal{H}_1$ to distinguish independence from dependence.

To this end let

$$G_n(\lambda) = p\left( F^S(\lambda) - F_{c_n,H_n}(\lambda) \right)$$

and consider the linear spectral statistic of $S$:

$$M_n = \int f(\lambda)dG_n(\lambda),$$

where $F_{c_n,H_n}(\lambda)$ is obtained from the LSD $F_{c,H}(\lambda)$ of $S$ under $\mathcal{H}_0$ and Assumptions [4] or [5] with $c$ and $H$ replaced by $c_n = p/n$ and $H_n$ respectively; $H_n = F^{T_1}$ and $f(\lambda)$ is a smooth function. Roughly speaking, the difference between the LSDs of $S$ under $\mathcal{H}_0$ and $\mathcal{H}_1$ is reflected in behaviour of $M_n$.

Indeed, if we rewrite the statistic $M_n$ as

$$p\left[ \int f(\lambda)d\left( F^S(\lambda) - F_{c_n,H_n,H_1}(\lambda) \right) \right] + p\left[ \int f(\lambda)d\left( F_{c_n,H_n,H_1}(\lambda) - F_{c_n,H_n}(\lambda) \right) \right],$$

where $F_{c_n,H_n,H_1}(\lambda)$ denotes the LSD of $S$ under the alternative hypothesis $\mathcal{H}_1$, then we see that the last term of (6.10) captures the difference between the LSDs of $S$ under $\mathcal{H}_0$ and $\mathcal{H}_1$, not to mention the first term of (6.10).

One typical example of $F_{c_n,H_n,H_1}(\lambda)$ could be $F_{c,H_1,H_2}$ in Lemma 22.
Central limit theorems (CLT) of $M_n$ corresponding to Assumptions 4 and 5 will be given in the next section. Based on it we then propose our test statistic.

### 6.2 Main theorems and the test statistic

#### 6.2.1 Covariance stationary time series

The aim of this subsection is to establish the LSD of $S$ and CLT of the linear spectral statistic $M_n$ under the null hypothesis $H_0$ and Assumption 4. Below we first present the LSD of $S$.

**Theorem 10.** Under Assumptions 4 and 6 and the null hypothesis $H_0$, with probability one, the ESD $F_S(x)$ converges to a nonrandom distribution function $F_{c,\phi}(x)$ whose Stieltjes transform $m_{\phi}(z)$ satisfies

$$
z = -\frac{1}{m_{\phi}(z)} + \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{cm_{\phi}(z) + (\phi(\lambda))^{-1}} d\lambda,
$$

where $\phi(\lambda)$ denotes the spectral density of $x_t$

$$
\phi(\lambda) = \sum_{k=-\infty}^{\infty} \phi_k e^{ik\lambda}, \quad \lambda \in [0, 2\pi),
$$

with $\phi_k = \text{Cov}(X_{jt}, X_{j+k,t})$.

**Remark 14.** This weakens the finite fourth moment condition imposed in Yao (2012). In addition we would point out that (6.11) is just an alternative expression of (6.5) in terms of the spectral density of $x_t$. Therefore we use $F_{c,\phi}(x)$ to denote $F_{c,H}(x)$ in the case of stationary time series.

From (6.11), we see that the Stieltjes transform $m_{\phi}(z)$ does not have an explicit expression. In practice, we can adopt a numerical method to
calculate it which is provided in\cite{Yao2012}. For easy reference, we state it below:

Algorithm of calculating $m_\phi(z)$: Choose an initial value $m^{(0)}_\phi(z) = u + i\varepsilon$, where $z = x + i\varepsilon$ with $x$ a given value and $\varepsilon$ a small enough number. Iterate the following mapping below for $k \geq 0$:

$$
\frac{1}{m_\phi(z)} = -z + A(m_\phi(z)),
$$

(6.12)

where

$$
A(m_\phi(z)) = \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{c m_\phi(z) + \phi^{-1}(\lambda)} d\lambda,
$$

until convergence. Let $m^{(K)}_\phi(z)$ be the final value.

We next develop CLT of $M_n$, which, we believe, is new in the literature. Recall the definition of $G_n(\lambda)$ in (6.8).

**Theorem 11.** In addition to Assumptions $\spadesuit$ and $\clubsuit$, we suppose that $E\xi_4 = 3$. Let $f_1, f_2, \ldots, f_h$ be functions analytic on an open region containing the support of $F_{c_n,H_n}$. Then the random vector

$$
\left( \int f_1(\lambda)dG_n(\lambda), \int f_2(\lambda)dG_n(\lambda), \ldots, \int f_h(\lambda)dG_n(\lambda) \right)
$$

(6.13)

converges in distribution to a Gaussian random vector $(X_{f_1}, X_{f_2}, \ldots, X_{f_h})$ with mean function for $\ell = 1, 2, \ldots, h$,

$$
EX_{f_\ell} = -\frac{1}{2\pi i} \oint_C f_\ell(z) \left( \frac{1}{2\pi} \int_0^{2\pi} \frac{c m_3^2(z) \phi^2(\lambda)(1 + \phi(\lambda)m_\phi(z))^{-3} d\lambda}{(1 - c \frac{1}{2\pi} \int_0^{2\pi} m_3^2(z) \phi^2(\lambda)(1 + \phi(\lambda)m_\phi(z))^{-2} d\lambda)^2} \right) dz
$$

and covariance element for $\ell, r = 1, 2, \ldots, h$,

$$
Cov(X_{f_\ell}, X_{f_r}) = -\frac{1}{2\pi i} \oint_C \oint_C \frac{f_\ell(z_1)f_r(z_2)}{(m_\phi(z_1) - m_\phi(z_2))^2} \frac{dm_\phi(z_1)}{dz_1} \frac{dm_\phi(z_2)}{dz_2} dz_1 dz_2.
$$

(6.14)
The contours $C$ above are closed and are taken in the positive direction in the complex plane, each enclosing the support of $F_{c,\phi}(\lambda)$ and $\overline{m}(z)$ is the Stieltjes transform of the LSD of the matrix $S = \frac{1}{n}X^TX$.

Here $\overline{m}(z)$ can be obtained from $m(\phi)(z)$ of (6.11) because the spectra of $S$ differs from that of $S$ by $|n - p|$ zeros.

### 6.2.2 Linear independent structures

This subsection is to consider $x_i$ satisfying Assumption 5.

The CLT of the linear spectral statistic $M_n$ defined in (6.9) has been reported in Theorem 9.10 of Bai and Silverstein (2009). For easy reference, we list it below.

**Proposition 3.** In addition to Assumptions 5 and 6 suppose that $EY_{11}^4 = 3$ and $\|T_1\|$, the spectral norm of $T_1$, is bounded and $F^{T_1}$ converges weakly to $H(x)$. Then the random vector (6.13) converges in distribution to a Gaussian vector with mean

$$EX_f = -\frac{1}{2\pi i} \oint_C f(z) \frac{c \int \frac{m(z)(z^2dH(t))}{(1+im(z))^2}}{1-c \int \frac{m(z)(z^2dH(t))}{(1+im(z))^2}} dz$$ (6.15)

and covariance function being the same as (6.14) with $m(\phi)(z)$ replaced by $m(z)$. Here $m(z)$, which can be obtained from $m(\phi)$ in (6.5), is the Stieltjes transform of the LSD of the matrix $S = \frac{1}{n}X^TX$.

When $T_1$ becomes the identity matrix, $H(t)$ becomes a degenerate distribution at point 1 and we do not need to assume that $EY_{11}^4 = 3$ in this case. Theorem 1.4 of Pan and Zhou (2008) gives CLT for the random vector (6.13). We list it below.
Proposition 4. In addition to Assumptions 5 and 6 suppose that $EY_1^4 < \infty$. Then the random vector (6.13) converges in distribution to a Gaussian vector with mean

$$EX_f = -\frac{1}{2\pi i} \oint_C f(z) \frac{c \frac{m^3(z)}{(1+m(z))^3}}{\left(1 - c \frac{m^2(z)}{(1+m(z))^2}\right)^2} dz - \frac{c(EX_1^4 - 3)}{2\pi^2} \oint_C f(z) \frac{m^3(z)}{(1+m(z))^3} dz$$

and covariance

$$Cov(X_f, X_{f_r}) = -\frac{1}{\pi^2} \oint_{c_1} \oint_{c_2} \frac{f_1(z_1)f_r(z_2)}{(m(z_1) - m(z_2))^2} d\frac{dz_2}{dz_1} m(z_2) d\frac{dz_1}{dz_2} m(z_1) dz_1 dz_2$$

$$- \frac{c(EX_1^4 - 3)}{2\pi^2} \oint_{c_1} \oint_{c_2} f_1(z_1)f_r(z_2) \frac{1}{dz_1} \left[1 + \frac{1}{m(z_1)}\right] d\frac{dz_2}{dz_1} \left[1 + \frac{1}{m(z_2)}\right] dz_1 dz_2.$$  

(6.16)

6.2.3 Test statistic

There are two questions to be addressed before proposing a test statistic based on Theorem 11, Propositions 3 and 4. The first one is the choice of the test function $f(\lambda)$ associated with $M_n$ in (6.9). The second one is that the mean of the asymptotic distribution of $M_n$, which includes the spectral density $\phi(\lambda)$ of time series $x_i$ or $H(x)$ associated with linear independence structures, is often unknown in practice no matter what $f(\lambda)$ is.

For the first question, we choose two simple test functions $f_1(\lambda) = \lambda$ and $f_2(\lambda) = \lambda^2$ for simplicity and consider their linear combination. To overcome the second difficulty, we divide $n$ time series into two groups, each of which contains $\lfloor n/2 \rfloor$ time series, where $\lfloor n/2 \rfloor$ is the largest integer smaller than $n/2$. By Theorem 11 or Proposition 3 we have

$$\left(\int x dG_n^{(i)}(x), \int x^2 dG_n^{(i)}(x)\right) \xrightarrow{d} \left(X_x^{(i)}, X_{x^2}^{(i)}\right), \text{ as } n \to \infty, \ i = 1, 2.$$  

(6.18)
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where \( G_n(i)(x) = p\left(FS_n(i)(x) - Fc_n(i),H_n(i) (x)\right) \) with \( c_n(i) = p/n, H_n(i) = H_n, Fc_n(i),H_n(i) (x) \) is the analogue of \( Fc_n,H_n \) but corresponding to \( S(i) = \frac{1}{n/2}X(i)X'(i) \) and \( X(i) \) consisting of the \( i \)-th group of the divided time series, \( i = 1, 2 \) (\( X = (X(1), X(2)) \) when \( n \) is even). Here \( \left(X_x^{(i)}, X_{xx}^{(i)}\right) \) is the limiting distribution corresponding to the \( i \)-th group time series. Since the statistics on the left hand side of (6.18) for the two groups of time series are independent under \( H_0 \), we calculate the difference of the two statistics and obtain

\[
\left(\int xd\tilde{G}_n(x), \int x^2 d\tilde{G}_n(x)\right) \to \left(\tilde{X}_x, \tilde{X}_{xx}\right), \quad \text{as } n \to \infty, \quad (6.19)
\]

where

\[
\tilde{G}_n(x) = G_n^{(1)}(x) - G_n^{(2)}(x) = p\left(FS_n^{(1)}(x) - FS_n^{(2)}(x)\right), \quad (6.20)
\]

and \( \tilde{X}_x = X_x^{(1)} - X_x^{(2)}, \tilde{X}_{xx} = X_{xx}^{(1)} - X_{xx}^{(2)} \).

It follows from Theorem 11 that \( (\tilde{X}_x, \tilde{X}_{xx}) \) is bivariate normal with mean 0 and covariance matrix \( \tilde{\Omega} \), where \( \tilde{\Omega} = 2\Omega \) and \( \Omega = (\omega_{gh})_{2 \times 2} \) is the asymptotic covariance matrix of \( \left(\int xdG_n^{(i)}(x), \int x^2 dG_n^{(i)}(x)\right) \) given by

\[
\omega_{gh} = -\frac{1}{\pi^2} \int_1 \int_C \frac{f_g(z_1) f_h(z_2)}{(m_\phi(z_1) - m_\phi(z_2))^2} \frac{d}{dz_2} m_\phi(z_2) \frac{d}{dz_1} m_\phi(z_1) dz_1 dz_2. \quad (6.21)
\]

Note that (6.20) does not involve any unknown parameters. Therefore, we propose the following testing statistic for \( H_0 \):

\[
L_n = \left(\int xd\tilde{G}_n(x), \int x^2 d\tilde{G}_n(x)\right) \tilde{\Omega}^{-1} \left(\int xd\tilde{G}_n(x) \int x^2 d\tilde{G}_n(x)\right). \quad (6.22)
\]

As for the linear independence structures, the statistic \( L_n \) is the same except that \( m_{gh}(z) \) in (6.21) should be replaced by the Stieltjes transform \( m(z) \) given in Proposition 3.

The following theorem is a direct application of Theorem 11 or Proposition 3.
6.2 Main theorems and the test statistic

**Theorem 12.** Under the assumptions in Theorem 11 or in Proposition 3, the test statistic \( L_n \) converges in distribution to \( \chi^2(2) \), which denotes the chi–squared random variable with the degree of freedom being 2.

**Remark 15.** The proposed statistic \( L_n \) contains the inverse covariance matrix \( \tilde{\Omega}^{-1} \) and this matrix contains the unknown parameter \( m_\phi(z) \). This parameter can be estimated either by the algorithm provided above, or the sample Stieltjes transform \( m_n(z) = \frac{1}{p} \text{tr}(X'X - zI_n)^{-1} \). Furthermore, the asymptotic distribution is still \( \chi^2 \) after plugging in the estimator of \( m_\phi(z) \) by the Slutsky theorem. In view of this the proposed statistic \( L_n \) is easy to implement.

**Remark 16.** Traditionally, the method of dividing total samples into two parts is to use one part to do test and the other part to estimate unknown parameters. However, the strategy of dividing total samples into two parts here serves as a different purpose, eliminating the unknown term involved in the linear spectral statistic \( M_n \). Indeed, we make use of the full strength of all observations, because if the first group and the second group are not independent or there is dependence among each group, then \( (6.19) \) is not true.

We also considered a Bootstrap method as follows. By a parametric bootstrap we may redraw a sample \( x^* = \{x_1^*,...,x_n^*\} \) from the \( p \)-variate normal distribution with mean zero and the population covariance matrix \( S \) defined in \( (6.1) \). Then consider the bootstrap linear spectral statistic

\[
\int f(x) dG_n^*(x),
\]

where \( G_n^*(x) = \frac{1}{n} \left[ F_{S_3}(x) - F_{c_n,F_{S_3}(x)} \right] \) and \( S_3 = \frac{1}{n} \sum_{i=1}^{n} x_i^* (x_i^*)^T \). We can further construct a statistic like \( (6.22) \) by replacing \( G_n(x) \) with \( G_n^*(x) \). More-
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over its asymptotic distribution can be directly obtained from Theorem 11 or Proposition 3.

However simulations show that the bootstrap statistic is not as powerful as the one proposed based on the strategy of dividing observations. The key reason is that the independence assumption under $H_0$ is reflected in $F^S$ and its limit only such that the difference $p(F^S - F_{c_n,H_n})$ is not used. As a consequence it can not identify the alternatives whose limit is the same as the one determined by (6.6) such as $\frac{1}{n}XT_3X^T$ with $T_3 = I + ee^T$ (all components of $e$ are one).

6.2.4 The power under local alternatives

This section is to investigate the power for some local alternatives. The first interesting example (local alternative) is that $x_1, \cdots, x_n$ satisfy Assumption 5 but $T_1$ there is assumed to be random, independent of $\{Y_{ij}\}$. Evidently, $x_1, \cdots, x_n$ are not independent in this case. Yet, Silverstein’s result (1995) indicates that (6.5) still holds if $\{Y_{ij}\}$ are independent and independent of $T_1$. This indicates that there may be the cases where the LSD of sample covariance matrix is also determined by (6.5) even when $x_1, \cdots, x_n$ are not independent. A nature concern is whether the statistic $L_n$ works in this case. We now consider the case when the random $T_1$ is the inverse of another sample covariance matrix ($S$ becomes the $F$ matrix in this case). It is then proved in Theorem 3.1 of Zheng (2012) that $L_n$ has a central limit theorem different from that for independent $x_1, \cdots, x_p$. The difference is caused by randomness of $T_1$ and one may refer to (6.32) in Step 2 of Zheng’s proof.

Although it is difficult to provide a central limit theorem for the statistic $L_n$ for the general alternative hypothesis $H_1$, we can still evaluate the power
of $L_n$ for a class of local alternatives. Specifically speaking, we consider a kind of local alternative with a sample covariance matrix in the form of $X^T_2X$, as in (6.6). Set

$$R_{ij}^{(i)} = p \int x^i d \left( F_{S_1}^{S(i)}(x) - F_{S_0}^{S(i)}(x) \right), \text{ for } i = 1, 2; j = 1, 2; (6.24)$$

where $F_{S_1}^{S(i)}$ stands for the ESD of $S(i)$ under $H_1$ while $F_{S_0}^{S(i)}$ is the ESD of $S(i)$ under $H_0$.

**Theorem 13.** In addition to assumptions in Theorem 11 or Theorem 3, suppose that in probability

$$\lim_{n \to \infty} \left| R_{ij}^{(i)} \right| \to \infty, \text{ for any } i, j. \quad (6.25)$$

Then

$$\lim_{n \to \infty} P(L_n > \gamma_{1-\alpha}|H_1) = 1,$$

where $\gamma_{1-\alpha}$ is the critical value of $\chi^2$ under $H_0$ corresponding to the significance level $\alpha$.

**Remark 17.** Suppose that each column of $X$ satisfies either Assumption 4 or Assumption 5 and all columns are independent. Condition (6.25) is equivalent to requiring

$$\text{tr} \left( X^{(j)}T^{(j)}(X^{(j)})^T \right)^i - \text{tr} \left( X^{(j)}(X^{(j)})^T \right)^i \to \infty, \text{ for any } i, j (6.26)$$

in probability, where $X^{(j)}T^{(j)}(X^{(j)})^T$ denotes the sample covariance matrix of the $j$th group of the observations under the alternative $H_1$ with $T^{(j)}$ characterizing the dependence among observations, while $X^{(j)}(X^{(j)})^T$ stands for the sample covariance matrix of the $j$th group of the observations under the null hypothesis $H_0$.

If

$$T^{(j)} = I + ee^T,$$
where the elements of the vector $e$ are all equal to one, then it is straightforward to verify that (6.26) is true. Moreover, most of the examples given in the subsequent section satisfy (6.26).

### 6.3 Simulation results

This section provides some simulated examples to show the finite sample performance of the proposed test statistic $L_n$. To show the efficiency of our test, some classical time series models, such as MA(1), AR(1) and ARMA(1,1) processes, are considered. As for the dependent structures, we consider some dependent structures described by MA(1) model, AR(1) model, ARMA(1,1) model and factor model. The factor model is commonly used to illustrate cross-sectional dependence in cross-sectional panel data analysis.

#### 6.3.1 Empirical sizes and empirical powers

First we introduce the method of calculating empirical sizes and empirical powers. Since the asymptotic distribution of the proposed test statistic $L_n$ is a classical distribution, i.e. $\chi^2$ distribution of degree 2, the empirical sizes and powers are easy to calculate. Let $z_{1-\frac{1}{2}\alpha}$ be the $100(1 - \frac{1}{2}\alpha)$% quantile of the asymptotic null distribution $\chi^2(2)$ of the test statistic $L_n$. With $K$ replications of the data set simulated under the null hypothesis, we calculate the empirical size as

$$\hat{\alpha} = \frac{\# \text{ of } L_n^H \geq z_{1-\frac{1}{2}\alpha}}{K},$$

(6.27)

where $L_n^H$ represents the value of the test statistic $L_n$ based on the data simulated under the null hypothesis.
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In our simulation, we choose $K = 1000$ as the number of repeated simulations. The significance level is $\alpha = 0.05$. Since the asymptotic null distribution of the test statistic is a classical distribution, the quantile $z_{1 - \frac{1}{2} \alpha}$ is easy to know. Similarly, the empirical power is calculated as

$$\hat{\beta} = \frac{\{\# of L_n^A \geq z_{1 - \frac{1}{2} \alpha}\}}{K},$$

(6.28)

where $L_n^A$ represents the value of the test statistic $L_n$ based on the data simulated under the alternative hypothesis.

6.3.2 Testing independence

In order to derive independent stationary time series $\{\mathbf{x}_i = (X_{1i}, X_{2i}, \ldots, X_{pi})' : i = 1, \ldots, n\}$, we generate data from the following three data generating processes (DGPs):

$$\text{DGP1: } X_{ji} = Z_{ji} + \theta_1 Z_{j-1,i}, \ j = 1, 2, \ldots, p; \ i = 1, 2, \ldots, n;$$

(6.29)

$$\text{DGP2: } X_{ji} = \phi_1 X_{j,i-1} + Z_{ji}, \ j = 1, 2, \ldots, p; \ i = 1, 2, \ldots, n;$$

(6.30)

$$\text{DGP3: } X_{ji} - \phi_1 X_{j-1,i} = Z_{ji} + \theta_1 Z_{j-1,i}, \ j = 1, 2, \ldots, p; \ i = 1, 2, \ldots, n,$$

(6.31)

where $\{X_{0i}, Z_{ji} : j = 1, 2, \ldots, p; i = 1, 2, \ldots, n\} \sim i.i.d \ N(0,1)$. For each DGP, we generate $p + 100$ observations and then discard the first 100 data in order to mitigate the impact of the initial values.

With these simulated data, we apply the proposed statistic $L_n$ and calculate the empirical sizes. Table 6.1, Table 6.3 and Table 6.5 establish the empirical sizes for the three DGPs under different pairs of $(p, n)$. The results show that our statistic $L_n$ works well under the null hypothesis $H_0$. 
Additionally, their empirical sizes from the bootstrap method proposed in Remark 16 are illustrated in Table 6.2, Table 6.4 and Table 6.6 respectively.

6.3.3 Testing dependence

6.3.3.1 Three types of correlated structures

In this section, we test four dependent structures with the proposed test and provide the powers under each case. As in the last part of this section, we first generate data $\mathbf{X} = (x_1, x_2, \ldots, x_n)$ under DGP 1. To describe the cross-sectional dependence between $x_{i_1}$ and $x_{i_2}$, $\forall i_1 \neq i_2$, we generate new data $\tilde{\mathbf{X}} = \mathbf{X}^T$, where $\mathbf{T}$ is a $p \times p$ Hermitian matrix which is the square root of a covariance matrix. $\mathbf{T}$ is constructed by the following three methods.

1. MA(1) type covariance matrix $\Sigma_{MA} = (\sigma_{kh}^{MA})_{k,h=1}^p$:

$$
\sigma_{kh}^{(MA)} = \begin{cases} 
(1 + \theta^2), & k = h; \\
\theta, & |k - h| = 1; \\
0, & |k - h| > 1.
\end{cases} \quad (6.32)
$$

Under this case, $\mathbf{T} = \Sigma_{MA}^{1/2}$.

2. AR(1) type covariance matrix $\Sigma_{AR} = (\sigma_{kh}^{AR})_{k,h=1}^p$:

$$
\sigma_{kh}^{(AR)} = \frac{\phi^{|k-h|}}{1 - \phi^2}. \quad (6.33)
$$

Under this case, $\mathbf{T} = \Sigma_{AR}^{1/2}$.

3. ARMA(1,1) type covariance matrix $\Sigma_{ARMA} = (\sigma_{kh}^{ARMA})_{k,h=1}^p$:

$$
\sigma_{kh}^{(ARMA)} = \begin{cases} 
1 + \frac{(\phi + \theta)^2}{1 - \phi^2}, & k = h; \\
\phi + \theta + \frac{(\phi + \theta)^2}{1 - \phi^2}, & |k - h| = 1; \\
\phi^{|k-h|-1}(\phi + \theta + \frac{(\phi + \theta)^2}{1 - \phi^2}), & |k - h| \geq 2.
\end{cases} \quad (6.34)
$$
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Under this case, $T = \Sigma^{1/2}_{ARMA}$.

The powers under the three cases are illustrated in Table 6.7, Table 6.8, and Table 6.9. The true parameters are taken as $\phi = 0.8$ and $\theta = 0.2$. It can be seen that the powers are near 1 as $n$ and $p$ tend to infinity in the same order.

6.3.3.2 Factor model dependence

We consider a data generating process which comes from a dynamic factor model, which is always used to describe cross-sectional dependence.

$$X_{ji} = \lambda^T f_j + \varepsilon_{ji}, \ i = 1, 2, \ldots, n, \ j = 1, 2, \ldots, p,$$  \hspace{1cm} (6.35)

with

$$f_j = z_j + \theta z_{j-1}, \ i = 1, 2, \ldots, n, \ j = 1, 2, \ldots, p,$$  \hspace{1cm} (6.36)

where $\lambda$ is an $r \times 1$ deterministic vector whose elements are called factor loadings; $f_j$ is an $r \times 1$ random vector generated from (6.36), whose elements are called factors and the cross-section dependence between $x_{i_1}$ and $x_{i_2}$ are caused by the common factors $f_j$. \( \{z_j : j = 1, 2, \ldots, p\} \sim i.i.d N(0_r, I_r) \) where $0_r$ is an $r \times 1$ vector with elements 0 and $I_r$ is an $r \times r$ identity matrix. \( \{\varepsilon_{ji} : j = 1, 2, \ldots, p; i = 1, 2, \ldots, n\} \sim i.i.d N(0, 1) \) are idiosyncratic errors.

First, we generate the factor loadings in the vector $\lambda$ from $N(4, 1)$ before generating data from (6.35) and (6.36). After generating the data, we can apply the proposed test statistic $L_n$ to the data and the empirical powers are shown in Table 6.10. From this table, we can see that the powers increase as the number of factors $r$ increases. This is reasonable in the sense that more factors should bring in stronger dependence.
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6.3.3.3 Common random dependence

We consider a special dependent structure which is caused by a common random part. The data generating process is as follows.

\[ x_i = Ay_i, \quad i = 1, 2, \ldots, n, \quad (6.37) \]

where \( A \) is a \( p \times p \) random matrix whose components are i.i.d standard normal random variables; and \( y_i, \quad i = 1, 2, \ldots, n \) are independent \( p \times 1 \) random vectors, whose components are assumed to be i.i.d standard normal random variables.

Therefore the random vectors \( x_1, x_2, \ldots, x_n \) are dependent due to the common random part \( A \). The empirical powers are listed in Table 6.11. From the table, we can see that the proposed statistic \( L_n \) is powerful to capture this kind of dependence.

6.3.3.4 ARCH type dependence

It is known that dependent relations may be linear dependence or nonlinear dependence. The examples above are all linear dependent structures. In this section, we will present a nonlinear dependent structure.

Let us consider an autoregressive conditional heteroskedasticity (ARCH) model of the form:

\[ X_{ji} = Z_{ji} \sqrt{\alpha_0 + \alpha_1 X^2_{j,i-1}}, \quad i = 1, 2, \ldots, n; \quad j = 1, 2, \ldots, p; \quad (6.38) \]

where \( \{Z_{ji} : j = 1, 2, \ldots, p; i = 1, 2, \ldots, n\} \) are white noise error terms with zero mean and unit variance. Here we take \( \alpha_0, \alpha_1 \in (0, 1) \) and \( 3\alpha_1^2 < 1 \), since the fourth moment of the elements of \( X_{ji} \) exists.

From this model, the sequences \( \{x_1, x_2, \ldots, x_n\} \) are dependent but uncorrelated. Moreover, this sequence is a multiple martingale difference se-
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The components of each vector $x_i$ are independent here. This simplified assumption is imposed because the asymptotic theory is established for covariance time series under the assumption that the fourth moment equals 3 while the asymptotic theorem is provided for random vectors with i.i.d. components without this restriction.

Simulation results indicate that the proposed test statistic $L_n$ can not detect this type of dependence between $x_1, x_2, \ldots, x_n$. Nevertheless, if we replace the elements $X_{jt}$ by $X_{jt}^2$, then our statistic $L_n$ can capture the dependence of this type. This efficiency is due to the correlation between the high powers of $\{X_{jt} : t = 1, 2, \ldots, n\}$.

Table 6.12 lists the powers of the proposed statistics $L_n$ testing model (6.38) in several cases, i.e. $\alpha_0$ and $\alpha_1$ take different values. From the table, we can find the phenomenon that as $\alpha_1$ increases, the powers also increase. This is consistent with our intuition that larger $\alpha_1$ brings about larger correlation between $x_1, x_2, \ldots, x_n$.

This chapter provides a novel approach for independence test among a large number random vectors including covariance stationary time series of length $p$ by using the empirical spectral distribution of the sample covariance matrix of the grouped time series under investigation. This test can capture various kinds of dependent structures, e.g. MA(1) model, AR(1) model, ARCH(1) model and the dynamic factor model established in the simulation section. The conventional method (LRT proposed by Anderson [1984]) utilized the correlated relationship between random vectors with i.i.d components to capture their dependence, instead of covariance stationary time
series. [Hong (1996)] proposed a test statistic based on correlation functions to investigate independence between two covariance stationary time series. On the one hand, this idea is only efficient for normal distributed data. It may be an inappropriate tool for non-Gaussian distributed data, such as martingale difference sequences (e.g., ARCH(1) model), nonlinear MA(1) model etc., which possess dependent but uncorrelated structures. On the other hand, his method is only applicable to independence test for finite number of covariance stationary time series. Then the proposed test is more advantageous in these two points. The simulation results and an empirical application to cross-sectional independence test for stock prices in S&P500 highlight this approach.

6.5 Appendix

First, we present some lemmas and technical facts used in the proofs of the main theorems.

6.5.1 Useful lemmas

We would point out that (3.52) can be obtained from the proof of [Lytova and Pastur (2009)].

Our proof utilizes the generalized Fourier transform as follows:

**Lemma 23** (Proposition 2.1 of [Lytova and Pastur (2009)]). Let \( g : \mathbb{R}_+ \rightarrow \mathbb{C} \) be locally Lipshitzian and such that for some \( \delta > 0 \)

\[
\sup_{t \geq 0} e^{-\delta t} |g(t)| < \infty
\]

and let \( \tilde{g} : \{ z \in \mathbb{C} : \text{Im}(z) < -\delta \} \rightarrow \mathbb{C} \) be its generalized Fourier transform

\[
\tilde{g}(z) = i^{-1} \int_0^\infty e^{-izt} g(t) dt.
\]
The inversion formula is given by
\[ g(t) = \frac{i}{2\pi} \int_{L} e^{izt} \tilde{g}(z) dz, \quad t \geq 0, \]
where \( L = (-\infty - i\varepsilon, \infty - i\varepsilon) \), \( \varepsilon > \delta \), and the principal value of the integral at infinity is used.

Denote the correspondence between functions and their generalized Fourier transforms as \( g \leftrightarrow \tilde{g} \). Then we have
\[ g'(t) \leftrightarrow i(g(+0) + z\tilde{g}(z)); \quad \int_{0}^{t} g(\tau)d\tau \leftrightarrow (iz)^{-1}\tilde{g}(z); \]
\[ \int_{0}^{t} g_1(t - \tau)g_2(\tau)d\tau := (g_1 * g_2)(t) \leftrightarrow \tilde{g}_1(z)\tilde{g}_2(z). \quad (6.39) \]

Furthermore, we introduce a simple fact about exponential matrices below.

**Lemma 24** (Duhamel formula). Let \( W_1, W_2 \) be \( n \times n \) matrices and \( t \in \mathbb{R} \). Then we have
\[ e^{(W_1 + W_2)t} = e^{W_1t} + \int_{0}^{t} e^{W_1(t-s)}W_2e^{(W_1 + W_2)s}ds. \quad (6.40) \]
Moreover, if \( (W_{ij}(t))_{1 \leq i,j \leq n} \) is a matrix-valued function of \( t \in \mathbb{R} \) that is \( C^{\infty} \) in the sense that each matrix element \( W_{ij}(t) \) is \( C^{\infty} \). Then
\[ \frac{d}{dt}e^{W(t)} = \int_{0}^{1} e^{W(t)}W'(t)e^{(1-s)W(t)}ds, \quad (6.41) \]
where \( W'(t) \) is an \( n \times n \) matrix with elements being the derivatives of the corresponding elements of \( W(t) \).

**Proof of Theorem 10:** Since
\[ E \left( \int \lambda dF^{S}(\lambda) \right) = E \left( \frac{1}{p} tr \left( \frac{1}{n}XX' \right) \right) = \sum_{k=0}^{\infty} b_{k}^{2}, \]
the sequence $E\{F^S(\lambda)\}$ is tight. By Theorem B.9 of Bai and Silverstein (2009), the proof of Theorem 10 is complete if we can verify the following two steps:

1. For any fixed $z \in \mathbb{C}^+$, $m_n(z) - E m_n(z) \to 0$, a.s. as $n \to \infty$, where $m_n(z) = \frac{1}{p} \text{tr} G^{-1}(z)$ with $G^{-1}(z) = (S - z I_p)^{-1}$ and $I_p$ being a $p \times p$ identity matrix.

2. For any fixed $z \in \mathbb{C}^+$, $E m_n(z) \to m_\phi(z)$, as $n \to \infty$, where $m_\phi(z) = \int \frac{1}{\lambda - z} dF_{c,\phi}(\lambda)$.

The first step is omitted here, since it is similar to the proof on page 54 of Bai and Silverstein (2009).

We will finish the second step by comparing $E m_n(z)$ for the Gaussian case and non-Gaussian case: as $n \to \infty$

$$E m_n(z) - E \hat{m}_n(z) \to 0,$$  \hspace{1cm} (6.42)

$$E \hat{m}_n(z) \to m_\phi(z),$$  \hspace{1cm} (6.43)

where $\hat{m}_n(z)$ is obtained from $m_n(z)$ with the elements $X_{jt} = \sum_{k=0}^{\infty} b_k \xi_{j-k,t}$ replaced by $\hat{X}_{jt} = \sum_{k=0}^{\infty} b_k \hat{\xi}_{j-k,t}$. Here $\{\hat{\xi}_{j-k,t}\}$ are i.i.d Gaussian random variables with mean zero and variance one and $\{\hat{\xi}_{j-k,t}\}$ are independent of $\{\xi_{j-k,t}\}$. (6.43) obviously holds by Yao (2012).

Let $\text{Im}(z) = \nu > 0$ and below we will frequently use the fact that $|\hat{m}_n(z)|$ and $|m_n(z)|$ are both bounded by $1/\nu$ without mention. We now consider (6.42) and start with the truncation of underlying random variables. Define

$$S^r = \frac{1}{n} X^r (X^r)^T, \quad X^r = (X^r_{jt})_{p \times n},$$ \hspace{1cm} (6.44)

$$X^r_{jt} = \sum_{k=0}^{\infty} b_k \xi^r_{j-k,t}, \quad \xi^r_{j-k,t} = \xi_{j-k,t} I(|\xi_{j-k,t}| \leq \tau \sqrt{n}),$$ \hspace{1cm} (6.45)
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where $\tau = \tau_n$ is a positive sequence satisfying

$$\tau \to 0, \quad \frac{1}{\tau} E(|\xi_{11}|^2 I(|\xi_{11}| > \tau \sqrt{n})) \to 0.$$  \hfill (6.46)

We claim that for every $\tau > 0$,

$$\lim_{n \to \infty} \left| E m_n(z) - E m^\tau_n(z) \right| = 0,$$  \hfill (6.47)

where $m^\tau_n(z) = \frac{1}{p} tr G^{-1}_\tau(z)$ with $G^{-1}_\tau(z) = \frac{1}{p} tr (S^* - z I_p)^{-1}$. In fact, we have

$$\left| E m_n(z) - E m^\tau_n(z) \right| \leq \frac{C n p}{p \sqrt{n}} \sum_{k=0}^\infty |b_k| E |\xi_{11}| I(|\xi_{11}| \geq \tau \sqrt{n}) \leq \frac{C E |\xi_{11}|^2 I(|\xi_{11}| \geq \tau \sqrt{n})}{\tau} \sum_{k=0}^\infty |b_k| \to 0,$$

where the first inequality uses the resolvent identity

$$(A - z I_p)^{-1} - (B - z I_p)^{-1} = -(A - z I_p)^{-1}(A - B)(B - z I_p)^{-1},$$

holding for any Hermitian matrices $A$ and $B$ and the second inequality uses

$$\left| \left( G^{-1}_\tau(z) G^{-1}(z) \frac{1}{\sqrt{n}} X \right)_{jt} \right| \leq \frac{1}{v} ||G^{-1}(z)\frac{1}{\sqrt{n}} X|| = \frac{1}{v} ||G^{-1}(z)\frac{1}{n} XX^T G^{-1}(z)||^{1/2} \leq \frac{1}{v} ||G^{-1}(z)||^{1/2} + \frac{1}{v} |z|^{1/2} ||G^{-1}(z)|| \leq C.$$  \hfill (6.48)

Here $\|\cdot\|$ denotes the spectral norm of a matrix. Also throughout the chapter we use $C$ to denote constants which may change from line to line.

In view of (6.47) it is sufficient to prove that $|E m^\tau_n(z) - E m_n(z)| \to 0$, as $n \to \infty$. However for simplicity below we still use notation $m_n(z), X, X_{jt}, \xi_{j-k,t}$ instead of using $m^\tau_n(z), X^*, X_{jt}, \xi^\tau_{j-k,t}$ and prove (6.42). But one should keep in mind that $|\xi_{j-k,t}| \leq \tau \sqrt{n}$. 
We next prove \[ (6.42) \] by an interpolation technique first introduced in Lytova and Pastur \textit{(2009)}. To this end define the interpolation matrix

\[
S(s) = \frac{1}{n} X(s) X^T(s), \quad X(s) = \begin{pmatrix} X_{\theta,t}(s) \end{pmatrix} = s^{1/2} X + (1 - s)^{1/2} \hat{X}, \quad s \in [0, 1]
\]

(6.49)

and

\[
G^{-k}(s, z) = \left( S(s) - z I_p \right)^{-k}, \quad m_n(s, z) = \frac{1}{p} tr G^{-1}(s, z), \quad k = 1, 2.
\]

Write \[ \Phi_{jt}(s) = \left( G^{-2}(s, z) \frac{1}{\sqrt{n}} X(s) \right)_{jt}. \]

We then have

\[
Em_n(z) - \hat{Em}_n(z) = \int_0^1 \frac{\partial}{\partial s} Em_n(s, z) ds =
\]

\[
-\frac{1}{p} \int_0^1 \sum_{j,t=1}^{p,n} E \left[ s^{-1/2} \frac{1}{\sqrt{n}} X_{jt} \Phi_{jt}(s) \right] ds + \frac{1}{p} \int_0^1 \sum_{j,t=1}^{p,n} E \left[ (1 - s)^{-1/2} \frac{1}{\sqrt{n}} \hat{X}_{jt} \Phi_{jt}(s) \right] ds,
\]

(6.50)

where we have used the formula below

\[
\frac{\partial G^{-1}(s, z)}{\partial s} = -G^{-1}(s, z) \frac{\partial S(s)}{\partial s} G^{-1}(s, z).
\]

Consider the second term in \[ (6.50) \] first. Since \[ \hat{X}_{jt} = \sum_{k=0}^{\infty} b_k \hat{\xi}_{j-k,t} \] we have

\[
E \left( \frac{1}{\sqrt{n}} \hat{X}_{jt} \Phi_{jt}(s) \right) = \sum_{k=0}^{\infty} b_k E \left( \frac{1}{\sqrt{n}} \hat{\xi}_{j-k,t} \Phi_{jt}(s) \right).
\]

(6.51)

Applying Lemma \textit{10} to each summand in \[ (6.51) \] we have

\[
(1 - s)^{-1/2} \sum_{k=0}^{\infty} b_k E \left( \frac{1}{\sqrt{n}} \hat{\xi}_{j-k,t} \Phi_{jt}(s) \right) = \frac{1}{n} \sum_{k=0}^{\infty} b_k \sum_{\theta = j-k}^p b_{\theta-j+k} E \left( D_{\theta,t}(\Phi_{jt}(s)) \right),
\]

(6.52)

where the partial derivative \[ D_{\theta,t} = \frac{\partial}{\partial s} \left( \frac{1}{\sqrt{n}} X_{\theta,t}(s) \right) \] and we used the fact that

\[
\frac{\partial \hat{X}_{\theta,t}}{\partial \hat{\xi}_{j-k,t}} = b_{\theta-j+k}, \quad \frac{\partial X_{\theta,t}(s)}{\partial \hat{X}_{\theta,t}} = (1 - s)^{1/2}.
\]
Consider the first term in (6.50) now. As before, applying the fact that $X_{jt} = \sum_{k=0}^{\infty} b_k \xi_{j-k,t}$ and Lemma 11 to each summand of the first term in (6.50), we obtain

$$E\left( s^{1/2} \frac{1}{\sqrt{n}} X_{jt} \Phi_{jt}(s) \right) = s^{1/2} \sum_{k=0}^{\infty} b_k E\left( \frac{1}{\sqrt{n}} \xi_{j-k,t} \Phi_{jt}(s) \right)$$

(6.53)

$$= s^{1/2} \frac{1}{\sqrt{n}} \sum_{k=0}^{\infty} b_k \kappa_{1,\tau} E \Phi_{jt}(s) + s^{1/2} \frac{1}{n} \sum_{k=0}^{\infty} b_k \kappa_{2,\tau} \sum_{\zeta = j-k}^{p} b_{\zeta-j+k} E \left( D_{\zeta,t}(\Phi_{jt}(s)) \right) + \varepsilon_1,$$

where $\kappa_{i,\tau}$ denotes the $i$th cumulant of the variable $\xi_{j-k,t}$ with $i = 1, 2$.

$$|\varepsilon_1| \leq \frac{C_1 s^{-1/2}}{n^{3/2}} \sum_{k=0}^{\infty} |b_k| E\left( |\xi_{j-k,t}|^3 \sup_{|\zeta-j|\leq \tau\sqrt{n}} |\tilde{D}_{j-k,t}(\Phi_{jt}(s))| \right),$$

with

$$\tilde{D}_{j-k,t}(\Phi_{jt}(s)) = \tilde{D}_{j-k,t} \left( \sum_{\zeta = j-k}^{p} \frac{\partial \Phi_{jt}(s)}{\sqrt{n}} \frac{\partial}{\sqrt{n}} X_{\zeta,t}(s) \frac{\partial}{\sqrt{n}} X_{\zeta,t} \frac{\partial}{\sqrt{n}} \xi_{j-k,t} \right)$$

(6.54)

$$= s \sum_{\zeta = j-k}^{p} \sum_{\gamma = j-k}^{p} b_{\zeta-j+k} b_{\gamma-j+k} D_{\zeta,t} \left( D_{\gamma,t}(\Phi_{jt}(s)) \right),$$

where $D_{j-k,t} = \partial/\partial_{1/\sqrt{n}} \xi_{j-k,t}$. Here we would point out that checking the argument of Lemma 11 in Lytova and Pastur (2009) shows that sup in (3.52) can be replaced by $\sup_{|\zeta-j|\leq \tau\sqrt{n}}$ in the remainder $\varepsilon_1$ due to the truncation step.

We conclude from (6.50)-(6.53) that

$$Em_n(z) - E\hat{m}_n(z) = -\int_{0}^{1} \left[ s^{-1/2} \frac{1}{pn^{1/2}} \sum_{k=0}^{\infty} b_k \sum_{j,t=1}^{p,n} \kappa_{1,\tau} E \Phi_{jt}(s) + \frac{1}{p} \sum_{j,t=1}^{p,n} \varepsilon_1 \right] ds.$$
\( \ell \)th moment and cumulant of the truncated \( \xi_{jt} \) and the untruncated \( (\xi_{jt}) \) respectively. Then

\[
|\mu_{\ell, \tau} - \mu_\ell| \leq C \left( \left| \xi_{11} \right|^\ell I(\left| \xi_{11} \right| > \tau \sqrt{n}) \right).
\]

As a result we have

\[
|\kappa_{\ell, \tau} - \kappa_\ell| \leq C \left( \left| \xi_{11} \right|^\ell I(\left| \xi_{11} \right| > \tau \sqrt{n}) \right) \leq \frac{C}{(\tau \sqrt{n})^{2-\ell}} E(\left| \xi_{11} \right|^{2} I(\left| \xi_{11} \right| > \tau \sqrt{n})).
\]

This result uses the fact that cumulants can be expressed by moments as follows

\[
\kappa_j = \sum_\lambda c_\lambda \mu_\lambda,
\]

where the sum is over all additive partitions \( \lambda \) of the set \( \{1, \ldots, j\} \), \( \{c_\ell : \ell \in \lambda\} \) are known coefficients and \( \mu_\lambda = \prod_{\ell \in \lambda} \mu_\ell \).

Second we provide the upper bound of \( \Phi_{jt}(s) \), \( D_{\gamma,t}(\Phi_{jt}(s)) \) and \( D_{\xi,t} \left( D_{\gamma,t}(\Phi_{jt}(s)) \right) \).

For simplicity, we introduce more new notation.

\[
I(\zeta, \gamma) = e_{\gamma} e_{\zeta}^T + e_{\zeta} e_{\gamma}^T, \quad W(\gamma, t) = e_{\gamma} e_{t}^T \frac{1}{\sqrt{n}} X^T(s) + \frac{1}{\sqrt{n}} X(s)e_{\gamma} e_{t}^T,
\]

\[
J_1(\gamma, \zeta) = G^{-1}(s, z) W(\zeta, t) G^{-2}(s, z), \quad J_2(\gamma, \zeta) = G^{-1}(s, z) I(\gamma, \zeta) G^{-2}(s, z)
\]

\[
J_3(\gamma, \zeta) = G^{-1}(s, z) W(\gamma, t) G^{-2}(s, z) W(\zeta, t) G^{-1}(s, z),
\]

\[
J_4(\zeta, \gamma) = G^{-1}(s, z) W(\zeta, t) G^{-1}(s, z) W(\gamma, t) G^{-2}(s, z),
\]

where \( e_{\gamma} \) and \( e_j \) are \( p \times 1 \) unit vectors with the \( \gamma \)-th and \( j \)-th elements being 1 respectively and others being zeros; and \( e_t \) is \( n \times 1 \) a unit vector with the \( t \)-th element being 1 and others being zeros. With these notation by a simple but tedious calculation we obtain

\[
D_{\gamma,t}(\Phi_{jt}(s)) = -e_{\gamma}^T G^{-2}(s, z) e_{\gamma} + e_j^T J_1(\gamma) \frac{1}{\sqrt{n}} X(s)e_{t} + e_j^T J_1^T(\gamma) \frac{1}{\sqrt{n}} X(s) e_{t}
\]
and

\[
D_{\zeta,t} \left( D_{\gamma,t}(\Phi_{jt}(s)) \right) = e_j^T J_4(\zeta) e_t + e_j^T J_1^T(\zeta) e_t - e_j^T J_4(\zeta, \gamma) \frac{1}{\sqrt{n}} X(s)e_t \\
-e_j^T J_4(\gamma, \zeta) \frac{1}{\sqrt{n}} X(s) e_t - e_j^T J_1(\gamma) e_\zeta + e_j^T J_1^T(\gamma) e_\zeta \\
-e_j^T J_3(\zeta, \gamma) \frac{1}{\sqrt{n}} X(s) e_t + e_j^T J_4^T(\gamma, \zeta) \frac{1}{\sqrt{n}} X(s)e_t \\
+e_j^T J_2(\gamma, \zeta) \frac{1}{\sqrt{n}} X(s) e_t + e_j^T J_2^T(\gamma, \zeta) \frac{1}{\sqrt{n}} X(s)e_t.
\]

From the expansions of \( \Phi_{jt}(s) \), \( D_{\gamma,t}(\Phi_{jt}(s)) \) and \( D_{\zeta,t}(D_{\gamma,t}(\Phi_{jt}(s))) \) we see that all the terms in such expansions include only three factors below:

\[
D_1 = \left( \frac{1}{\sqrt{n}} X^T(s)G^{-\ell}(s,z) \frac{1}{\sqrt{n}} X(s) \right)_{tt}, \quad D_2 = \left( G^{-\ell}(s,z) \frac{1}{\sqrt{n}} X(s) \right)_{kk}, \\
D_3 = G^{-\ell}(s,z)_{kk'}, \quad \ell = 1, 2, k,k' = j, \zeta, \text{ or } \gamma.
\]

These three factors turn out to be bounded, as seen below.

Obviously \(|D_3| \leq e^{-\ell} \). Similar to (6.48) using

\[
G^{-1}(z) \frac{1}{n} X(s)X^T(s) = I + zG^{-1}(s,z). \quad (6.56)
\]

one may verify that

\[
|D_2| \leq \frac{1}{\ell !} \|G^{-1}(s,z) \frac{1}{\sqrt{n}} X(s)\| \leq C, \quad j = 1, 2
\]

and

\[
|D_1| \leq \| \frac{1}{\sqrt{n}} X^T(s)G^{-\ell}(s,z) \frac{1}{\sqrt{n}} X(s)\| = \| G^{-\ell}(s,z) \frac{1}{n} X(s)X^T(s) \| \leq C.
\]

Therefore \( \Phi_{jt}(s) \) and the two derivatives \( D_{\gamma,t}(\Phi_{jt}(s)) \), \( D_{\zeta,t}(D_{\gamma,t}(\Phi_{jt}(s))) \) are bounded. This, together with (6.55) and (6.46), yields

\[
\left| s^{-1/2} \sum_{k=0}^{\infty} b_k \sum_{j,t=1}^{n,n} \kappa_{1,\tau} E\Phi_{jt} \right| \leq \frac{C}{\tau} E(\|\xi_{11}\|^2 I(\|\xi_{11}\| > \tau\sqrt{n})) \to 0
\]
and
\[ \left| \frac{1}{np} \sum_{k=0}^{\infty} b_k \sum_{j,t=1}^{p,n} (\kappa_{2,\tau} - 1) \sum_{\zeta=j-k}^{p} b_{\zeta-j+k} E\left( D_{\zeta,t}(s) \Phi_{jt}(s) \right) \right| \leq C E(|\xi_{11}|^2 I(|\xi_{11}| > \tau \sqrt{n})) \to 0. \]

Moreover since \( E|\xi_{jt}|^3 \leq \tau \sqrt{n} \) and (6.46) we have
\[ \left| \frac{1}{p} \sum_{j,t=1}^{p,n} \xi_1 \right| \leq C \tau \to 0, \text{ as } n \to \infty. \]

These, together with (6.54), yield (6.42). The proof of this theorem is complete.

**Proof of Theorem 11:** The strategy of the proof is the same as that in Ly-
tova and Pastur (2009). That is, we first establish CLT for the case when \( \{\xi_{j-k,t}\} \) are i.i.d \( N(0,1) \) and then generalize it to the general distributions.

When \( \{\xi_{j-k,t}\} \) are i.i.d \( N(0,1) \), as stated in Section 2, under \( H_0 \), the matrix \( S \) can be written in the form that
\[ S = \frac{1}{n} T_1^{1/2} X X^T T_1^{1/2} \]
so that Theorem 9.10 of Bai and Silverstein (2009) is applicable. The asymptotic variance of Theorem 11 is the same as that in Bai and Silverstein (2009) while the asymptotic mean is obtained from that in Bai and Silverstein (2009) and the facts that (See Yao (2012) and Gray (2009))
\[ \lim_{p \to \infty} \frac{1}{p} \sum_{k=1}^{p} f(\sigma_k) = \int_{0}^{\infty} f(x) dH(x) = \frac{1}{2\pi} \int_{0}^{2\pi} f(\phi(\lambda)) d\lambda. \]

However to apply Bai and Silverstein (2009), we have to make sure that the spectral norm of the population covariance matrix \( T_1 \) of each time series is bounded. We claim that this is ensured by the condition \( \sum |b_j| < \infty \). In fact, let \( \sigma_k = Cov(X_{jt}, X_{j+k,t}) \). By the expression (2.2) of the time series and a change of variables we have
\[ \sum_{k=0}^{\infty} |\sigma_k| = \sum_{k=0}^{\infty} |Cov(\sum_{k_1=0}^{\infty} b_{k_1} \xi_{j-k_1,t}, \sum_{k_2=0}^{\infty} b_{k_2} \xi_{j+k_2,t})| \]
By Lemma 4.1 of Gray (2009) and (6.57) we conclude that

$$||T_1|| \leq 4 \sum_{k=0}^{\infty} \sigma_k < \infty.$$  

(6.58)

We next adopt an interpolation trick and compare the CLT of the general case with that of the Gaussian case. Recall the definition of $G_n(\lambda)$ in (2.8).

Let

$$\mathcal{N}^0_n[f] = \int f(\lambda)dG_n(\lambda), \quad \mathcal{N}_n[f] = \int f(\lambda)dpF^S(\lambda).$$

Define $\hat{\mathcal{N}}^0_n[f]$ and $\hat{\mathcal{N}}_n[f]$ to be obtained from $\mathcal{N}^0_n[f]$ and $\mathcal{N}_n[f]$ respectively, with the entries $X_{jt} = \sum_{k=0}^\infty b_k \xi_{j-k,t}$ replaced by $\hat{X}_{jt} = \sum_{k=0}^\infty b_k \hat{\xi}_{j-k,t}$ where $\{\hat{\xi}_{j-k,t}\}$ are i.i.d. $N(0,1)$ and independent of $\{\xi_{j-k,t}\}$. By the continuous theorem of characteristic functions, it suffices to show that

$$R_n(x) := E\left(e^{ix\mathcal{N}^0_n[f]}\right) - E\left(e^{ix\hat{\mathcal{N}}^0_n[f]}\right) \to 0, \text{ as } n \to \infty.$$  

(6.59)

Since the integrand function $f$ admits the Fourier transform

$$\hat{f}(\theta) = \frac{1}{2\pi} \int e^{-i\theta \lambda} f(\lambda)d\lambda,$$

the Fourier inversion formula is

$$f(\lambda) = \int e^{i\theta \lambda} \hat{f}(\theta)d\theta.$$  

(6.60)

Then the statistic $\mathcal{N}_n[f]$ can be written as

$$\mathcal{N}_n[f] = \int \hat{f}(\theta)u_n(\theta)d\theta,$$

where

$$u_n(\theta) = TrU(\theta), \quad U(\theta) = e^{i\theta S}.$$  

(6.61)
By (6.60) we obtain
\[ f'(S) = i \int \hat{f}(\theta)U(\theta)d\theta. \] (6.62)

We still use the same truncation as that in (6.44) (and use the same notation) but this time \( \tau \) satisfies (see formula (9.7.7) of Bai and Silverstein (2009))
\[ \tau \to 0, \quad \tau^{-4}E|\xi_{j-k,t}|^4I(\xi_{j-k,t} > \tau \sqrt{n}) \to 0. \] (6.63)

Note that
\[ P\{X \neq X^\tau\} \leq \sum_{j,t=1}^{p,n} P\{X_{jt} \neq X_{jt}^\tau\} \leq \frac{1}{\tau^4n^2} \sum_{j,t=1}^{p,n} \sum_{k=0}^{\infty} b_k E|\xi_{j-k,t}|^4I(\xi_{j-k,t} > \tau \sqrt{n}) \to 0. \]

In view of this it is enough to prove that
\[ E\left( e^{ix\mathcal{N}_n^\tau[f]} \right) - E\left( e^{ix\mathcal{N}_n\hat{f}} \right) \to 0, \quad \text{as } n \to \infty, \] (6.64)
where \( \mathcal{N}_n^\tau[f] \) is obtained from \( \mathcal{N}_n[f] \) with \( X \) replaced by \( X^\tau \).

As in the proof of Theorem 10 we still use notation \( \xi_{j-k,t}, X, \mathcal{N}_n[f] \) rather than \( \xi_{j-k,t}^\tau, X^\tau, \mathcal{N}_n^\tau[f] \) and below prove (6.59). Recall the interpolation matrix defined in (6.49) and furthermore define
\[ e_n(s, x) = \exp\left( ixTrf(S(s)) \right), \quad U(s, \theta) = (U_{jk}) = e^{i\theta S(s)}. \]

By (6.62) we have
\[ R_n(x) = a_n \int_0^1 \frac{\partial}{\partial s} E\left( e_n(s, x) \right) ds \]
\[ = ix a_n \int_0^1 E\left[ e_n(s, x)Tr\left( f'(S(s))(s^{-1/2} \frac{1}{\sqrt{n}} X - (1-s)^{-1/2} \frac{1}{\sqrt{n}} \hat{X}) \frac{1}{\sqrt{n}} X^\tau(s) \right) \right] ds \]
\[ = -xa_n \int_0^1 ds \int \theta \hat{f}(\theta)(D_n - B_n) d\theta, \] (6.65)
where \( a_n = \exp(-ix \int f dp F_{e_n, e_n}) \) and
\[ D_n = \frac{1}{\sqrt{ns}} \sum_{j,t=1}^{p,n} E\left( X_{jt}\Psi_{jt}(s) \right), \quad B_n = \frac{1}{\sqrt{n(1-s)}} \sum_{j,t=1}^{p,n} E\left( \hat{X}_{jt}\Psi_{jt}(s) \right). \]
with
\[ \Psi_{jt}(s) = e_n(s, x) \left( U(s, \theta) \frac{1}{\sqrt{n}} X(s) \right)_{jt}. \]

By Lemma 10 and a calculation similar to (6.51), (6.52) and (6.53) we obtain
\[ B_n = \frac{1}{n} \sum_{j,t=1}^{p,n} \sum_{k=0}^{\infty} b_k \sum_{k^{(1)}=j-k}^{k^{(1)}\ldots} b_{k^{(1)}-j+k} E \left( D_{k^{(1)}t} \left( \Psi_{jt}(s) \right) \right), \quad (6.66) \]
where \( D_{k^{(1)}t} = \partial / \partial \frac{1}{\sqrt{n}} X_{k^{(1)}t} \).

Also, by Lemma 11 with \( q = 3 \) we have
\[ D_n = \sum_{\ell=0}^{3} T_{\ell\tau} + \varepsilon_3, \quad (6.67) \]
where
\[ T_{0\tau} = \frac{s^{-1/2}}{\sqrt{n}} \sum_{j,t=1}^{p,n} \kappa_{1,\tau} \sum_{k=0}^{\infty} E \Psi_{jt}(s), \]
\[ T_{\ell\tau} = \frac{g(\ell-1/2)}{\ell!n^{\ell+1/2}} \sum_{j,t=1}^{p,n} \kappa_{\ell+1,\tau} \sum_{k=0}^{\infty} b_k \sum_{k^{(1)},\ldots,k^{(\ell)}}^{k^{(1)}\ldots} b_{k^{(\ell)}-j+k} b_{k^{(\ell-1)}-j+k} \cdots b_{k^{(1)}-j+k} \]
\[ \cdot E \left( D_{k^{(1)}t} D_{k^{(\ell-1)}t} \cdots D_{k^{(1)}t} \Psi_{jt}(s) \right), \quad \ell = 1, 2, 3; \]
and
\[ |\varepsilon_3| \leq \frac{C s^2}{n^{\ell+2}} \sum_{j,t=1}^{p,n} \sum_{k=0}^{\infty} |b_k| \sum_{k^{(4)},\ldots,k^{(1)}=j-k}^{k^{(4)}\ldots} |b_{k^{(4)}-j+k}| \cdots |b_{k^{(1)}-j+k}| \]
\[ \cdot \int_0^1 E \left[ |\xi_{j-k,t} - \xi_{j-k,t}|^5 D_{k^{(4)}t} \cdots D_{k^{(1)}t} \Psi_{jt}(s) \right]_{\xi_{j-k,t} = v\xi_{j-k,t}} (1 - v)^3 (6.68) \]
where \( \Psi_{jt}(s) \mid_{\xi_{j-k,t} = v\xi_{j-k,t}} \) means that \( \xi_{j-k,t} \) involved in \( \Psi_{jt}(s) \) is replaced by \( v\xi_{j-k,t} \) and \( \kappa_{\ell,\tau} \) is the \( \ell \)th cumulant of \( \xi_{j-k,t} \).

Next, we provide the upper bounds of derivatives:
\[ D_{k^{(1)}t} D_{k^{(\ell-1)}t} \cdots D_{k^{(1)}t} \Psi_{jt}(s), \quad \ell = 0, 1, 2, 3, 4. \]
Chapter 6. Independence Test For Covariance Stationary Time Series

Let $Y(s) = (Y_r(s)) = \frac{1}{\sqrt{n}}X(s)$. Applying the Duhamel formula of Lemma 23 to the entries, $U_{jkl}$, of $U(s, \theta)$ we have

$$D_{\beta\alpha}(U_{jkl}) = i\left[\left((UY(s))_{j\alpha}\ast U_{\beta\ell k}\right)(\theta) + \left((UY(s))_{k\ell\alpha}\ast U_{j\beta\ell}\right)(\theta)\right], \quad (6.69)$$

where the convolution $\ast$ is defined in (6.39). Here and below we use $U$ to denote $U(s, \theta)$ when there is no confusion. In view of (6.69) and the fact that $I_p = \sum_{r=1}^{p} e_r e'_r$ we have

$$D_{k\ell}(U(s))_{j\ell} = D_{k\ell}(U(s))_{j\ell} = \left(\sum_{r=1}^{p} Y_r(s)U_{rj}\right)$$

and by (6.62)

$$D_{k\ell}(e_n(s, x)) = -2xe_n(s, x) \int_{\theta} \hat{f}(\theta)(UY(s))_{k\ell} d\theta, \quad (6.72)$$

where $\ell, d = 1, 2, 3, 4$.

Since $\sum_{l=1}^{n} |U_{\alpha l}|^2 = 1$ and $||U|| = 1$, from Hölder’s inequality, we obtain

$$|(UY(s))_{j\ell}| \leq \left(\sum_{r=1}^{p} (Y_r(s))^2\right)^{1/2}, \quad |(Y^T(s)UY(s))_{\ell j}| \leq \sum_{r=1}^{p} (Y_r(s))^2, \quad (6.73)$$

Recalling the definition of $\Psi_{j\ell}(s)$ and repeatedly using (6.69)–(6.73) one can verify that

$$\left|D_{k\ell}(U(s))_{j\ell} \Psi_{j\ell}(s)\right| \leq C + C\left(\sum_{r=1}^{p} (Y_r(s))^2\right)^{(\ell+1)/2}, \quad \ell = 0, 1, 2, 3, 4. \quad (6.74)$$
For example see (6.83) below for the expansion of $D_{k(1)}^t \Psi_{jt}(s)$. Moreover it is straightforward to check that $\ell = 0, 1, 2, 3$, $E\left(\sum_{r=1}^{p} (Y_{rt}(s))^2\right)^{(\ell+1)/2}$ is bounded by the fact that $n^2E|Y_{rt}(s)|^4 = E|X_{rt}(s)|^4 < \infty$. We then conclude that

$$E\left| D_{k(\ell)}^t D_{k(\ell-1)}^t \cdots D_{k(1)}^t \Psi_{jt}(s) \right| \leq C_\ell, \ \ell = 0, 1, 2, 3.$$  \hspace{1cm} (6.75)

However, to prove $\varepsilon_3 \to 0$, (6.74) for the case $\ell = 4$ is not enough for our purpose since

$$E|X_{rt}(s)|^5 \leq C\tau \sqrt{n},$$  \hspace{1cm} (6.76)

not bounded. To offset this $\sqrt{n}$, one key observation is that from (6.69)-(6.72) we see that each term in the expansion of $D_{k(\ell)}^t D_{k(\ell-1)}^t \cdots D_{k(1)}^t \Psi_{jt}(s)$ is a product or a convolution of some of the following factors

$$(UY(s))_{h_1 t}, \ (U)_{h_2 h_3}, \ (YT(s)UY(s))_{tt}, \ e_n(s,x),$$

where $h_i$ can be $j$ or any $k^{(\ell)}$, $\ell = 1, \cdots, 4$. Let $m_1$ and $m_2$ be the total number of factors of types of $(UY(s))_{h_1 t}$ and $(YT(s)UY(s))_{tt}$ appearing in each term of the expansion, respectively. Then from (6.69)-(6.72) and (6.83) below we see that $(m_1 + 2m_2) \leq 5$ (this explains (6.74) to some extent). Consider the case when $(m_1 + 2m_2) = 5$ first. In this case from (6.69)-(6.72) and (6.83) below we see that at least one $(UY(s))_{h_1 t}$ must be contained in the expansion. We below show how to handle such terms by demonstrating one example and all other cases can be similarly proved.

Consider the term

$$\left( (UY(s))_{jt} (U)_{k(2)k(3)} (U)_{k(4)k(1)} (YT(s)UY(s))_{tt} \right)^2$$  \hspace{1cm} (6.77)

($m_1 = 1$ and $m_2 = 2$ in this case). Then for (6.68), it can be estimated as follows

$$\frac{1}{n^{5/2}} \sum_{j,t=1}^{n,n} \int_0^1 E \left[ |\xi_{j-k,t}|^5 \left( (UY(s))_{jt} (U)_{k(2)k(3)} (U)_{k(4)k(1)} (YT(s)UY(s))_{tt} \right)^2 \right]_{\xi_{j-k,t} = \xi_{j-k,t}}$$

1. For example see (6.83) below for the expansion of $D_{k(1)}^t \Psi_{jt}(s)$. Moreover it is straightforward to check that $\ell = 0, 1, 2, 3$, $E\left(\sum_{r=1}^{p} (Y_{rt}(s))^2\right)^{(\ell+1)/2}$ is bounded by the fact that $n^2E|Y_{rt}(s)|^4 = E|X_{rt}(s)|^4 < \infty$. We then conclude that

$$E\left| D_{k(\ell)}^t D_{k(\ell-1)}^t \cdots D_{k(1)}^t \Psi_{jt}(s) \right| \leq C_\ell, \ \ell = 0, 1, 2, 3.$$  \hspace{1cm} (6.75)

However, to prove $\varepsilon_3 \to 0$, (6.74) for the case $\ell = 4$ is not enough for our purpose since

$$E|X_{rt}(s)|^5 \leq C\tau \sqrt{n},$$  \hspace{1cm} (6.76)

not bounded. To offset this $\sqrt{n}$, one key observation is that from (6.69)-(6.72) we see that each term in the expansion of $D_{k(\ell)}^t D_{k(\ell-1)}^t \cdots D_{k(1)}^t \Psi_{jt}(s)$ is a product or a convolution of some of the following factors

$$(UY(s))_{h_1 t}, \ (U)_{h_2 h_3}, \ (YT(s)UY(s))_{tt}, \ e_n(s,x),$$

where $h_i$ can be $j$ or any $k^{(\ell)}$, $\ell = 1, \cdots, 4$. Let $m_1$ and $m_2$ be the total number of factors of types of $(UY(s))_{h_1 t}$ and $(YT(s)UY(s))_{tt}$ appearing in each term of the expansion, respectively. Then from (6.69)-(6.72) and (6.83) below we see that $(m_1 + 2m_2) \leq 5$ (this explains (6.74) to some extent). Consider the case when $(m_1 + 2m_2) = 5$ first. In this case from (6.69)-(6.72) and (6.83) below we see that at least one $(UY(s))_{h_1 t}$ must be contained in the expansion. We below show how to handle such terms by demonstrating one example and all other cases can be similarly proved.

Consider the term

$$\left( (UY(s))_{jt} (U)_{k(2)k(3)} (U)_{k(4)k(1)} (YT(s)UY(s))_{tt} \right)^2$$  \hspace{1cm} (6.77)

($m_1 = 1$ and $m_2 = 2$ in this case). Then for (6.68), it can be estimated as follows

$$\frac{1}{n^{5/2}} \sum_{j,t=1}^{n,n} \int_0^1 E \left[ |\xi_{j-k,t}|^5 \left( (UY(s))_{jt} (U)_{k(2)k(3)} (U)_{k(4)k(1)} (YT(s)UY(s))_{tt} \right)^2 \right]_{\xi_{j-k,t} = \xi_{j-k,t}}$$
\[ \sum_{j=1}^{p} |(UY(s))_{jt}| \leq \sqrt{p} \left( \sum_{j=1}^{p} |(UY(s))_{jt}|^2 \right)^{1/2} \]

\[ = \sqrt{p} \left( \sum_{j=1}^{p} e_j^T Y(s) U^T e_j \overline{U} (s) e_j \right)^{1/2} \]

\[ = \sqrt{p} \left( \sum_{r=1}^{p} Y_{rt}^2(s) \right)^{1/2}, \quad \text{(6.79)} \]

where the second equality uses the fact that $U$ is a symmetric unitary matrix. Moreover, since for any $h = 1, 2, \ldots, p$, the coefficient of $v_n$ in the expansion of $Y_{rt}|_{\xi_{j-k,t}=vn}$ is $b_{r-j+k}$ when $\xi_{j-k,t}$ is replaced by $v_n$, we have

\[ \left( \sum_{r=1}^{p} Y_{rt}^2(s) \right)^{m/2} \leq \frac{C}{p^{m/2}} \left( \sum_{r=1}^{p} |b_{r-h+k}|^m (\tau \sqrt{n})^m + \sum_{r=1}^{p} \tilde{X}_{rt}^2(s) \right)^{m/2} \]

\[ \leq C + \frac{C}{n} \sum_{r=1}^{p} \tilde{X}_{rt}^m(s), \quad 2 \leq m \leq 5, \quad \text{(6.80)} \]

where $\tilde{X}_{rt}(s)$ is $X_{rt}(s) = s^{1/2} \sum_{t=0}^{\infty} b_t \xi_{r-t,t} + (1-s)^{1/2} \tilde{X}_{rt}$ without the factor $\xi_{j-k,t} = vn$; and the last inequality utilizes the condition that $\sum_{t=0}^{\infty} |b_t| < \infty$.\]
Note that \( \tilde{X}_{rt} \) is independent of \( \eta \). This, together with (6.80) and the fact \( E(|\tilde{X}_{rt}|^5(s)) \leq C\tau \sqrt{n} \), implies that

\[
(6.78) \leq C\tau \to 0.
\]

If \((UY(s))_{jt}\) in (6.77) is replaced by any \((UY(s))_{k(i)t}\), \(i = 1, 2, 3, 4\), then an estimate similar to (6.78) also holds by exchanging the order of summation as follows

\[
\sum_{j=1}^{p} \sum_{k=0}^{\infty} \sum_{k^{(i)}=j-k}^{p} b_{k^{(i)}-j+k}(UY(s))_{k(i)t} = \sum_{k=0}^{p} \sum_{k^{(i)}=1-k}^{p} (UY(s))_{k(i)t} \sum_{j=1}^{k^{(i)}+k} \sum_{j=1}^{\infty} b_{k^{(i)}-j+k}.
\]

(6.81)

Next consider the case when \((m_1 + m_2) \leq 4\). By (6.74) and (6.80), one may verify that

\[
\frac{1}{\eta^{5/2}} \sum_{j,t=1}^{p,n} \int_{0}^{1} E\left[|\xi_{j-k,t}|^5 \left((UY(s))_{h_{1t}^{m_1}}(U)_{k^{(2)}k^{(3)}}^{m_3}(U)_{k^{(4)}k^{(1)}}^{m_4} \right) (Y^T(s)UY(s))_{l_{k^{(1)}}}^{m_2} \right] (1 - v)^3 dv \leq C\tau \to 0,
\]

where \(m_i \geq 0, i = 3, 4\). Summarizing the above we may conclude that

\[
|\varepsilon_3| \leq C\tau \to 0. \tag{6.82}
\]

Recall the definition of \( T_{\ell\tau} \) in (6.67). Denote the analogues of \( T_{\ell\tau} \) by \( T_\ell \) with the truncated matrix \( X(s) \) replaced by the initial matrix \( X(s) \). Then write

\[
T_{\ell\tau} = T_\ell + r_\ell, \quad \ell = 0, 1, 2, 3,
\]

where

\[
|r_\ell| \leq \frac{s^{(\ell-1)/2}}{\ell!} \sum_{j,t=1}^{p,n} |\kappa_{(\ell+1),\tau} - \kappa_{\ell+1}| \sum_{k=0}^{\infty} |b_k|.
\]
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\[
\sum_{k^{(1)},k^{(2)},\ldots,k^{(p)}} \left| b_{k^{(2)}-j+k} b_{k^{(1)}-j+k} \cdots b_{k^{(p)}-j+k} \right| E \left( D_{k^{(2)}} D_{k^{(1)}} \cdots D_{k^{(p)}} \Psi_{jt}(s) \right) \leq \frac{C}{(\tau)^{3-p}} E \left( |\xi_{11}|^4 \cdot I(\left|\xi_{11}\right| > \tau \sqrt{n}) \right) \to 0,
\]

where the last step uses (6.63), (6.75) and an estimate similar to (6.55).

By Lemma 25 below, (6.67), (6.82) and the facts that \( T_0 = T_3 = 0 \) (because \( \kappa_1 = \kappa_4 = 0 \)) and that \( T_1 = B_n \) (see (6.66)) we see

\[ D_n = B_n + o(1). \]

This, together with (6.65), ensures (6.64) by the facts that \( |a_n| = 1 \) and that the function \( f \) is an analytic function. The proof of theorem is complete. \( \square \)

**Lemma 25.**

\[
T_2 = \frac{s^{1/2}}{2^{1/2} n^{3/2}} \sum_{j,t=1}^{p,n} \sum_{k=0}^{\infty} b_k \sum_{k^{(2)},k^{(1)} = j-k}^{p} b_{k^{(2)}-j+k} b_{k^{(1)}-j+k} E \left( D_{k^{(2)}} D_{k^{(1)}} \Psi_{jt}(s) \right)
= o(1),
\]

as \( n \to \infty \).

**Proof.** It follows from (6.69)-(6.72) that the expansion of \( D_{k^{(1)}} \Psi_{jt}(s) \) is

\[
D_{k^{(1)}} \Psi_{jt}(s) = e_n(s,x) \left[ -2x \int \hat{f}(\theta) (UY(s))_{k^{(1)}}^t \theta(UY(s))_{jt} + U_{k^{(1)}} t \right. \\
+ i \left( Y'(s) UY(s) \right)_{jt} * U_{k^{(1)}} + i \left( UY(s) \right)_{jt} * \left( UY(s) \right)_{k^{(1)}}^t ].
\]

(6.83)

By (6.69)-(6.72) we can further obtain the expansion of \( D_{k^{(2)}} D_{k^{(1)}} \Psi_{jt}(s) \).

Since such an expansion is complicated we do not list it here. However each term of the expansion is a constant multiple of one of the following forms

\[ A_1 = \left( UY(s) \right)_{jt} + U_{k^{(2)}h_3} e_n(s,x), \]
\[ A_2 = (UY(s))_{h_1't'\circ (YT(s)UY(s))_{tt} \circ U_{h_2'h_3}e_n(s,x)}, \]
\[ A_3 = (UY(s))_{k(2)t'\circ (UY(s))_{k(1)t} \circ (UY(s))_{j't}e_n(s,x)}, \]
where “\( \circ \)" denotes a product or a convolution; \( h_i = k^{(2)}, k^{(1)} \) or \( j' \) with \( i = 1, 2, 3 \) and \( h_1 \neq h_2 \neq h_3 \). In view of this it then suffices to prove that

\[ T_{2i} = \frac{1}{n^{3/2}} \sum_{j, l=1}^{p, n} \sum_{k=0}^{\infty} b_k \sum_{k^{(1)}, k^{(2)}=j-k} b_{k^{(1)}-j+k} b_{k^{(2)}-j+k} EA_i = o(1), \quad i = 1, 2, 3. \]

Without loss of generality, we below consider \( h_1 = j', h_2 = k^{(1)} \) and \( h_3 = k^{(2)} \) only, otherwise one may first exchange the order of the summation as in (6.81) when necessary and then proceed as follows. Consider \( T_{22} \). Note that the fact that \( UY(s)YT(s) = Y(s)YT(s)U \). A simple calculation then yields

\[
E \left[ \sum_{t=1}^{n} \left| \sum_{j=1}^{p} (UY(s))_{jt} \right|^2 \right] = E \left[ \sum_{j_1,j_2=1}^{p} (UY(s)YT(s)U\bar{T})_{j_1j_2} \right] = E \left[ \sum_{j_1,j_2=1}^{p} (Y(s)YT(s))_{j_1j_2} \right] = O(n). \number{(6.84)}
\]

By the Schwartz inequality, (6.73) and (6.84), we have

\[
|T_{22}|^2 \leq \frac{C}{n^3} E \left[ \sum_{t=1}^{n} \left| (YT(s)U\bar{T})_{tt} \right|^2 \right] E \left[ \sum_{t=1}^{n} \left| (UY(s))_{jt} \right|^2 \right] \leq \frac{C}{n^2} E \left[ \sum_{t=1}^{n} \left( \sum_{r=1}^{p} Y_{rt}^2(s) \right)^2 \right] = O(\frac{1}{n}). \number{(6.85)}
\]

This argument also works for \( T_{21} \) and \( T_{23} \) and we ignore the details here. Therefore

\[ T_2 = O(\frac{1}{\sqrt{n}}). \]
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Proof of Theorem 4. Set

\[X_n^{(i)} = \int x^i \, d\tilde{G}_n(x), \quad i = 1, 2; \quad \tilde{\Omega}^{-1} = \begin{pmatrix} a_{11} & a_{12} \\ a_{12} & a_{22} \end{pmatrix}.\]

Furthermore, under \(H_1\), \(X_n^{(i)}, i = 1, 2\), can be written as

\[X_n^{(i)} = Y_1^{(i)} + Y_2^{(i)}, \quad (6.86)\]

where

\[Y_1^{(i)} = p \int x^i \, d\left( F_{H_1}^{S(1)}(x) - F_{H_0}^{S(1)}(x) \right) + p \int x^i \, d\left( F_{H_0}^{S(2)}(x) - F_{H_1}^{S(2)}(x) \right)\]

and

\[Y_2^{(i)} = p \int x^i \, d\left( F_{H_0}^{S(1)}(x) - F_{H_0}^{S(2)}(x) \right).\]

From (6.86) we have

\[a_{11}(X_n^{(1)})^2 + a_{22}(X_n^{(2)})^2 + 2a_{12}X_n^{(1)}X_n^{(2)} = W_1 + W_2 + W_3,\]

where

\[W_1 = a_{11}(Y_1^{(1)})^2 + a_{22}(Y_2^{(2)})^2 + 2a_{12}Y_1^{(1)}Y_2^{(2)},\]

\[W_2 = a_{11}(Y_1^{(1)})^2 + a_{22}(Y_2^{(2)})^2 + 2a_{12}Y_1^{(1)}Y_1^{(2)}\]

and

\[W_3 = 2a_{11}Y_1^{(1)}Y_2^{(1)} + 2a_{22}Y_1^{(2)}Y_2^{(2)} + 2a_{12}[Y_2^{(1)}Y_1^{(2)} + Y_1^{(1)}Y_2^{(2)}].\]

Note that \(W_1\) converges in distribution to \(\chi^2(2)\) by Theorem 11 or Proposition 1. Also \(Y_2^{(i)}, i = 1, 2\) converge in distribution to Gaussian distribution by Theorem 11 or Proposition 1. We next prove that \(W_2 \to \infty\) in probability while \(W_3 = o_p(W_2)\). By Assumption (3.15) \(Y_1^{(1)} \to \infty\) or \(Y_1^{(2)} \to \infty\) in probability (we would point out that \(Y_1^{(1)} \geq 0\)). If \(Y_1^{(1)} \to \infty\) and
\[ \text{lim sup } Y_1^{(2)} < \infty \text{ in probability, then } W_2 \to +\infty \text{ in probability. It is then easy to verify that } W_3 = o_p(W_2). \text{ This argument also applies to the case when } Y_1^{(2)} \to \infty \text{ and } \text{lim sup } Y_1^{(1)} < \infty \text{ in probability. If } Y_1^{(1)} \to \infty \text{ and } Y_1^{(2)} \to \infty \text{ in probability then by Holder’s inequality}
\]

\[ W_2 \geq 2(\sqrt{a_{11}}\sqrt{a_{22}} + a_{12})Y_1^{(1)}Y_1^{(2)} \to +\infty \]

in probability, because

\[ \text{det}(\tilde{\Omega}^{-1}) = a_{11}a_{22} - a_{12}^2 > 0. \]

It is then easy to verify that \( W_3 = o_p(W_2) \) in this case.

In view of the above we conclude from the definition of \( L_n \) that

\[
P(L_n > \gamma_{1-\alpha} | H_1) = P\left( (X_n^{(1)}, X_n^{(2)})\tilde{\Omega}^{-1} \left( \begin{array}{c} X_n^{(1)} \\ X_n^{(2)} \end{array} \right) > \gamma_{1-\alpha} | H_1 \right)
= P\left( (a_{11}(X_n^{(1)})^2 + a_{22}(X_n^{(2)})^2 + 2a_{12}X_n^{(1)}X_n^{(2)} > \gamma_{1-\alpha} | H_1 \right)
= P\left( W_1 + W_2 + W_3 > \sqrt{\gamma_{1-\alpha}} | H_1 \right) \to 1, \text{ as } n \to \infty. \quad (6.87)
\]
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Table 6.1: Empirical sizes of the proposed test $L_n$ at significant level $0.05$ for $n$ time series generated from DGP 1 with $\theta_1 = 0.8$ in model (6.29).

<table>
<thead>
<tr>
<th>$P$</th>
<th>$n$</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>350</th>
<th>400</th>
<th>450</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Empirical sizes</td>
<td>0.023</td>
<td>0.022</td>
<td>0.027</td>
<td>0.021</td>
<td>0.019</td>
<td>0.021</td>
<td>0.023</td>
<td>0.018</td>
<td>0.022</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.037</td>
<td>0.040</td>
<td>0.035</td>
<td>0.039</td>
<td>0.036</td>
<td>0.031</td>
<td>0.034</td>
<td>0.030</td>
<td>0.029</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.042</td>
<td>0.040</td>
<td>0.039</td>
<td>0.043</td>
<td>0.041</td>
<td>0.038</td>
<td>0.039</td>
<td>0.034</td>
<td>0.034</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.039</td>
<td>0.043</td>
<td>0.046</td>
<td>0.045</td>
<td>0.043</td>
<td>0.045</td>
<td>0.042</td>
<td>0.041</td>
<td>0.038</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>0.040</td>
<td>0.045</td>
<td>0.048</td>
<td>0.044</td>
<td>0.045</td>
<td>0.044</td>
<td>0.042</td>
<td>0.040</td>
<td>0.041</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.037</td>
<td>0.041</td>
<td>0.049</td>
<td>0.054</td>
<td>0.052</td>
<td>0.048</td>
<td>0.043</td>
<td>0.041</td>
<td>0.039</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>350</td>
<td>0.041</td>
<td>0.048</td>
<td>0.053</td>
<td>0.049</td>
<td>0.055</td>
<td>0.052</td>
<td>0.049</td>
<td>0.047</td>
<td>0.045</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.038</td>
<td>0.041</td>
<td>0.047</td>
<td>0.052</td>
<td>0.052</td>
<td>0.048</td>
<td>0.053</td>
<td>0.051</td>
<td>0.046</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td>450</td>
<td>0.035</td>
<td>0.037</td>
<td>0.040</td>
<td>0.046</td>
<td>0.050</td>
<td>0.055</td>
<td>0.059</td>
<td>0.060</td>
<td>0.058</td>
<td>0.055</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.032</td>
<td>0.035</td>
<td>0.035</td>
<td>0.040</td>
<td>0.047</td>
<td>0.052</td>
<td>0.054</td>
<td>0.057</td>
<td>0.054</td>
<td>0.058</td>
</tr>
</tbody>
</table>

Table 6.2: Bootstrap sizes of the proposed test $L_n$ at significant level $0.05$ for $n$ time series generated from DGP 1 with $\theta_1 = 0.8$ in model (6.29).

<table>
<thead>
<tr>
<th>$P$</th>
<th>$n$</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>350</th>
<th>400</th>
<th>450</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Empirical sizes</td>
<td>0.039</td>
<td>0.041</td>
<td>0.038</td>
<td>0.037</td>
<td>0.040</td>
<td>0.037</td>
<td>0.039</td>
<td>0.035</td>
<td>0.037</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.043</td>
<td>0.042</td>
<td>0.040</td>
<td>0.039</td>
<td>0.039</td>
<td>0.040</td>
<td>0.042</td>
<td>0.040</td>
<td>0.046</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.046</td>
<td>0.042</td>
<td>0.048</td>
<td>0.043</td>
<td>0.045</td>
<td>0.047</td>
<td>0.040</td>
<td>0.049</td>
<td>0.045</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.042</td>
<td>0.047</td>
<td>0.043</td>
<td>0.046</td>
<td>0.049</td>
<td>0.051</td>
<td>0.048</td>
<td>0.048</td>
<td>0.046</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>0.052</td>
<td>0.050</td>
<td>0.046</td>
<td>0.054</td>
<td>0.048</td>
<td>0.051</td>
<td>0.050</td>
<td>0.049</td>
<td>0.052</td>
<td>0.055</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.048</td>
<td>0.053</td>
<td>0.055</td>
<td>0.052</td>
<td>0.056</td>
<td>0.057</td>
<td>0.053</td>
<td>0.051</td>
<td>0.049</td>
<td>0.054</td>
</tr>
<tr>
<td></td>
<td>350</td>
<td>0.046</td>
<td>0.054</td>
<td>0.052</td>
<td>0.054</td>
<td>0.050</td>
<td>0.051</td>
<td>0.050</td>
<td>0.048</td>
<td>0.053</td>
<td>0.054</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.043</td>
<td>0.048</td>
<td>0.046</td>
<td>0.051</td>
<td>0.054</td>
<td>0.051</td>
<td>0.052</td>
<td>0.054</td>
<td>0.049</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>450</td>
<td>0.046</td>
<td>0.052</td>
<td>0.048</td>
<td>0.049</td>
<td>0.053</td>
<td>0.050</td>
<td>0.054</td>
<td>0.055</td>
<td>0.053</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.042</td>
<td>0.046</td>
<td>0.045</td>
<td>0.047</td>
<td>0.050</td>
<td>0.053</td>
<td>0.055</td>
<td>0.052</td>
<td>0.055</td>
<td>0.054</td>
</tr>
</tbody>
</table>
**6.5 Appendix**

**Figure 6.1:** *Graphs of smoothed density function of the transformed data vs standard normal distribution*

*These graphs contain the empirical density functions of the transformed data for all 96 stocks used in our empirical application. The blue line is the smoothed density function of the transformed data for one stock and the red graph is standard normal density function.*
Table 6.3: Empirical sizes of the proposed test $L_n$ at significant level 0.05 for $n$ time series generated from DGP 2.

<table>
<thead>
<tr>
<th>$P$</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>350</th>
<th>400</th>
<th>450</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical sizes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.037</td>
<td>0.035</td>
<td>0.030</td>
<td>0.031</td>
<td>0.034</td>
<td>0.029</td>
<td>0.032</td>
<td>0.030</td>
<td>0.030</td>
<td>0.028</td>
</tr>
<tr>
<td>100</td>
<td>0.040</td>
<td>0.043</td>
<td>0.045</td>
<td>0.042</td>
<td>0.040</td>
<td>0.037</td>
<td>0.040</td>
<td>0.035</td>
<td>0.035</td>
<td>0.032</td>
</tr>
<tr>
<td>150</td>
<td>0.042</td>
<td>0.043</td>
<td>0.048</td>
<td>0.043</td>
<td>0.045</td>
<td>0.040</td>
<td>0.040</td>
<td>0.039</td>
<td>0.037</td>
<td>0.037</td>
</tr>
<tr>
<td>200</td>
<td>0.041</td>
<td>0.046</td>
<td>0.051</td>
<td>0.045</td>
<td>0.049</td>
<td>0.053</td>
<td>0.047</td>
<td>0.043</td>
<td>0.040</td>
<td>0.041</td>
</tr>
<tr>
<td>250</td>
<td>0.044</td>
<td>0.049</td>
<td>0.053</td>
<td>0.051</td>
<td>0.047</td>
<td>0.052</td>
<td>0.044</td>
<td>0.047</td>
<td>0.045</td>
<td>0.045</td>
</tr>
<tr>
<td>300</td>
<td>0.040</td>
<td>0.042</td>
<td>0.046</td>
<td>0.046</td>
<td>0.050</td>
<td>0.055</td>
<td>0.047</td>
<td>0.044</td>
<td>0.046</td>
<td>0.048</td>
</tr>
<tr>
<td>350</td>
<td>0.038</td>
<td>0.046</td>
<td>0.049</td>
<td>0.053</td>
<td>0.054</td>
<td>0.051</td>
<td>0.053</td>
<td>0.046</td>
<td>0.045</td>
<td>0.046</td>
</tr>
<tr>
<td>400</td>
<td>0.039</td>
<td>0.041</td>
<td>0.043</td>
<td>0.047</td>
<td>0.055</td>
<td>0.051</td>
<td>0.058</td>
<td>0.056</td>
<td>0.051</td>
<td>0.053</td>
</tr>
<tr>
<td>450</td>
<td>0.037</td>
<td>0.039</td>
<td>0.039</td>
<td>0.043</td>
<td>0.049</td>
<td>0.053</td>
<td>0.055</td>
<td>0.048</td>
<td>0.050</td>
<td>0.048</td>
</tr>
<tr>
<td>500</td>
<td>0.037</td>
<td>0.035</td>
<td>0.042</td>
<td>0.047</td>
<td>0.045</td>
<td>0.055</td>
<td>0.047</td>
<td>0.054</td>
<td>0.052</td>
<td>0.055</td>
</tr>
</tbody>
</table>

*The data are simulated from model (6.30), $\phi_1 = 0.2$.

Table 6.4: Bootstrap sizes of the proposed test $L_n$ at significant level 0.05 for $n$ time series generated from DGP 2.

<table>
<thead>
<tr>
<th>$P$</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>350</th>
<th>400</th>
<th>450</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical sizes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.041</td>
<td>0.039</td>
<td>0.040</td>
<td>0.042</td>
<td>0.038</td>
<td>0.037</td>
<td>0.035</td>
<td>0.038</td>
<td>0.036</td>
<td>0.038</td>
</tr>
<tr>
<td>100</td>
<td>0.044</td>
<td>0.047</td>
<td>0.043</td>
<td>0.040</td>
<td>0.042</td>
<td>0.041</td>
<td>0.040</td>
<td>0.045</td>
<td>0.039</td>
<td>0.040</td>
</tr>
<tr>
<td>150</td>
<td>0.046</td>
<td>0.048</td>
<td>0.049</td>
<td>0.051</td>
<td>0.048</td>
<td>0.047</td>
<td>0.053</td>
<td>0.055</td>
<td>0.052</td>
<td>0.047</td>
</tr>
<tr>
<td>200</td>
<td>0.043</td>
<td>0.050</td>
<td>0.053</td>
<td>0.049</td>
<td>0.052</td>
<td>0.048</td>
<td>0.049</td>
<td>0.054</td>
<td>0.051</td>
<td>0.047</td>
</tr>
<tr>
<td>250</td>
<td>0.045</td>
<td>0.052</td>
<td>0.054</td>
<td>0.050</td>
<td>0.054</td>
<td>0.051</td>
<td>0.048</td>
<td>0.047</td>
<td>0.052</td>
<td>0.051</td>
</tr>
<tr>
<td>300</td>
<td>0.044</td>
<td>0.048</td>
<td>0.051</td>
<td>0.047</td>
<td>0.048</td>
<td>0.050</td>
<td>0.046</td>
<td>0.053</td>
<td>0.052</td>
<td>0.047</td>
</tr>
<tr>
<td>350</td>
<td>0.046</td>
<td>0.051</td>
<td>0.047</td>
<td>0.054</td>
<td>0.052</td>
<td>0.050</td>
<td>0.051</td>
<td>0.051</td>
<td>0.052</td>
<td>0.049</td>
</tr>
<tr>
<td>400</td>
<td>0.042</td>
<td>0.047</td>
<td>0.052</td>
<td>0.049</td>
<td>0.051</td>
<td>0.050</td>
<td>0.055</td>
<td>0.050</td>
<td>0.054</td>
<td>0.052</td>
</tr>
<tr>
<td>450</td>
<td>0.045</td>
<td>0.049</td>
<td>0.053</td>
<td>0.053</td>
<td>0.050</td>
<td>0.051</td>
<td>0.054</td>
<td>0.049</td>
<td>0.049</td>
<td>0.051</td>
</tr>
<tr>
<td>500</td>
<td>0.042</td>
<td>0.035</td>
<td>0.045</td>
<td>0.049</td>
<td>0.047</td>
<td>0.050</td>
<td>0.051</td>
<td>0.047</td>
<td>0.050</td>
<td>0.053</td>
</tr>
</tbody>
</table>

*The data are simulated from model (6.30), $\phi_1 = 0.2$. 

Table 6.5: Empirical sizes of the proposed test $L_n$ at significant level 0.05 for $n$ time series generated from DGP 3.

<table>
<thead>
<tr>
<th></th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>350</th>
<th>400</th>
<th>450</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Empirical sizes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.036</td>
<td>0.039</td>
<td>0.035</td>
<td>0.030</td>
<td>0.035</td>
<td>0.031</td>
<td>0.036</td>
<td>0.035</td>
<td>0.030</td>
<td>0.029</td>
</tr>
<tr>
<td>100</td>
<td>0.040</td>
<td>0.042</td>
<td>0.040</td>
<td>0.039</td>
<td>0.042</td>
<td>0.045</td>
<td>0.040</td>
<td>0.037</td>
<td>0.039</td>
<td>0.034</td>
</tr>
<tr>
<td>150</td>
<td>0.043</td>
<td>0.048</td>
<td>0.051</td>
<td>0.045</td>
<td>0.047</td>
<td>0.051</td>
<td>0.043</td>
<td>0.042</td>
<td>0.039</td>
<td>0.040</td>
</tr>
<tr>
<td>200</td>
<td>0.039</td>
<td>0.041</td>
<td>0.048</td>
<td>0.053</td>
<td>0.051</td>
<td>0.057</td>
<td>0.053</td>
<td>0.055</td>
<td>0.058</td>
<td>0.059</td>
</tr>
<tr>
<td>250</td>
<td>0.042</td>
<td>0.045</td>
<td>0.045</td>
<td>0.050</td>
<td>0.048</td>
<td>0.055</td>
<td>0.054</td>
<td>0.048</td>
<td>0.052</td>
<td>0.056</td>
</tr>
<tr>
<td>300</td>
<td>0.037</td>
<td>0.042</td>
<td>0.047</td>
<td>0.052</td>
<td>0.050</td>
<td>0.051</td>
<td>0.047</td>
<td>0.045</td>
<td>0.048</td>
<td>0.052</td>
</tr>
<tr>
<td>350</td>
<td>0.035</td>
<td>0.045</td>
<td>0.052</td>
<td>0.047</td>
<td>0.051</td>
<td>0.048</td>
<td>0.053</td>
<td>0.054</td>
<td>0.052</td>
<td>0.050</td>
</tr>
<tr>
<td>400</td>
<td>0.038</td>
<td>0.041</td>
<td>0.045</td>
<td>0.046</td>
<td>0.045</td>
<td>0.047</td>
<td>0.049</td>
<td>0.052</td>
<td>0.050</td>
<td>0.048</td>
</tr>
<tr>
<td>450</td>
<td>0.039</td>
<td>0.043</td>
<td>0.047</td>
<td>0.052</td>
<td>0.048</td>
<td>0.048</td>
<td>0.051</td>
<td>0.055</td>
<td>0.046</td>
<td>0.051</td>
</tr>
<tr>
<td>500</td>
<td>0.036</td>
<td>0.039</td>
<td>0.035</td>
<td>0.030</td>
<td>0.035</td>
<td>0.031</td>
<td>0.036</td>
<td>0.035</td>
<td>0.030</td>
<td>0.029</td>
</tr>
</tbody>
</table>

*The data are simulated from model (6.31). $\theta_1 = 0.8$ and $\phi_1 = 0.2$.

Table 6.6: Bootstrap sizes of the proposed test $L_n$ at significant level 0.05 for $n$ time series generated from DGP 3.

<table>
<thead>
<tr>
<th></th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>350</th>
<th>400</th>
<th>450</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Empirical sizes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.040</td>
<td>0.042</td>
<td>0.045</td>
<td>0.037</td>
<td>0.035</td>
<td>0.034</td>
<td>0.032</td>
<td>0.036</td>
<td>0.034</td>
<td>0.038</td>
</tr>
<tr>
<td>100</td>
<td>0.043</td>
<td>0.045</td>
<td>0.048</td>
<td>0.046</td>
<td>0.039</td>
<td>0.042</td>
<td>0.046</td>
<td>0.047</td>
<td>0.044</td>
<td>0.044</td>
</tr>
<tr>
<td>150</td>
<td>0.047</td>
<td>0.052</td>
<td>0.049</td>
<td>0.055</td>
<td>0.057</td>
<td>0.050</td>
<td>0.046</td>
<td>0.045</td>
<td>0.040</td>
<td>0.043</td>
</tr>
<tr>
<td>200</td>
<td>0.045</td>
<td>0.048</td>
<td>0.053</td>
<td>0.050</td>
<td>0.051</td>
<td>0.052</td>
<td>0.055</td>
<td>0.056</td>
<td>0.056</td>
<td>0.052</td>
</tr>
<tr>
<td>250</td>
<td>0.047</td>
<td>0.048</td>
<td>0.051</td>
<td>0.055</td>
<td>0.054</td>
<td>0.056</td>
<td>0.056</td>
<td>0.052</td>
<td>0.054</td>
<td>0.053</td>
</tr>
<tr>
<td>300</td>
<td>0.045</td>
<td>0.049</td>
<td>0.050</td>
<td>0.053</td>
<td>0.050</td>
<td>0.053</td>
<td>0.058</td>
<td>0.054</td>
<td>0.053</td>
<td>0.055</td>
</tr>
<tr>
<td>350</td>
<td>0.048</td>
<td>0.053</td>
<td>0.057</td>
<td>0.053</td>
<td>0.052</td>
<td>0.050</td>
<td>0.049</td>
<td>0.047</td>
<td>0.053</td>
<td>0.055</td>
</tr>
<tr>
<td>400</td>
<td>0.045</td>
<td>0.048</td>
<td>0.050</td>
<td>0.055</td>
<td>0.051</td>
<td>0.054</td>
<td>0.053</td>
<td>0.056</td>
<td>0.055</td>
<td>0.056</td>
</tr>
<tr>
<td>450</td>
<td>0.042</td>
<td>0.044</td>
<td>0.051</td>
<td>0.048</td>
<td>0.053</td>
<td>0.054</td>
<td>0.050</td>
<td>0.051</td>
<td>0.053</td>
<td>0.053</td>
</tr>
<tr>
<td>500</td>
<td>0.045</td>
<td>0.048</td>
<td>0.050</td>
<td>0.054</td>
<td>0.050</td>
<td>0.049</td>
<td>0.050</td>
<td>0.053</td>
<td>0.053</td>
<td>0.054</td>
</tr>
</tbody>
</table>

*The data are simulated from model (6.31). $\theta_1 = 0.8$ and $\phi_1 = 0.2$. 
Table 6.7: Empirical powers of the proposed test $L_n$ at significant level 0.05 for $n$ time series with MA(1) type dependent structure.

<table>
<thead>
<tr>
<th>$n$</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>350</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical sizes</td>
<td>0.210</td>
<td>0.279</td>
<td>0.429</td>
<td>0.445</td>
<td>0.505</td>
<td>0.614</td>
</tr>
<tr>
<td>100</td>
<td>0.469</td>
<td>0.513</td>
<td>0.725</td>
<td>0.779</td>
<td>0.794</td>
<td>0.805</td>
</tr>
<tr>
<td>200</td>
<td>0.712</td>
<td>0.793</td>
<td>0.814</td>
<td>0.889</td>
<td>0.903</td>
<td>0.921</td>
</tr>
<tr>
<td>300</td>
<td>0.787</td>
<td>0.899</td>
<td>0.932</td>
<td>0.921</td>
<td>0.945</td>
<td>0.962</td>
</tr>
<tr>
<td>350</td>
<td>0.823</td>
<td>0.956</td>
<td>0.983</td>
<td>0.972</td>
<td>0.989</td>
<td>0.994</td>
</tr>
<tr>
<td>400</td>
<td>0.921</td>
<td>0.993</td>
<td>0.994</td>
<td>0.999</td>
<td>1.000</td>
<td>0.999</td>
</tr>
</tbody>
</table>

*The data are simulated from model (6.32). Each time series $x_i$ is generated from DGP 3 with $\theta_1 = 0.8$ and $\phi_1 = 0.2$. In (6.32), we take $\theta = 0.8$.

Table 6.8: Empirical powers of the proposed test $L_n$ at significant level 0.05 for $n$ time series with AR(1) type dependent structure.

<table>
<thead>
<tr>
<th>$n$</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>350</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical sizes</td>
<td>0.656</td>
<td>0.720</td>
<td>0.714</td>
<td>0.801</td>
<td>0.823</td>
<td>0.842</td>
</tr>
<tr>
<td>100</td>
<td>0.792</td>
<td>0.824</td>
<td>0.846</td>
<td>0.891</td>
<td>0.907</td>
<td>0.917</td>
</tr>
<tr>
<td>200</td>
<td>0.858</td>
<td>0.889</td>
<td>0.922</td>
<td>0.926</td>
<td>0.954</td>
<td>0.985</td>
</tr>
<tr>
<td>300</td>
<td>0.901</td>
<td>0.935</td>
<td>0.958</td>
<td>0.982</td>
<td>0.992</td>
<td>0.993</td>
</tr>
<tr>
<td>350</td>
<td>0.892</td>
<td>0.970</td>
<td>0.992</td>
<td>0.995</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>400</td>
<td>0.941</td>
<td>0.989</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

*The data are simulated from model (6.33). Each time series $x_i$ is generated from DGP 3 with $\theta_1 = 0.8$ and $\phi_1 = 0.2$. In (6.33), we take $\phi = 0.2$. 
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Table 6.9: Empirical powers of the proposed test \( L_n \) at significant level 0.05 for \( n \) time series with ARMA(1,1) type dependent structure.

<table>
<thead>
<tr>
<th>( n )</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>350</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical sizes</td>
<td>50</td>
<td>0.592</td>
<td>0.613</td>
<td>0.654</td>
<td>0.719</td>
<td>0.746</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.713</td>
<td>0.748</td>
<td>0.855</td>
<td>0.891</td>
<td>0.904</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.776</td>
<td>0.833</td>
<td>0.892</td>
<td>0.903</td>
<td>0.955</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.856</td>
<td>0.901</td>
<td>0.963</td>
<td>0.981</td>
<td>0.982</td>
</tr>
<tr>
<td></td>
<td>350</td>
<td>0.902</td>
<td>0.946</td>
<td>0.980</td>
<td>0.999</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.933</td>
<td>0.951</td>
<td>0.991</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

*The data are simulated from model (6.34). Each time series \( x_i \) is generated from DGP 3 with \( \theta_1 = 0.8 \) and \( \phi_1 = 0.2. \) In (6.34), we take \( \theta = 0.8 \) and \( \phi = 0.2. \)

Table 6.10: Empirical powers of the proposed test \( L_n \) at 0.05 significance level for the dynamic factor model.

<table>
<thead>
<tr>
<th>((p, n))</th>
<th>( r=1 )</th>
<th>( r=2 )</th>
<th>( r=3 )</th>
<th>( r=4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (50, 50) )</td>
<td>0.342</td>
<td>0.553</td>
<td>0.889</td>
<td>0.950</td>
</tr>
<tr>
<td>( (50, 100) )</td>
<td>0.358</td>
<td>0.622</td>
<td>0.949</td>
<td>0.968</td>
</tr>
<tr>
<td>( (100, 100) )</td>
<td>0.403</td>
<td>0.685</td>
<td>0.972</td>
<td>0.984</td>
</tr>
<tr>
<td>( (200, 100) )</td>
<td>0.526</td>
<td>0.741</td>
<td>0.983</td>
<td>0.998</td>
</tr>
<tr>
<td>( (300, 200) )</td>
<td>0.557</td>
<td>0.763</td>
<td>0.987</td>
<td>1.000</td>
</tr>
<tr>
<td>( (200, 300) )</td>
<td>0.637</td>
<td>0.785</td>
<td>0.983</td>
<td>0.999</td>
</tr>
<tr>
<td>( (100, 200) )</td>
<td>0.656</td>
<td>0.791</td>
<td>0.988</td>
<td>0.999</td>
</tr>
<tr>
<td>( (200, 400) )</td>
<td>0.671</td>
<td>0.785</td>
<td>0.990</td>
<td>0.999</td>
</tr>
<tr>
<td>( (400, 200) )</td>
<td>0.685</td>
<td>0.768</td>
<td>0.991</td>
<td>1.000</td>
</tr>
<tr>
<td>( (100, 300) )</td>
<td>0.682</td>
<td>0.784</td>
<td>0.980</td>
<td>1.000</td>
</tr>
<tr>
<td>( (300, 100) )</td>
<td>0.701</td>
<td>0.782</td>
<td>0.989</td>
<td>1.000</td>
</tr>
</tbody>
</table>

*The data are simulated from model (6.35) and (6.36).
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Table 6.11: *Empirical powers of the proposed test $L_n$ at significant level 0.05 for $n$ random vectors with common random dependence.*

<table>
<thead>
<tr>
<th>$p$</th>
<th>50</th>
<th>70</th>
<th>90</th>
<th>110</th>
<th>130</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.894</td>
<td>0.920</td>
<td>0.923</td>
<td>0.942</td>
<td>0.966</td>
<td>0.959</td>
</tr>
<tr>
<td>70</td>
<td>0.910</td>
<td>0.948</td>
<td>0.955</td>
<td>0.975</td>
<td>0.980</td>
<td>0.995</td>
</tr>
<tr>
<td>90</td>
<td>0.960</td>
<td>0.958</td>
<td>0.969</td>
<td>0.984</td>
<td>0.989</td>
<td>0.999</td>
</tr>
<tr>
<td>110</td>
<td>0.941</td>
<td>0.956</td>
<td>0.984</td>
<td>0.992</td>
<td>0.994</td>
<td>1.000</td>
</tr>
<tr>
<td>130</td>
<td>0.930</td>
<td>0.972</td>
<td>0.990</td>
<td>0.995</td>
<td>0.999</td>
<td>1.000</td>
</tr>
<tr>
<td>150</td>
<td>0.952</td>
<td>0.980</td>
<td>0.989</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

*The data are simulated from model (6.37).*

Table 6.12: *Empirical powers of the proposed test $L_n$ at 0.05 significance level for ARCH(1) dependent type.*

<table>
<thead>
<tr>
<th>$(p, n)$</th>
<th>(0.9, 0.1)</th>
<th>(0.8, 0.2)</th>
<th>(0.7, 0.3)</th>
<th>(0.6, 0.4)</th>
<th>(0.5, 0.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(50,50)</td>
<td>0.257</td>
<td>0.396</td>
<td>0.425</td>
<td>0.605</td>
<td>0.732</td>
</tr>
<tr>
<td>(50,100)</td>
<td>0.597</td>
<td>0.879</td>
<td>0.890</td>
<td>0.899</td>
<td>0.998</td>
</tr>
<tr>
<td>(100,200)</td>
<td>0.727</td>
<td>0.978</td>
<td>0.997</td>
<td>0.998</td>
<td>0.999</td>
</tr>
<tr>
<td>(200,200)</td>
<td>0.738</td>
<td>0.990</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>(200,300)</td>
<td>0.828</td>
<td>0.992</td>
<td>0.998</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>(200,400)</td>
<td>0.887</td>
<td>0.997</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>(300,400)</td>
<td>0.906</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>(400,400)</td>
<td>0.922</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

*The data are simulated from model (6.38).*
Table 6.13: $L_n$ under various scenarios for 5 randomly selected samples

<table>
<thead>
<tr>
<th>(n,p)</th>
<th>5%critical values</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(60,30)</td>
<td>[0, 5.99]</td>
<td>395.44</td>
<td>462.76</td>
<td>481.85</td>
<td>443.79</td>
<td>481.46</td>
</tr>
<tr>
<td>(70,35)</td>
<td>[0, 5.99]</td>
<td>595.84</td>
<td>642.31</td>
<td>620.96</td>
<td>592.63</td>
<td>632.87</td>
</tr>
<tr>
<td>(90,40)</td>
<td>[0, 5.99]</td>
<td>902.55</td>
<td>928.89</td>
<td>1318.6</td>
<td>1173.9</td>
<td>914.25</td>
</tr>
</tbody>
</table>

*The critical values are the corresponding quantiles of the limiting distribution $\chi^2(2)$ of the statistic $L_n$ for $(n,p) = (60,30), (70,35), (90,40)$ respectively.
Chapter 7

Discussion and Future Research

7.1 Conclusion

This research work develops some independence tests for high dimensional data by the tool of large dimensional random matrix theory. Two types of independence tests are considered.

For the independence test between two high dimensional random vectors, we propose linear spectral statistics of classical and regularized canonical correlation matrices respectively. Moreover, the LSD’s and CLT’s for these matrices are developed by discussing the Gaussian case and the general case respectively.

Regarding the independence test between a large number of high dimensional random vectors, we have talked about three cases. When the components of each random vector are i.i.d., we propose a linear spectral statistic by using the characteristic function of the ESD of the sample covariance matrix. When each random vector has a linear dependent structure or is a covariance stationary process, the first two moments of the ESD of the sample covariance matrix are utilized to do the independence test. As an independent contribution in random matrix theory, the LSD and CLT are developed for the sample covariance matrix whose columns are independent covariance stationary processes.
For each independence test, some simulation results are provided to show the effectiveness of our proposed test statistics.

7.2 Future Research

In high dimensional data analysis, more complicated data appear rather than just i.i.d. or stationary processes. We will use large dimensional random matrix theory to investigate more practical data which appear frequently in economic or finance, such as co-integrated time series, etc.

As this research work focuses on independence test for high dimensional data, some other problems arise once the null hypothesis is rejected. As more and more sections are grouped together, the appearance of cross-sectional dependence is quite natural and common. In view of this, measuring the degree of cross-sectional dependence is more important than testing its presence. A natural question is how to model dependence between a large number of random vectors? Modeling and Estimation of dependence are one of our main future research work.
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