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Abstract

Musculoskeletal diseases such as osteoarthritis (OA) are responsible for a large number of disabilities among the world’s population. With the increase of aging population and increase in the amount and complexity of medical data that clinicians need to handle, computer-aided diagnosis (CAD) system is becoming increasingly important in improving the efficiency, reproducibility and accuracy of the diagnosis process. CAD systems for breast cancer detection are currently being used in clinical practice but the use of CAD for musculoskeletal diseases is still under research. This thesis makes several advancements in the research and development of an image-based CAD system for musculoskeletal diseases, mainly focusing on OA and various aspects of the CAD system. The CAD system is designed to provide supplementary information to support medical decision, or to provide second opinion to the practitioner in cases of ambiguity.

An image-based CAD system typically has components such as a segmentation (or feature extraction) module, a measurement module, a classification module and/or a visualization module. This thesis made advancements in these components. Cartilage defect is an important biomarker for OA. It is important to be able to visualize damaged cartilage during diagnosis using medical images to ascertain the size and locations of the defects. To aid the visualization of damaged cartilage, the thesis first developed a visualization framework for visualizing cartilage damage or lesion in proton density weighted MR images. Using the cartilage visualization framework developed, it is possible to effectively display damaged cartilage. A metric has also been studied for its
ability to correlate with the percentage of damaged cartilage. A linear relationship between percentage of damaged cartilage and the metric studied was found.

As part of the advancement to classifying subjects with BML, the thesis investigated textural parameters as potential biomarker in separating between bone marrow with and without bone marrow lesion. Through statistical analysis, a set of parameters was identified and was further used for classification of image slices and subjects so that a second opinion could be provided by the computer. The classification results confirmed that image textural information of bone marrow can provide reasonably accurate results in differentiating between subjects with and without BML: the area under receiver operating characteristic (ROC) curve achieved is 0.914.

Having established the ability to classify subjects with and without BML, the thesis then deals with the development of an automated segmentation algorithm for the bone in knee MRI, by proposing a new termination criterion and an initialization strategy for active contours. Segmentation is an important and necessary step before features can be quantified to be used in the analysis and classification system. For automatic implementation of active contours in which different shapes need to be segmented, the proposed termination criterion demonstrated almost 50% and 60% total time reduction while achieving similar accuracy as compared with conventional pixel movement-based method in the segmentation of synthetic and real medical images, respectively. The initialization strategy worked as expected and achieved DSC of 96.7 ± 1.1% for the data validated.
Overall, the thesis has made a balanced advancement to various components of the CAD system for musculoskeletal diseases, forming the foundation for future work to incorporate more anatomical structures of the joints (ligaments, muscles etc.) and biomarkers in the diagnosis, and further improving the segmentation process.
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Chapter 1

Introduction and Literature Review

1.1. Motivation

Musculoskeletal disease includes any kind of diseases affecting the bone, joint, muscles, tendon and ligament. Osteoarthritis (OA) is a musculoskeletal disease characterized by progressive cartilage wear at the initial stages and cartilage loss at the later stages. Patients of OA suffer from joint pain and stiffness typically at the knee, hip, hand, foot and spine and less commonly at the shoulder, wrist, ankle and elbow [1]. Other disease complications at late and intermediate stages of OA include thickening of subarticular bone, formation of osteophytes, laxity of ligaments, weakening of periarticular muscles, swelling of the synovium and inflammation [2]. The result of OA is the failure of the joint as an organ with permanent disability of the joint.

OA, the most common type of arthritis, is responsible for a large number of disabilities among the world’s population [3-6]. It contributes to half of the disabilities in the older population in the US [7]. Among them, women have higher prevalence than men in becoming disabled by OA. Large societal problems can be anticipated with the expected
increase in the prevalence of OA within coming decades [8]. Fig. 1.1 shows the prevalence of arthritis (in the US) with respect to different body mass index [9].

![Fig. 1.1. Age-adjusted prevalence of doctor-diagnosed arthritis among adults, by sex and body mass index (BMI) category*† [10].

* Age adjusted to the 2000 U.S. projected adult population, using three age groups: 18--44 years, 45--64 years, and ≥65 years.
† BMI = weight (kg) / height (m²). Categorized as follows: underweight/normal weight (<25.0), overweight (25.0 to <30.0), and obese (≥30.0).

In Singapore, OA was listed fifth in the top ten causes of disability burden in 2004. The estimated years of life lost due to OA is 4.9% [11]. Loss of healthy life years can be quantified by the loss of disability adjusted life years (DALY). As OA become more prevalent with age and with the aging of current population, loss of DALY due to OA is expected to increase by 40% by 2030 (total DALY lost in 2007 was 17000) [12]. These data raise the need to improve the efficiency of diagnosis and treatments of OA to decrease the societal burden caused by the disease.
Patients affected by OA typically only seek medical attention when joint pain is present. The clinical gold standard for first decision making is based on projection X-ray radiography. This method of diagnosis is fast, inexpensive and non-invasive: once a radiograph is obtained, physician uses the extent of joint space narrowing and presence of osteophyte to tell the seriousness of cartilage degeneration. However, this technique has been known to be insensitive in detecting early degeneration of cartilage [13]. It is also insensitive to changes in bone marrow. Projection radiography gives a high false negative in OA because the target structure (cartilage) affected is invisible and diagnosis decision is based on joint space width of the patient. While projection radiography is able to give positive diagnosis of OA, the disease often has progressed to its irreversible stage and the only treatments are pain management drug or joint replacement surgery.

Diagnosis of OA involves examining multiple structures of the joint. Advancement in magnetic resonance imaging (MRI) enables both the hard and soft tissues of the whole joint to be visualized in great details. To locate cartilage lesion, radiologist typically examines a number of slices in a routine MRI scan. Furthermore, the radiologist also needs to look for other indications of joint disorder such as synovitis, change in trabecular structure, bone marrow lesion, osteophytes, meniscal tear or extrusion and local cartilage thinning without lesion-like appearance. All these current assessment to the knee for OA are mostly qualitative. The shortcoming of using only qualitative evaluation is that the decision could be subjective and variation of diagnosis between different radiologists could be high. New conceptualization of OA in recent years suggests that the focus on cartilage alone in OA diagnosis is insufficient and the knee
needs to be assessed in totality [14]. To understand the whole disease progression, loss of hyaline cartilage is only the most apparent factor in the diagnosis of OA, which is far from the complete picture. Bone remodeling and attrition, degeneration of fibrocartilage, appearance of chondro-osteophytes, lining cell hyperplasia or joint pain may have occurred in conjunction to or even before hyaline cartilage degeneration. It has been shown that combination of biochemical markers and imaging markers can improve diagnosis of OA [15]. To look for and to integrate this large amount of information presents a great challenge to radiologists, particularly when presented with many patients. Moreover, the size of data and the types of sequences have been increasing over the years. Therefore, a computer-aided diagnosis (CAD) system that can support this diagnosis process would be of great value to improving the reproducibility and accuracy of diagnosis. It would provide efficiency and sustainability to the process.

A CAD system is capable of providing second opinion to the radiologist. Although CAD system is not expected to provide the final decision [16], it can introduce quantitative measurements and statistical knowledge with artificial intelligence into the system which could improve the consistency of diagnosis, both for one radiologist or between different radiologists. CAD can also be developed to integrate information from different parts of a 3D image, and provide better visualization of the potentially pathological part of an image. All these benefits could translate into more effective diagnosis and better patient care: early detection of pathology; accurate screening of healthy subjects; and fewer unnecessary tests resulted from false positives. The overall medical cost of the society can thus be lowered.
Motivated by the need to diagnose OA accurately before it becoming irreversible, and the need to handle large amount of complex data efficiently, this thesis addresses research gaps in developing a CAD system based on MRI for diagnosing OA. Although CAD system is fairly established and highly automated in the field of breast cancer detection [17], it is still in research stage for OA. The reason may be that OA affects many joints, and that medical images of the joints are relatively more complex. However, the joint that causes most number of disabilities is the knee. Therefore this thesis will focus on the diagnosis of OA using images of the knee.

1.2. Diagnosis of Osteoarthritis

1.2.1. Symptoms and Biological Changes

The indication of OA can occur at three different levels, namely the system level, the tissue level and the cellular and molecular level. System level indication is defined as the response made by the body as a whole, including body ache and molecular events not local to the site affected. Tissue level indication is defined as the change of bulk structure locally at the site affected. Cellular and molecular indications are defined as the local changes at the affected site that involves either cellular activity or molecular reactions or both. The following paragraphs discuss the progression of OA at these individual levels.
System Level

Conventional diagnoses are carried out based on the fact that the patient having OA has joint pain (typically the knee, hand or hip is affected), morning joint stiffness, crepitus, visible spurs on X-ray and synovial fluid has OA indication (clear, viscous and/or white blood cell count < 2000/mm$^3$) [18]. All these criteria examine the presence of OA at the system level.

Bone spurs, also denoted as osteophytes, are the bony protrusion overgrown to regions of the cartilage or around the cartilage. These protrusions are useful indication of cartilage degeneration. A classification system (the Kellgren-Lawrence grading system) based on presence of osteophyte and joint space width has long been developed and it has been in use for radiographic assessment [2]. Generally, all cases of OA can be grouped into two major types: primary OA and secondary OA. Primary OA is also called idiopathic OA. This type includes all patients with no traceable medical history that can relate to the occurrence of OA. Hence, it is widely believed that occurrence of this type is related to but not caused by aging. Secondary OA are those with known events or diseases that are associated with OA [18]. Primary OA is more difficult to diagnose because it is chronic and appears to be independent of easily observable factors such as trauma or calcium deposition disease.

Tissue Level

Although some research has concluded that systemic response occurs once cartilage degeneration is initiated [19], OA can occur subtly at the tissue level (i.e. the cartilage
itself) much earlier than systemic indication become apparent. At the tissue level, the onset of OA occurs when there is fibrillation at the tangential layer of the cartilage. Split lines start to form parallel to the articulating surface with their orientation similar to the collagen fibres. This *initiation of microcracks* is caused by abnormal kinematics of the joint. Under the loading of the individual, the microcracks will soon propagate and deepen. This process of deepening extends into the radial layer of the cartilage, causing formation of vertical clefts with clusters of chondrocytes surrounding the clefts. This process is called *pitting*. As the disease progresses, pitting and microcracks formation produces bony and cartilaginous fragments which accelerate the abrasive wear of the cartilage [3].

**Cellular and Molecular Level**

At the *cellular and molecular level*, the major events happening in OA are apoptosis and matrix degradation [20]. Both events occur dependently. Abnormal kinematics and loading of the joint induce internal stress imbalance within the cartilage. This imbalance of stress leads to transient proliferation of chondrocytes, concurrently with the increase of water and proteoglycan content of the extracellular matrix (ECM) [21]. However, the process is an unsuccessful attempt of cartilage repair and is followed by subsequent apoptosis. Apoptosis of chondrocytes inside the avascular ECM is believed to form matrix vesicles that calcify pathologically because there is no means of removing the vesicles [22]. In the microstructural level, the calcification can be deemed as the initiation of cartilage abrasion and osteophyte formations.
It is important to note the differences between osteoarthritis and rheumatoid arthritis. Inflammation and synovial hyperplasia that invades into the bone and the cartilage are the characteristics of Rheumatoid arthritis (RA). Whereas in OA, there is no synovial hyperplasia, the most prominent process is cartilage degradation. The hallmark of RA is the systemic response which is absent in OA. Studies have demonstrated higher levels of some proteins in RA than in OA, these include IL-1β, IL-6, IL-8, and TNF-α. MMP-3 level in RA also showed up a tendency to be higher than OA [23].

1.2.2. Diagnosis of Early OA using Magnetic Resonance Imaging

MRI is a noninvasive imaging modality that does not have ionizing radiation. It is used to image structures such as brain, chest, abdomen, knee and even whole body. MRI obtains images by applying a strong magnetic field which aligns the hydrogen nuclei across the patient, and then radio frequency pulses are applied to excite the magnetization of the nuclei, in response the magnetic field generated by the nuclei (during relaxation back to the bulk magnetization) produces signals that the receiver of the scanner can detect to construct an image. Magnetic field gradients are used to cause the nuclei at different locations to rotate at different frequencies and phases so that a 2D image or 3D volume can be constructed [24].

Most OA detected from plain radiograph are difficult to treat, they are either treated by symptom control, or surgical replacement the knee. It is thus important to detect OA earlier than the untreatable stage. Early detection of OA involves detecting the degradation process before or during the onset of microcracks formation, when the
cartilage can still be regenerated. MRI serves as an alternative to visualize the changes of more structures of the joint, and it provides a way to detect cartilage thinning and other signs of OA, before joint space narrowing is obvious. MRI enables early detection in two ways: morphological description and quantitative parameters. Morphological description shows the shape of the cartilage, its accuracy of diagnosis is limited by the pixel resolution of the image acquired. For visualization of cartilage, MRI suffers from the laminar effect (i.e. magic angle effect). It also suffers inability to clearly delineate both the tidemark (Fig. 1.2) and the border to the joint space simultaneously in a type of sequences [25]. Laminar effect is the undesired layered appearance of cartilage due to the variation in the orientation of collagen fiber relative to the applied magnetic field.

Quantitative MRI for provides measures that are related to the composition of the cartilage. In quantitative MRI, the requirement for pixel resolution is not as stringent as that in morphological MRI because morphological data is only used for delineation of region of interest (ROI) so that quantitative parameters can be shown on the correct structure for visualization.
Morphological MRI

Morphological MR imaging uses primarily fat-suppressed $T_1$-weighted spoilt gradient recalled acquisition at steady state (SPGR). Cartilage appears bright in this kind of images. Other candidate sequences include: steady state free precession (SSFP), IDEAL SSFP, fluctuating equilibrium MRI (FEMR), driven equilibrium Fourier transform imaging (DEFT), phase sensitive SSFP, and double echo steady state imaging (DESS) [27-28].

To examine a joint morphologically for early OA (typically knee OA), several parameters are of interest: cartilage thickness at different anatomical regions, total cartilage volume, total cartilage surface area, total subchondral bone area, surface curvature, lesion depth and lesion size. These measurements are purely geometrical. Hence, their accuracies are
limited by the voxel size. The finest spatial resolution of a voxel is generally larger than 100µm, which marks the limit of spatial resolution of routine clinical MRI. Moreover, the precisions of geometrical measurements are also limited by the segmentation technique applied. Several groups have reported fully automatic schemes to delineate the cartilage with considerable success [29-31]. The problem of repeatability of segmentation does not seem to be a bottle neck in this field. The challenge remaining is which methods of segmentation can be best applied in a diagnosis system for most efficient and accurate diagnosis decisions.

Some advanced techniques in morphological MRI have been proposed. Qazi suggested that diseased cartilage is more homogeneous and homogeneity is able to separate healthy and diseased cartilages [32-33]. Tamez-Peña used statistical parametric mapping to visualize the change of cartilage thickness in follow-up study [34].

**Quantitative MRI of the Cartilage Composition**

Reducing the voxel size of a magnetic resonance (MR) image involves the reducing contrast-to-noise ratio or signal-to-noise ratio and increasing acquisition time. Therefore the voxel size cannot be reduced indefinitely in practice. It was recommended that for a 3T imaging system for assessment of cartilage, a good balance between image resolution and acquisition time can be obtained with 1.5 mm slice thickness with 0.3 mm isotropic in-plane resolution [35]. Although the image resolution is limited, molecular information of the cartilage such as collagen content, proteoglycan (PG) content and abundance of water can be estimated with quantitative MRI for cartilage composition. This mode of
imaging does not require a very precise delineation of the cartilage yet it is able to display variation of molecular architecture. Important quantitative MRI sequences that image composition of cartilage include T2, T1ρ and T1Gd [27]. Sodium MRI is also able to image for glycosaminoglycan (GAG) concentration.

T2 map is an image that shows the transverse relaxation time of tissue at each pixel position. Tissue hydration affects T2 value (on T2 maps) significantly. Increased T2 value was found not only on areas of cartilage degeneration but also linked to decrease of both cartilage volume and thickness [36-37]. Changes in collagen content have also been shown to affects T2 value. The sensitivity of T2 to tissue hydration made T2 a potential tool in detecting inflammatory changes because of the increased osmotic pressure associated with cartilage. Changes in water content of patellar cartilage in healthy subjects due to exercise was detected using T2 maps [38]. Moreover, increased mobility of water in degenerating cartilage produces increased T2 value. One shortcoming of T2 images is that currently it is unable to tell clearly between aged cartilage and OA cartilage.

T1ρ has been known to detect the disruption of integrity of cartilage matrix because increase in the measured T1ρ is associated with the loss of proteoglycan [39-40]. Proteoglycan contributes to the fixed charge density (FCD) of the cartilage due to its negatively charged side groups, the GAG. Loss of proteoglycan alters the FCD. It was demonstrated that the value of T1ρ correlated well with FCD [41]. Moreover, collagenous component of the cartilage is often intact prior and during the onset of OA while loss of
proteoglycan has already started. This information suggests that $T_1\rho$ gives earlier indication than techniques to probe for change in collagenous components. $T_1\rho$ is deemed to be more accurate than $T_2$ in discriminating healthy and OA-affected cartilage, also due to its higher dynamic range [40].

$T_1_{Gd}$ is able to give a quantification of proteoglycan loss because the fixed charge density of cartilage is decreased in diseased cartilage so diseased cartilage absorbed more Gd-DTPA$^{2-}$ [42-43]. This imaging technique is called delayed-Gadolinium-Enhanced MRI of the Cartilage (dGEMRIC). This technique has demonstrated low inter and intra observer variability, suggesting its feasibility in clinical practice [44]. However, the study by Hori showed a wide scatter of blood levels both across subjects and within subjects with similar body mass index (BMI) [45]. This wide scatter was believed to cause over-pronounced severity of cartilage damage in some patients. Therefore, the accuracy of the contrast-dependent technique bears the disadvantage that the image is dependent on the dose of contrast administered between different subjects and patient’s tolerance to the contrast agent. It is unclear whether the contrast uptake of similarly healthy subjects is the same given that their blood levels of contrast agent vary with time at the same rate. Moreover, Taylor found there is no correlation between precontrast $T_1\rho$ and $T_1_{Gd}$ for excised cartilage specimens [40]. These findings complicate the notion of association of a sequence to a particular composition. Further investigation is necessary to clarify the complication. Imaging consistency and complication can be reduced by imaging without a contrast agent.
MRI of Other Tissues

The source of pain in hip OA has been investigated by studying MRI of the brain [46]. Meniscus and ligament draw clinical attention primarily when there is sign of tear. Morphological MRI is mainly used to study meniscus and ligaments. Compositional imaging using quantitative MRI, which is widely studied for cartilage, is rarely used for the diagnosis of meniscus and ligament possibly because they appear relatively small compared to other structures and the microstructures (such as fibrocartilage) in them align in a complex manner. Furthermore, intact meniscus appears mostly homogeneous in most MR images. Other than the articular cartilage, compositional imaging is useful mostly for visualizing changes in molecular level for the bone marrow.

Bone marrow edema (a.k.a. bone marrow lesion, in short BML), a main focus of this thesis, is indicated by focally increased signal in water-weighted sequences including T_2-weighted fat saturated sequences, and proton density (intermediate-weighted) fat saturated sequences. MRI is an important imaging modality that can be used to visualize BML without the use of contrast agent, which is currently not possible by other modalities (including X-ray, computed tomography and ultrasound). When bone marrow fat is replaced by material containing H^+ ions, BML that carries the signal of water can be imaged by MRI [47]. MRI produces volumetric dataset which allows multi-planar analysis of the BML. BML can be assessed either quantitatively [48], or semi-quantitatively using scoring system [49].
BML appears in many diseases of the knee. These include osteoarthritis (OA), arthritis, complex regional pain syndrome, osteonecrosis, bone bruise, osteochondritis dissecans, and even tumor or transient bone marrow edema syndrome [50]. It was reported that knee pain is related to increasing size of BML [51], and the size of BML has been associated with the risk of cartilage loss [52-53]. Furthermore, BML has been found to be a strong risk factor for structural deterioration in knee osteoarthritis [54]. Such a common indication of musculoskeletal disease is worth studying and developing into computer-aided diagnosis system. More details of BML are presented in Chapter 2.

1.3. Overview of a Computer-aided Diagnosis System for musculoskeletal diseases

A computer-aided diagnosis (CAD) system is designed to provide complementary second opinion to the radiologist or clinician so that the diagnostic decision could be made more accurate and objective. It is intended to decrease the possibility of personal bias across different clinicians/radiologists. The design of the system does not intend to take over the task of final decision making in diagnosis [16]. It is important to note the main difference between CAD system and automated computer diagnosis system: the former (CAD) does not need to be better than or comparable to the ability of a radiologists but only needs to provide information capable of improving radiologists’ efficiency or accuracy of decision; the latter is intended to take over radiologists’ tasks and its use would not be justified unless its performance is better than or comparable to that of radiologists.
As shown in Fig. 1.3, the image based CAD system could aid visualizing subtle changes, provides easy and fast reading of image information and improving consistency of radiologists’ report. Final diagnostic decision usually depends on both the radiologist’s report and other data such as medical history and physical data. Medical history such as bone trauma and cases of cancer in family members can make a difference in the diagnosis decision. Physical data such as height, weight, race and existence of pain also contribute to important consideration of diagnosis decision.

Fig. 1.3. Factors contributing to diagnostic decisions.

Fig. 1.4 shows the components in a typical CAD system for musculoskeletal diseases. It consists of processes such as image processing, feature analysis and data classification [55]. Segmentation of structures such as the bone and the cartilage, is a challenging and indispensable part of the CAD system. It provides information to be extracted for analysis. This information is basic but not trivial to obtain. Manual segmentation process is time consuming thus automatic or interactive segmentation processes have been actively developed in the field. Once the segmentation is obtained for each structure, analysis of the structure can be carried out either by the computer or by the radiologist. To enable
radiologist to analyze information quickly, appropriate 3D visualization system has to be developed. It should enable the radiologist to switch between 3D information and the conventional slice-by-slice view of the image. The 3D information that can be incorporated into the visualization system includes cartilage thickness map which highlights potentially pathological areas. Parallel with this visualization system is the classification system which deduces the state of disease of an instance. It either gives the probability of being affected by certain disorder or discretely classifies the instances into different disease stages. This result may aid the radiologists in 2 ways: (i) to screen healthy instances and (ii) to make an objective and informed decision for ambiguous instances.

An image-based analysis system analyzes the features from images. Those features include intensity, texture, and geometrical measurement such as cartilage volume, cartilage thickness, and size of bone marrow lesion. With prior knowledge of these features in a population, classification models can thus be developed to provide statistical knowledge and objectivity into the CAD system. In addition to image-based CAD, other data obtained from the patient can also be incorporated into the computerized system to calculate the probability of having certain disorder.
1.4. Image Understanding of Knee MRI

Image understanding or machine vision of medical image is the artificial ability of computers to translate image information into clinically relevant information, such as state of disease or possibility of disease. It is a kind of artificial intelligence and the outcome is obtained based on statistical data such as past instances. It has the potential of correcting or complementing diagnostic decisions that are prone to judgment or personal
bias. This section (1.4) reviews and discusses studies related to the development of image understanding of knee MRI.

1.4.1. Medical Image Segmentation and Registration

As shown in Fig. 1.4, to obtain quantitative measurements, such as cartilage thickness or cartilage volume, from medical images, segmentation of structures such as bone, cartilage, muscles, ligaments and menisci, is necessary. Segmentation is the process of extracting target structures and removing undesired structures including the background. Computerized segmentation methods are known to be able to handle large number of data, and also have been validated to be more reproducible than manual segmentation. An example would be the segmentation of cartilage using B-spline snake which showed better reproducibility [56]. Different types of segmentation methods have been developed for medical images, they include thresholding, region growing, classifier, clustering, deformable models and atlas guided approach [57]. A review of segmentation for the knee was published by Sun et al. [58] in 2006. Registration of images is employed mostly to align different acquisitions of the same patient, or for aligning data from different patients for comparison. Surveys of image registration methods were published by Pluim and Zitová’s groups [59-60]. Segmentation and registration are processes closely related to each other: the information resulting from registration can be used for segmentation; and the information resulting from segmentation can be used for registration. Simultaneous segmentation and registration algorithms have been proposed and developed but their use is still limited to research [61-63]. However, to the best of the author’s current knowledge, this kind of algorithm has not been reported for segmenting structures in knee MRI.
Since the cartilage is the part that is worn out and needs considerable attention in diagnosis of OA, much work has been done to segment the cartilage using knee MRI. Research has been ongoing in the development of semi-automatic and automatic segmentation methods. Ghosh et al. used watershed algorithm to segment cartilage from high resolution MRI [64]. Dam et al. developed a semi-automatic method that involves voxel classification, with an interactive step that combines the posterior probability map from classification and watershed transformation [65]. Fripp and Part reported an automatic segmentation algorithm for cartilage of the knee: the algorithm uses active shape model (to extract the bone), likelihood estimation of bone cartilage interface, and cartilage thickness model [66-67]. These works reported encouraging results but they studied only the segmentation using $T_1$-weighted (or SPGR) sequences of knee MRI. It is important to point out that different sequences have different advantages in visualizing certain structure, but also different challenges in developing segmentation algorithms. Another sequence that has been studied much in cartilage segmentation is DESS (Dual Echo Steady State) because it is able to enhance the contrast between cartilage and synovial fluid. Shim et al. has developed a semi-automatic segmentation method based on graph cuts [68] and Dodin et al. reported an automatic segmentation method that involves texture analysis and Bayesian decision criterion [69].

Most studies that developed segmentation of the structures at the joint still only analyze the cartilage. However, OA could have started at the molecular level (which may be observed from the bone marrow using $T_2$ images) even before cartilage thinning is
observable. To increase the accuracy of diagnosis, visualizing the bone and bone marrow is also necessary [14]. A commonly used sequence to visualize multiple structures is proton density (PD) or intermediate-weighted (IW) sequence [70]. They provide better visualization of the bone marrow as compared to the sequences that are optimized for cartilage imaging. Therefore, to develop a CAD system that can integrate information from different structures, it is necessary to segment bones from PD, IW and also T2-weighted images that provides good visualization of bone marrow lesion.

One approach to segment bones and other structures from those sequences would be to utilize the automatic segmentation already available to other sequences. It is known that automatic segmentation of the cartilage from DESS [69], and automatic segmentation of the bone and cartilage from fat suppressed SPGR [66, 71] have been reported with considerable success. It then seems straightforward to register the segmentations obtained from these sequences for segmentation of structures in the sequences of interest (i.e. PD, IW and also T2). However, directly applying registration has several problems:

- The sequences that can be segmented automatically may not contain enough information to characterize certain target structure, for example, bone marrow lesion or osteophytes. Hence, direct registration may not work in a straightforward manner.
- Because the knee consists of both rigid (bone) and deformable (cartilage, meniscus, ligament, synovium, fat, muscle, skin) structures, neither rigid nor deformable registration alone can provide accurate registration result.
Due to the problems mentioned, registration across modalities or across different sequences of MRI possesses its own challenges. When the task on hand is to analyze certain structure based on certain MR sequence, it may be more feasible to segment target structures using those different sequences directly instead of attempting to find the best registration method to segment the target structure from another sequence.

**Component Algorithms for MRI Knee Segmentation**

A non-trivial segmentation task usually involves more than one segmentation algorithm to complete, for example, initialization can involve generalized Hough transform or thresholding, and refinement of final segmentation can involve constrained active contour. Here we denote the algorithms involved in a segmentation task as component algorithms. Developing an automatic or semi-automatic segmentation for a particular sequence involves choosing component algorithms, developing the algorithms, and testing and optimization of parameters in the component algorithms. Statistical Shape Model (SSM) is typically used as a main component algorithm for segmentation of knee structures [71-73]. The use of SSM has been shown to be effective [74] for sequences similar to SPGR. Its advantage is that the shape of final segmentation of a certain structure would not deviate too much from the expected shape. However, the generation of the SSM itself is a demanding task requiring resources such as: many instances of 3D knee MRI, high memory fast computational system, and possibly long computational time. Furthermore, the model creation and the use of the model is an extensive research topic. The resource requirements for implementing SSM based method is a potential hurdle to practicality.
An alternative component algorithm pursued in this thesis is the use of active contour that derived its constraints from a single reference subject. It is believed that with proper constraints and termination, active contour can be applied for automatic segmentation of the knee structures. The next subsection (1.4.1.2) reviews the subject of active contour and Chapter 3 presents advancements on constraining the active contour for knee bone segmentation, as well as terminating the contour with better efficiency.

**Active Contour Segmentation**

Active contours or snakes [75] are moving curves used for detecting image boundaries. It is mostly applied in segmentation tasks: these include segmentations applied on radar imagery [76], computed tomography [77], magnetic resonance images of the muscles [78] and ultrasonic breast images [79]. Active contour can be broadly categorized into two types: parametric and geodesic. Parametric active contour employs an energy functional minimization formulation to search for the correct location for a parameterized contour [75]. Hence, it is more suitable for segmentation of single structure in an image. Geodesic active contour uses level set methods to find the locations of final contours. It is more suitable for segmentation of multiple structures in an image due to its robustness in merging and splitting the contours during evolution [80].

The earliest active contour was parametric. It depends on intensity gradient on the image and it has fixed number of sampling points. The disadvantages result from these are that the contour does not move if it is initialized too far from the actual object boundary, and the contour cannot have too much concavity nor too much size difference from the
initialized contour. Solutions to these problems were then developed. To enable the contour to move even when it is initialized far away from the actual object boundary, Cohen proposed the use of balloon forces [81]; Xu and Prince proposed the use of gradient vector flow [82]. To enable more robust size and concavity change, Lobregt and Viergever suggested a way to resample the contour during its evolution step. Merging [83] and splitting [84] of parametric active contour have also been developed and tested.

The use of topological parametric active contour has the advantage that it is easy to formulate the energy minimization framework [84]. However, implementation of geodesic active contour based on level set is equally robust and has been widely used, perhaps due to its simplicity of implementation. Level set active contour offers a robust alternative to merging and splitting active contour because the evolving function is one dimension higher than the contour itself, making merging and splitting intuitive, without need of setting additional conditions. Chan and Vese developed active contour based on level set, using region information that does not need the presence of sharp edge [80]. Li et al. proposed a method for removing the re-initialization step in evolving a level set active contour [85]. A fast level set based method without edges and without re-initialization was demonstrated and tested by Zhou et al. [86]. Zhou’s method is a fast and jumpy version of active contour: it does not evolve slowly and smoothly like Chan’s or Li’s snake, its advantage is speed but it also carries the risk of higher error for some applications.
For completeness, the formulations for Chan’s and Li’s active contours are shown as follow.

**Li’s Snake:**
\[
\frac{\partial \phi}{\partial t} = \mu \left[ \Delta \phi - \text{div} \left( \frac{\nabla \phi}{|\nabla \phi|} \right) \right] + \lambda \delta(\phi) \text{div} \left( g \frac{\nabla \phi}{|\nabla \phi|} \right) + \nu g \delta(\phi)
\] (1-1)

**Chan’s Snake:**
\[
\frac{\partial \phi}{\partial t} = \delta(\phi) \left[ \mu \text{div} \left( \frac{\nabla \phi}{|\nabla \phi|} \right) - \nu - \lambda_1 (u_0 - c_1)^2 + \lambda_2 (u_0 - c_2)^2 \right]
\] (1-2)

Where

- $\phi$ is short for $\phi(x, y, t)$ for a contour on 2D image that evolves with time, it is the level set function that defines the contour.
- $\Delta$ is the Laplacian operator.
- $\text{div}$ denotes divergence operator, $\nabla$ is the gradient operator, and $\frac{\nabla \phi}{|\nabla \phi|}$ denotes the normal of the level set function.
- $\delta(\phi)$ is the Dirac delta function of the level set function.
- $g$ is $g(x, y)$ which is the edge function of the image, it is very small (near to zero) at edges and positive at homogeneous region.
- $u_0$ is $u_0(x, y)$ which is the grey value in the 2D image.
- $c_1$ is the average gray value inside the contour, and $c_2$ is the average grey value outside the contour.
Practical segmentation tasks can have more than 2 homogeneous regions (foreground and background) in the same image. Consequently, any conventional 2-phase active contour is challenged. To segment images with more than 2 regions using active contour, multiphase level set method should be employed. Multiphase method was introduced by Vese and Chan [87]. Improved version of multiphase active contour has been tested with knee MRI and CT images [88], however, the study was done in 2D and was preliminary in nature. The focus was to test the speed of active contour instead of applicability to segment multiple slices and multiple volumes. There is much room for development of the method into the regime of CAD.

1.4.2. Feature Analysis of Anatomical Structures

Features of the anatomical structures, such as cartilage thickness [89-90], cartilage texture, cartilage intensity, cartilage homogeneity [91] and size of bone marrow edema [92] are all important for deciding the diagnostic outcome.

Cartilage geometry is a widely studied feature for knee MRI. It has been found out that MRI can provide precise and accurate analysis of the morphometry of cartilage [93-94]. The coefficient of variation of cartilage volume has been found to be low between repeated MRI scans for the same subject [95]. Muensterer et al. have segmented the cartilage semi-automatically and measured geometrical parameters of the cartilage from MRI [96]. They found good correspondence with anatomical section or arthroscopic measurement. Haubner at al. validated the measurements of cartilage thickness with CT arthrography and confirmed that MRI provides comparable measurements to CT [97].
For visualizing the cartilage thickness, computer frameworks have been developed to display cartilage thickness map [98-99]. LiveWire segmentation method was tested in measuring cartilage thickness [100], it has been shown to be more repeatable and faster than manual segmentation, but did not approximate the true thickness as well as manual segmentation. The co-occurrence matrix-based texture of cartilage on T1ρ map was studied and has been found to be potentially useful in longitudinal and population studies of knee OA [101].

Characterization of bones using MRI by texture analysis of the bone has been studied fairly extensively, especially in the characterization of osteoporosis. Using high resolution MRI, histomorphometric texture measures have been found to be effective in differentiating subjects with and without osteoporotic bone fracture [102-103], estimation of bone strength [104-108], quantification of bone structures [109] and detection of osteoporosis [110]. However, these studies mainly focused on the pattern and structure of the trabecular bone (histomorphometric texture measures) instead of the overall appearance of the bone marrow. There is a range of TA methods for example structural-based, model-based, statistical and transform-based, with statistical methods being the most widely used technique in medical images [111]. A recent study showed that textural features based on statistics, model and wavelets were able to discriminate different tissues such as bone marrow and fat in the knee joint [112].

Using features derived from images, classification of normal patients (i.e. controls) and patients suffering from disease (i.e. cases) can be performed. For example, trabecular
bone texture in MRI and CT was used to distinguish between osteoporosis cases and control, where three features were examined and 90% of the cases were well estimated [113]. Textural features were able to discriminate different tissues including bone marrow [112].

1.5. Specific Objectives

The overall objective of this thesis is to make advancements to the development of the CAD system for detection of musculoskeletal diseases such as OA using knee MRI, focusing on visualization of defective cartilage, analysis of textural measures and classification based on textural features for BML detection, and active contour based method for automated segmentation of the bone.

Chapter 2 aims to investigate potentially useful parameter for detecting cartilage lesion and to develop a visualization system to aid the study of cartilage lesion. Section 2.1 presents the visualization system developed for viewing cartilage and efficiently highlighting areas suspicious of having lesions. Section 2.2 studied the presence of cartilage lesion based on histogram-derived parameters. A good correlation between the parameter and the presence of lesion has been shown and can lead to a successful use as an indicator for presence of cartilage lesion in CAD.

Chapter 3 aims to discover and determine which texture parameters (in water sensitive MR sequences) have potential to be incorporated into the CAD system. Section 3.1
presents a study into the possibility of quantitative analysis for detecting the presence of BML. Here we hypothesized that the presence of BML can be detected and analyzed quantitatively and consistently using texture analysis. By examining the separability of texture parameters for distal femoral marrow with and without BML, we determined which parameters support the hypothesis. Following the discovery of useful textural parameters for analysis of BML, section 3.2 investigates texture based classification of MRI slices with and without bone marrow lesion (BML). This section will demonstrate the feasibility of using texture based analysis to classify slices and subjects.

The objective of Chapter 4 is to present advancements made in the application of active contour based segmentation for the segmentation of knee bones. These studies aim to overcome the hurdles of applying active contour effectively for knee bone segmentation. Section 4.1 presents a study to improve the efficiency of termination of active contour on knee MRI images. The aim is to remove tuning processes and manual determination of termination parameters so that the application of active contour can be more automated. The section also reviews presently used termination criteria. The constraint needed in applying active contour successfully for knee bone segmentation is presented in section 4.2. This section proposed the use of single-subject based centroid force to constrain the movement of the contour at ambiguous boundaries in PD images, and evaluated the accuracy of the method.

Chapter 5 concludes the studies and also relates the chapters to the overall aim. It states the significance of the research presented in this thesis and how it may be helpful to
research scientists, clinicians, radiologists, companies developing CAD system, and to the general public.
Chapter 2

Visualization and Image Analysis of Damaged Cartilage using Knee Joint MRI

Introduction

As the cartilage is the most apparent sign of OA, 3D visualization of the damaged cartilage is important to aid the understanding of cartilage damage or thinning with respect to disease progression. The visualization system could make diagnosis of cartilage damage more efficient. This chapter focuses on the study of cartilage appearance using proton density-weighted images and developing a novel visualization system which is designed to highlight areas suspicious of cartilage lesion. This chapter first presents the development of the visualization framework followed by a study that investigates whether there is a relationship between the signal intensities of the cartilage and the size of the damaged cartilage presence.
2.1. Visualization of Damaged Cartilage of the Knee Joint Using Magnetic Resonance Imaging

Cartilage damage is often caused by injuries or degenerative joint diseases such as OA. OA affects a large proportion of the elderly population and is responsible for a majority of the disability [3-6, 114]. It is important to be able to visualize damaged cartilage during diagnosis using medical imaging to ascertain the size and locations of the defects [115-118]. Location and size of the damaged cartilage provide information for determining the treatments required [119] and for tracking the progression of the defects. MRI is increasingly being used clinically to assess damaged cartilage because it can provide high resolution three dimensional (3D) volumetric images with excellent soft tissue contrast [42, 98, 120-124]. Using MRI, it is possible to visualize and study the cartilage in 3D.

A number of different MR sequences are currently being used clinically in the examination of cartilage damage. These sequences include fat suppressed Spoiled Gradient Recall (SPGR), $T_2$-weighted, and fast spin echo proton density (PD) weighted. For example, cartilage can be clearly visualized because it appears bright while the rest of the surrounding tissues (e.g. bone, synovial fluid) appear dark in fat suppressed SPGR MR images [98]. Using this type of images, a number of automated image processing techniques have been developed to derive important parameters of the cartilage (e.g. signal intensities, thickness, volume and surface area) and to visualize the cartilage using 2D/3D thickness maps [95-98, 121, 125-129]. However, because of a full evaluation of the knee joint including subchondral bone, menisci, ligaments as well as surrounding soft
tissues [14], PD weighted images which provide better contrast between the various anatomical structures (including contrasts between fluid, subchondral bone, and cartilage) are generally used in routine protocols [130-132]. In PD images, the cartilage appears grayish as compared to the bone marrow which appears bright (see Fig. 2.1). Healthy cartilage has more homogenous pixel intensities whereas damaged cartilage can have abnormally bright pixel intensities. The abnormally bright pixels generally indicate that there is high fluid content in the cartilage (for the sequence parameters used in our study). This became evident when research found that interstitial water content in cartilage specimens agree with appearances of PD acquired from gradient echo [133].

In current clinical practice, radiologist generally examines the cartilage by visual inspection of the MR dataset in a slice by slice manner and report the damage qualitatively. The radiologist will need to mentally map the locations of the cartilage defects if presence. Therefore, a tool that allows radiologists a quantitative visualization of damaged cartilage using PD sequences and a 3D model would be of great help.

This section (2.1) presents a novel methodology to interactively visualize the damaged portions of the cartilage using clinical PD weighted MR knee images. The study first investigated the pixel intensity distributions of normal femoral cartilage and femoral cartilage with focal damage using PD weighted images. Using the results obtained from the pixel intensity study, a region-based visualization technique to visualize the damaged part of the cartilage in 3D was developed. A method was developed to automatically derive threshold value that can differentiate the damaged cartilage and healthy cartilage
for visualization. This method derives threshold value using best fit Gaussian curve of the cartilage histogram. The whole cartilage is then plotted in 3D using a calibrated colorbar (based on the threshold value) to visualize damaged part of the cartilage.

![Fig. 2.1. Examples of fast spin echo PD images. (a) An image of normal cartilage. (b) An image with focal cartilage damage (circled).](image)

### 2.1.1. Methods

The methodology involves (i) segmentation of the femoral cartilage using pre-processed MR images, (ii) Gaussian curve fitting of pixel intensities to determine the threshold value required to differentiate normal and damaged cartilage, and (iii) visualization of the damaged portions of the cartilage using a custom built interface. All the methods were
developed using MATLAB software (The Mathworks, Inc., Natick, MA, USA). The detailed steps are described in the following sub sections.

**Pre-processing and Segmentation of Cartilage**

Clinical fast spin echo MR PD weighted volumetric dataset of patients suffering from focal cartilage damage were analyzed in the study. The images were acquired using a 1.5T MR scanner (General Electric Medical Systems, Milwaukee, WI) using a dedicated knee coil. The images were first processed using an automatic window-leveling algorithm [134]. This is to improve consistency in the pixel intensities among the images, to enhance the contrast of the images, and for pixel intensities comparison between different datasets. Based on histogram of each image, the window value is defined as from zero to the 99\textsuperscript{th} percentile of the histogram and the value of the level is defined as the mid-point of the window. This window/level provides good contrast between the cartilage and other tissues. Using the window and level, the pixel intensities of each image are mapped onto an 8-bit gray scale.

After applying auto window-leveling to all the images within a dataset, the femoral cartilage was manually segmented using a custom built software, used in our previous study [98]. This segmentation process involves the users clicking a number of points along the boundary of the cartilage. The points are then connected using cubic spline interpolation. The cartilage segmented in this step includes both the damaged and normal portions, which is subsequently used in the visualization interface. The main advantage of including both portions is that it allows the volume of damaged/lost cartilage to be
calculated. This segmentation process requires prior knowledge in determining how the
damaged part of cartilage should appear when it was normal. Because the focus is on
focal cartilage damage, an experienced radiologist relies on experience to determine the
area of damage.

To analyze the differences in pixel intensities between the normal and damaged portion
of the cartilage and to evaluate the accuracy of the visualization technique, the damaged
part of the cartilage was also separately segmented. To obtain the segmented image of the
healthy portion of the cartilage, the mask of the damaged cartilage is subtracted from the
whole cartilage segmented. As a result, there are three types of segmented images – (i)
whole cartilage that comprises both healthy and damaged (CW), (ii) damaged portion of
the cartilage (CD) and (iii) healthy portion of the cartilage (CH). An example of the
cartilage segmentation is shown in Fig. 2.2. The figure shows the masks created for the
normal part of the cartilage and the damaged part of the cartilage.

**Determination of Threshold Value using Gaussian Curve Fitting**

It was observed that the histogram of the pixel intensities of the CW generally follows a
Gaussian distribution. Majority of the Gaussian curve consists of the pixel intensities
from the normal part of the cartilage because the damaged cartilage tends to be of higher
intensities and smaller in numbers for the type of damage studied. A best fit Gaussian
curve is used to determine the value of the threshold that can differentiate between the
normal and the damaged part of the cartilage. The histogram of the whole cartilage (CW)
is fitted with a Gaussian curve, by using an algorithm available at MATLAB Central
The probability $Pr(Z \leq T) = \gamma$ is then calculated using the equation of the best fit Gaussian curve obtained, where $T$ is the threshold to be derived, $\gamma$ is the percentage area (e.g. 95th percentile) under the normal distribution curve to the left of $T$ (left-hand tail), and $Z$ is a normal variable. In PD weighted images, damaged cartilage tends to have significantly larger pixel values than normal cartilage due to the intrusion of fluid into the cartilage matrix where the cartilage is damaged [115]. Because these large pixel values generally lie outside the upper limit of the Gaussian curve, majority of the damaged cartilage pixels are expected to be larger than the derived threshold value $T$. Hence, the damaged cartilage can be differentiated from the healthy cartilage.

Fig. 2.2. An example of the result of cartilage segmentation. The damaged part of the cartilage was included as part of the whole cartilage which will be used in the visualization technique.
Visualization of the Damaged Portion of the Cartilage

A region-based visualization technique was developed for viewing the damaged portion of the cartilage in 3D. The technique was incorporated into an interface to allow clinician to refer back to the original MR images corresponding to points of interest by interactive clicking on the 3D plot. In the first stage of the visualization method, using the segmented images of the whole femoral cartilage (CW), the coordinates of the pixels of the inner cartilage is fitted with a cylinder using a cylinder fitting algorithm [136]. The fitted cylinder is used to estimate the centroid of the femoral cartilage which serves as the center to extend radii onto the cartilage to detect the inner cartilage and the cartilage surface, and to divide the cartilage into regions. As illustrated in Fig. 2.3, the arc angle $\alpha$ between the beginning of the cartilage and the ending of the cartilage is divided equally based on the number of regions $\lambda$ defined. Using the angle $\beta$ derived for each region, the cartilage in each image slice is divided into regions. The same number of regions is maintained for the cartilage in all the image slices. This dividing of cartilage in each slice is performed automatically for all the images in a dataset. The average pixel values for the regions are used to plot the 3D cartilage plot. The purpose of the use of regions is to reduce errors that might be caused by the scattered large fluctuation in the pixel intensities caused by noise that will affect the visualization of damaged regions. The color of the 3D plot corresponds to the mean pixel value of each region which represents either normal or damaged portion of the cartilage. The color bar of the plot is calibrated using the threshold value determined by the Gaussian fitting step. Regions with mean pixel intensity smaller than $T$ is given one color (i.e. blue) whereas regions with mean...
pixel intensity larger than T is given a shade of different colors. As a result, damaged portion of cartilage will appear in different colors and it will stand out from the normal portion of the cartilage. Using this scheme the damaged cartilage will be highlighted which will enable clinician to clearly visualize the damaged region in 3D. Because there is often a need to refer back to the MR images when the clinician is studying the 3D cartilage plot, a useful feature (3D-Trackback function) was developed. The function enables the user to click on the cartilage 3D plot and the corresponding MR image will be displayed and the corresponding point will be marked on the MR image and the 3D plot for easy reference.

Fig. 2.3. An illustration of how the cartilage in one image slice is divided into different sections. This was performed automatically for all the slices in a segmented volumetric dataset.
Analysis

The difference in the mean pixel values between the damaged and normal cartilage is analyzed using Student $t$-test, and $p < 0.05$ is considered statistically significant. Accuracy of the thresholding method in differentiating the normal portion of the cartilage and the damaged portion of the cartilage is assessed using the manually segmented images of the damaged and normal cartilage, respectively. In this study, the manually segmented images verified by the experienced radiologist are considered as the ground truth. Percentages of normal and damaged cartilage identified against the ground truth were calculated to assess accuracy.

2.1.2. Results

Nine retrospective knee MR volumetric datasets of patients with focal damage at femoral articular cartilage were studied. The datasets were acquired at sagittal planes with slice thickness ranges from 1.5 to 1.8 mm, with in-plane resolution of either $512 \times 512$ or $348 \times 384$ pixels. Each of the datasets has focal damage at the femoral cartilage and the degree of cartilage damage ranges from Grade 1 to Grade 3 as determined by an experienced radiologist. The age of patients of the datasets ranges from 37 to 53 years old with mean age of 46 years old. After applying auto window/level, all the MR images were manually segmented and verified by the experienced radiologist. Fig. 2.4 shows an example dataset before and after applying auto window/level. Using auto window/level, the inhomogeneity of pixel intensities between the different slices within a volume dataset (likely to be caused by crosstalk) were made more uniform (see Fig. 2.4).
histogram obtained after auto window leveling shows that the distribution became more
normally distributed. As a result, the differences in the overall intensities from one slice
to another within a dataset and the differences between different datasets were
significantly reduced. This enabled the different datasets to be better compared.

Fig. 2.4. Results of window leveling. (a) Histogram of all the pixels from one volume
dataset before auto-window leveling was applied. (b) Histogram of the pixel
intensities after auto window leveling was applied and a more normally distributed
curve was obtained. (c) Example images before auto window leveling was applied. (d)
Corresponding images from (c) after auto window leveling was applied. A more
uniform distribution of pixel intensities can be observed.

In the visualization of the damaged part of the cartilage, the whole cartilage (CW) was
used. The damaged part of the cartilage was separately segmented to analyze the
differences in the pixel intensities between the normal part of the cartilage and the
damaged part of the cartilage, and to assess the accuracy of the thresholding technique in
differentiating normal and damaged cartilage. Using the segmented images (CD and CH),
the average volume of the damaged cartilage studied was $505 \pm 174 \text{ mm}^3$ and the percentage of damaged cartilage over whole cartilage was $5.39 \pm 1.69\%$.

Fig. 2.5 shows the cumulative histogram of the normal part of the cartilage and the damaged part of the cartilage, derived using the 9 samples of cartilage with damage. The histogram of the normal part of the cartilage displays a normal distribution, with pixel intensities generally smaller than that of the damaged part of the cartilage. Results show that there was a significant difference between the mean pixel intensities of the normal part of the cartilage (87.5) and the mean pixel intensities of the damaged part of the cartilage (183.4) ($p<0.001$). This result suggests that it is possible to differentiate between the normal and the damaged part of the cartilage using a threshold value.

The segmented images of the whole cartilage (CW) were used to derive the threshold value required to differentiate normal and damaged cartilage. In the first step of determining the threshold value, Gaussian curve fitting was performed to fit the histogram of the CW. Normalized root mean square error (NRMSE) was used to determine the goodness of fit (normalizing against the variance of the target Gaussian curve). An average NRMSE value of $0.0187 \pm 0.0189$ with a maximum NRMSE value of 0.0553 was achieved during the fitting. Using the best fit Gaussian curve, threshold values for each dataset were determined. Using the threshold values derived using $\gamma$ value of 95%, average percentage of damaged cartilage accurately identified (sensitivity) was $83.0 \pm 15.6\%$. On the other hand, the average percentage of normal cartilage accurately identified (specificity) was $97.9 \pm 0.9\%$. This shows that, using this technique, we were able to identify most of the damaged part of the cartilage while classifying only a very
small portion of the normal part of the cartilage as damaged (false positive) by using a $\gamma$ value of 95%.

![Diagram](image)

**Fig. 2.5.** Cumulative plot of normal part of the cartilage (in green) and damaged part of the cartilage (in red) derived from the 9 datasets.

The cartilage was plotted using surface mesh plot, as shown in Fig. 2.6. All the data were successfully visualized using the interface developed. In this study, each slice of the cartilage was divided into 20 regions and the average pixel value in each section was calculated and plotted. Thus the whole cartilage has $20 \times n$ sections, where $n$ is the number of slices the cartilage covers. Results show that the damaged cartilage can be clearly visualized for all the dataset studied. The estimated volume per section for all the dataset is approximately 10 mm$^3$. Although having more and smaller regions makes the cartilage more refine, the undesired effects caused by noise may become more prominent.
On the other hand, having fewer but larger regions may reduce the accuracy of the size of damage cartilage visualized. For a balance between noise removal and accuracy, the number of regions per slice could potentially be interactively varied by the radiologists during the examination, in our study, using 20 regions per slice worked well for the datasets analyzed.

Fig. 2.6. 3D plots of the cartilage using different values of $\gamma$. (a) $\gamma = 90\%$ - The 3D plot shows the lesion but together with relatively higher false positive. (b) $\gamma = 95\%$ - The 3D plot shows the lesion with negligible false positive result. (c) $\gamma = 99\%$ - The 3D plot shows only the most severe part of the lesion.

The threshold value was used to calibrate the color bar. Values below threshold are shown as blue and values above threshold span across all other colors. Fig. 2.6 shows the result of the 3D cartilage plot of one dataset using different threshold values to visualize the damaged part of the cartilage. The results show that only the more severe part of the lesion will be highlighted when a higher $\gamma$ value (e.g. 99%) was used, whereas relatively more false positive were present when a smaller $\gamma$ value (e.g. 90%) was used. However, the size of the false positive tends to very small and scattered which are less clinically significant.
Using the interface developed, it is possible to visualize the damaged portions of the cartilage in 3D and to interactively view the corresponding MR image to examine the location of the damage regions in relation to other anatomical structures (Fig. 2.7). It can be performed by clicking on the 3D plot where the clinician is interested to study. This function enables the radiologist to readily view the MR image to study the other details and verify the damage. This has been viewed by collaborating radiologists as a useful feature to have during the study of 3D models and MR images.

Fig. 2.7. A cartilage 3D plot together with two MR images showing damaged cartilage are shown, with a yellow cross indicating the region clicked on the 3D plot.
2.1.3. Discussions and Conclusion

This section (2.1) presents a methodology to quantitatively visualize focal cartilage damage of the femoral articular cartilage using clinically used MR PD weighted images. In this study, PD weighted images were used to study damaged part of the femoral articular cartilage. This type of images provides better tissue contrast with the surrounding tissues (e.g. meniscus and ligaments) and enables other surrounding tissues to be visualized, as compared to SPGR images. Although SPGR images have shown to be useful in developing automated segmentation techniques due to well defined cartilage boundary [66], radiologist generally prefers to use PD weighted images because of the need to study other structures together with the cartilage. The use of SPGR images has enabled the development of automated segmentation techniques for the cartilage [66] whereas the use of PD images in automated segmentation remains to be developed. Because our aim is to study whether it is feasible to visualize damaged cartilage in 3D using PD weighted images, the cartilage in all the datasets were manually segmented. PD images are less used in automatic image analysis because of its challenges in automatic segmentation. However, an indispensible advantage of using PD images directly in cartilage damage analysis is that this will aid clinicians to relate the locations of the cartilage damage directly to other periarticular and intraarticular structures using one set of images. This could potentially reduce the sequences required, hence, reducing scanning time. Furthermore, using PD weighted images directly may allow other relevant anatomical structures (e.g. bone marrow, meniscus and ligaments) to be extracted because they can be clearly seen in the images [137].
In our study, both the damaged and normal cartilage were segmented as a whole and used in the visualization process. This approach was chosen because it enables us to visualize the damaged cartilage based on the pixel intensities differences and we can estimate the volume of the damaged cartilage. The more commonly reported approach is to segment only the normal part of the cartilage and measure the remaining cartilage thickness [99, 128, 138-139]. In earlier reported studies, damaged part of the cartilage can be determined by visualizing regions of the cartilage where the thickness of the cartilage is abnormally thin, as compared to the rest of the cartilage. However, the volume of damaged cartilage cannot be determined using these techniques. A work by Losch et al. took a similar approach in which the damaged cartilage was estimated using SPGR images [138]. The main difficulty with using PD weighted image for cartilage damage analysis is that the contrast of the cartilage is not as well defined as that from fat suppressed SPGR images. Nonetheless, the cartilage could still be segmented through careful examination. An assumption made during the segmentation step is that the radiologist, based on his prior experience, could segment the cartilage as how he perceives the cartilage will be like when it is normal. Because our focus is on focal cartilage damage, instead of diffusive cartilage damage, the radiologist generally only needs to estimate an outline to include the damaged cartilage with a reference to the surrounding normal cartilage. This step is generally achievable by radiologists. Although the resultant area/volume of damage may be difficult to quantify reproducibly, it still provides a fair and usable estimate of the amount of cartilage damage/loss.
Our aim in this study is to investigate whether it is feasible to better visualize the damaged part of the cartilage using the differences in the pixel intensities between the normal part of the cartilage and the damaged part of the cartilage. The results from the study show that there is a significant difference in the pixel intensities between the normal part of the cartilage and the damaged part of the cartilage. Consequently, a Gaussian curve fitting technique was developed to determine the threshold value that can be used to differentiate the normal and damaged cartilage. The Gaussian curve fitting has shown to fit well to the main portion of the histogram which is mainly made up of the normal cartilage. By varying the percentile area $\gamma$ under the Gaussian curve (e.g. from 90% - 99%), the presence of false positive can be controlled. Using a larger $\gamma$ value (e.g. 99%), fewer number of pixels which belong to the normal part of the cartilage will be considered as damaged; and the number of damaged part of the cartilage that will be considered as normal will increase. Consequently, there is a tradeoff when determining this value. In our study, a $\gamma$ value of 95% has shown to work well – achieving a sensitivity of 83.0% and specificity of 97.9%. It was observed that when a larger $\gamma$ value is chosen (e.g. 99%), only the more severely damaged part of the cartilage was highlighted. Using a larger $\gamma$ value also reduces the number of false positive but it will reduce the sensitivity. This $\gamma$ value could potentially be interactively varied by the radiologists during the examination for different patients.

Our study demonstrates a way to detect cartilage lesion in PD weighted image. It complements to the technique by Lee et al. [125], which detects cartilage lesion based on cartilage thickness map from SPGR images. With the information of cartilage lesion
detection based on intensity of clinical PD image and the information based on cartilage thickness from SPGR image, the accuracy of detection may be increased.

Our approach allows the damaged portion of the cartilage to be visualized based on the pixel intensities differences. An important interactive feature developed for the interface is a 3D Trackback function which allows the clinician to study the 3D model of the cartilage and retrieve the corresponding MR image at the point of interest by clicking on the 3D cartilage model. Using the proposed visualization method, it is possible for clinicians to study anatomical details using MR images and reference the location of the cartilage with respect to anatomical landmarks of interest efficiently.

A technique to visualize cartilage damage is presented in this section. Using clinical PD weighted images and the visualization technique developed, it is possible to visualize the highlighted focal damaged cartilage in 3D. This could potentially provide a means for radiologist to better visualize the damaged cartilage and to report the damage quantitatively. In this study, because the focus is on visualizing damaged part of the cartilage and not differentiating patients who has normal cartilage and patient who has damaged cartilage, only MR datasets that have damaged cartilage (as diagnosed by radiologist) have been studied. Further, because the focus in this study is not on automating segmentation, manual segmentation was used to segment all the cartilage from the MR images. In the future, automated segmentation techniques can be developed to exploit the visualization technique presented in this section.
2.2. Characterizing Healthy and Damaged Cartilage in PD Images Using Histogram-based Parameters

Using PD images, clinicians are able to identify damaged part of the cartilage by spotting abnormal high signal presence and a change in cartilage morphology due to cartilage loss. This abnormally high signal intensity presence when the cartilage is damaged is generally due to the intrusion of fluid into the cartilage matrix. PD images are routinely used because it also gives excellent contrasts to other periarticular and intraarticular structures which are also important in the diagnosis of cartilage damage [130, 140].

In addition to the visualization framework developed in the previous section (2.1), this section (2.2) presents a study that performs statistical analysis of signal intensities of the cartilage using MR images and the percentage volume of damaged cartilage presence. The aim of the study is to investigate the characteristic of cartilage that has damage/lesions in a quantitative manner using histogram-based parameters. Because damaged cartilage tends to have abnormally high signal intensities than that of normal cartilage in PD images, we hypothesize that there is a relationship between the signal intensities of the cartilage and the size of the damaged cartilage presence, in terms of volume. In this study, we focus on the femoral articular cartilage.

---

1 Part of this section has been published in: C.L. Poh, T.K. Chuah, and K. Sheah. Differentiating healthy cartilage and damaged cartilage using magnetic resonance images in a quantitative manner. 2010. DICTA, Sydney, NSW. Permission of reprint granted in the copyright agreement.
2.2.1. Methods

Pre-processing and Segmentation of Cartilage

Image preprocessing and segmentation were done as stated in section 2.1.1 except that 3 more MRI volumes with damaged cartilage and 5 more MRI volumes from healthy subjects were added to the analysis. All the additional dataset are of the same type: PD weighted images within the resolution and slice thickness mentioned. Three different masks/regions of interest are obtained in the segmentation step. The masks consist of (i) the whole cartilage which includes normal and damaged cartilage, (ii) only normal cartilage and (iii) only damaged cartilage. For cartilage with no damage, only one mask will be produced. These masks are then used to extract the signal intensities to be analyzed.

Analysis

The signal intensities from the normal and damaged cartilage were analyzed to derive statistical parameters (e.g. mean, median, standard deviation etc) using the segmented images. The total volume of the cartilage and the volume of damaged cartilage were calculated. The percentage of damaged cartilage is the ratio of the volume of damaged cartilage over the total volume of the cartilage (%CD). For normal cartilage without any damage, this percentage will be zero. Because signal from damaged cartilage tends to be abnormally high, there could be a difference in the mean and median of the signal intensity distribution which can be exploited. Hence, the difference between the mean
and median (mean-median) is calculated and used as the parameter for investigation. Linear regression is performed to determine the relationship between the parameters studied.

### 2.2.2. Results

A total of twelve MR data sets with different degrees of cartilage damage (D1–D12) and five data sets of normal cartilage (N1–N5) were used in this study. Table 2.1 shows the characteristics of the data used. Femoral articular cartilage was manually segmented using PD images into normal and damaged cartilage and the MR signal intensities were analyzed. The mean pixel intensities of healthy cartilage and mean pixel intensities of cartilage with damage are $85 \pm 23.8$ and $87 \pm 29.3$, respectively. Average volume of the cartilage studied is $8574 \pm 3610 \text{ mm}^3$ and the average volume of damaged cartilage is $520 \pm 309 \text{ mm}^3$. 
Table 2.1. Characteristics of the data used.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Standard Deviation of the total cartilage intensity</th>
<th>Mean-median</th>
<th>Total volume of cartilage (mm$^3$)</th>
<th>Volume of damaged cartilage (mm$^3$)</th>
<th>Percentage of damaged cartilage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cartilage with damage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>33.1</td>
<td>4</td>
<td>17306</td>
<td>1327</td>
<td>8</td>
</tr>
<tr>
<td>D2</td>
<td>33.0</td>
<td>2</td>
<td>10057</td>
<td>582</td>
<td>6</td>
</tr>
<tr>
<td>D3</td>
<td>37.5</td>
<td>4</td>
<td>12274</td>
<td>806</td>
<td>7</td>
</tr>
<tr>
<td>D4</td>
<td>29.8</td>
<td>3</td>
<td>8361</td>
<td>612</td>
<td>7</td>
</tr>
<tr>
<td>D5</td>
<td>31.2</td>
<td>2</td>
<td>4517</td>
<td>302</td>
<td>7</td>
</tr>
<tr>
<td>D6</td>
<td>27.6</td>
<td>1</td>
<td>6152</td>
<td>383</td>
<td>6</td>
</tr>
<tr>
<td>D7</td>
<td>27.7</td>
<td>1</td>
<td>5941</td>
<td>350</td>
<td>6</td>
</tr>
<tr>
<td>D8</td>
<td>26.4</td>
<td>0</td>
<td>7372</td>
<td>368</td>
<td>5</td>
</tr>
<tr>
<td>D9</td>
<td>24.4</td>
<td>0</td>
<td>10957</td>
<td>575</td>
<td>5</td>
</tr>
<tr>
<td>D10</td>
<td>31.4</td>
<td>0</td>
<td>11122</td>
<td>503</td>
<td>5</td>
</tr>
<tr>
<td>D11</td>
<td>24.1</td>
<td>-1</td>
<td>7363</td>
<td>271</td>
<td>4</td>
</tr>
<tr>
<td>D12</td>
<td>25.0</td>
<td>-1</td>
<td>11026</td>
<td>170</td>
<td>2</td>
</tr>
<tr>
<td>Normal Cartilage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N1</td>
<td>23.4</td>
<td>-1</td>
<td>10246</td>
<td>NIL</td>
<td>NIL</td>
</tr>
<tr>
<td>N2</td>
<td>26.0</td>
<td>-1</td>
<td>4918</td>
<td>NIL</td>
<td>NIL</td>
</tr>
<tr>
<td>N3</td>
<td>25.1</td>
<td>-1</td>
<td>1572</td>
<td>NIL</td>
<td>NIL</td>
</tr>
<tr>
<td>N4</td>
<td>23.4</td>
<td>-1</td>
<td>8870</td>
<td>NIL</td>
<td>NIL</td>
</tr>
<tr>
<td>N5</td>
<td>21.2</td>
<td>-1</td>
<td>7705</td>
<td>NIL</td>
<td>NIL</td>
</tr>
</tbody>
</table>

Fig. 2.8 shows the plot of mean-median versus the percentage of damaged cartilage presence. Results show that there is a positive linear relationship between the difference in mean and median of the cartilage signals (mean-median) and the percentage of damaged cartilage presence ($R^2 = 0.799$, $p < 0.01$). This suggests that there is a direct relationship between mean-median and the volume of damaged cartilage presence which in turn signifies the degree of damage.
For all the cartilages with damage, there is a strong positive correlation between %CD and mean-median. When the two variables (mean-median and %CD) were compared against one and another, it was observed that the sign (positive or negative) of the integer value of mean-median seems to be directly related to the value of %CD. When the %CD is greater than 5%, the mean-median has a positive value (mean-median > 0) whereas when the %CD is less than 5%, the mean-median has a negative value (mean-median < 0). In other words, the results show that when the cartilage has minor or no damage, the sign of the difference in mean and median tends to be negative whereas when the cartilage has greater degree of damage, the sign tends to be positive.

Fig. 2.8. Relationship between the difference in Mean and Median and the percentage damaged cartilage presence.
2.2.3. Discussions and Conclusion

This section presents a study that investigates the relationship between the signal intensities of the cartilage and the cartilage volume. The data were analyzed after cartilage was manually segmented using PD images. PD images were used in the study because it is one of the most commonly used sequences in knee joint diagnosis and it provides excellent contrasts among the different anatomical structures which needs to be studied as well.

Using the segmented images, the signal intensities of the cartilage and percentage volume of damaged cartilage were analyzed. Preliminary results suggest that there is a positive linear correlation between the mean-median of the cartilage intensities and the percentage of damaged cartilage. In other words, when the size of damaged cartilage increases the difference between the mean and median will also increase.

By comparing the mean-median and percentage of damaged cartilage, the results seem to imply that there exist a threshold value that can be used to differentiate normal cartilage and cartilage with damage. However, this value may not be sensitive enough to detect cartilage with very minor damage but might be more suitable to detect cartilage with more severe damage. Validation has to be done before any threshold value is used in clinical practice.

The difference between mean and median of the signal intensity distribution is relatively small (between -1 and 4) which might be sensitive to fluctuations in the signal intensities.
The range is small mainly because the range of grayscale is 8 bits (maximum value of 255). Increasing this range might increase the value of this difference which in turn may reduce its sensitivity. Future work will involve increasing the sample sizes and incorporating other quantitative MRI parameters [27].

In summary, the results of this study show that there is a positive linear relationship between the difference in mean and median of the cartilage signals and the percentage of damaged cartilage presence. This linear relationship held for all samples with damaged cartilage in our study. The results also show that when the cartilage has minor or no damage, the sign of the difference in mean and median tends to be negative whereas when the cartilage has greater degree of damage, the sign tends to be positive. This result suggests that there could be significant relationship between the characteristics of the signal intensities and degree of damage which can be exploited to differentiate cartilage that is normal and cartilage that has damage quantitatively after segmentation has been performed.

**Chapter Summary**

This chapter has presented a cartilage visualization framework that provides highlighting of locations that potentially have cartilage lesion. The visualization framework displays the cartilage as a 3D surface and enables radiologist to quickly switch from the 3D view to the conventional sagittal 2D slice. It could improve the efficiency of radiologists in the detection of cartilage lesion. The chapter has also studied histogram quantity with respect
to the percentage of cartilage damage in the whole cartilage and found that there is positive linear relationship between the percentage of cartilage damage and the mean-median metric.
Chapter 3

Texture Analysis and Classification of Bone Marrow Lesion in Knee MRI

Introduction

Other than cartilage lesion, indications in bone marrow can also be useful for diagnosis of musculoskeletal disorders. Bone marrow lesion (BML) is an indication appearing in many kinds of musculoskeletal diseases including OA. Developing an intelligent CAD system capable of detecting and locating bone marrow affected by BML could improve the efficiency of diagnosis, such as by providing a means to screen normal subjects. In this chapter we develop the classification module of the CAD system by studying the use of texture analysis in the detection of BML. This chapter consists of two major sections: section 3.1 presents a study of texture parameters (individually) potentially useful in distinguishing between bone marrow with and without BML; in section 3.2, after establishing that there are individual parameters that display separability between bone

---

marrow with and without BML, we study and demonstrate the classification of bone marrow with and without BML using a subset of the parameters, with the aim to classify subjects who are normal and subjects who have BML.

### 3.1. Texture Analysis of Bone Marrow Lesion in Knee MRI

MRI is an imaging modality that can be used to visualize BML without the use of contrast agent, which is currently not possible by other modalities (including X-ray, computed tomography and ultrasound). Using fluid sensitive MRI sequences, BML appears hyperintense while surrounding unaffected marrow appears hypointense [141]. This appearance of BML in MRI is due to bone marrow fat being replaced by material containing H\(^+\) ions [47]. Hence, BML is presented as free water signal [142]. Furthermore, MRI produces volumetric dataset which allows multi-planar analysis of the BML.

Using MRI, BML can be assessed either quantitatively [48], or semi-quantitatively using scoring system [49]. In [48], Mayerhoefer et al. demonstrated that the volume of the lesion can be quantified in a reproducible manner using computer-aided analysis. However, to carry out the quantitative assessment, segmentation of the bone marrow from image is necessary in which it was performed semi-automatically in [48] by applying threshold. Recently, Dijkstra et al. [92] reported a semi-automated segmentation method to address the problem of segmenting BML. All these assessments provide the severity of the BML, but the presence and the location of BML were not being detected automatically. Radiologists examine each and every slice to look for abnormality and/or
BML. The process is manual and subjective, hence carries the risk of inter-observer inconsistency. To improve the efficiency of analyzing the MR images and enable more consistent diagnosis, a computer aided diagnosis system capable of differentiating bone marrow with and without BML in MR images in a quantitatively manner is desired. To attain such a system, there is a need to first identify features that could be used to differentiate and characterize bone marrow with and without BML in knee MR images.

One approach to identify these features is through texture analysis (TA) of MR images. TA is a quantitative, computer-aided method that enables one to calculate image based mathematical patterns (of texture features) that can be used to differentiate and characterize different tissues [111]. TA has shown to be a promising technique in classifying pathological tissues from normal tissue [143-146]. Characterization of bones using MRI by TA (mainly using histomorphometric texture measures) has been studied fairly extensively, especially in the characterization of osteoporosis, as discussed in paragraph 3 of section 1.4.2. In the study of bone marrow disorder, which is one focus of our study, there is a need for texture parameters that are able to provide useful information about the presence of BML. To identify such texture parameters, we investigated the usefulness of textures in MRI data that indicate the presence of bone marrow lesion. These parameters could also complement the knowledge about pattern of the trabecular bones.

In this study (section 3.1), we investigated the possibility and ability of two-dimensional MRI based TA to characterize bone marrow that has and does not have BML, which
could then be used to detect the presence of BML in a quantitative manner. TA was performed on knee MR images and texture features obtained from a BML affected group and a normal control group were statistically compared. Ten most discriminative texture features were identified using feature selection methods. We focused on the bone marrow at the weight-bearing region of the distal femur since it is commonly affected by BML and of clinical importance. To the best of our knowledge, application of MRI based TA to characterize bone marrow with and without BML has not been reported.

3.1.1. Methods

MRI Data

Data analyzed in this study were obtained from the Osteoarthritis Initiative (OAI) database, which is available for public access at http://www.oai.ucsf.edu/. The specific datasets used are public-use data sets 0.2.2. OAI is a project collecting clinical, biological and imaging data of osteoarthritis patients to study the progression and disease pattern of osteoarthritis. One of the objectives in OAI is to identify imaging biomarkers (distinguishing texture features), which is addressed by our study. At the outset of our study, 29 knee MRI 3D images of subjects with osteoarthritis-related BML (identified by OAI, radiologically) were selected. We selected only subjects without signs of previous knee surgery such as anterior cruciate ligament replacement. The sizes of the lesions range from 240 mm$^3$ to 17724 mm$^3$ (1606 ± 3204 mm$^3$), as reported by OAI. Same
number of control subjects who are not exposed to OA were selected matching the gender, age and race of the affected subjects. We excluded subjects that have non-OA related BML at weight-bearing region. As a result, a total of 58 volumetric knee images were analyzed. The purpose of matching is to have the same gender, age and race composition between the control and cases. Side of knee (left/right) was matched exactly. The type of magnetic resonance (MR) sequence studied is a sagittal intermediate-weighted turbo spin echo fat-suppressed (SAG IW TSE FS, TR = 3200 msec, TE = 30 msec) sequence, which is deemed as a suitable sequence to visualize BML. Using this MR sequence, BML appears to be bright patch with ill-defined boundaries, surrounded by the healthy bone marrow tissues that appear relatively dark. All data in this study are from OAI baseline visit. All images have the same spatial resolution: in-plane pixel size = 0.357 × 0.357 mm; in-plane matrix size = 444 × 448; slice thickness = 3 mm; and slice spacing = 3 mm.

**Preprocessing of Images**

The original gray-level images were first processed with brightness and contrast adjustment using ImageJ [134]. The brightness and contrast were adjusted automatically based on the middle slice (between lateral and medial) so that all gray tones of the image histogram of the whole knee span through all available gray levels. Each volumetric image was then processed using N4ITK bias correction algorithm to remove MRI bias field and low frequency variation in intensity [147], which could affect TA. The resulting bias corrected images were then used for TA.
Segmentation of Weight-bearing Region of Distal Femur – The Region of Interest

Knee MR images are viewed in the orientation of right knee, all left knees were mirrored to match the orientation of right knee for comparability. The bone marrow of all femur bones in the images were segmented by adopting a program by [98] which allows user to interactively define a set of points to outline the desired region, and shown to work well for segmentation using MR images. Cubic spline smoothing was then performed to produce a smooth contour from the set of user-specified points. We use this segmentation method as an improved equivalent of manual segmentation. The interactive segmentation produced a segmented mask of bone marrow for each femur.

The segmented mask obtained then consists of the shaft of the femur. However, because the shaft of the femur is not the weight-bearing area of the knee joint, any increased intensity in the marrow at that region is not considered as abnormal signal alteration. We only consider that an increased intensity in the marrow region near the femoral condyles indicates abnormality or presence of BML. Therefore, the shaft was removed from analysis. The shaft was systematically removed by first defining a cutting plane using 3 landmarks: the most proximal tip of cartilage at the lateral peak at the anterior portion of femoral condyle; and the most proximal tips of cartilage at the posterior portion of femoral condyles, one at each condyle. The mask of femur more proximal to this plane was then removed to form the mask of bone marrow at weight-bearing region. This resultant mask was used to define the region of interest (ROI) in the bias corrected image during TA. All segmented masks were verified by an experienced radiologist before
performing TA. A total of 1503 images were segmented. Representative examples of segmentations are shown in Fig. 3.1.

Fig. 3.1. Representative examples of MR knee images and segmentations. 1<sup>st</sup> row: a slice from a normal subject; 2<sup>nd</sup> row: an affected slice at the lateral femoral condyle; 3<sup>rd</sup> row: an affected slice at the medial femoral condyle. The regions of BML are indicated by solid arrows. 1<sup>st</sup> column: slice without segmentation; 2<sup>nd</sup> column: region of bone marrow delineated after initial segmentation (white outline); 3<sup>rd</sup> column: weight-bearing portion of the marrow delineated after the complete segmentation process (white outline).
Grouping and Characterization of Images

Slices that contain the femur bone marrow from all subjects were analyzed. They were separated into 2 groups: **Normal** and **Affected**. The Normal group consists of all the slices from control subjects and slices from *subjects* with BML but with no indication of BML at the particular slices; whereas the Affected group consists of all slices from subjects with BML and with the presence of BML. The presences of BML in these slices were verified by a radiologist at the outset of the study. There was a total of 1218 slices in the Normal group; and a total of 285 slices in the Affected group (regardless of the degree or area affected by BML). The difference in texture parameters at the weight-bearing area of the femur bone marrow between these 2 groups was studied.

Texture Analysis and Preliminary Feature Selection

TA was carried out using MaZda software version 4.6.2.0 [148], which provides the calculation of texture features. Analysis was done in 2D basis, slice by slice, due to the anisotropic nature of the data. Texture features were calculated for each ROI. These parameters include texture features based on gray-level histogram, co-occurrence matrix, run-length matrix, absolute gradient, autoregressive model and wavelet [111]. Texture parameters based on grey-level histogram characterize the appearance of a region of interest pixel-wise and does not take into account the arrangement of pixels, they are statistical summary of the grey level composition. Parameters based on co-occurrence matrix characterize a region based on the occurrence of pairs of gray values at a specified direction and distance. Texture parameters based on run-length matrix are summarizing quantities of the run lengths of different grey-levels in a region. Parameters based on
absolute gradient are mostly similar to those based on grey-level histogram but they are derived from the gradient image. Parameters from autoregressive model are derived under the assumption that there is local interaction between pixels and that a pixel is a weighted sum of its neighboring pixels, the weights and the noise component form the parameters. Texture parameters obtained from wavelet analysis are wavelet energies for specified regions after performing wavelet analysis, i.e. applying high pass or low pass filter and/or subsampling. The detailed definitions and formulas of texture features can be found in MaZda user’s manual [149].

These 6 texture types were analyzed because they are deemed to be potentially capable of detecting the presence of BML: other than the texture parameters based on grey-level histogram, texture types listed here have been used in distinguishing bone marrow and fat [112]. Textures based on grey-level histogram were also included in this study because there is observed differences in grey levels between lesion and healthy marrow. For the co-occurrence matrix, the parameters were calculated in two distances \((d = 1\) and \(d = 5\) pixels) because we have tested that for the type of images we are studying, any values of \(d\) in this range will merely give texture parameters that are highly correlated with each other, and also correlate with those of \(d = 1\) and \(d = 5\). Parameters of other texture types were all computed. As a result, the output of the TA is a vector of 147 texture parameters.

**Individual Feature Selection**

To test the significance of each texture feature in separating the Normal and Affected slices, statistical analyses were performed for the 147 texture parameters individually
(multidimensional analysis is covered in Section 3.2 instead). Differences in the texture feature between the 2 groups were analyzed using Mann-Whitney $U$-test (rank sum test). A $p$-value of less than 0.05 was considered statistically significant. This is performed using Matlab (The MathWorks Inc., Natick, MA, 2000). Non-parametric test was used because the data were ordinal in nature and do not have consistent distributional pattern.

To select top ten texture features that have the highest discriminative power for separation and classification, we used a number of commonly used feature selection methods. These methods include 1) Fisher coefficient; 2) Mahalanobis distance; 3) squared Euclidean distance; 4) 1-nearest neighbour leave-one-out classification performance (performance = 1 - error). These methods were performed using PRTools [150]. The features were then ranked according to the criteria of the methods, in decreasing significance.

Fisher coefficient which is defined as the ratio of between-class variance to within-class variance [151] which generally identifies highly discriminant features. Mahalanobis distance is a scale invariant multivariate effect size [152], which is a generalization of Euclidean distance that considers the distribution of data and the correlations of the dataset. It could be a better measure than Euclidean distance for data that are distributed non-spherically. The features were also selected based on squared Euclidean distance because it is the most intuitive and common way of measuring distances between classes. The performance of 1-nearest neighbor was also used as a measure to select features because it is the most basic machine learning algorithm.
3.1.2. Results

**Significant Textures by Mann-Whitney U-test**

We analyzed a total of 147 texture parameters to determine the number of parameters that differed statistically between affected slices (bone marrow with BML) and normal slices (bone marrow without BML). Table 3.1 summarizes the number of textural parameters which are significantly different between bone marrow with BML and bone marrow without BML ($p < 0.05$). There are 98 significant parameters from all 147 parameters analyzed, indicating that there exists prominent difference between the texture of affected marrow and normal marrow. This result suggests that the difference between the affected marrow and normal marrow can be represented quantitatively by image texture.

**Table 3.1. Number of parameters from different textural types having statistically significant difference between affected image slice and normal image slice analyzed with Mann-Whitney U-test.**

<table>
<thead>
<tr>
<th>Texture Parameter Types</th>
<th>No. of Parameters Tested</th>
<th>No. of Parameters having Significant Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Histogram</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>Co-occurrence Matrix</td>
<td>88</td>
<td>56</td>
</tr>
<tr>
<td>Run-length Matrix</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Absolute Gradient</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Autoregressive Model</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Wavelet</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>147</strong></td>
<td><strong>98</strong></td>
</tr>
</tbody>
</table>
**Most Discriminating Textures**

Table 3.2 lists the ten most discriminating texture parameters selected by different feature selection methods along with their \(p\)-values from corresponding Mann-Whitney \(U\)-test. (The detailed definitions of texture representations for the list can be found in MaZda user’s manual [149]). To visualize the separability of the features, histograms of selected features were plotted.

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Fisher Parameter</th>
<th>Mahalanobis Parameter</th>
<th>Euclidean Parameter</th>
<th>Nearest Neighbour Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S(0.5)Correlat</td>
<td>&lt;0.001</td>
<td>S(0.5)Correlat</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>2</td>
<td>S(5,-5)Correlat</td>
<td>&lt;0.001</td>
<td>S(5,-5)Correlat</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>3</td>
<td>S(5,5)Correlat</td>
<td>&lt;0.001</td>
<td>S(5,5)Correlat</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>4</td>
<td>S(5,0)Correlat</td>
<td>&lt;0.001</td>
<td>S(5,0)Correlat</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>5</td>
<td>S(1,1)Correlat</td>
<td>&lt;0.001</td>
<td>S(1,1)Correlat</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>6</td>
<td>S(1,-1)Correlat</td>
<td>&lt;0.001</td>
<td>S(1,-1)Correlat</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>7</td>
<td>Sigma</td>
<td>&lt;0.001</td>
<td>Sigma</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>8</td>
<td>S(0,1)Correlat</td>
<td>&lt;0.001</td>
<td>S(0,1)Correlat</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>9</td>
<td>S(1,0)Correlat</td>
<td>&lt;0.001</td>
<td>S(1,0)Correlat</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>10</td>
<td>Teta4</td>
<td>&lt;0.001</td>
<td>Teta4</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Correlat = correlation; Sigma = noise component in the autoregressive model; Teta = parameter in the autoregressive model; 135dr_RLNonUni = 135° run-length nonuniformity; 45dgr_RLNonUni = 45° run-length nonuniformity; Horzl = horizontal; Vertl = vertical; GLevNonU = grey-level nonuniformity; WavEnLL_s-5 = energy of wavelet coefficients in subband LL and scale 5; Perc. 99% = 99th Percentile.

Fig. 3.2 shows the histograms of the four most discriminative texture parameters selected by Fisher coefficient and Mahalanobis distance (both methods selected the same features). Each histogram is plotted with the number of bins equal to the nearest round number of \(\sqrt{N}\), where \(N\) is the sample size for the particular group. It can be seen that for these four parameters, the histograms of Normal and Affected groups do not overlap much. This indicates that the rankings of these parameters are accurate, and suggests that these
parameters can be effectively used as supplemental information for making diagnostic decision or used for developing a decision boundary for multivariate classification system.

Fig. 3.2. Histograms of four most discriminative texture parameters selected using Fisher coefficient and Mahalanobis distance (the same 4 parameters for both methods).

Fig. 3.3 shows the histograms of four most discriminative texture parameters selected by Euclidean distance. For these parameters, the histograms of Normal and Affected groups have more overlapping. These parameters received higher ranks possibly because Euclidean distance is scale dependent. Note that the magnitudes of these parameters are much larger than other parameters. Fig. 3.4 shows the histograms of four most
discriminative texture parameters selected by the performance of 1-nearest neighbor classification. For these parameters, the histograms of Normal and Affected groups do not seem to separate at all, indeed, one of the parameter plotted here (Perc. 90%) failed to reject the null hypothesis in Mann-Whitney $U$-test ($p = 0.237$). These parameters turned out to be good in classification most likely because the instance at an adjacent slice (which is a dependent sample) in the same volume is determined as the nearest neighbor.

Fig. 3.3. Histograms of four most discriminative texture parameters selected using Euclidean distance.
3.1.3. Discussions and Conclusion

This section (3.1) has characterized bone marrow with BML in knee MRI using TA. Results show that a large number of feature parameters are potentially useful in discriminating affected slices from normal slices. There are parameters in all six types of textures having statistical significant difference between affected slices and normal slices. Seven out of the nine histogram-based features were statistically significantly different ($p < 0.001$). These indicate that the pixel intensity distribution is statistically significantly different between normal and affected subjects. This difference can be due to change in
the proportion of anatomical structure. The difference is translated into the difference in histogram-based parameters. Many of the co-occurrence matrix based feature were statistically significantly different \( p \leq 0.044 \) between the two groups. The most important parameters are those of co-occurrence matrix based correlation. The correlation parameters were selected by three of the feature selection methods, confirming that they have good discriminative power. Note that the correlation parameters are important for all directions in the distance \( d = 5 \) (Table 3.2, Fisher, parameters of ranking 1 to 4), this agrees with the visual appearance that bone marrow does not have any directional orientation on the MR images. Moreover, run-length nonuniformity parameters in all directions were selected using Euclidean distance. Although this feature selection method is scale dependent, the selected parameters could still be effective classifiers in a multivariate classification system, due to their distance. Run-length nonuniformity is different in affected slices from that of normal slices possibly because the normal slices have more of uniform run distribution across intensities but the affected slices have more uneven distribution of runs across lower intensities and higher intensities. This is supported by the histograms in Fig. 3.3 because when runs are equally distributed across different grey levels, the parameter (run-length nonuniformity) takes on its lowest value [153].

Using the scale invariant feature selection methods, the most prominent textural difference between affected and normal slices is found in co-occurrence matrix based parameters, followed by parameters from autoregressive model. The results obtained in this study demonstrated the possibility of quantitative analysis to probe the existence of
BML. They suggest that there exist texture parameters that could aid in the differentiating bone marrow with BML and bone marrow without BML, as appeared in MRI. These features could in the future be incorporated into computer aided diagnosis system as a classification model to improve the diagnosis process: producing more consistent report based on quantitative image appearance instead of only visual perception, reducing risks and time associated with manual inspection thus improving efficiency. Having such a system will enable the presence and location of the BML to be determined in a more automated manner.

In this study, texture parameters that can potentially separate slices with and without BML were found, nonetheless, overlaps of textural histograms between Normal and Affected groups are still present in any parameters. This could be due to a number of reasons: (i) there is a spread of severity in the Affected group; (ii) the areas of healthy tissues in some affected slices dominate the textural values, which could potentially be overcome by 3D analysis; (iii) the texture value of some or part of the BML is actually similar to that of healthy tissues.

One limitation in this study is that we included only OA-related BML. The parameters found are believed to be useful for detecting BML regardless of its type. However, it does not provide any differential diagnosis to distinguish BML of different causes or diseases. The expertise of physicians, clinical data, patients’ medical history and even laboratory findings are still needed to determine the exact type of BML one is having. It is also important to note that although the indications of BML across different slices are of
differing degree, the volumetric sizes of BML we have in our affected subjects have minimum size of 240 mm$^3$, which is fairly large. It is unclear whether there will still be as many discriminative parameters if the size of edema is decreased. This leads to an intuitive future work, which is to perform TA with a larger size variation of BML. For this study, 2D image textures of BML were analyzed because most clinically available images are non-isotropic. Image textures in 3D, which is best analyzed with isotropic images, remain to be studied.

In conclusion, we have discovered the feasibility of TA in quantifying the difference between bone marrow with and without BML and found that that the texture measures are potentially capable of differentiating between normal and affected slices. A number of texture parameters are significantly different between the two groups and this difference can be used in detection of BML, either by aiding radiologists directly, or by incorporation into a computer aided diagnosis system. The selected texture parameters also have potential to be used for localization and segmentation of BML.

3.2. Classification of Bone Marrow Lesion in Knee MRI by Texture Analysis

Section 3.1 discovered potentially useful parameters in separating slices with and without BML. This section (3.2) continues the investigation into selecting the feature set and testing the classification of slices and subjects to demonstrate the usefulness of texture-based analysis as part of the CAD system.
It has been shown that texture parameters can be used for to distinguish bone marrow and fat [112]. Therefore in this section, we hypothesize that the differences in the textural appearance of bone marrow with and without BML can effectively be used to distinguish and classify them. The objective is to demonstrate the feasibility of using texture parameters in the detection of BML, by studying the performance of texture-based classification systems that attempt to classify slices for BML and subsequently provide computer decisions of whether a subject has BML. In this study, textural parameters of MRI slices were computed and selected using one of the feature selection methods. Instead of individual feature selection as studied in section 3.1, the feature selection here (section 3.2) will be performed based on the multidimensional separation of the feature set because the focus of this section is not discovery of individual parameters but to demonstrate the classification using multiple parameters. (Note that in this section (3.1), the feature selection is individual selection so it does not take into account pair-wise or multivariate interaction between variables. The subset selection that considers multivariate interaction was done for classification in this section 3.2.) The slices were classified based on the selected textural features at the weight bearing region of the femur using different classifiers. In this thesis, the outcomes of eight different classifiers which train and test in reasonable time frame (< 5 minutes) were studied. Subsequently, the subjects were classified as normal or affected based on the slices classified by the best performing classifier.
3.2.1. Methods

Feature Selection for Classification

From section 3.1.1 (subheading Data Analysis), after performing the Mann Whitney U-test on the 147 textural parameters, 98 parameters were found to be significantly different ($p < 0.05$) between Normal and Affected slices. In this section (3.2), instead of selecting individual textural parameters independently from these 98 parameters, the textural parameters were selected as a subset, through forward feature selection (FFS) [154] based on inter-intra class distance (Fisher coefficient) [151], to avoid repeatedly selecting correlated parameters. This is important for classification task but not the concern when only attempting to discover individual useful parameters. The initial number of desired feature was arbitrarily set to 10.

To select the set of 10 optimum features exhaustively from the 98 significant features would involve prohibitively long time (there are $1.4 \times 10^{13}$ combinations). FFS is a suboptimal feature selection strategy that provides a balance between performance and system complexity. It effectively reduces the computational time of exhaustive feature selection without compromising much of the accuracy of classification [154]. FFS first selects the best single feature (largest inter-intra distance), and then the best pair of features (based on multivariate inter-intra distance) is selected where the pair includes the best single feature; and the process continues by selecting one single feature at a time, that best paired with previously selected feature set, until the specified number of features is reached. Although the FFS is unable to drop a feature once it is selected, the advantage
of this characteristic is that it provides comparability for studying the optimum number of features (but not the optimum set of features, which is computationally prohibitive).

**Classification of Slices and Subjects**

Classification of slices was tested with different types of classifiers, and subsequently class labels for slices generated by the best performing classifier in the classification of slices will be used for classifying subjects. The 10 features selected using FFS were used for a binary classification of 1503 slices. To generate the class labels of each slice, all slices from each subject (a set of dependent samples) were isolated one at a time as testing set and the remaining data from 57 other subjects were used as training set to train a classifier. There were 58 cycles of training/testing until all slices were labeled. This process is similar to commonly used cross-validation procedure but it isolates a set of dependent slices for testing one at a time instead of isolating a set of randomly selected slices. The purpose of the process is applied to maximize the number of training sample and to simulate real world situation in which training samples are completely independent from the testing set. The classifications were performed using PRTools [150] and results of classification by eight commonly used classifiers were examined:

1. Normal densities based linear classifier (LDC)
2. Normal densities based quadratic classifier (QDC)
3. Mixture of Gaussians classifier, 2-mixtures (MOGC)
4. Minimum least square linear classifier (FISHERC)
5. Nearest mean scaled classifier (NMSC) assuming normal distributions with zero covariances and equal class variances.

6. Bayesian classifier (BAYESC), in which each feature axis is divided into $N$ bins, $N$ is optimized over the data range; number of training examples for each of the classes in each of the bins was counted, an object was classified to the class that gives maximum posterior probability.

7. $K$-nearest neighbor classifier (KNNC), $K$ is optimized (hence a variable value for each training) by the leave-one-out error of the training data.

8. Levenberg-Marquardt trained feed-forward neural net classifier (LMNC), 6 units in one hidden layer (6 is the optimized number between 1 to 10 units with one hidden layer).

A good choice of classifier usually depends on the knowledge of the distribution and the pattern of data. However, the distributions of 10-dimensional data are difficult to visualize. Since the feature score distributions were unknown, difference types of classifiers were examined for comparison. In this study, we included parametric classifiers (LDC, QDC), statistics based classifiers (FISHERC, NMSC, BAYESC and KNNC), classifier based on unsupervised learning MOGC, and non-linear classifier (LMNC).

The performances of the classifiers were evaluated with respect to their ability to classify image slices (affected by BML or normal). The best performing classifier (amongst the 8) according to area under the ROC (AUC) was then analyzed. AUC was calculated using
the true labels and the labels generated by each classifier (binary), with the positive instances being the instances with BML. To evaluate the reliability of AUC of slice classification, its $p$-value\(^3\) was calculated under the null hypothesis that the classification has no skill in distinguishing affected slices from normal slices. The equations for calculation are:

\[
SE(Area) = \sqrt{\frac{A(1-A) + (n_A - 1)(Q_1 - A^2) + (n_N - 1)(Q_2 - A^2)}{n_A n_N}}
\]

\[
Q_1 = \frac{A}{2-A}
\]

\[
Q_2 = \frac{2A^2}{1+A}
\]

Where $A$ is area under ROC curve, $SE$ is standard error, $n_A$ is the number of affected slices and $n_N$ is the number of normal slices.

The two-tailed $p$-value is then calculated based on the $z$ ratio using normal distribution:

\[
z = \frac{A - 0.5}{SE_{A=0.5}}.
\]

For subject classification, the class labels generated for slices by the best performing classifier were used to determine whether a subject is affected by BML. To decide whether a subject is affected by BML, a threshold is set such that if the number of slices classified as affected reaches the threshold, the subject is classified to be affected. We studied the positive predictive value (PPV), negative predictive value (NPV) and AUC of classification of subjects with respect to different thresholds.

3.2.2. Results

Feature Selection

Table 3.3 shows the ten textural parameters selected by FFS listed in decreasing importance. The most distinguishing feature is $S(0,5)_{Correlat}$, which is the correlation in the vertical direction at a distance of 5 pixels. The parameter is based on co-occurrence matrix. (The detailed definitions of texture representations for the list can be found in MaZda user’s manual [149].) As expected from FFS which maximizes its metric as it includes more features, the first 3 selected features are uncorrelated with each other: the 1\textsuperscript{st} is based on co-occurrence matrix, the 2\textsuperscript{nd} is based on run-length matrix and the 3\textsuperscript{rd} is based on histogram. The top 3 features are less likely to be correlated with each other because they are of different textural types. It is confirmed here that including grey level histogram-based parameters is a reasonable choice because parameters such as skewness and kurtosis were selected as the top 10 parameters by FFS.
Table 3.3. Ten features selected by forward feature selection based on inter-intra class distance.

<table>
<thead>
<tr>
<th>Importance</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>S(0,5)Correlat</td>
</tr>
<tr>
<td>2nd</td>
<td>135dr_GLevNonU</td>
</tr>
<tr>
<td>3rd</td>
<td>Skewness</td>
</tr>
<tr>
<td>4th</td>
<td>Teta3</td>
</tr>
<tr>
<td>5th</td>
<td>Kurtosis</td>
</tr>
<tr>
<td>6th</td>
<td>Perc.01%</td>
</tr>
<tr>
<td>7th</td>
<td>GrVariance</td>
</tr>
<tr>
<td>8th</td>
<td>GrMean</td>
</tr>
<tr>
<td>9th</td>
<td>S(1,-1)SumEntrp</td>
</tr>
<tr>
<td>10th</td>
<td>S(5,5)Correlat</td>
</tr>
</tbody>
</table>

Correlat = correlation; 135dr_RLNonUni = 135° run-length nonuniformity; Teta = parameter in the autoregressive model; Perc. 01% = 1st Percentile; GrVariance = variance of absolute gradient; GrMean = mean absolute gradient; SumEntrp = sum entropy.

**Classification of Slices**

Table 3.4 shows the results of classifying slices based on the ten selected features and using eight different classifiers. The AUC were shown with its $p$-value under the null hypothesis that the classification has no skill in distinguishing affected slices from normal slices. The performances of the classifiers were compared using AUC because the data were unbalanced with respect to the instances for each class. Nearest mean scaled classifier (NMSC) and Quadratic classifier (QDC) gave the best classification result which the AUC is 0.780. The ROC curve of NMSC is plotted (Fig. 3.5) in comparison with ROC curves of other classifiers, and because it has the highest AUC and it is faster than QDC, this best classifier was used for studying the classification of subjects. Note that the ROC curve of each classifier is only defined by one point (which represents the lowest false positive rate possible while maximizing true positive rate) and two straight lines because each classifier used is a discrete classifier.
Table 3.4. AUC and $p$-values of the AUC using different classifiers.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>AUC</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDC</td>
<td>0.772</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>QDC</td>
<td>0.780</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>MOGC</td>
<td>0.758</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>FISHERC</td>
<td>0.756</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>NMSC</td>
<td>0.780</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>BAYESC</td>
<td>0.762</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>KNNC</td>
<td>0.502</td>
<td>0.906</td>
</tr>
<tr>
<td>LMNC</td>
<td>0.763</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Fig. 3.5. ROC curves of classifications of Normal and Affected slices using various classifiers.
Classification of Subjects

The subjects were classified as either affected or normal using the class labels of slices that were assigned by NMSC. The classification results are shown in Table 3.5. The table lists PPV, NPV and AUC with respect to different number of slices used as threshold to determine the disease status of a subject. It can be seen that using 5 slices as the threshold (need not be consecutive slices) gives the highest AUC, 0.914. The ROC curve of this case is shown in Fig. 3.6 (black) in comparison with the curves using different thresholds. Using a threshold of 5, the classification of subjects resulted in only one healthy subject (out of 29) and three affected subjects (out of 29) being misclassified.

Table 3.5. Classification of subjects using different number of slices as threshold.

<table>
<thead>
<tr>
<th>Accuracy measures</th>
<th>Threshold (number of slices)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPV</td>
<td></td>
<td>0.630</td>
<td>0.771</td>
<td>0.844</td>
<td>0.867</td>
<td>0.962</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>NPV</td>
<td></td>
<td>1.000</td>
<td>0.913</td>
<td>0.923</td>
<td>0.893</td>
<td>0.875</td>
<td>0.784</td>
<td>0.725</td>
</tr>
<tr>
<td>AUC</td>
<td></td>
<td>0.707</td>
<td>0.828</td>
<td>0.879</td>
<td>0.879</td>
<td>0.914</td>
<td>0.862</td>
<td>0.810</td>
</tr>
</tbody>
</table>
3.2.3. Discussions and Conclusion

This study (section 3.2) demonstrated the feasibility of classifying MR image slices and subjects with and without BML, based on textural information. AUC of 0.780 obtained using NMSC implied that the classifier can classify a positive slice over a negative slice correctly nearly 80% of the time. Subsequent classification of subjects using 5 slices as threshold can classify an affected subject from normal subject correctly over 90% of the time. Comparing the performances of classifiers in classifying slices (Table 3.4 and Fig. 3.5), most of the turning points of ROC curves are concentrated at the left-hand side of

Fig. 3.6. ROC curves for classification of subjects using 1, 3, 5 and 7 slices as threshold.
the plot. This suggests that texture based classifier classifies a slice as positive only with strong evidence and tends to have low false positive rates [155]. Contrarily, it is important to be aware of the false negatives produced by this kind of classifier. All classifiers studied have similar accuracy except that \( K \)-nearest neighbor classifier has very low AUC, its performance is as good as a random guess. This could be due to the scales of different features: the less important features that have larger scales took undesired dominance over the more discriminating ones.

The overall performance of subject classification was better than that of individual slice classification. This suggests that although the AUC of slice classification is not very high (0.780), the use of threshold in classifying subject can consolidate and partially remove error made in slice classification which could be due to too small an indication of BML in some slices (causing false negative), or some random signal alteration that simply resembles BML (causing false positive). The classification of slices using discrete classifier provides a way to classify subjects by thresholding the number of slices affected. The choice of this threshold can then be used for different purposes (Table 3.5). One can choose to maximize PPV or NPV in an application or to choose to use 5 slices as threshold to optimize between them. A low threshold such as 1, will compensate the shortcoming of the slice classifier in making false negatives, but inevitably made a number of false positives (subjects). For practical interest, when we choose 1 slice as threshold, the classifier would be correct all the times when it identifies a negative case (NPV = 1) while more than 60% of the positive cases are correctly identified. This could potentially half the time a radiologist needs to screen out healthy-looking subjects, and
can pay more attention to those more likely to be pathological. A high threshold would not be of practical interest because it tends make false negatives, which means it can miss a positive diagnosis.

To confirm that the number of features initially used is indeed a good choice, the feature selection and classification cycle were re-run using NMSC and the AUCs for each run were plotted against number of features in Fig. 3.7 (feature selection were re-run only when more features need to be selected). It is clear that the initially chosen number of features, 10, is the best number of features chosen by FFS for NMSC classifier which gives the highest AUC value in the plot, suggesting that this number is suitable. Furthermore, the value of AUC started to decrease when the number of features was larger than 10, likely because of the sparseness of data the dimensionality has created (curse of dimensionality).
The classification presented here nevertheless has some limitations. We have examined the false cases and found out some exemplar false cases to explain the reason of error. Fig. 3.8 shows examples of false positive and false negative, along with their outlines of segmentations. It can be seen that the false positive case has relatively homogeneous appearance but there is some signal alteration (mainly increased signal, possibly due to partial volume effect or healthy variation of signal) at the core of the marrow. This may be the cause that the slice is identified as affected. Other false positives also have similar characteristics and mainly occurred at the extreme medial or extreme lateral slices. False negative usually occurs when there is very subtle indication of signal alteration such as
the example shown, that occurs at the distal femur tip. The error occurred because the
surrounding healthy tissues overpowered (in terms of size) the textural value originated
from the BML (not the osteophyte at the anterior tip). Since the subject classification is
based on the number of slices classified as affected (threshold = 5), affected subjects
were misclassified when the BML covers only very few slices, regardless of whether the
lesion appears large or small in sagittal plane. This problem could potentially be
addressed by multiplanar analysis that includes textures of other planes.

This classification method can be applied in CAD system to improve the accuracy and
consistency of diagnosis by providing the radiologists a second opinion. The results of
subject classification presented here is highly accurate. This affirms that textural
information is indeed able to separate subjects affected by BML from normal ones. In
addition to textural information from the images, a computer aided diagnosis system
could utilize more information such as body mass index, age, or even the count of white
blood cells to further enhance the performance of classification. However, segmentation
of the bone marrow from the MRI is necessary before this can be an automatic process.
In this study, we have used an equivalent of manual segmentation to delineate the femur
bone marrow and it provided good representation of the region of interest. Automatic
segmentation methods could be developed in the future to delineate the bone marrow
region to automate the derivation of the texture features.
To conclude, the study in this section has demonstrated the feasibility of classifying slices and subjects with and without bone marrow lesion, reporting a satisfactory accuracy for slices classification and high accuracy for subject classification. It is unclear exactly what size BML would become clinically significant, nevertheless the challenge in the future will be to identify smaller BML and to classify different pathologies: osteophyte, bone tumor, transient BML and others.
Chapter Summary

This chapter has studied textural parameters potentially useful in the detection of BML and discovered a number of useful parameters. The chapter has also further the investigation in selection of feature subset and classification to demonstrate the usefulness of the textural parameters in classifying slices and subjects with and without BML, achieving an AUC of 0.914 for subjects classification. This reported accuracy of slice classification is very encouraging and the accuracy of subject classification is very high. This suggests that the textural parameters and the classification method applied, being part of the CAD system, could aid in the diagnosis process of musculoskeletal disorder.
Chapter 4

Advancements for Active Contour-based Automated Bone Segmentation

Introduction

The earlier study presented in Chapter 3 has shown that it is feasible to use texture analysis to classify between bone with and without BML. However, the segmentation process was still carried out almost manually which is highly laborious and repetitive. Consequently, it is highly desirable that the task of segmenting the bone be automated. This chapter presents studies performed to advance active contour segmentation algorithms for bone in knee MRI. Section 4.1 presents an advancement which provides an efficient and reproducible way to automatically terminate contour, applicable for all kinds of active contours. Section 4.2 presents the development of an initialization strategy made for the use of parametric active contour. The initialization strategy provides the contour a targeted direction for movement towards intended object boundary in knee bone segmentation on MRI.
4.1. Developing Termination Criterion for Active Contour

Active contour is a component algorithm capable to delineating a targeted anatomical structure based on region and/or edge information, and it can be applied to segment bone in conjunction with a model. For both parametric and geodesic active contours, terminating the contour evolution in a fast and accurate manner has been a challenge that requires further research attention. Although theoretically the formulation of active contour expects that there will be no movement of the contour when it reaches the desired location (such as reaching a force balance of internal and external force), the ideal force balance and zero contour movement is practically difficult to obtain because it may involve any or all of these: very small time step, long evolution time, and extensive tuning of force parameters. In view of these difficulties, several termination criteria were proposed [156-161].

For parametric active contour, existing methods are mostly based on pixel movements of the contour. They include sum of norms [156], sum of distance, maximum distance, minimum distance, median distance and average distance. Ray et al. has also proposed a definite termination criterion that is based on the direction of pixel movements [159]. The criterion terminates the evolution when the percentage of contour pixels moving in opposing directions in subsequent iterations is above certain predetermined threshold. Generally, termination criteria used in parametric active contour are not applicable to geodesic active contour because there is no pixel correspondence between the curves of
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subsequent iterations in geodesic active contour. For geodesic active contour, termination can be based on the energy functional [158, 160], entropy and simulated annealing [157], and the change of length of the contour [161]. The termination criteria used for geodesic active contour, such as that used in [158, 160] has not been demonstrated in the use of parametric active contour. Hence their applicability is still unclear. Despite much effort in proposing new termination criteria, studies that assess termination criteria by systematically comparing them are sparse.

To assess how well a termination criterion performs for both types of active contours, three important factors should be considered. They include accuracy, segmentation speed and shape insensitivity of the criterion. Shape insensitivity measures the extent that shape change of the target shape can have (while holding the termination parameters constant) before the criterion fails. A criterion is judged to be a failure if it does not return an accurate result within reasonable time or a number of iterations. Although shape insensitivity is a qualitative measure, it is important in practice because shape of target structure can vary significantly across different samples (of the same anatomical location) and/or different slices (in the same volumetric dataset). Different slice locations may need to be segmented at different instances or for different patients. An active contour termination criterion is useful in practice if its performance (such as segmentation time and accuracy) is insensitive to this shape variation [162].

One more factor should be considered for the assessment of termination criteria for parametric active contour: insensitivity to contour resampling. Contour resampling is the
addition and removal of contour vertices in subsequent iterations as suggested in [163]. The contour resampling step is necessary for avoiding vertex clustering and vertex dispersion. A termination criterion insensitive to contour resampling is applicable for both types of parametric active contour: with and without resampling. Contour resampling results in the loss of pixel correspondence of contours in subsequent iterations. As a result, all pixel movement based termination criteria are inapplicable to contour with resampling. They are considered to be sensitive to contour resampling.

This section presents a novel termination criterion called group average difference (GAD) which is designed for parametric Gradient Vector Flow (GVF) active contour [82] with contour resampling and unit normal force selection. This termination criterion is based on image difference between subsequent iterations, as opposed to most of the existing criteria that use pixel movement [156, 159]. This section describes studies that evaluate the proposed termination criterion in terms of segmentation speed, accuracy, shape insensitivity and insensitivity to contour resampling by comparing to existing termination criteria. The merits and limitations of the proposed criterion are also discussed.

### 4.1.1. Methods

This section (section 4.1) presents the GAD termination criterion by first studying its trend line and comparing with that of existing termination criteria (trend line study). Secondly, the termination criterion is evaluated with synthetic images of different target shapes (time-accuracy study). To demonstrate that the proposed criterion is applicable to
real medical images, we applied the GAD for the segmentations of three different anatomical structures of varying shapes using medical images. Sample anonymized medical images were used with ethics approval. The segmentations in medical images include femur, tibia and humerus using MR images. The anatomical structures chosen have varying shapes across different slices within a volumetric dataset. Segmentation of these structures is important for visualization in diagnosis and surgical planning [164-166]. All medical images used underwent Otsu’s thresholding [167] before the application of the active contour so that the active contour essentially evolved on an edge map of a binary image.

The purpose of the trend line study is to compare the trend of the proposed criterion with the trends of existing criteria. This comparison enables one to select or design a steadily decreasing metric for termination without having to change the energy functional of the active contour. The comparison of trend lines also allows visualization of the robustness or weakness of a termination metric.

The time-accuracy study was carried out for studying the termination time, accuracy and shape sensitivity of existing criteria and the proposed criterion. In this study, we compare the average pixel movement (a.k.a. average distance) with GAD across six different test shapes of varied complexity using synthetic images. Average pixel movement (APM) is chosen amongst other existing termination criteria because it is representative to most other pixel movement based criteria as shown from the results of the trend line study. The shapes tested include various curvatures, corners, inward and outward concavities.
Both studies in this section employ the GVF active contour with contour resampling (no contour resampling for tests of APM termination method) and unit normal force selection.

**GVF Snake with Contour Resampling and Unit Normal Force Selection**

The parametric GVF snake used in this section follows the force balance equation [82]

\[
\mathbf{x}_t(s, t) = \alpha \mathbf{x}''(s, t) - \beta \mathbf{x}'''(s, t) + \mathbf{v}
\]  

(4-1)

where \(s\) is the parameter of the contour \(\mathbf{x} = [x(s), y(s)]\); \(x, y\) are the horizontal and vertical spatial coordinates respectively; vector field \(\mathbf{v} = [u(x, y), v(x, y)]\) is the GVF field; \(\alpha\) and \(\beta\) are weights for first and second derivative terms of internal forces in the energy functional of traditional snake [75]. Solution of Eq. 4-1 provides the critical point (minimum in this case) of the energy functional. Left hand side of the equation is the time derivative of the contour (subscript here indicates derivative); right hand side of the equation is the balanced force. Both the balanced force and the time derivative of the contour equal zero at the critical point.

The balanced force comprises both internal force and external force (GVF field) \(v\). The internal force is made up of second and forth partial derivatives of the contour with respect to the parameter \(s\). For all the images processed in this section, we use \(\alpha = 0.85\)
and $\beta = 0.01$. Snake evolution time step $\zeta$ is set to 0.075. These values ($\alpha$, $\beta$ and $\zeta$) were chosen based on results from a separate optimization study of the active contour. Forward time and central space numerical schemes were applied for implementation.

To derive $v$, the edge map $f(x, y)$ used is

$$ f(x, y) = |\nabla [G_\sigma(x,y) * I(x,y)]|^2 \quad (4-2) $$

$I(x, y)$ is the thresholded binary image of interest; $G_\sigma(x, y)$ is a $5 \times 5$ two-dimensional Gaussian kernel with a standard deviation $\sigma = 2$; $\nabla$ is the gradient operator and $*$ is the convolution operator. The edge map is employed in the numerical solution for the GVF components $u$ and $v$ as follows:

$$ u_t(x, y, t) = \mu \nabla^2 u(x, y, t) - [u(x, y, t) - f_x(x, y)] [f_x^2 + f_y^2] \quad (4-3a) $$

$$ v_t(x, y, t) = \mu \nabla^2 v(x, y, t) - [v(x, y, t) - f_y(x, y)] [f_x^2 + f_y^2] \quad (4-3b) $$

The parameter $\mu$ is the regularization term associated with smoothing relative to image gradient; $u_t$ and $v_t$ are time derivatives of the horizontal and vertical GVF components respectively; $f_x$ and $f_y$ are horizontal and vertical spatial derivative of the edge map respectively; $\nabla^2$ is the Laplacian operator.
The regularization term $\mu$ is set to 0.2. While solving Eq. 4-3a and 4-3b, $u$ and $v$ were initialized using the directions (having magnitudes of unity) of the external force field of the traditional snake. Rounded value of $\sqrt{N}$ iterations were applied ($N$ is maximum of the image size along either horizontal or vertical direction). The resulting GVF from this solution is a static force field which does not change in the process of snake evolution. The iterations use a time step ($\zeta_{GVF}$) value of 0.82 for the image used in trend line study and medical images in time-accuracy study, and a value of 0.01 for the synthetic shapes in time-accuracy study. This time step value is chosen based on the closeness between the initial contour and the target boundary. Whenever termination criteria are compared in this section, these evolution parameters mentioned are set to be the same in the criteria. (Note: not to confuse $\zeta_{GVF}$, the time step for obtaining GVF with $\zeta$ which is the time step for snake evolution)

During contour evolution, all the external forces encountered by the contour are resolved into the tangential and normal directions with respect to the contour. The tangential component of each force is discarded because it does not contribute to the shape of the contour, but causes problem of vertex dispersion or vertex clustering of the contour. If normal component is present on the contour, only the direction (magnitude of unity) is used to step the contour forward in time. The process of incorporating normal force onto the contour for evolution is called normal force selection. Taking unity magnitude for normal force makes the contour moves in a more consistent way which is dominated by the external forces relative to the shape of the contour. To further avoid vertex dispersion and clustering problem, contour resampling operation is carried out (but not for
evolutions terminated based on pixel movement) for each time step of the evolving contour as suggested by [163].

**Pixel Movement Based Termination Criteria**

This subsection defines existing [156] (Eq. 4-4) and potential (Eq. 4-5 to 4-9) pixel movement based termination metrics for parametric active contour. A contour on a digital 2D image is defined by a finite number of pixels that represents the vertices of the contour. Let this finite number be \( n \); the vector \( \bar{x} \) is a column vector that lists the horizontal coordinates and the vector \( \bar{y} \) is the column vector that lists the vertical coordinates of the \( n \) points. We denote \( \bar{x} \) and \( \bar{y} \) at \( i \)-th iteration as \( \bar{x}_i \) and \( \bar{y}_i \). For contour without resampling during evolution, \( n \) is a fixed number throughout evolutions. Let the distance travelled by each of \( n \) contour pixels at \( i \)-th time step be

\[
d_i = \left( (\bar{x}_i - \bar{x}_{i-1})^2 + (\bar{y}_i - \bar{y}_{i-1})^2 \right)^{1/2}
\]

The termination metrics at \( i \)-th time step are

\[
\text{Sum of norm} = \|\bar{x}_i - \bar{x}_{i-1}\| + \|\bar{y}_i - \bar{y}_{i-1}\| \quad (4-4)
\]

\[
\text{Sum of distance} = \sum_{i=1}^{n} d_i \quad (4-5)
\]
Average distance (APM) = \frac{1}{n} \sum_{i=1}^{n} d_i \quad (4-6)

Maximum distance = \max(d_i) \quad (4-7)

Minimum distance = \min(d_i) \quad (4-8)

Median distance = \text{median}(d_i) \quad (4-9)

The symbol \| \cdot \| denotes Euclidean norm. The sum of distance is obtained by first calculating the distances moved by each of \( n \) contour pixels, and then all the \( n \) distances are added together to form the metric.

**Group Average Difference Termination Criterion**

Group average difference is a termination criterion based on image difference between subsequent iterations calculated using XOR logical operation. To calculate it, the image difference is obtained by summing up the number of pixels that are different in subsequent iteration. Afterwards, the group average image difference is taken over a predetermined number of iterations, for example, 50 iterations; and group average difference is calculated for instance, between the 1\(^{st}\) and 2\(^{nd}\) group of the (non-overlapping) 50 iterations. Fig. 4.1 shows an illustration of exemplar calculation and subsequent paragraphs provide detailed explanations and generalized formulation for the calculation.
Once the contour evolves through one time step, a list of coordinates that represents the vertices of the contour in double precision is obtained. The coordinates are rounded when they are drawn onto the pixelized image. This rounding causes the contour to be broken at some instances. Fortunately due to the resampling operation, the breakage of the contour is no larger than one pixel at every instance. This breakage is repaired on the binary image describing the contour with the background using the following method:

1) apply Gaussian lowpass filter (3×3 kernel size, \( \sigma = 0.5 \)) after changing the binary image to double precision;

2) convert the double precision image back to binary image, with all non-zero pixels eventually carries the value of 1;

3) thin the contour to one pixel width using the morphological algorithm described in [168].

Once the contour has been repaired, the binary image is filled with a morphological hole-filling operation. This operation fills any background pixels that cannot be reached by filling the background from the edge of the image. The filling is based on 4-connectivity.
A filled area is obtained for every iteration step. This filled area forms the segmented mask of target structure and is the basis for setting termination criterion.

Two images of filled areas in subsequent iterations are compared using XOR logical operator. The more the two images share the same filled area, the less logical ones will appear in the resulting image. Denoting the filled image of \( i \)-th iteration as \( I_i \) for an \( M \times N \) binary image (\( M \) is the size at the vertical direction and \( N \) is the size at the horizontal direction) we have

\[
I_i \text{ XOR } I_{i-1} = I_d(i), \quad 2 \leq i < \infty
\]  

(4-10)

\[
[D]_k = \left[ \sum_{y=1}^{M} \sum_{x=1}^{N} I_d(x, y) \right]_i, \quad k = i-1
\]  

(4-11)

By summing up the number of logical ones in \( I_d \), we would expect a decreasing metric as the snake approaches equilibrium position. The quantity \( D \) is denoted as the image difference. The index \( k \) is the iteration index of \( D \) which is always one integer less than \( i \).

However, due to the use of only normal force of unity magnitude on the contour for evolution, \( D \) will not decrease to zero. This is because when the contour is near the equilibrium position, the contour location will fluctuate within 3 pixels around the exact edge. This is a pseudo-equilibrium state. The fluctuation will only be of practical concern if the image is small (e.g. smaller than 100×100 pixels) and/or the target structure is thin (e.g. having thickness smaller than 10 pixels). Recognizing that when all the vertices of
the contour reach their pseudo-equilibrium position, the value $D$ will fluctuate around a constant, we define the quantity called the group average, $G$.

$$[G]_j = \frac{\sum_{k=\max(1, g(j-1))}^{jg} D_k}{g}, \quad 1 \leq j < \infty, \quad g \subseteq \mathbb{Z} \quad (4-12)$$

In Eq. (4-12), $g$ is an integer representing the number of iterations to form a group. The group average has iteration index $j$. The calculation of group average is non-overlapping (i.e. the data used for computing the first group average is not used for computing the second group average etc). Since $D$ fluctuates around a constant, we can expect $G$ to be approaching a constant when $g$ is reasonably large. The value of $g$ is selected to be 200 in our application. For a quantity that approaches zero while the contour progresses and settles, we define the group average difference ($E$) as

$$[E]_p = [G_{j+1} - G_j], \quad p = j, \quad 1 \leq p < \infty, \quad (4-13)$$

The index $p$ is the iteration index of the group average difference. The evolving contour is expected to terminate when $p$ is increasing and $E$ is approaching zero.

**Analysis**

For the trend line study, we study the trend line of each metric versus the number of iterations, up to 1200 iterations (equivalent to 1200 time steps). The decrease of trend
and steadiness of decrease are examined. A steadily decreasing metric is deemed to be a metric more suitable for practical applications. It is because a steadily decreasing metric provides the ease of determining a threshold for termination, i.e. a value near to zero; whereas it is difficult to determine a threshold for a non-decreasing metric.

For both the trend line study and the time-accuracy study, the maximum number of iterations is set at 10 000. If a termination metric threshold cannot be reached within this maximum number of iterations, the evolution is forced terminated.

In the time-accuracy study, the time to termination is used as an indicator of speed of segmentation. All contour evolutions were implemented using MATLAB (The MathWorks, Inc.) on IBM workstation with Intel Xeon CPU 5160 @ 3.00GHz. Number of iterations to termination is used as an indicator to shape sensitivity of a termination method. Failure to terminate within 10 000 iterations is deemed as the failure of a particular termination criterion to terminate within reasonable time. Shape sensitivity is measured by the frequency of failure of a termination metric to terminate within reasonable time. By having unified threshold values for APM and GAD, the shape sensitivity of the termination criteria can be studied.

For all the segmentations carried out using active contour, accuracy is assessed using dice similarity coefficient (DSC) [71], verified with the ground truth. The ground truths for medical images are obtained from manual segmentation carried out by expert. This coefficient is a measure of overlap between the ground truth and the active contour
4.1.2. Results

Trend Line Study

In this study, trend lines of termination metrics of the active contour on sixteen images (six synthetic images and ten real medical images) were analyzed. The six synthetic images comprise binary images of different shapes, and the real medical images are MR images of femur, tibia and humerus. In general, the results show that it is difficult to find a good threshold for all shapes using pixel movement based metrics, whereas GAD shows steadily decreasing trend approaching zero for all shapes which enables threshold to be better determined. For simplicity, trend lines of one representative image are presented. The representative image is a knee magnetic resonance imaging (MRI) slice with a size of 171×171 pixels.

The initial contour for this study is shown in Fig. 4.2a. The final contour for pixel movement based evolution (without contour resampling each time step) is shown in Fig. 4.2b; and the final contour for evolution with contour resampling (that is used in obtaining GAD) is shown in Fig. 4.2c. All of the contours are shown overlap with the MRI slice used (histogram equalized for display). To show an example of how the pixel...
movement based criteria vary over evolution time steps, the six termination metrics have been plotted in Fig. 4.3 using the representative knee MR image.

From the evolution of the contour in Fig. 4.2a to the final contour shown in Fig. 4.2b, we obtained the trend line for each termination criterion as shown from Fig. 4.3a to 4.3f. In this evolution process, visual inspection of the evolving contour suggested that an accurate and efficient termination metric should terminate the evolution between iteration 800 to 1000.

From the evolution of the contour in Fig. 4.2a to the final contour shown in Fig. 4.2c, the trend lines for image difference, group average and GAD are shown in Fig. 4.4a to 4.4c respectively.

Referring to Fig. 4.3, minimum distance and maximum distance (Fig. 4.3d and 4.3e) have shown to be non-decreasing metrics which are difficult to be used directly for automatic
termination. Although median distance (Fig. 4.3f) is a decreasing metric, it shows a great extent of fluctuation. Sum of norm, sum of distance and APM (Fig. 4.3a to 4.3c) show similar decreasing trends although their ranges are different. APM can be a representative of these three metrics because its valleys are nearest to zero. It is useful to highlight that these three metrics hit their first low around iteration 600. On one hand, if a threshold were to be set at the level of the metric at iteration 600, premature termination could occur (because accurate termination for this segmentation should occur between iteration 800 to 1000 based on observations). On the other hand, if a threshold were to be set at a very low value of a metric not covered in these plots, the time taken to termination could be unacceptably long.

The problem of pixel movement based termination criterion is not only its inability to be applied when contour resampling is present, but also its difficulty to find an accurate and efficient termination threshold. From our study, the value of the metric corresponding to the first lowest valley of a pixel movement based metric is highly dependent on the shape of the target structure. The unpredictability of pixel movement based metric is high with respect to target shape change. The problem of shape dependence of pixel movement based criterion will be evident when change in target shape causes the failure of the criterion to terminate (see following subsection: Time Accuracy Study).

In contrast to the pixel movement based termination metrics, although image difference is a non-decreasing metric (Fig. 4.4a), its trend is predictable (based on our observations: it tends to approach zero). Therefore, using image difference we are able to derive a
steadily decreasing metric, GAD. It is evident from Fig. 4.4c that a threshold value can easily be chosen by a value near to zero so that the evolution can terminate automatically at iteration 800 to 1000.

Fig. 4.3. Trend lines of pixel movement based metrics. (a) sum of norm, (b) sum of distance, (c) average distance (APM), (d) maximum distance, (e) minimum distance, and (f) median distance versus number of iterations.
Fig. 4.4. Trend lines of metrics related to Group Average Difference. (a) Image difference, (b) group average, and (c) group average difference, as defined in Eq. 4-10, 4-12 and 4-13 respectively.

**Time-accuracy Study**

This study examines the speed and accuracy of each termination method. The segmentation speed and accuracy of the methods were measured by the time of termination and DSC respectively. To obtain objective measures of the time of termination and DSC across different target shapes, the values of time and DSC were
averaged across different test shapes and only the average values are used for comparing different termination methods. The test images consist of six synthetic binary images having test shapes of varied complexity (Fig. 4.5). The images are of moderate size, 325×273 pixels.

Initial contours for all the synthetic images are all circles of radius 45 pixels centered at the center of the image. This study consists of two parts: the first part examines the termination methods when all associated parameters (including smoothness parameters of contour, time step, APM threshold, GAD threshold and group size) are optimized to the specific shape and the specific method. The aim of this part of the study is to compare APM with GAD in their best achievable performance. The second part of this study examines the feasibility of the methods for automatic implementation in which different shapes need to be segmented. This part of study compares APM with GAD while each parameter (including smoothness parameters of contour, time step, APM threshold, GAD threshold and group size) is set to a unified value for all shapes in an anatomical structure. In this study, the best combination of parameters is chosen for each method for comparison.
Fig. 4.5. Comparison of segmentation results using GAD and APM. Leftmost column: initial contours; middle column: final contours of APM terminated evolutions; rightmost column: final contours of GAD terminated evolutions. All final contours are from automatic implementation.

Results from the first part of the study are shown in Table 4.1. APM termination method gives accuracy, measured by DSC, of 97.55 ± 1.59%. GAD termination gives accuracy of
97.55 ± 1.65% which is approximately the same as that of APM. The average time taken using GAD method to terminate is 69 seconds and the average time for termination using APM is 24 seconds. In this case, which all the parameters are optimized for the specific shape and specific method, APM method is 3 times faster than GAD method.

Table 4.1. Comparison of time taken, number of iterations to termination and accuracy for 6 synthetic test shapes using the conventional method and the proposed method. All parameters optimized for each shape and each method.

<table>
<thead>
<tr>
<th>Table 4.1. Comparison of time taken, number of iterations to termination and accuracy for 6 synthetic test shapes using the conventional method and the proposed method. All parameters optimized for each shape and each method.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional method (optimized)</td>
</tr>
<tr>
<td>APM</td>
</tr>
<tr>
<td>Threshold</td>
</tr>
<tr>
<td>Indented circle</td>
</tr>
<tr>
<td>Heart</td>
</tr>
<tr>
<td>Quadrilateral</td>
</tr>
<tr>
<td>Triangle</td>
</tr>
<tr>
<td>Star</td>
</tr>
<tr>
<td>Fish</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>St. dev.</td>
</tr>
</tbody>
</table>

To test the time and accuracy of the termination methods considering its robustness with variation of target shape in automatic implementation, the second part of this time-accuracy study tests each method with fixed value of parameters across all test shapes. For APM method, the combination of parameters including smoothness parameters of contour, time step, and APM threshold that gives the best average accuracy of all shapes are chosen for comparison. Similarly for the GAD method, the combination of parameters including smoothness parameters of contour, time step, GAD threshold and group size that gives the best average accuracy of all shapes are chosen for comparison. Table 4.2 gives comparison results of APM with GAD in their best variation studied, while keeping parameters unified across all shapes.
In this second part of *time-accuracy study*, the GAD method gives slightly lower accuracy (97.70 ± 1.42%) compared to the DSC accuracy of APM (97.75 ± 1.49%). However, the accuracy difference is neither large nor significant statistically (Fig. 4.5). The average time for termination using GAD is 102 seconds, almost half of the average time using APM, which is 179 seconds.

In this automatic implementation which all termination parameters were set to constant for all images, the results reveal the *shape sensitivity* nature of the APM termination method because in three out of six test images, the termination metric did not reach the threshold set before reaching the maximum number of iterations allowed. The GAD method is relatively shape insensitive because the contours are able to terminate before hitting the maximum number of iterations. Because of this shape sensitivity nature of pixel movement based termination metric, its average time for termination become longer compared to the GAD method in automatic implementation.
Evaluation of Termination Methods on Medical Images

For the purpose of testing the termination criterion in situations where anatomical structures with different shapes in different subjects or at different slice locations, three exemplar anatomical structures (sagittal femur, sagittal tibia and axial humerus) were segmented using sample anonymized medical images. The sizes of all medical images used in this section are the same, 320×320 pixels. All medical images were preprocessed to binary images before the contour evolutions. The preprocessing uses optimal threshold for each image for best delineation of the desired structure. The unified termination parameters (i.e. APM threshold, GAD threshold and group size) for automatic implementation were obtained by optimizing between the accuracy and the time for termination, for each termination method. APM threshold was optimized for each anatomical structure.

Because of the large extent in which the anatomical target shape can vary across different slices in a volumetric datasets, and that the purpose of this study is to compare termination methods but not initialization methods, the initial contours are not fixed across different target shapes, but are consistent across different termination methods for the same target shape. Being consistent in usage of initial contour ensures that the comparison of termination methods is unaffected by variation of initial contour. Initial contour for each medical image is defined using interpolated cubic spline curve by receiving a number of user specified points. Arbitrary number of points is used to define the initial contour for the medical images so that the initial contour for each image is fairly smooth and near to but not at the intended final location (where a contour should
converge). This way of initialization is to simulate the contour evolution at and only at the termination stage to observe termination pattern using APM and GAD termination criteria, respectively.

Similarly, for each shape in the medical images, smoothness parameters and time steps are optimized (in another study) for each target anatomical structure and used during contour evolution of medical images of that structure, consistently across different termination methods. These parameters are implemented in the settings for active contour runs in examining and comparing the conventional termination method (APM) and proposed method (GAD).

Table 4.3 shows the comparison of the automatic implementation for APM and GAD termination criteria. Both methods of termination achieved very good accuracy measured by DSC. GAD has an average accuracy of 96.77 ± 0.92% and APM has an average accuracy of 96.75 ± 0.94%. There is no significant difference in accuracy using these two methods. However, the shape sensitivity of APM become apparent when 6 out of 9 images were unable to terminate before reaching the limit for number of iterations; in contrast, in the case of GAD termination criterion, none of the images fails to terminate before hitting the iteration limit. Shape sensitivity indicates a need for shape-specific tuning of the termination metric. Without shape-specific tuning, a shape-sensitive termination method can result in long segmentation time (which is not the optimal segmentation time the method can possibly achieve). In this automatic implementation, the total segmentation time of all images tested using APM is 2121 seconds, whereas the
total time using GAD is 607 seconds. In this case, there is about 60% total time reduction using GAD compared to using APM. The average segmentation time of all images tested using APM is 236 ± 217 seconds, whereas the average time using GAD is 67 ± 50 seconds. Both total segmentation time and average segmentation time of GAD represent about 60% time reduction compared to APM. The coefficient of variation (COV) of the segmentation time is 92% using APM and 75% using GAD. The COV can be regarded as a measure of relative shape sensitivity for comparing the methods because the segmentation time would have a large variation from its mean if the termination criterion cannot terminate the contour within the maximum allowed number of iterations in some cases. The larger COV of segmentation time resulted from using APM suggests that APM is more shape sensitive than GAD.

Table 4.3. Comparison of time taken, number of iterations to termination and accuracy for 9 medical images of three anatomical locations using the conventional method and the proposed method in automatic implementation.

<table>
<thead>
<tr>
<th></th>
<th>Conventional method (unified threshold)</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Threshold</td>
<td>Time (s)</td>
</tr>
<tr>
<td>Femur lateral</td>
<td>0.0468</td>
<td>418</td>
</tr>
<tr>
<td>Femur middle</td>
<td>0.0468</td>
<td>496</td>
</tr>
<tr>
<td>Femur medial</td>
<td>0.0468</td>
<td>6</td>
</tr>
<tr>
<td>Tibia lateral</td>
<td>0.0431</td>
<td>187</td>
</tr>
<tr>
<td>Tibia middle</td>
<td>0.0431</td>
<td>544</td>
</tr>
<tr>
<td>Tibia medial</td>
<td>0.0431</td>
<td>6</td>
</tr>
<tr>
<td>Humerus proximal</td>
<td>0.0460</td>
<td>332</td>
</tr>
<tr>
<td>Humerus intermediate</td>
<td>0.0460</td>
<td>13</td>
</tr>
<tr>
<td>Humerus distal</td>
<td>0.0460</td>
<td>119</td>
</tr>
<tr>
<td>Total</td>
<td>2121</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>236</td>
<td>6757</td>
</tr>
<tr>
<td>St. dev.</td>
<td>217</td>
<td>4865</td>
</tr>
</tbody>
</table>

*middle refers to the location of intercondylar slice in knee MRI

The final contours for four representative results using real medical images are shown in Fig. 4.6. Their corresponding trend lines for both APM and GAD evolutions are shown in
Fig. 4.7. There is no visible difference on the image between the segmentation results terminated by APM and GAD.

The tests of GAD termination criterion using medical images ascertain the decreasing trend of the proposed metric (Fig. 4.7). These tests further illustrate the difficulty in selecting a specific APM threshold because APM threshold is highly shape sensitive, i.e. requiring different threshold to terminate optimally. For example, the optimum APM termination threshold used for femur is optimal only for medial slice of femur. For the middle slice of femur which the target shape is different (not to confuse medial with middle), the threshold causes failure in terminating within maximum number of iterations. On the other hand, using a threshold optimum for the middle slice for the medial slice may in turn result in premature termination in the medial slice.

In contrast, without laborious manual search for a specific threshold for specific shape, an evolution is able to terminate within reasonable number of iterations (in this study we consider 10 000 iterations as maximum for reasonable number of iterations) for all nine shapes tested using GAD (Table 4.3).
Fig. 4.6. Results of 3 representative segmentations of anatomical structures. Leftmost column: initial contours; middle column: final contours of APM terminated evolutions; rightmost column: final contours of GAD terminated evolutions. Top row: segmentation of femur middle slice using sagittal knee MRI; 2nd row: segmentation of femur medial slice from the same dataset; 3rd row: segmentation of humerus intermediate slice from axial shoulder MRI; bottom rows: segmentation of humerus distal slice from the same dataset.
Fig. 4.7. Comparison of trend lines using APM and GAD. Left column: trend lines for APM (fixed threshold); right column: trend lines for GAD (unified group size and threshold). Top row: trend lines for segmentation of femur middle slice; 2nd row: trend lines for segmentation of femur medial slice; 3rd row: trend lines for segmentation of humerus intermediate slice; bottom row: trend lines for segmentation of humerus distal slice. The coordinates of first valleys of APM lines are labeled for over-evolved cases.
4.1.3. Discussions and Conclusion

Segmentation Time

Significant variation in the shape of a target structure can be encountered in practical situations such as: 1) same anatomical locations of different patients; 2) different pathological severity at the same anatomical location of the same or different patient(s) 3) different slices of the same volumetric dataset. Hence in an automatic implementation to segment an anatomical structure, it is important that the termination criterion in use is insensitive to this shape variation and terminate the snake evolution in a reasonable time and accuracy.

Because the time for termination of the proposed method is longer than that of optimized-threshold APM termination (Table 4.1), it is probable that one favors the use of optimized-threshold APM to terminate a contour. However, in practical application of automatic segmentation task which involves extracting structures of different shapes, it is unlikely that the user would search for the optimized parameters for each shape because it involves the work as laborious as manually segmenting the target structure. In automatic segmentation task, due to variation of shapes across different images, a termination method that does not need user intervention in searching for the correct threshold value is usually required. Table 4.2 provides the results which the methods run without user intervention across different shapes. The results suggest that due to the shape sensitive
nature of APM termination, its segmentation speed become disadvantageous in automatic implementation. Although GAD has one more parameter involved (the group size), its relative insensitivity to change of target shape suggests that the tuning required is considerably less than that of the application of APM, which only has one parameter to tune but very sensitive to change of target shape. We have shown that the average time for termination using GAD in automatic implementation can be as short as half that using APM in the synthetic images. Tests in medical images ascertain the notion of shape sensitivity of APM and that its time for automatic termination is longer that that using GAD.

**Contour Resampling**

All tests of APM termination criterion in this study were carried out without contour resampling at every time step because contour resampling will cause the loss of vertex correspondence between the contours of subsequent time steps. This is an inherent restriction of using pixel movement based termination criterion. On the other hand, for stable evolution without redundant and/or insufficient vertices to characterize the contour, all tests of GAD termination criterion were carried out with contour resampling at every time step. Since the GAD termination criterion can work with contour resampling and APM criterion cannot, the pixel movement based termination criteria such as APM are considered to be sensitive to the use of contour resampling.
Number of Iterations

The number of iterations for a parametric active contour depends on several factors such as the image size, the object size, use of normal force selection, use of contour resampling, and the shape of the object relative to the initial contour. In this study, the large numbers of iteration are mainly due to the normal force selection formulation that keep the contour fluctuate around the exact boundary sought; and in medical images, partially caused by the relatively large size of images. Normal force selection is a formulation important to avoid vertex clustering and vertex dispersion while evolving the contour. The formulation also provides a more predictable movement pattern for evolving snake since only unit normal force is applied onto the contour at any time. Because the contour is formulated using normal force selection, the movement of contour will not decrease to zero but will settle at pseudo equilibrium state which the contour fluctuate around the exact solution within approximately ±3 pixels. While gaining the advantage that the contour vertices do not cluster/disperse because they do not move in the direction tangential to the contour, the associated effect which may be disadvantageous is the large number of iterations before the contour can be terminated by any criterion set objectively.

Image Size

Relatively small image is used for trend line study because use of a small image will result in the contour reaching equilibrium position at smaller number of iterations. Therefore, a relatively low limit of iteration (1200) is sufficient to facilitate analysis of the entire trend of termination metric. For time-accuracy study, this study examined the methods of interest with images of moderate size. The limitation (in terms of time and
accuracy) of the proposed metric will be evident on small (or thin) structure on large image, or any structures on small image. For these instances, the pixel movement based metrics could perform much better in speed (including segmentation speed and evolution speed) and accuracy compared to GAD although their problems of shape sensitivity and sensitivity to contour resampling remain.

A Similar Termination Metric

A metric similar in concept to our proposed metric based on the change of contour length was recently proposed by Wang et al. [12]. Our metric is based on area difference of the contour. We use the group size $g$ to remove the fluctuation of the base metric (image difference) because the fluctuation of it is large and the number of iterations involved in parametric active contour is large; Wang et al. use a threshold of iteration, $T_{iteration}$ similar in concept to our group size. Since the number of iterations to the target shape for their geodesic active contour is small and the fluctuation of their metric is also small, they do not use $T_{iteration}$ to average the base metric but use it as the number of iterations that if the base metric (change in contour length) is below threshold for $T_{iteration}$ iterations, termination occurs. Both our proposed GAD and Wang’s termination criterion are insensitive to the type of contour.

Limitations of Study

This study examines the proposed termination criterion from the point of view of application to GVF active contour with normal force selection. Our focus in this study is
primarily to illustrate the advantages of the proposed metric compared to pixel movement based metrics especially in situation where contour resampling is necessary.

The proposed method itself is applicable to all kinds of active contour regardless of its force balance formulation, but the group size is a parameter needs to be adjusted when the formulation or numerical implementation of active contour is changed because the extent of fluctuation of the contour at desired boundary is changed. Although the proposed metric shows good potential to be applied to other variations of active contours (e.g. geodesic active contours [80], the balloons [81] and region-based active contours [169]), its comparative performance (compared to other metrics) in those applications remain to be studied. This study only compared the termination methods using 2D active contour but not active surface in 3D. An extension of the proposed method would be to measure GAD based on volume difference (2D is based on area difference).

All images used in this study possess defined boundaries. We compared the termination criteria of interest in cases where defined boundaries are present because even with defined boundary, the contour can fluctuate when it reaches the boundary, as shown in the results. Consequently, terminating the evolving contour automatically is not trivial. The study does not intend to address the challenge in accurately terminating an evolving contour in the cases of ambiguous boundary which is the subject of active contour formulation (e.g. introduction of a region-based term in the energy functional).
This section has presented a new termination criterion called GAD designed for parametric active contour. We assessed the robustness of the criterion by considering its trend, speed, accuracy, shape insensitivity and insensitivity to contour resampling in comparison to a pixel movement based criterion. The proposed termination criterion showed high predictability of decreasing trend in a typical evolving active contour. In automatic applications, it has considerably higher average speed to termination than pixel movement based termination criteria with comparable accuracy. Given that a fixed threshold of termination metric was used across different target shapes, the failure (to terminate) rate of the proposed termination criterion is very low compared to highly shape sensitive pixel movement based termination metrics. We have also demonstrated the insensitivity of the proposed termination criterion to contour resampling. Since the proposed criterion only depends on the segmentation outcomes of the contour but not the formulation of the contour, it should be applicable to different types of active contour/surfaces.

4.2. Developing Parametric Active Contour with Centroid Force

MR image is useful for diagnosis and treatment evaluation of the cartilage for patients suffering cartilage disease. Trend in quantitative imaging and increasing amount of data being studied have called for the need to automate the diagnosis in the near future [40]. Analysis of cancellous bone after segmentation will further our understanding of the

---

5 Part of this section has been published in : T.K. Chuah, C.W. Lim, C.L. Poh, and K. Sheah. Bone segmentation of magnetic resonance images by Gradient Vector Flow active contour with atlas based centroid forces. 2010. DICTA, Sydney, NSW. Permission of reprint granted in the copyright agreement.
change of cancellous bone to progression of bone related diseases [170-171]. This includes the extraction of cancellous bone of the femur (the region of thigh bone where bone marrow lies, we denote this part as *cancellous femur* hereon) for characterization of its material property for prognosis of osteoarthritis and osteoporosis, such as examining the texture of bone marrow lesion. This section of thesis presents an effective way to initialize active contour for segmenting the cancellous femur to facilitate analysis of bone marrow and potentially localizing other structures including cartilage.

A major difficulty in developing automatic bone segmentation is the intensity ‘leakage’ near the cartilage boundary, especially at the anterior site of femur. From our experimentation, method using Otsu’s thresholding [167] followed by seeded region growing has proven to be ineffective for the purpose of automatic cancellous bone segmentation because of intensity overlap with surrounding tissue. This inability of region growing method is mainly because the targeted region tends to grow through narrow sites of intensity overlap that appear to join the targeted region with undesired region. These sites of intensity overlap generally have ambiguous boundaries.

The delineation of ambiguous boundary in the segmentation of cancellous femur remains a challenge. Ambiguous boundary can be determined from atlas by registration [172], or by constraints imposed on a contour [83]. Pure atlas registration segmentation techniques [173] either require long processing time (for non-rigid registration), or that they are unable to locate the exact image boundary at some apparent locations. Parametric active contour (AC) is robust at delineating all apparent boundaries with a closed contour, and it
segments one object at a time. However, one problem with AC is that sites of ambiguous boundary are usually erroneously delineated because edge information is either incomplete or missing. Improvements of active contour in attempt to address the problem include balloon [81] and region-based active contour [174].

Another problem with AC is that formulation of parametric AC does not suggest any fast and reliable way to initialize the contour or to push the contour to the regions of external force coverage. One of the gaps between current developments of AC to automatic segmentation lies in the inability to initialize the contour automatically [175]. To address the problems of ambiguous boundary and initialization in cancellous bone segmentation, this section presents an atlas based parametric AC for automatic segmentation of proton density (PD) weighted knee MR images. An atlas can be defined as a model generated from multiple subjects; or one representative model chosen from a database, that most resembles the subject of interest [173, 176]. For simplicity, atlas here refers to a single representative model derived from one subject. PD weighted images provide excellent contrast among the various tissues of the knee joint. The proposed technique utilizes an atlas to constraint the contour at regions where edge based forces are missing, as opposed to setting a mathematical formulation to constraint the contour which may be heavily reliant on image primitives (e.g. edge-based or region-based formulation) or extensive experimentation (e.g. tuning the balloon force). An atlas based force which we called centroid force is added as an external force in our proposed technique.
4.2.1. Methods

Image Processing Procedures

A 3D atlas of the femoral cancellous bone was constructed by manually segmenting a proton density weighted MR knee dataset. The atlas is a binary image in 3D containing the shape information of the femoral cancellous bone. For simplicity, a single atlas is used in this study [173]. In the atlas, the femoral cancellous bone is marked by binary 1 and background by binary 0. This atlas was separately registered, by user interaction in 3D-Doctor [177], to each 3D dataset of the subject. This interactive registration involves the adjustment of uniform scaling and rigid transformation (scalable rigid) parameters to achieve maximum spatial overlap between the atlas and the cancellous bone of the subject image. Because the focus of this study is on the investigation of whether the atlas based centroid force would address the problems with ambiguous boundary and initialization, the registration procedure is done interactively instead of automatically which may require finding model-to-image (i.e. atlas to image) point correspondence for registration [178]. The atlas registered to the space in subject image serves as a constraint to the AC at all ambiguous boundaries and provides localization information for initialization of the contour.

Subject images registered with atlas in 3D are then segmented on a slice-by-slice basis. Slices at the intercondylar location often show intensity overlap with cartilage at the anterior region, and with the ligament insertions at the posterior region. Hence, current study analyzes the slices at the intercondylar position of the femur. Gradient Vector Flow
active contour is used for locating the boundaries of the femoral cancellous bone [82]. Fig. 4.8 shows an illustration of GVF force field. GVF is chosen because it is robust in detecting edge and providing a wide capture range. Capture range is the distance which the GVF or other force field can reach; a wide capture range means the initial contour can be placed anywhere in the vicinity of the desired edge; a narrow capture range means the initial contour needs to be placed very near to the desired contour. For obtaining external force of GVF, the image to be segmented (target image) is first binarized using Otsu’s threshold [167]. By carrying out binarization, edge information can be extracted out and erroneous edge information (caused by Rician noise in MRI image, and by bone marrow which is not a structure of interest. Note that the noise and the undesired structure cannot be removed effectively using conventional way of Gaussian filter in active contour framework) resulted from using grey-level gradient directly can be minimized. Furthermore, the noise in the binary image is filtered using connected component labeling and area expunction. Connected components of area smaller than that of the size at 95 percentile are removed. This procedure removes undesired small patches at random locations. To extend the area of image gradient, the filtered binary image is then subjected to Gaussian smoothing of a 5×5 kernel with $\sigma = 2.0$. This Gaussian filtered image is then used for obtaining the gradient force, i.e. the external force of snake formulation by Kass [75]. Only the directions of gradient forces are the used to initialize a force-field diffusion process in GVF. The diffusion outcome is controlled by the GVF time step, $\zeta_{\text{GVF}}$. 
A modification to the GVF external force is done by adding centroid force. This centroid force is used to pad the area where the GVF external forces are missing or too small. Since the atlas is registered to the subject image, each 2D subject image has a corresponding atlas slice. The registered atlas can barely be used directly as the segmentation result because many of the boundary points of the atlas still do not intersect the boundary points in the structure of interest. Center of mass (centroid) of an atlas slice is calculated [179]. This centroid and the atlas slice are utilized in two ways:

1) **Centroid Force**: an external force field originated from the centroid. The field contains the forces that point outwards when they are within the foreground of the atlas, and inwards when they are within the background of the atlas. The centroid force $F_c$ can be described by the equations:
\[ F_c(x, y) = m(x, y)n(x, y) \]  

\( m(x, y) \) above is a Gaussian shape function

\[ m(x, y) = \exp(-r^2/\sigma_c^2), \]  

Where \( \sigma_c \) defines the deviation of the Gaussian shape; \( n(x, y) \) is a unit normal vector pointing towards or away from the centroid; \( x, y \) are pixel coordinates; \( r \) is the distance of point \( (x, y) \) from the centroid. Note that \( m(x, y) \) can also be chosen as the distance transform of the binarized image.

Our formulation consists of a combination of GVF force and centroid force. The complete external force field can be described by the following equation:

\[
F_{complete}(x, y) = \begin{cases} 
F_{GVF}(x, y), & \text{iff } |F_{GVF}(x, y)| \geq T \\
F_c(x, y), & \text{iff } |F_{GVF}(x, y)| < T 
\end{cases}
\]  

\( T \) is a threshold value for the magnitude of GVF force used to determine when centroid force will be used instead of GVF force. Because GVF forces of small magnitude usually do not give correct direction for contour evolution, centroid force will be used instead. Hence, \( T \) is usually chosen to be a small value. In our application, \( T \) is arbitrarily set to
0.01. If T is chosen to be 0, by which one has a continuous mixing of two forces, the evolution will be slower due to presence of small GVF forces.

2) **Contour Initialization**: Initialization of contour is done automatically by placing a circle centered at the centroid with a radius of $0.5R_{\text{min}}$. $R_{\text{min}}$ is the minimum radius from the centroid to the edge of foreground of the atlas. Fig. 4.9 shows an illustration of centroid force when the atlas is a circular shape.

![Fig. 4.9. Centroid force (arrows) for a filled circle with radius of 5 pixels on a 32x32 image (shown here as translucent mask).](image)

After padding the GVF field with the centroid force field, the contour is evolved to locate the femoral cancellous bone. Contour evolution is regulated by using only unit force at the direction normal to the contour. Contour resampling is done iteratively every time step of evolution as suggested by Lobregt and Viergever [163]. The contour was then automatically terminated based on a criterion set for area bounded by the contour in subsequent iterations, which was denoted as GAD in previous section [180].
Images and Analysis

A total of twenty one slices located at the intercondylar location from seven 3D datasets of sagittal knee proton density weighted MR images were selected for studying the proposed method for bone segmentation. This location is selected because the slices here are most susceptible to the leakage problem in segmentation as compared to slices at medial or lateral condyles, due to the presence of thin cartilage, and insertions of ligaments. The images are of size 512×512, in-plane resolution of 0.27 mm and slice thickness 1.5 mm. The twenty-one slices were considered separately during analysis. The accuracy of the segmentation method proposed was compared with expert manual segmentation (the ground truth) using sensitivity, specificity and DSC.

4.2.2. Results

Fig. 4.10 shows how the atlas based centroid force completes the missing force field of GVF. In Fig. 4.10b, top left corner and bottom right corner show the GVF field (black arrows) that enables the contour to delineate the sought boundaries accurately; top right corner to bottom left corner of the figure show no GVF force originally, and are now padded with atlas based centroid force (blue and red arrows). This centroid force field completes the missing boundary information which cannot be obtained using only GVF formulation. Consequently, the contour was able to settle at the approximated boundary given by the atlas. Fig. 4.10c shows the segmentation results at the proximal part of femur, with and without centroid force. Notice the difference in accuracy at the anterior tip and at the ligament attachment.
Another comparison of conventional GVF and atlas based GVF is shown in Fig. 4.11. Top row of the figure shows the initial contour and the final contour using conventional GVF active contour. The final contour is smaller than the initial contour and does not change shape because external force (the GVF field) cannot be detected by the contour (capture range of the external force is small). If we initialize with a larger circle, as shown in the second row of Fig. 4.11, some of the external forces can be sensed by the contour, but the final contour still cannot effectively detect the external field at the proximal and distal (upper and lower) end of the femur because they are too far away and there are missing force fields between the initial contour and these ends. Bottom row of Fig. 4.11 shows the initial and final contour of an atlas based AC we proposed. Even though the initial contour of this evolution (Fig. 4.11e) is smaller than that of Fig. 4.11a (i.e. more unlikely to be within the coverage of GVF field), the contour can move toward the distal and proximal ends of the femur because of the atlas based centroid force. The initial contour in Fig. 4.11e is chosen to be smaller than Fig. 4.11c to show that the initial contour does not need to be large enough to be within the GVF field.
Fig. 4.10. Combination of centroid force and GVF force. (a) Left: Ambiguous boundary of the knee MR image highlighted by a zoom-in box; right: the Otsu’s thresholding result of the image showing ‘leakage’ of the bone at the highlighted site. (b) External Force field of GVF (black) modified by centroid force (blue and red, blue indicates inward pointing forces, red indicates outward pointing ones), at the ambiguous boundary of the zoom-in box in (a). Transition between red and blue is the estimated boundary. (c) Image at the left shows the proximal part of femur with the initial contour; image in the middle shows the segmentation by GVF field without centroid force; image at the right shows the segmentation by the proposed method which combines centroid force and GVF force.
Fig. 4.11. Segmentations with and without centroid force. The first column shows initial contours, second column shows final contour terminated based on area bounded by the contour. First row is the segmentation by GVF without centroid force, initialized with a small circle. Second row is the segmentation by GVF without centroid force initialized with a larger circle. Third row is the segmentation of GVF with centroid force initialized with the same small circle.
The accuracy measures of femoral cancellous bone from the 21 slices of interest are summarized here: the sensitivity is 97.4 ± 1.9%; specificity is 99.6 ± 0.1%; DSC is 96.7 ± 1.1%.

4.2.3. Discussions and Conclusion

GVF active contour is known for its robustness in tracking inward concavity and the extended capture range compared to the basic formulation of external force based solely on the edge map. The edge map $f(x,y)$ used in this study is defined as follows:

$$f(x,y) = |\nabla [G_{\sigma}(x,y) \ast I(x,y)]|^2$$ \hfill (4-17)

Where $I(x,y)$ is the filtered binary image of the MR image; $G_{\sigma}$ is the Gaussian smoothing kernel with standard deviation $\sigma$; $\ast$ is the convolution operator and $\nabla$ is the gradient operator. However, in the filtered binary image $I(x,y)$ of interest in this study, the large image size (512×512) makes GVF insufficient to cover the entire structure of interest. For cases which the GVF field covers the whole structure of interest, a semi-automatic initialization as suggested by [175] can be employed. For cases which the GVF is insufficient to cover the whole structure of interest, we propose this atlas based centroid force method. This method fills up the force field where GVF force is missing and facilitates both automatic initialization and constraining of contour at ambiguous boundaries. This constraint imposed using atlas based force can avoid the situation that the contour is over reliant on fine-tuning of the contour smoothness parameter.
Over reliance on tuning of contour smoothness parameter is a hurdle to automatic process because the operator has to continuously look for different smoothness values for different images. Furthermore, one set of smoothness parameter values does not necessarily ensure accurate segmentation at all locations because some locations of ambiguous boundary maybe smoother than the other. Another possible solution to missing external force field for AC is the balloon force [81] that can inflate the contour to achieve the same effect as Fig. 4.11f. However, balloon force cannot accurately approximate the ambiguous boundary like the atlas force unless tuning of the magnitude of inflation force is strenuously done. In contrast, atlas dependent force does require tuning of force magnitude (for contour evolution) to achieve approximation of the ambiguous boundary.

Another comparable method is the region-based strategy of active contour suggested by Ronfard [174]. The snake evolution of Ronfard’s method evolves like a balloon but is more comprehensive than a balloon [81] because the evolution in homogeneous region is controlled by region (both inside and outside) information. The region-based snake solves the problem of limited capture range for sharp concavities but it does not readily recognize ramped edges. Our proposed method, however, incorporates prior information (atlas information) for recognition of ramp edges and image information for recognition of step edges. Due to the lack of prior information in the region-based snake, automatic initialization is not possible in [174].
The proposed method was intended to overcome hurdle in automated segmentation process. Therefore the need to initialize the contour slice by slice is taken over by the automatic process of defining a circle centered at the centroid with a radius obtained from the atlas. The problem of insufficient capture range and initialization of contour are solved simultaneously by this method because the initial contour, regardless of how small its radius, will always approach the meaningful GVF field directed by centroid force. This robustness of the method in locating GVF field can be visualized by looking at the external force diagram shown in Fig. 4.9, in which as long as an initial circular contour is placed within the target region and centered at the centroid, the centroid force will push the contour outward. Furthermore, although initial contour in Fig. 4.11e is smaller than that in Fig. 4.11a, the final contour can still detect the GVF field as shown by the final contour in Fig. 4.11f; unlike in the absence of centroid field, the larger contour (Fig. 4.11c) failed to detect the GVF field (Fig. 4.11d).

GVF without centroid force requires careful manual initialization of contour in order to avoid segmentation as unsatisfactory as that shown in Fig. 4.11b; whereas using GVF with centroid force, automatic initialization is applicable and gives satisfactory results. It is usually not practical to segment the target structure using GVF only especially for image of considerable size (e.g. larger than 256 × 256) because the final contour depends on how large the ambiguous boundary is, and how accurate the manual initialization is.

In this study, manual registration was performed. Hence, automatic registration will be applied in the future to achieve fully automatic segmentation. The 2D AC and centroid
force used in this study can also be extended to 3D. A larger population will also be used to form the atlas.

This section has presented a practical method to effectively localize the capture range of GVF active contour in relatively large image using atlas based centroid force for active contour after scalable rigid registration. The atlas is used in this study to constraint the contour at regions where edge based GVF forces are missing. Ambiguous boundaries at the interface between cancellous bone and its exterior were approximated by the shape information of centroid force derived from atlas. The use of atlas in initialization and constraint of AC provides a potential way towards automatic segmentation.

**Chapter Summary**

This chapter has presented two contributions to the application of parametric active contour automatically to the segmentation of bone in knee MRI. The first is the proposed termination criterion, GAD, which works more efficiently with almost the same accuracy as the conventional pixel movement based criterion. The second is the initialization strategy proposed to go around various challenges such as: requirement of a model constructed from many subjects, and/or leakage of active contour to ambiguous boundaries. The strategy offers an alternative to initialize and constrain evolving active contour for MRI. The two contributions have provided improvements to the use of active contour towards an automated segmentation system in CAD. Nevertheless, more studies
and validations will need to be done before the segmentation resulting from the proposed strategies can be applied in clinical routine.
Chapter 5

Summary and Significance of This Thesis

Computer-aided diagnosis (CAD) is becoming increasingly important for medical practitioners to cope with the increasing amount and complexity of data as technology advances and the population grows. It can improve the efficiency of diagnosis and decrease the variability of diagnostic decision made. Quantitative analysis that requires image segmentation is an integral part of a CAD system.

This thesis has addressed the problem of damaged cartilage visualization. Cartilage is a thin structure and diagnosis of cartilage lesion and potential thinning can be difficult. CAD visualization system can provide detection of potential damage and a way for radiologist to quickly examine the potential damage. The thesis has presented a framework developed to visualize potentially damaged cartilage in 3D; and presented a study to investigate the relationship between percentage of cartilage damage (volume) to a histogram-based parameter.
Besides, this thesis has also investigated the use of textural parameters in analyzing the presence of BML which is one of the most common pathologies seen on the bone marrow. The thesis has shown that there are a considerable number of textural parameters that can potentially be used to aid medical decision making either directly as supplementing information, or be incorporated into a classification system that provides second opinion or as a screening tool. Following it, the possibility and feasibility of using textural information as second opinion has been studied. It was shown that the accuracy of using textural information in classifying whether a subject has edema can be highly accurate, provided that the size of edema is within the capture range of the system.

For advancing the automation of the segmentation task, this thesis applied a method that is efficient in the usage of data and computational resources: which is the use of single model as reference to automatically segment the bones. This thesis contributed to the advancement by developing termination criterion of active contour and proposed a way to effectively initialize and constraint active contour for the application of bone segmentation. The termination criterion developed has been shown to perform more efficiently while using it as a part of automated system.

In sum, the thesis has contributed to the development of analysis of bone marrow, segmentation of bone, and the visualization of cartilage. These contributions will help radiologists to be more efficient and accurate in their diagnosis, and aid them to focus on images that need more medical attention. More efficient diagnostic cycle will translate to
better patient care and lower medical cost for the general public. Any companies
developing a CAD system could gain some insights from the results of investigations in
this thesis. These will benefit the society as a whole.

Due to limitation of resources within in the course of producing this thesis, it was not
possible to address each and every issue leading to a complete CAD system for
musculoskeletal diseases. There is still room for advancement to reach the target of
routine implementation of CAD the system for diseases such as knee OA. To implement
the developed active contour segmentation system, tests and validation will have to be
carried out in 3D with a larger sample size. The manual registration step that is required
in the initialization of the Active Contour with Centroid Force will have to be automated
to complete an automated segmentation system. The registration step may be automated
in the future, for example, by registration of Gabor filter outputs. Nevertheless, the
advancement made to terminate the active contour and in utilizing centroid force can
widely be applicable to any kinds of image segmentation tasks.

A schema of complete CAD system for musculoskeletal diseases is show in Fig. 5.1. The
figure shows how each component connects with the others. The system takes its input
from the images and based its intelligence on statistics, then provides radiologists with
useful and objective information such as location of potential disorder and the diseases
class of a subject. Radiologist can then make report and decision based on this
information along with his experience. The first component of the CAD system, which is
the automatic segmentation system, is a widely studied area. Semi-automatic
segmentation is commonly studied and is an essential part of approaching the goal of accurate automatic segmentation. This thesis worked on the advancement of automatic segmentation system by studying termination, initialization and restriction of evolution of active contour. Moreover, the study of cartilage characterization developed the area in visualization of the structures and also intensity analysis of the cartilage. The analysed intensity, along with the texture of bones studied, could be put into a multivariate classification system to determine disease state and/or disease type.

**Fig. 5.1. A complete schema for a fully automatic CAD system.**

The classification system demonstrated for detection of BML could potentially improve the accuracy and decrease the work load of radiologists. A study that compares the performance of radiologists with and without the aid of the system would be the necessary next step to justify the use of the developed classification system. Furthermore, a comparison can be done to test the value of the visualization framework developed for viewing potential cartilage lesion, and also the use of supporting parameters such as the
histogram based parameters of the cartilage. In addition to radiologist’s observation, other data such as patient scores, radiographs, arthroscopic findings and blood biochemical data could be used in future studies to further validate the results of the system.

One of the limitations of the study is that only proton density images were used for developing the system. For a system which can potentially provide classification of osteoarthritis from metastatic lesions, storage disease, metabolic disturbance and bone bruises; a system using more types of MR sequences (such as T1-weighted, T2-weighted, STIR and relaxation map) may be advantageous. Another limitation is that when studying texture of BML, we assumed that BML is a proxy to osteoarthritis which is not a proven hypothesis. Clinical and statistical study will have to be carried out to prove or disprove the validity of this assumption. If it is proven, then we can use texture of BML to diagnose osteoarthritis. The method presented in this thesis still only provides a way to detect BML, without the specificity about osteoarthritis, despite the fact that the data of the affected group were from patients who have osteoarthritis. The thesis only covered cartilage analysis, texture analysis and bone segmentation of the femur, leaving out tibia and patella. It is important to note that they are equally important in actual diagnosis. We focused on only femur because of the need to focus on single structure for initial development of methods for analysis. Furthermore, the thesis proposed a way to restrict the evolution of active contour using centroid force but tested on a very limited number of samples. Implementation of the method on a larger sample will be needed to demonstrate its robustness across different patients and acquisition centers.
For achieving a complete CAD system, modules for other structures such as ligaments, muscles, menisci are also of importance. With intensive research and enthusiastic funding in the field of CAD, the components developed will gradually be incorporated into systems used in actual medical settings to supplement human’s diagnostic ability. CAD will then provide increased ability to display and/or interpret invisible image cue and interpret multidimensional information.
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